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Abstract

This thesis covers the area of soundfield representation, reconstruction and perception. The
complexity and information content of a soundfield presents many mathematical and engi-
neering challenges for accurate reconstruction. After an in-depth review of the field of math-
ematical soundfield representation, an analysis of the numerical and practical constraints for
soundfield reconstruction is presented. A review of work in experimental psycho-acoustics
higlights the variability of spatial sound perception. It is shown that the error and uncertainty
in perception is of a comparable magnitude to the accuracy achievable by present soundfield
systems. Therefore, the effects of hearing adaption, sensory bias, sensory conflict, and con-
textual memory cannot be ignored. If the listening environment is inappropriate or in conflict
with the desired perceptual experience, little is gained from more complex soundfield repre-
sentation or reconstruction. The implications of this result to the delivery of spatial audio is
discussed and some open problems for further exploration and experimentation are detailed.
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Chapter 1

Introduction

1.1 Overview

Sound plays an important part in our awareness of the environment. For those of able hear-
ing, sound provides a constant perception of things around us. Hearing, perhaps more than
any other sense, provides us with a sense of connection and presence [1,2]. Since Edison first
recorded on a foil in 1877, many engineers have worked to improve the fidelity and realism
of audio recordings. The transporting of sound through wires dates back to 1877 with Bell
and the telephone and via radio waves with Marconi in 1895. Now devices that record, play
and transport sound are so common place that the ability to record and transport an audio
signal is now taken for granted.

The fidelity of modern recording equipment is extremely high – and arguably approaches the
limits of perception of the human auditory system. However, recordings are rarely mistaken
for real auditory events. Most efforts in audio recording and reproduction have concentrated
on the temporal fidelity of the wave field – frequency range, dynamic range and distortion [3].
To truly create an immersive sound field it is necessary to match the complexity of the spatial
excitation and nuances present in an real sound field. The ability to synthesize, capture and
recreate an immersive sound field is a significant challenge.

Within the areas of telepresence1 and entertainment, the ability to create a compelling im-
mersive sound field has many applications. In an age of information, hearing is currently
an under-utilized sense. Application areas include simulation [8], collaborative environ-
ments [9], virtual reality [2], medicine [10], education, data visualization, information dis-

1Telepresence : the perception of presence within a physically remote or simulated site [4, 5]. For a discus-
sion of this area see the Telepresence issue of the BT Technology Journal [6] in particular [7].

1



2 Introduction

plays2, augmented reality [11] and many entertainment applications [12]. There is also an
immediate market for improved spatial sound with multi-channel audio being the fastest
growing segment of the consumer audio market [13].

The thesis begins by looking at the mathematical foundations of spatial audio with a goal
of determining the theoretical and practical limits of accurate sound field representation and
recreation. It is established that the information content in an accurate sound-field is high
[14], thus the cost of aiming for exact representation and reconstruction is prohibitive. By
investigating the complexity of the mathematical task it is possible to determine fundamental
limitations. By comparing different techniques and representations for sound fields, it can be
shown that there is a strong equivalence between representations. Thus fundamental limits
apply to all systems for capturing and reconstructing spatial sound fields.

Headphones can be considered as an alternative to free field reconstruction for the delivery of
spatial sound and are depicted by some as the optimal approach [15]. The physical link to the
listener reduces the need to reconstruct the sound over a volume of space. Headphones can
be considered an effective way of delivering a sound field at two points. Theoretically, head-
phones should be able to accurately control the excitation of the eardrum, with the correct
excitation the correct sound field may be perceived.

The performance of headphone sound presentation is seen to be variable [16]3. In some
cases performance similar to free field localization is observed [17] whilst in others constant
and significant errors have been observed [18]. Although there are differing opinions, the
problem with headphone audio presentation is generally accepted to arise from numerical
deficiencies in the measurement and simulation of responses. However, in some situations,
a poor numerical approximation can create a completely convincing effect. It is perhaps the
design of the environment, control of the subjects expectations and placement of visual cues
that is more influential than the numerical accuracy. The perception of spatial audio is as
much in the mind as in the math.

The latter part of this work seeks to quantify this premise through research in to the psy-
chology of hearing. Following on from a rigorous approach to spatial audio, the uncertainty
of perception, as observed in many psychological experiments, can be characterized and
compared to the fundamental limits of sound field reconstruction. The literature on the psy-
chology of hearing is significant and cannot be ignored when the true end goal is to create the
perception of an auditory event, not just recreate a sound field. The areas of the perception
of spatial sound and the interaction of the various senses are discussed in detail.

2ICAD – International Community for Auditory Display – is a research body very active in the development
and application of the audio sense for information display. http:\\www.icad.org

3Research and development for spatial audio at Lake Technology, Australia 1995-2000. Contribution to the
design, development and commercialization of the Dolby Headphone algorithm. Unpublished work.
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As noted in some other papers in this area, it is a multidisciplinary pursuit with a combination
of systems engineering and human perception [19]. A commentary is provided here on the
problem of creating convincing and effective spatial audio. The problem encompasses the
mathematical, practical and psychological aspects of virtual audio. It is apparent that the best
approach will consider all of these elements – consideration of any one aspect in isolation is
not likely to give significant advances in performance. The objective is to provide guidance
for the design of practical systems for the presentation of spatial audio.

1.2 Literature Review

This thesis provides a combined review of the fields of mathematical soundfield representa-
tion and psycho-acoustics. Previous works concentrate on either the mathematics of sound
field reconstruction, or the psychological aspects of spatial hearing. Since these are fairly
diverse fields, few works provide an in-depth analysis of both issues simultaneously. Table
1.1 table sets out some of the literature mapped into several categories.

It is interesting to note the evolution of the field among these areas over time. Figure 1.1
provides a graphical representation of this by enumerating the number of papers to appear
each year. Although the literature review is quite thorough, it cannot be considered complete,
and is some-what biased towards recent publications. However, examining this figure shows
several interesting trends that relate to research work in Spatial Sound and the subject of
consideration for this thesis.

The availability of DSP processors suitable for processing audio signals in real time has in-
creased the level of interest in the mathematics and reproduction of spatial sound. From
1993 we see first the mathematical work increase, followed by systems that actually targeted
a human listener. Interest in spatial sound systems using simple psycho-acoustic models
peaked in 1998/9. The pioneering work of Gerzon in the early 70s and 80s, [14, 78], was
well ahead of the technology capabilities. As this type of system has been only some-what
capable of delivering the perception of good spatial sound, interest in the mathematical mod-
elling and representation of the sound-field continues to increase to match the technological
possibilities for implementation.

Interest in the explanation of spatial hearing through experimentation with simple stimulus,
is a continuing field. The complexity and nuances of spatial hearing offer boundless potential
for experimentation in this area. Most research in the area of perception attempts to break
down the process of sound localization into independent components. There is an argument
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Soundfield analysis and reconstruction. In depth analysis of the math-
ematics and numerical performance of a soundfiled or transucer array
system without consideration of the perceptual issues. Essentially the
problem of pure soundfield representation and reconstruction.

[3, 13,20–46]

Spatial Sound Reproduction.Works on the reconstruction of a sound-
field with the goal of a human subject as the listener. Typically they
involve some simple models of the perceived location or spatial charac-
teristics based on Interaural Time-Delays (ITD) and Interaural Intensity
Differences (IID) or simple mathematical models based on phase or in-
tensity geometry at the listening location.

[14,47–78]

Localization phenomena with simple synthetic stimulus. Includes the
lateralization experiments with phase and intensity effects of binaural
hearing. These tend to be very contrived experiments to try and reveal the
underlying processes of spatial hearing. The mathematical complexity of
sound fields are not considered.

[79–103]

Localization phenomena with real sound sources. Experiments using
real sound sources in combination with other senses to demonstrate psy-
chological effects of spatial hearing and spatial awareness. Real sound
sources are used with attempts to remove, disguise or mislead the visual
cues associated with the sound source. Little consideration is given to
mathematical issues.

[15,80,104–126]

Localization experiements with the simulation of complex sound
fields. Typically the use of headphones to present spatial audio stimulus
and measure the pshycological and performance effects of comninations
of sensory stimulus. Some consideration of both the math and practical
constraints along with the subjective perception of the sound.

[18,127–149]

Table 1.1: Broad Categorization of Spatial Sound Literature
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that this takes spatial hearing out of context and is not appropriate for understanding true
spatial sound perception, [83,89].

As computational systems become more capable at creating synthetic spatial sound, experi-
mentation into the perception and response of subjects in virtual auditory environments had
become an increasing area of interest. However, the study of spatial sound perception of real
sound sources is largely neglected. Interestingly, prior to 1980, without suitable computa-
tional resources, this was the predominant mode of research into spatial hearing.

It is the premise of this thesis, that with the advent of computers and audio processing tech-
nologies, work on the perception of real sound sources is rarely carried out. It is the general
assumption that provided the numerical accuracy of a system is sufficient, a synthetic presen-
tation of spatial sound is suitable for experimentation. This is an assumption that goes largely
unchallenged, to the point that when a subject’s perception differs from the intended spatial
sound presented, the cause is ultimately assumed to be numerical error or imperfection.

Few works combine both the latest in synthetic sound field modelling and reconstruction,
with reference to the observations and properties of spatial hearing of real sound sources.

Figure 1.1: Timeline for Literature on Spatial Sound
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This thesis sets out two complementary arguments regarding the issues in reconstruction of
spatial sound :-

• The numerical benefits of increased channels and complexity in the representation and
reconstruction of spatial sound is providing diminishing returns. Practical issues due to
position uncertainty and environmental interaction, along with fundamental numerical
limitation, indicate marginal improvements for substantially increased complexity.

• Hearing is an extremely adaptive, biased and associative sense that requires a great
degree of consistency and continuity, both with itself and with other senses for deter-
ministic results. A review of research in the field of psychology reveals just how much
variation can be expected in spatial sound perception with real sound sources.

This leads to the premise that advances in the virtual presentation of spatial sound to achieve
a determined perception by a subject are best obtained by considering not only the numerical
presentation, but the factors of the subject’s psychology and state of mind. These factors
may include the environment, other sensory cues, method of introduction and the level of
“cooperation” of the subject.

There are some other works that begin to consider both the reconstruction and perception of
the sound field. This is the fifth category represented in Table 1.1 and has shown increasing
interest in recent times. Another category of works, most of them recent, address specifically
the perceptual implications of virtual audio. These works start to look at how the perceptual
environment of a virtual auditory display differs from reality and therefore what features and
characteristics of the sound field are most likely to benefit the perceptual results, [4, 5, 8, 11,
127, 132, 143, 144, 147, 148, 150–157]. The concepts and issues originated in these previous
works are developed further throughout this thesis.

In summary, this thesis provides a basis to compare the significance of the perceptual and
psychological effects against the limitations of practical sound field systems.
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1.3 Current Spatial Sound System

Audio and Surround Sound systems have a strong commercial market. Music and audio is a
popular form of entertainment both in isolation and in combination with visual information
through movies and videos. Movie theatre and public auditoriums have a concern for sound
as well as vision. The stereo and TV are common house-hold appliances and are now inte-
grated into the Home Theatres. To provide a context for the area of research for this thesis,
this section provides a brief review of some of the commercially available surround sound
systems. Additional reviews of surround sound systems and the evolution of multi-channel
audio can be found in [12,57,62,158,159].

What is Spatial Audio? It is the subtle characteristics of a sound field that allows us to
place sound objects in space and time and also obtain a feel for the physical environment in
which those sound sources are present. Spatial Audio reveals information about both active
and passive acoustic objects surrounding us. We make constant use of spatial audio in our
present state. It provides a sense of presence and awareness of things around us. The goal of
a “Surround Sound” system is essentially to present spatial audio to listeners.

1.3.1 Types of Spatial Sound System

Acoustical events generate sound pressure waves or variations at the point of observation.
This can be described as a soundfield – pressure variations about the mean air pressure. A
listener at the observation point perceives this sound field predominantly by hearing. To
simulate or reproduce an acoustical event we can either attempt to recreate the soundfield
or just the effect on the ears [66]. The first method is known as holographic or soundfield
techniques. The second method is known as binaural or transaural4.

Holographic and soundfield systems aim to recreate the acoustical pressure field over a region
of space. Such a system is independent of the listener in the sense that a representation of
an acoustical event is recreated even if no listener is present. Soundfield systems typically
use a multitude of speakers to reproduce sounds originating from different directions. The
goal may not always be to recreate the exact sound field, but rather something which will
be perceived as similar or convey the appropriate information. This type of system is well
suited to delivering surround sound to a large audience. However to accurately represent a

4Binaural typically refers to the delivery of sound directly to the ears through headphones. Transaural
generally refers to delivering a binaural signal through speakers [70, 71] – that is essentially controlling the
sound field only at the ear locations. Processing of the binaural signals must be carried out to cancel the
speaker cross talk and compensate for head related transfer functions.
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soundfield over a large region of space and large bandwidth a very large number of channels
would be required [58,66,72,78]. To reproduce a soundfield accurately with a bandwidth of
just 1kHz over a 10cm sphere would require more than 100 channels [23].

The principle of binaural and transaural systems is to reproduce an appropriate stimulation
of the listener’s auditory senses. By reconstructing the sound only in the region of the ears
(as with headphones) it is possible to control the excitation of the listener’s eardrums. This
can result in the perception of complex spatial sound. Binaural systems deal with only two
channels of information. Complexities arise with binaural systems due to the fact that each
individual has a unique head related transfer function (HRTF) [38], however, with only two
points of control, they have the advantage of a smaller acoustical reconstruction region. Less
information is required to produce a surround sound experience and individual HRTFs and
transducer transfer functions to the ear-drum can be fairly accurately measured and com-
pensated for. This approach is considered to be an “optimal” approach to spatial sound
delivery [15] and performs better than low order soundfield methods.

Once spatial audio is reduced to a binaural form, information is lost and the complete sound-
field cannot be recreated. Without compensating for head movement, the listener cannot
experience the effect of moving through the soundfield – small rotations of the head to help
resolve sound source locations, do not have the desired effect. Full bandwidth transaural
systems become very sensitive to the listener’s location [49, 63] and speaker layout [59] –
locations must be within a few centimeters. More speakers are needed to deliver to multi-
ple listeners [48] and system performance is significantly degraded in practical reverberant
rooms [22]. Even a theoretically optimal system would not perform well near and above
15kHz [25].

Figure 1.2 depicts the three classifications of spatial sound systems as set out above and
Table 1.2 sets out a comparison of the advantages and disadvantages of these systems.

All three systems, in essence create some form of sound field. True soundfield systems create
a soundfield that exists over a region of space independent of the listener. Binaural systems
reconstruct the soundfield only in the listeners ears, by direct coupling through headphones
or attached transducers of some form. Transaural systems aim to reconstruct a soundfield in
the proximity of the listeners ears using remote and unattached transducers through cross-
talk cancelling or small region sound field control. Binaural and Transaural systems may
deliver a more accurate pressure signal to the ear-drum, but the suffer from being static
(headphones) or incorrectly sensitive to listener movement (transaural).
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Figure 1.2: Diagramatic Representation of Three Classifications of Spatial Sound System

Type of System Advantages Disadvantages
Soundfield Independent of listener and

HRTFs. Extends to large listen-
ing regions for multiple listeners.
Inherently allows freedom of
movement for listener.

Only accurate over small listen-
ing areas. Large volumes require
huge number of channels. Not
suitable for private listening.

Binaural Accurate delivery of spatial
sound. Private listening. Listener
always in ideal location.

Sensitive to individual HRTFs.
Does not inherently cater for
head movement. Physical pres-
ence of headphones effects per-
ception.

Transaural Accurate spatial sound delivery
when in correct position. No
physical presence of headphones.

Sensitive to individual HRTFs.
Very sensitive to listener posi-
tion. Does not inherently cater
for listener movement.

Table 1.2: Comparison of Spatial Sound Systems
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1.3.2 Current Practical Systems

To understand the scope for practical and commercial application of spatial audio delivery,
it is necessary to look at the history and extent of use of several common sound formats.

• Stereo – although strictly not confined to two channels [70,159], since the LP phono-
graph it has become synonymous with two channel recording and playback. In its
basic form a stereo system is a soundfield type system which can create the illusion of
virtual sound sources between the two speakers where the listener is positioned cen-
trally at the “sweet spot”. As the listener moves away from this region, the quality
of the sound field imaging will degrade – sound images initially between the speakers
will become unstable and collapse to the nearest speaker. Good quality stereophonic
equipment can provide a very enjoyable listening experience, though not truly spatial.

• Quadraphonic – several techniques were developed for delivering more than two
channels of audio in the early 70s. Typically the additional two channels were encoded
on top of the existing two channels. There were several standards, each requiring its
own decoder. Quad systems represent a soundfield type surround system covering 360
degrees in a planar array. Program material was not well mixed, and the technology
cost and confusion at the time prevented any significant commercial penetration.

• Matrix Stereo – in the mid to late 70s, matrix techniques similar to those used for
quadraphonic were used for film sound [159]. Four channels – left, centre, right and
surround – could be encoded on only two audio channels. The popular Dolby MP
Matrix encoded the extra channels using matched and opposing phase additions to the
left and right channels (Figure 1.3 below from [160]). The passive matrix decoding
process is degenerative and can only achieve 3dB channel separation. “Dolby Stereo”
became the standard distribution format for film sound using optical encoding of the
Dolby MP Matrix two-channel sound-track on the film [159].

Rather than creating an accurate sound field, these systems are concerned with repro-
ducing a desired cinematic experience – centre channel for dialog, surround channel
for envelopment and ambience. With video reorders and CDs in the 80s, matrix stereo
surround found its way into the home.

• Ambisonics – a hierachical system for the optimal representation of sound fields de-
veloped in the early 70s. It is based on spherical harmonic expansions of the wave
equation [14,74,75,78]. The techniques involved have been developed from a combi-
nation of acoustical control and psycho-acoustic principles to correctly match impor-
tant auditory localization cues. Ambisonics is not tied to any particular speaker layout
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and represents a very flexible and generic way of recording, simulating and re-creating
three dimensional sound. It has found applications in large audio displays for virtual
reality, artistic presentations and theme park entertainment.

Niche consumer decoders offer Ambisonic decoding and a limited amount of program
material is available. Although the system is well founded in theory and can deliver
excellent results, in practice it has not found a market beyond surround enthusiasts
[161]. The process of correctly setting up an Ambisonic decoder and speaker array
is quite complex. Hopefully support for this format will continue – it represents a
good option for true sound field recordings on emerging multi-channel audio media
[60, 65]. Other works and extension on Ambisonics deal with hierachical formats
surround sound transmission and multi-speaker array reconstruction [69,162,163].

• Active Matrix Decoding – to improve the decoding process active steering was intro-
duced. Through monitoring the relative levels of the decoded channels, the intended
sound direction can be estimated. An additional gain stage is included in the decoder
to “steer” the sound in that direction, emphasizing the effective channel separation.
Dolby Pro Logic incorporates active steering and became available in consumer prod-
ucts in 1987. This gave an effective channel separation for a steered sound source of
37dB [160].

The process of active steering can introduce artifacts. Various decoding algorithms
improved on the process with improved steering logic, banded frequency steering and
increased number of output channel – Circle Surround, Pro Logic II and Logic 7.
Active decoding of matrix stereo is by far the largest installed base of surround sound
systems with over 50 million units sold5. All matrix formats have the fundamental
limitation that the derived channels are not totally independent.

• Multi-channel Digital Formats – digital media offers the ability to store multiple
audio channels. With the main motivation being for theatre sound Dolby Digital 5.1
(AC-3) and DTS6 were introduced around 1992. Both use compression algorithms
to reduce the multi-channel sound track to a manageable amount of digital data [164].
Dolby Digital typically uses a higher compression ratio than DTS. Qualitative compar-
ison of the two compression schemes is a contentious issue, both offer 6 independent
channels of audio for a cinema configuration.

The 5.1 environment has become a defacto standard and refers to three front channels,
two rear or surround channels and a low frequency effect (LFE) channel (Figure 1.4).

5Data from Dolby Laboratory Statistics, July 2002.
6DTS used as the trademark for the digital audio format created by Digital Theatre Systems Inc.
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The rear channels are usually line arrays of speakers in a theatre to reproduce a dif-
fuse sound field. Dolby Digital has secured a greater market share due to its use as
a standard in Laserdisc, DVD and digital TV. Movie material in the home is brought
to life by multi-channel digital audio. As directors and sound engineers are learning
to take full advantage of the format, new release movies are delivering powerful and
interesting surround sound. The goal is to create a compelling and enveloping sound-
field rather than an accurate soundfield as speaker geometries and installations vary
considerably.

• Virtual Surround Sound – Multi-channel surround formats raise an issue of conve-
nience for consumers with full 5.1 setups being costly and impractical in domestic
situations. New technologies using binaural and transaural techniques are emerging.
The term “virtual surround” is being used to describe products that create the impres-
sion of a surround sound system using headphones or two speakers [165].

Headphone systems use convolutional or infinite impulse response filters to simulate
the directional and room response for the virtual sound channels at left, centre, right
and surround. The resulting auditioning experience can be vastly superior to a simple 2
channel down mix. Virtual systems using speakers use filters on the surround channels
to create the impression of a diffuse sound field to the side or behind the listener. As
with all transaural systems, there is a trade off between the quality of the surround
effect and the range of listening locations it will cover (“sweet spot” size). They are
well suited to an individual listener in a known location [165].
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Figure 1.3: Schematic of Dolby MP Matrix Encoder

Figure 1.4: Configuration for 5.1 Speaker Array for Consumer Surround Sound
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1.4 Problem Definition

Where the goal is to generate spatial sound for human perception, the ultimate goal is the
correctness or appropriateness of the perception. Too often it is assumed that this is best
achieved by creating a numerically correct soundfield over a region of space or at the lis-
tener’s ears. As pointed out by Dermont Furlong [72], too much of audio engineering is
a “black art” since the goal is rarely well defined. In particular reference to the use of a
domestic audio system for recreating concert music he states

“the function of the audio recording and reproduction system should be to op-
timally reconstruct the concert hall experience for the domestic living room
listener”

The goal is really “plausibility” rather than “authenticity” [166], so it may not be necessary
to reproduce accurately all physical aspects. What is important is that the features of the
original soundfield that are perceptually important are preserved [72].

The issue of experience is not one that is well dealt with amongst the engineering disciplines.
Since the experience of a listener is subjective and largely unobservable, very little work
attempts to optimize the experience of a spatial sound reconstruction system. Instead, the
engineering approach leans toward optimizing the reconstruction of the soundfield or spatial
sound itself. As will be shown in this thesis, a soundfield is a complex entity and the pursuit
of perfection in reconstruction is a boundless problem.

The problem addressed by this thesis is in a sense, where should our best efforts be placed
to optimize the experience delivered by a spatial sound system. This is addressed as three
component questions:-

• How numerically good can spatial sound systems get in practice? How accurate can a
soundfield or binaural signal be recorded, created and delivered?

• How reliable and predictable is perception. Assuming that spatial sound delivery can
be perfected, what uncertainty exists in the perception and experience of a spatial
sound?

• Can we compare the two measures of uncertainty. Which is the bigger uncertainty and
what can we do to mitigate the influential factors?
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Essentially the overall question is,

“What is more important – accurate soundfield / binaural reconstruction
or the management and control of perceptual influences?”

Through the analysis of spatial sound reconstruction it is shown that binaural delivery of
spatial sound is less complex and more feasible for a single controlled listener. As already
stated in Section 1.3.1, headphones can be considered optimal [15]. From the work and
experience of the author [16] it was already known that for binaural delivery headphones, in-
creasing the level of accuracy and individually matched Head Related Transfer functions and
headphone transducer and coupling responses, was not the most effective means of creating
a compelling headphone presentation.

The design and delivery of a compelling 5 channel headphone virtualizer [167] provided an
opportunity to qualitatively assess this observation over many subjects. Despite the use of
low quality headphones, non-individualized, poorly equalized transfer functions and non-
ideal demonstration environments, the illusion of static, compelling and external spatial
sound was extremely consistent. Rather than attempting to measure and reconstruct indi-
vidual and well matched binaural responses, the demonstration was optimized with for per-
ceptual considerations. Lightweight headphones were used, with a real 5 channel speaker
array present the subjects were initially introduced to real sound sources similar to that of the
virtual audio and provided with visual cues, the acoustic properties of the virtual space were
similar to the real space and the transition to the headphone delivery was made gradually.
The demonstration audio was typically a test voice panning around the speaker array. At the
end of the demonstration, subjects removed the headphones and were shocked to find the
room silent. This demonstration was instrumental in the interest and commercial adoption
of Lake’s technology as Dolby Headphone7.

So under the right conditions, a poor virtual simulation was convincing. In other experi-
ments, laborious measurement and correction of an individuals response to achieve the most
numerically accurate results proved less than satisfactory. Particularly when that subject au-
ditioned the virtual audio in an environment that was in conflict to the environment of the
response measurement – that is with conflicting visual cues or substantially different room
acoustics.

In any situation where a binaural presentation fails to deliver compelling spatial sound, it
is always the numerical accuracy and complexity of the system that is assumed to be the

7Commercial information on Dolby Headphone is available at www.dolbyheadphone.com along with a
some-what simplified technical explanation of the process.
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cause. It is very difficult to show experimentally that this is not the case. We cannot sub-
stitute the virtual spatial audio for real spatial audio in the same listening configuration and
assess the perceptual performance independent of any “synthetic” or reconstructed acoustic
components.

A premise behind this thesis is that this it is the perceptual more than numerical or system
limitations that causes binaural simulation of spatial audio to fail or become ambiguous. This
leads to a significant problem and question addressed by the thesis,

“Is headphone presentation of binaural spatial sound good enough?”

The problem is to resolve this question with an answer along the lines of “Yes they are, as
given the same situation, even real sound would create a similar misleading or ambiguous
perception”. There is no expectation that this argument will divert the blame from the nu-
merical binaural simulation – the belief that we hear accurately and unambiguously is far too
strong. Rather the problem and argument is presented to those working in the field of binau-
ral spatial sound reconstruction to answer the question above, and also provide a measure of
sanity before enormous effort is placed into what may be an unrewarding pursuit.

1.5 Chapter Overview

This thesis examines the conjecture that the numerical precision considering the pursuit of
numerical precision in isolation will not lead us to compelling spatial audio. Truly convinc-
ing audio may not be possible without a truly convincing environment. This thesis is divided
up into a set of chapters moving from the mathematical into the psychological aspects of
spatial sound perception and onto a comparison and conclusions.

Chapter 2 deals with the possible mathematical representations of sound fields. In order
to record, recreate and analyze the performance of soundfield systems, it is important to
have a suitable mathematical framework. This chapter covers several different frameworks
and shows a result of equivalence between them. The most comprehensive representation is
shown to be that resulting from the natural harmonic solutions of the wave equation.

Given a framework in which we can represent and analyze a soundfield, Chapter 3 deals with
the problem of reconstructing such a soundfield around a listener. As the desired bandwidth
and size of the reconstruction region increases, the order of the soundfield and number of
channels required will also increase. Chapter 3 draws some fundamental mathematical and
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practical limitations to the ability to accurately recreate a soundfield. Headphones present an
alternate way of delivering spatial sound. With only two points of reconstruction, binaural
systems are considerably less complex than soundfield systems.

The quality and compellingness of spatial sound as perceived by a listener will have a de-
gree of uncertainty. Chapter 4 looks at the process of sound perception. There is a wealth
of information in the last century of experimental psychology relating to spatial hearing. A
substantial amount of research and experimental work demonstrates the adaptive, ambigu-
ous and biased nature of spatial sound perception. Chapter 4 draws from this background
specific examples and data to provide an indication of the uncertainty and error introduced
by the actual perception of either a soundfield or a binaural presentation. We cannot simply
be compelled to perceive a specific spatial sound event through accurate acoustical recon-
struction alone. If the audio sensory input is in conflict with other sense modalities or does
not represent a coherent and plausible reality the perception may not be as desired.

Chapter 5 provides a comparison of the issues in reconstruction of a spatial sound with the
psychological issues discussed in the previous chapter. The results suggest that the error in
perception is comparable with the error in the soundfield or binaural reconstruction. This
leads to the argument that current conventional systems can provide an adequate auditory
stimulus – increased numerical accuracy will only give marginal perceptual improvement.
Numerical accuracy does not imply a compelling spatial sound system. Similarly, the sub-
jective measure of whether a system provided a compelling audio simulation cannot be used
as an indicator of numerical accuracy.

An important issue raised in Chapter 5 is the asymmetry in spatial sound perception ex-
periments. It is possible to present real spatial sound with alternate or distracting visual
cues – the example and possibilities of the ventriloquist demonstrates this. However it is
extremely difficult to provide a visual indication of the absence of an audio source – an in-
visible speaker. The point to note here is that the visual cue of an absence is very different
to the absence of a visual cue. Most experiments will conceal the sound source or suppress
the visual sense – this only creates uncertainty rather than providing a strong contradiction.
This specific asymmetry is discussed in Section 5.5 and a specific experiment is discussed to
help resolve this. This experiment has been conducted previously and from the results of this
experiment, it is argued that even a real sound source will be perceived incorrectly, if there
is a compelling visual cue that suggests the absence or impossibility of there being an object
generating that sound at the perceived spatial location.

Chapter 6 brings together the research, results and discussions of the thesis to answer the
specific questions raised in Section 1.4. Suggestions are made for where research effort
should be placed, as well as outlining some problems of further interest. From this thesis
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it is apparent that the perception of a spatial sound system will depend on much more than
just numerical accuracy. Spatial sound systems are already good enough to provide plausible
compelling and consistent spatial audio to match other sensory input – how well it deceives
the listener depends on the listeners willingness to believe. Although this initially appears
to be a weak argument, it is the research and ideas presented in this thesis that make it
compelling and ultimately shows that it will be a limitation of any spatial sound system, no
matter how accurate.



Chapter 2

Soundfield Representation

This chapter deals with the mathematical representation of a soundfield. As set out in Sec-
tion 1.3.1, soundfield systems deal with the representation or reconstruction of the acoustic
activity over a region of space. Some soundfield systems do include reference to basic mod-
els of human auditory spatial perception, however these are typically just simple expressions
of geometry [68,77] such as the phase vector or intensity vector1. Generally, soundfield sys-
tems are concerned with the numerical accuracy of the representation and reconstruction of
a soundfield over a region of space rather than psychoacoustic and perception issues. This
chapter is from the author’s work carried out in 1998/9 towards a paper which was presented
at the 106th Convention of the Audio Engineering Society in Munich 1999 [30].

In Section 2.1 we introduce a soundfield as a varying pressure field over a region of air. We
can use a classic Taylor series representation to represent such a soundfield. The concept of
spherical harmonics and the theory behind Ambisonics is introduced as an alternate repre-
sentation in Section 2.2. This is shown to be a more efficient representation than the Taylor
series, however they represent similar information. Beyond this, the more complete form of
modal analysis is introduced in Section 2.3 to show a natural set of spatial basis functions
for representing soundfields. These also relate to the spherical harmonics, but include radial
dependence for a complete spatial description of a soundfield based on eigenfunctions of
the wave equation. Full modal analysis provides a sound theoretical foundation to exam-
ine the spatial and frequency bandwidth constraints of sound field representations. This is
used in Chapter 3 to investigate and address some of the issues of sound field recording and
playback. Another technique known as Wavefield Synthesis is discussed in Section 2.4.

Ambisonics is shown to be a subset of the full modal analysis and the chapter concludes
1The phase vector and the intensity vector are the vector sums of the amplitude and energy of the incident

sources (speakers).
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in Section 2.5 with a discussion on the utility of using modal analysis as a framework for
analysing soundfield representation and reconstruction.

2.1 Taylor Series Approximation

We can think of a soundfield as the variations of pressure over a region of air around the
average pressure

p (x, y, z, t) = P (x, y, z, t)− Pavg (2.1)

A Taylor series expansion of the instantaneous pressure field about a point gives an intuitive
Cartesian representation of the sound field. Since the soundfield is constrained by the physics
of acoustical propagation, it can be assumed to be analytic and thus is suited to a Taylor series
representation. The Taylor field expansion is defined by the partial derivatives of the sound
field around a point,

pl,m,n (t) =
∂l

∂xl
∂m

∂xm
∂n

∂xn
p (x, y, z, t)

¯̄̄̄
x=x0,y=y0,z=z0

(2.2)

Given the signals defined by (2.2), the sound field synthesis equation can be written

p (x, y, z, t) =
∞X
l=0

∞X
m=0

∞X
n=0

pl,m,n (t) . (x− x0)l (y − y0)m (z − z0)n (2.3)

Without any loss of generality, we can consider the expansion about the coordinate origin,
reducing this to,

p (x, y, z, t) =
∞X
l=0

∞X
m=0

∞X
n=0

pl,m,n (t)x
lymzn (2.4)

The sound field is reduced to a set of time varying coefficients. For complete description this
is an infinite set. For an approximate description we can truncate the order of the expansion.
For a Taylor series expansion, we can define the order of the expansion as the highest power
term that is used. At each successive order (N), an additional number of terms are introduced
related to the possible combinations of l,m, n such that l + m + n = N . A higher order
representation will more accurately represent the sound field. The terms for a Taylor series
expansion up to third order are shown in Table 2.1.
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Order New Terms Total Terms Taylor Expansion Terms
0 1 1 1
1 3 4 x, y, z
2 6 10 x2, xy, xz, y2, yz, z2
3 10 20 x3, x2y, x2z, xy2, xyz, xz2

y3, y2z, yz2, z3
N 1

2
(N2 + 3N + 2) 1

6
(N3 + 6N2 + 11N + 6)

Table 2.1: Taylor Series Terms

2.2 Ambisonic Representation

Ambisonics is built on an encoding of a soundfield using the direction of arrival of sounds. It
is known that plane waves form a suitable basis set for describing arbitrary sound fields [168].
The theory of Ambisonics is a hierachical model for representing and reproducing sound-
fields which also includes optimal decoder theorems for reproducing sound fields based
on psychoacoustic criteria. These psycho-acoustic models are simple first and second or-
der models based on optimizing the reconstructed phase and energy vectors of the sound-
field [68]. In this paper we only consider the sound-field representation at the centre of
Ambisonic theory. In this framework, the sound field is represented by a set of signals that
would be obtained by microphones with specific directionality patterns [14, 76–78]. Am-
bisonic techniques have received a lot of attention and formed the basis of practical sound
field recording apparatus [74,75].

An arbitrary sound field can be represented by an arbitrary superposition of plane waves.
This form of representation is also known as the Herglotz wave function [168],

p (x, t) =

Z
Ω

eikx.dg
³bd´ ds³bd´ (2.5)

where x ∈ R3 and bd ∈ Ω is the unit vector integrand. This equation shows that any sound-
field is can be represented as a function over solid angle of the “directionality” of the sound.
The spherical harmonics of associated Legendre polynomials form a natural basis to repre-
sent such a class of functions. Ambisonic signals are defined by a set of channels having
the directionality properties of the associated Legendre polynomials. Where the direction of
the incident sound is represented as a unit-vector in Cartesian coordinates the channel gains
or sensitivity are given in the Table 2.2. It can be seen that the Ambisonic expansion has
fewer terms than the Taylor series expansion for the same order. This is discussed further in
Section 2.5.

The coefficients of these functions normalize the “pickup” energy of the channel (the sec-
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Order New Terms Total Terms Ambisonic Directional Sensitivity
0 1 1 1

1 3 4
√
3x,
√
3y,
√
3 z

2 5 9
√
15
2
(x2 − y2),

√
15
2
xy,

√
15
2
xz√

15
2
yz,

√
5
2
(3z2 − 1)

3 7 16
q

35
8
x (x2 − 3y2),

q
35
8
x (x2 − 3x2)q

21
8
x (1− 5z2) ,√105xyz√

105 (x2 − y2) z,
√
7
2
(5z3 − 3z)

N 2N + 1 (N + 1) 2

Table 2.2: Ambisonic Directional Channel Gains

ond order norm of the function across the unit sphere). This set of functions represents an
orthonormal basis over the constraint x2 + y2 + z2 = 1 resulting from the unit vector rep-
resentation of direction. These functions are spherical harmonics, related to the associated
Legendre polynomials (discussed further in later section).

Note that the terms in the Taylor series and Ambisonic series seem similar in nature. How-
ever, the Taylor terms represent the basis functions for representing the pressure field itself
while the Ambisonic series represent a basis function for encoding a sound-field based on
directional sensitivity of a “theoretical” microphone to infinite plane waves.

The Ambisonic reconstruction equations assume the contribution of a speaker array at the
origin to be a plane wave from the incident speaker direction. The contribution of each
speaker to the origin, Sn, is the Ambisonic coefficients for that direction scaled by the recip-
rocal of the distance. The set of speaker contribution vectors forms the speaker contribution
matrix S. An arbitrary Ambisonic soundfield is then reconstructed by applying the pseudo
inverse of the speaker contribution matrix to the encoded Ambisonic signal,

Sn =
1

kxnk
h
1
√
3bxn √3byn √3bzn √

15
2
(bx2n − by2n) ...

iT
(2.6)

S =
h
S1 S2 S3 ... SN

i

u(t) =


u1(t)

u2(t)

...

uN(t)

 = ST ¡S.ST¢−1

A1(t)

A2(t)

...

AM(t)


where xn = (xn, yn, zn) is a speaker position, bxn = (bxn, byn, bzn) = xn/ kxnk is a speaker
direction unit vector, k·k is the Euclidian norm, u(t) represents the N speaker signals and
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Am(t) are theM Ambisonic signals. Ambisonics effectively separates the encoding and de-
coding processes making it independent of the number of transducers used for recording or
playback. It has been considered as a “generic” format [60] and compared to other popular
encoding formats [65]. Because of its hierachical nature and relative simplicity of the encod-
ing and decoding equations it has been used in professional audio recording and reproduction
(See Section 1.3.2).

Note that with Ambisonics, the speaker gain matrix used (ST
¡
S.ST

¢−1) is frequency invari-
ant and real valued. This comes from the assumption of the reconstruction speakers being
at an infinite distance and creating ideal plane waves at the origin. Ambisonics, by virtue of
its formulation, creates a sweet spot region of reconstruction around the origin whose size is
frequency dependent.

2.3 Modal Analysis

Sound propagates as a variation of the instantaneous air pressure around the mean pressure.
For typical listening conditions, the change in pressure is of the order of .2 Pascals (Pa) with
the threshold of pain being at around 20Pa. Given the standard atmospheric pressure of
100 kPa, this represents a shift about the mean pressure of 0.02%. Thus for typical audible
acoustic events, air can be considered a elastic and lossless medium. In such conditions
acoustic propagation is well modeled by the first order wave equation [46],

∇2p (x, y, z, t) = 1

c2
∂2

∂t2
p (x, y, z, t) (2.7)

Separating the time varying solution (eiωt) from this equation gives the Helmholtz spatial
wave equation,

∇2p (x) + k2p (x) = 0 (2.8)

where k is the wave number (k = 2πf/c = ω/c = 2π/λ).

In a region of space with no sources, the wave equation can be utilized to reduce the amount
of data necessary to represent a sound field in that space. This is because any valid sound field
is constrained to satisfy the wave equation. Furthermore, the basis function decomposition
of the solution to the wave equation (spherical harmonic modes) presents a useful frame-
work for representing sound fields. For example, such a modal analysis has been used as an
effective tool in recent work on broad band beam-forming microphone arrays [169–172].



24 Soundfield Representation

Figure 2.1: Diagram of Spherical Coordinate System

The Taylor series expansion is tied to derivatives of the sound field at a point and the Am-
bisonics description is a basis function set based on the concept of plane wave directionalities
and microphone (or detection) directionality sensitivities. The modal description of a sound
field is based on the eigenfunctions of the wave equation.

The solutions are more naturally presented in spherical coordinates where the sound field
is represented by the pressure field p (r, θ,φ, t). The spherical coordinate system used is
shown in Figure 2.1. The wave written in spherical coordinates with the appropriate ∇2
operator [173]
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∂2

∂φ2
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1

c2
∂2

∂t2
p (r, θ,φ, t) (2.9)

In solutions to this equation, the time variation can be separated from the space variables.
The time variation solution for the wave equation can be represented by the rotating complex
component eiωt. Spatial solutions to this equation can be represented using the following
entire series expansion [168],

p(r, θ,φ) =
∞X
n=0

nX
m=−n

(4πinαmn ) jn (kr)Y
m
n (θ,φ) (2.10)

where αmn are the complex series coefficients, jn (kr) is the spherical Bessel function of
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integer order n and Y mn (θ,φ) are the spherical harmonics (orthonormal basis function on the
unit sphere) given by

Y mn (θ,φ) =

s
2n+ 1

4π

(n− |m|)!
(n+ |m|)!P

|m|
n (cos θ) eimφ (2.11)

where P |m|n (·) are the associated Legendre functions.

Given the orthogonality properties of the spherical harmonics, the complex signal coeffi-
cients αmn can be calculated by considering the projection of the sound field onto the basis
functions,

αmn =

ZZZ
p(r, θ,φ) (4πinjn (kr)Y

m
n (θ,φ)) r sin θdrdθdφ (2.12)

where the region of interest is a closed volume excluding any sound sources, this can be
reduced to an integral on the surface by virtue of the Kirchoff-Helmholtz integral [168,171,
172],

αmn = 4πi
n

I
S

p(r, θ,φ)jn (kr)Y
m
n (θ,φ) dS (2.13)

and considering the region of interest as a sphere centred at the origin with radius R

αmn = 4πi
njn (kR)

ZZ
p(R, θ,φ)Y mn (θ,φ) sin θdθdφ (2.14)

Thus the modal coefficients are frequency dependent αmn (ω) where k = ω/c. Note that
initially the rotating complex component of the sound filed was removed, thus the spatial
pressure field is implicitly also a function of frequency. To make this explicit

αmn (ω) = 4πi
njn (kR)

ZZ
p(R, θ,φ,ω)Y mn (θ,φ) sin θdθdφ (2.15)

Given a band limited sound field, the signal coefficients αmn (ω)will also be of finite extent
in the frequency domain. The Fourier transform of these coefficients provides a set of time
varying signals representing a modal decomposition of the sound field Bmn (t). An approxi-
mation to a sound field can be obtained by truncating the expansion at a particular effectively
reducing the number of terms (αmn (ω) or Bmn (t)). This truncation reduces the spatial resolu-
tion of the soundfield representation. Given an order of truncation n = 0 . . . N the number
of complex signal coefficients required αmn (ω) can be seen to increase as (N + 1)

2 as shown
in Table 2.3.

The angular characteristics of some modes are shown in Figures 2.2 through to 2.7. The
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Order New Channels Total Channels
0 1 1
1 3 4
2 5 9
3 7 16
N 2N + 1 (N + 1) 2

Table 2.3: Channel Numbers for Modal Representation

unique spatial patterns are formed by plotting the modal magnitude at a fixed radius. The
angular characteristics of the modes form a complex orthogonal set including structures with
planar nodules (Figures 2.2 and 2.3), extended nodes along the Z axis (Figures 2.4 and 2.5)
and radially dispersed nodules (Figures 2.6 and 2.7).

The angular structure of the modes is related to the associated Legendre polynomials, which
are also related to the Spherical Harmonics of Ambisonics. Noting that bz = cos θ, bx =
cosφ sin θ, by = sinφ sin θ and ejmφ = cosmφ+i sinmφ, using the appropriate trigonometric
identities and separating the real and imaginary parts when m 6= 0, the polynomials of
the Ambisonic an modal spherical harmonics can be shown to be directly related. This is
discussed further in Section 2.5.

As for Ambisonics, we can construct a reconstruction matrix for a speaker array using the
modal analysis framework. The contribution from each speaker is obtained by assuming the
modal excitation at the origin of a point source at the speaker location. From the addition
theorem for the expansion of the fundamental point source wave field [168], we can calculate
the αmn coefficients for a point source at y [172],

Φ (x,y) =
ik

4π
h
(1)
0 (k kx− yk) = eikkx−yk

4π kx− yk (2.16)

= ik
∞X
n=0

nX
m=−n

jn (k kxk)h(1)n (k kyk)Y mn (bx)Y mn (by)
This expansion is only valid for the region about the origin through to the source radius,
kxk < kyk. Combining this with (2.10), we can solve for αmn to obtain the coefficients for
a point source as a function of frequency,

αmn (y,ω) =
(−i)n−1 k
4π

h(1)n (k kyk)Y mn (by) (2.17)

where h(1)n (·) is the (spherical) Hankel function of the first kind, mode n. Given an order of
truncation P , and number of speakers N we can construct the speaker contribution matrix S
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Figure 2.2: First Order Spherical Harmonic n = 1 m = 1

Figure 2.3: Third Order Spherical Harmonic n = 3 m = 1
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Figure 2.4: Second Order Spherical Harmonic n = 2 m = 0

Figure 2.5: Fifth Order Spherical Harmonic n = 5 m = 0
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Figure 2.6: Third Order Spherical Harmonic n = 3 m = 2

Figure 2.7: Sixth Order Spherical Harmonic n = 6 m = 4
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(size (P + 1)2 ×N) and invert,

Ss (ω) =
h
α00 (xs,ω) α−11 (xs,ω) α01 (xs,ω) . . . αPP (xs,ω)

iT
(2.18)

S (ω) =
h
S1 S2 S3 ... SN

i

U(ω) =


U1(ω)

U2(ω)

...

UN(ω)

 = S (ω)T
³
S (ω) .S (ω)T

´−1

B00(ω)

B−11 (ω)

...

BPP (ω)



whereU(ω) represents theN speaker signals andBmn (ω) are the (P+1)2 modal signals to be
reconstructed over the N speakers. It is important to note that the contribution matrix S (ω)
is a function of frequency. This equation actually creates a set of time domain convolution
filters to produce the speaker signals from the modal signals. The time domain formulation
can be written,

F (ω) = S (ω)T
³
S (ω) .S (ω)T

´−1
(2.19)

fmn,s (t) = IFFT
©
Smn,s (ω)

ª
us (t) =

PX
n=0

nX
m=−n

fmn,s (t)⊗Bmn (t)

Thus in comparison to the Ambisonics formulation, this approach creates frequency depen-
dent speaker gains (filters) and also takes into account the distance of the speaker from the
origin – the Ambisonic decode equation (2.6) assumes an infinite speaker distance. These
points are discussed further in section 2.5.
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2.4 Wavefield Synthesis

The basic premise of a wavefield system stems from the Kirchoff-Helmholtz integral [174],
alternately known as Huygen’s principle [168]. An arbitrary sound filed within a closed
volume can be generated with a distribution of monopole and dipole sources on the surface
of this volume [21,174] as shown in Figure 2.8. This can be written explicitly

p (x,ω) =
1

4π

ZZ
S

 p (y,ω) ∂
∂n

³
e−ikkx−yk
kx−yk

´
−

∂p(y,ω)
∂n

³
e−ikky−yk
kx−yk

´  dsy (2.20)

Figure 2.8: Geometry for the Kirchoff-Helmholtz Integral Equation (2.20)

It is apparent that the measurement of the actual sound pressure, p (y,ω), and the sound
pressure gradient, ∂p (y,ω) /∂n on the surface of the region will capture the soundfield.
This approach is also known as Holophony or acoustical Holography [58].

When a plane surface is considered as the bounding surface for a half space, it can be shown
that only measurement of the normal pressure gradient (particle velocity) and monopoles are
required for recording and reconstruction [174]. This is known as the first Rayleigh integral,

p (x,ω) =
1

4π

ZZ
S

·
−∂p (y,ω)

∂n

µ
e−ikkx−yk

kx− yk
¶¸
dsy (2.21)

where S is an infinite plane. Finite and discretized approximations of this work well to record
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and reproduce wave fronts, and a line array can record and reproduce wavefronts in the
horizontal plane [21]. This is the basis of Wavefield Synthesis, also known as Holophonics
[41]. Wavefield synthesis is suited to large linear arrays of transducers for capturing and
reproducing wave fronts.

The nature of this approach is fundamentally restricted to the geometry of the receiver and
transducer arrays, and provides for fairly trivial transformations between recorded and re-
production audio signals when the recording and reconstruction arrays have similar geom-
etry [3, 40, 41]. Some recent work has demonstrated the ability to convert the array signals
into signals in a “wave space” where they can be transformed for reconstruction by a more
generic transducer array [175]. The approach generally uses a sufficiently closely packed
array to avoid spatial sampling, however, the recording of all of the signals from the trans-
ducer array is not necessarily a compact means of representing the sound field. Wave field
synthesis generates fairly accurate large scale reconstruction of low frequency wave fronts,
but requires a large number of transducers. Recent practical systems employ around 160
transducers for reconstruction in a horizontal plane [21].

2.5 Soundfield Discussion

The previous sections presented four frameworks for representing soundfields. This section
compares these representations in terms of their practical ability to represent a soundfield.
Further discussion on practical attempts at soundfield reconstruction is covered in Chapter 3.
Here we look at the fundamental information issues relating to the different frameworks for
soundfield representation.

2.5.1 Representation Equivalence

Since the representations reflect the same physical entity – a soundfield – there is a degree
of equivalence between the representations. To begin with, consider the similarities between
Ambisonics and the Taylor series representation. Both frameworks represent a soundfield
based on information about the actual sound field at a single point2. Both have a hierachical
nature, with the Taylor series having 1

6
(N3 + 6N2 + 11N + 6) terms for representation to

order N and Ambisonics having (N + 1)2 terms for representation to order N . The Taylor
2Note that it is not infact possible to measure the required derivatives and directions at a 0 dimensional

point, however, the theories are based on infinitesimal differentiation of a continuous pressure field. In practice,
a volume is required to measure an approximation of the point derivatives. This issue is raised again further on
in this section.
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series approximation makes no assumptions about the soundfield being represented other
than that it is continuous and sufficiently differentiable. Ambisonics, through the use of
directionality, assumes the set of plane waves as a suitable basis function for representing
a sound field. A plane wave is an entire solution to the Helmholtz equation (2.8), thus the
Ambisonics representation includes the constraint of the wave equation. Hence it is a more
compact representation of possible sound fields. It can be shown that the approximation
orders are equivalent for Taylor series expansion and Ambisonics and a transformation that
allows a mapping is obtained in Appendix A.

The Ambisonic description techniques deal with optimal directionality patterns for the de-
tection and representation of sound fields [78]. The directionality pattern of the Ambisonic
polynomials and the Spherical harmonic angular dependence in the modal expansion have a
similar structure. In Appendix B it is shown that they are in fact equivalent with an expres-
sion derived to generate the Ambisonic polynomials from the Spherical Harmonics. This
then leads to a relationship between the Ambisonic representation of a sound field and the
modal expansion. Where the Ambisonics definition does not include any reference to the
measurement volume, it is shown through the relationship to the modal expansion that this
is in fact inherent. Hence, Ambisonics and modal analysis are equivalent.

Wavefield Synthesis and Holophony have been shown to be closely related to Ambisonics
[58]. Higher orders of Ambisonics are asymptotically holographic, providing correct sound
field reconstruction over a volume [60]. Wavefield synthesis techniques are appropriate with
large numbers of transducers recreating a sound field over a larger volume with the speakers
close to the listening area (in the near field).

Figure 2.9 shows the equivalence mappings that have been obtained. All representations
contain an equivalent amount of information.

Figure 2.9: Equivalence of Soundfield Representations
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2.5.2 Nature of Representations

As Holophonics or Wavefield Synthesis is more suited to a specific geometry, consider the
three representations on the left hand side of Figure 2.9 – Taylor Series, Ambisonics and
modal expansion. It is evident that all three representations relate to the description of a
sound field with respect to some measurement point:

• The Taylor series expansion is constructed from the derivatives of the sound field cal-
culated at a single point.

• Ambisonic representation involves the concept of the direction of arrival of plane
sound waves. A direction of arrival can only be defined relative to a single measure-
ment point.

• The modal expansion has a natural coordinate origin around which the basis functions
show a strong symmetry.

Neither the direction of arrival of a plane wave, or the derivatives of a soundfield can be
measured or calculated from information at a single point. While modal expansion has an
explicit dependence on radial or volumetric properties of the soundfield, the Taylor Series
expansion and Ambisonics have a similar dependence, however it is implicit. As all three
representations contain a similar amount of information, it follows that modal analysis is the
most comprehensive and physically sensible framework to adopt. As will be seen in Section
2.5.3 it is a useful framework for analysing the spatial dependence of measurement and
reconstruction. It was previously shown in Section 2.3 that the modal analysis reconstruction
took into account the distance of the speakers from the listener. modal analysis is also useful
for projecting the soundfield behaviour outside of the initial measurement volume [31].

The Taylor series expansion is not naturally efficient in representing the soundfield and, since
the derivative of the sound field is taken at a point, is overly sensitive to high frequencies as
shown in Appendix A. Ambisonics is simple in theory but the assumption of frequency
independent directional microphones, or broad-band beam formers, is not a practical reality
[169–171].

In measuring and reproducing sound fields there will always be a trade off. Information
theory dictates a trade-off between the number of channels, the region covered, the accuracy
and the bandwidth of any system. Modal analysis has been adopted as a useful framework
for further work in this area.
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2.5.3 Spatial Dependence of Ambisonics

This section looks specifically at the radial dependence of Ambisonics. Despite the belief in
some parts of the audio community, it has been shown that Ambisonics does in fact have a
“sweet spot” [50]. This follows naturally from the reconstruction equations shown in Section
2.3. The belief that Ambisonics works over much larger volumes than mathematically pre-
dicted comes from confusion between the perceived performance of an Ambisonic system
and the numerical performance. The issue of perception of spatial sound system performance
is taken further in Chapter 4 of this thesis.

Ambisonics also has an implicit measurement volume requirement. For higher order Am-
bisonics, a finite measurement region, rather than a point microphone is essential. This is
shown by considering the Ambisonic signals in relation to the modal structure of the wave
equation solutions (B.11). This was derived in Appendix B and it is repeated here for easy
reference,

A2m−1n (ω) =

√
2π (−1)m (i)n

R3

ZZZ
p (x) jn (k kxk)

¡
Y mn (bx) + Y −mn (bx)¢ dx (2.22)

Since the only radially dependent term in B.11 is the spherical Bessel function jn (k kxk)
the volume over which the integral is required to obtain the Ambisonic terms from the sound
field is related to properties of the Bessel function. Consider the following approximation
for the Bessel function for small arguments,

Jn (x) ∼ 1
2nn!
xn x→ 0 (2.23)

From this we can set out a similar approximation for the spherical Bessel functions consid-
ering the identity jn (x) = 1√

x
Jn+ 1

2
(x),

jn (x) ∼ 1

2n+
1
2 Γ(n+ 3

2
)!
xn−

1
2 x→ 0 (2.24)

For small volumes, the higher order functions are constrained to zero about the origin. Sev-
eral orders of the spherical Bessel function are shown in Figure 2.10.

This can be shown to restrict the “information” in a finite region of space [176,177] expressed
as a trade-off between precision and the number of terms required to model an arbitrary
soundfield to that precision. The critical threshold, below which fields can be exponentially
well modelled by increasing the number of terms from [177] is,



36 Soundfield Representation

0 1 2 3 4 5 6 7 8 9 10
-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
Spherical Bessel Functions

j n(x
)

x

n = 0
n = 1
n = 2
n = 3
n = 4

Figure 2.10: Spherical Bessel Functions of Order 0, 1, 2, 3 and 4 near the Origin

N , deπRke (2.25)

Terms , (deπRke− 1)2

where d·e represents the integer ceiling. Now consider that we construct our estimates of
A2m−1n (ω) by considering measurements of the soundfield in the volume of the measurement
device. Assume that the measurement device gives complete information on the soundfield
with the exception of a limited precision. It can be seen that for a fixed precision, the
number of significant terms varies with the square of the radius of the measurement region.
This relationship is frequency dependent with lower frequencies requiring a proportionately
larger region. Only infinite precision would give an infinite number of terms over a finite
volume of space. A practical Ambisonics measurement device must occupy a volume of
space set by the minimum frequency for which it can accurately measure the soundfield.

The Ambisonic decoding equation (2.6) does not depend on the radial distance of the speak-
ers. This is a deficiency of Ambisonics and has been shown to introduce an error in the recon-
struction [58]. Although the Ambisonic soundfield representation does not incorporate any
measure of distance, only direction, this does not imply that it has a superior spatial perfor-
mance. In fact Ambisonics is the special case of modal analysis, and the radial dependence
terms in modal analysis allow us to fully analyze and understand the spatial performance of
an Ambisonics system.
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2.6 Chapter Summary

Four different approaches for representing a soundfield were detailed and discussed. It is
evident that the most efficient representations, in terms of the number of signals required
to represent an arbitrary soundfield, incorporate the constraint of the wave equation (2.7).
Both Ambisonics and modal analysis have an angular structure formed from the spherical
harmonics, (2.11), which are the natural orthogonal solutions to the separated angular wave
equation. Modal analysis also incorporates the radial dependence of the spherical Bessel
function, a result of the spatial coupling of the wave equation, and thus provides the most
complete representation. Wave field synthesis techniques use the properties of the wave
equation to record and reconstruct soundfields using specific transducer arrays. They are
useful practical techniques, but do not provide an efficient general soundfield representation.
In Chapter 3, the modal analysis representation will be used for analysis and discussion of
the theoretical and practical issues for sound field reconstruction.

Since all the representations relate to the same physical object, a degree of equivalence would
be expected. This is indeed the case and analytic transformations were derived to demon-
strate this. Despite the apparent simplicity of Ambisonics and Taylor series expansion, they
still have issues with respect to the region of measurement and reconstruction. No sound
field representation provides for measurement at a single point, or reconstruction over an ar-
bitrarily large volume. For higher orders, microphones must be larger, and the reconstruction
will have a “sweet spot”.





Chapter 3

Soundfield Reconstruction

The next step beyond a framework for representing a soundfield is soundfield measurement
and reconstruction. Suitably small microphone capsules can be positioned to sample the
soundfield over a region of space and estimate the actual soundfield present. Given a sound-
field representation, it is possible to construct a synthesis equation as seen in Chapter 2. This
leads to the use of speakers to reconstruct a soundfield over a region of space.

Given that the desired soundfield is known, just how well can it be reconstructed in free
space? How well can accurately can it be delivered to an audience? It is one thing to
represent a sound field mathematically, but how practical is it to record and re-create. This
chapter will work towards answering these questions.

In Section 3.1 the modal analysis framework is used to simulate and analyze the numerical
complexity of soundfield. A requirement for the number of channels and the region over
which the sound field reconstruction is accurate is obtained. The issues of practical imple-
mentation are addressed which further complicate the problem in Section 3.2.

In the context of the discussion and results, a review of some existing and experimental
sound field systems is made to view the likely future performance of soundfield systems.
Headphone delivery is discussed as an alternative. Finally the Chapter concludes with re-
marks about the likely performance bounds of current commercial and future spatial sound
systems in terms of numerical soundfield accuracy.

3.1 Numerical Complexity

In Chapter 2 several soundfield representations were considered. Since they were shown
to represent equivalent information, the modal analysis framework is selected for further

39
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analysis work. Given the representation of a soundfield, the interest lies in the relationship
between the bandwidth, the number of signals required and the extent of the volume of
reconstruction. To put this in context, we can consider a minimum requirement for a single
person to be an accurate construction larger than the volume of the head. To be considered
“high fidelity” the system would need to cover a frequency range from around 20Hz to
20kHz. Low frequencies present less of a challenge, but with a wavelength of under 0.04m
at 10kHz we can see that our reconstruction sphere already represents more than 1,000 times
the volume a single wavelength sphere1.

Some indication of the required number of channels or the extent of the soundfield recon-
struction region can be found in existing literature. Daniel et al [60] suggest that to achieve
accurate (−20dB error) three-dimensional sound field reconstruction up to 2kHz over a vol-
ume around the size of a single listeners head, requires third order sound field representation
and 16 audio channels with around 20 speakers. If only two-dimensional soundfield recon-
struction is required, this reduces to around 9 channels [66]. Considering a suitable volume
for multiple listeners, wave-field synthesis suggests the use of 200 channels to cover a 2m
planar radius up to 2kHz. [58]. Further analysis of the two-dimensional case has been carried
out [23] with the number of channels having a linear dependence on the system order rather
than a quadratic dependence for the three-dimensional case.

Given that the installation of a 5.1 speaker array is already considered an undesirable in-
trusion into many domestic environments, the number of channels suggested is prohibitive.
With a large number of channels and excessive data rates, practical capture of a complete
soundfield is considered unlikely [132]. It is a central theme of this thesis that the level of
accuracy suggested by numerical studies may not be necessary.

For the sake of completeness, some results are presented to confirm the review of litera-
ture. These results are based on Matlab simulations using the modal analysis framework.
Consider the reconstruction of a three-dimensional soundfield using fourth order modal rep-
resentation (25 signals or terms) and 27 speakers. Figure 3.1 shows some plots of the ideal
and reconstructed soundfield for a far-field source, and a rich mixture of sources. While the
reconstruction is three-dimensional, the soundfield is displayed for a planar cross-section at
z = 0 with the color representing the magnitude of the real component of the soundfield. All
dimensions are in metres and the speakers were placed at a radius of 2m.

For this and subsequent simulations, the speaker geometry was specified using putatively
optimal sphere packings [178] – points placed to maximize the minimum angle between
any two points. Note that it is a requirement of the reconstruction that Nspeakers ≥ Nterms.

1Based on the volume being the cube of the radius and considering the radius of reconstruction volume is
10 times half of the wavelength at 10kHz.
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Figure 3.1: Comparison of Fourth Order 3D Soundfield Reconstruction with 27 Speakers –
1kHz Plane Wave and Complex Soundfield.
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Since there is not always an exact solution for equally spacing points on a sphere [178],
Nspeakers = Nterms can give an ill-conditioned inverse speaker matrix, particularly where the
geometry of the speakers is not completely regular. An additional two speakers are used to
eliminate this.

An error in the reconstruction can be calculated from the ratio of the energy in the difference
of the actual and reconstructed soundfields to the energy in the actual soundfield over a
particular volume,

Error =
RRR |pactual (x,ω)− preconstructed (x,ω)|2 dxRRR |pactual (x,ω)|2 dx (3.1)

Given a radius R we integrate over the sphere of volume 4
3
πR3, however this factor is elimi-

nated by the ratio. This error ratio can be approximated by numerical analysis with sufficient
points distributed in the sphere of integration. For the simulations presented in subsequent
plots, the errors are calculated using around 500 points to approximate the integral. Errors
are plotted in dB where ErrordB = 10 ∗ log10 (Error) .

Figure 3.1 also shows the radius in the reconstruction for which the error in the reconstructed
soundfield is −20dB of the actual signal. This is an indication of where the reconstruction
becomes decoherent. For the simulation shown this radius is just under 0.20m. In this region
the soundfield is well modelled by the reconstruction. This results above are derived for
an ideal numerical simulation – in practice this would be difficult to achieve for practical
reasons.

Figure 3.2 shows a series volume error plots (in dB) against the radius or the region over
which the soundfield is compared. These plots are shown for several combinations of para-
meters of the reconstruction. From this we can see that the figure from [60] of 20 channels or
third-order reconstruction at 2kHz over the region of the head (0.08cm radius) having−20dB
error is consistent with these results (−20dB at .15m for 1kHz with 18 channels). Note the
sensitivity of the error to frequency. The volume of effective reconstruction scales inversely
with the frequency. A significant improvement in the size of the region is observed when the
order of representation is increased, however increasing the number of speakers beyond the
necessary minimum does not make a large difference.
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We can consider the order of the modal representation as being the dominant factor in the
accuracy of the reconstruction. From the plots in Figure 3.2 we can obtain a rough approxi-
mation for the size of the region of reasonably accurate reconstruction,

R−20dB =
50N

f
(3.2)

whereR being the radius,N being the order of the representation and f being the frequency.
Note that the number of channels of audio required will be (N + 1)2 and the number of
speakers should be at least (N+1)2. Compare this with the a similar equation obtained from
the soundfield richness result [177] shown previously (2.25). This starts with the order of
representation required to model a soundfield over a region of space and can be re-arranged
to compare with (3.2),

N , deπRke (3.3)

N > eπRk

R <
N

eπk
=

N.c

2eπ2f
=
6N

f

Note that the form is the same, although the equation from [177] predicts a much tighter
bound. In practice the region of reasonable soundfield reconstruction will be larger than
this. 20-30 channels can be considered a reasonable amount of audio data and channels
to configure in an experimental environment. This would theoretically give a head-sized
sphere of reconstruction up to 2kHz. In practice, the performance will fall below this due to
experimental error.

Another issue to be considered is the nature of the filters that must be applied to the modal
signals from the modal reconstruction equation (2.18). Considering that the relationship de-
rived provided a frequency dependent relationship, for a practical real-time implementation
we want to be able to implement this with reasonably low latency filters. This will be possi-
ble provided that the frequency dependence is sufficiently smooth, as the time domain rep-
resentation will be time limited or reasonably concentrated in a finite duration. The average
frequency dependent filters for the different modes are shown in Figure 3.3. The individual
speaker gains vary in both magnitude and phase against the individual components for each
mode and around the speaker array, however, the frequency dependent gain is similar for all
gain coefficients of the same order. It can be seen that the frequency effect is to reduce the
dominance of the higher order modes at lower frequencies. These frequency responses can
be well modelled by reasonably short FIR filters or perhaps a suitable high-pass IIR filter
with an order corresponding to the modal order and a cutoff frequency around 100Hz.
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3.2 Practical Considerations

The use of real transducers and complex acoustical environments makes the problem of
soundfield reconstruction extremely difficult.

• Placement of the speakers at the appropriate locations is not an easy task. Assuming
that there is room for the full spherical array, it is then a challenge to accurately position
the speakers.

• Actual speakers are less than ideal with frequency responses that can vary over direc-
tion, time and equivalent drivers. Ideally speakers should be small and have a single
driver thus best approximating a point source, however there is a trade-off between the
size and the general frequency response.

• The acoustics of the playback environment creates problems. Reverberant character-
istics of rooms are complex and not easily inverted [125, 179–182]. Even where the
actual room response can be measured, above 1kHz it will become very sensitive to
any movement of objects in the room and also the changing room temperature and
pressure.

Each one of these practical considerations will now be reviewed in isolation to determine
the effect it has on the soundfield reconstruction. For consistency, we will use the same
configuration as first presented in the simulations of Section 3.1. That is a fourth order, 27
speaker, three dimensional soundfield reconstruction at 1kHz with the speakers at a distance
of 2m from the origin. Note that the soundfield plot is for a single far field source while the
error plots are calculated using a suitably rich soundfield. Note also that since the random
movement of speakers, adjustment of the gains and in particular the room reflections can
cause an average gain error (which would not be a significant deterioration in a soundfield),
the ideal and effected soundfields are normalized prior to comparison to eliminate this effect.

Firstly consider the placement error. To model this we will consider placement error having
a normal distribution about the ideal location. An error with standard deviation as small
as .01m starts to have a significant impact on the soundfield. At 5cm error the soundfield
section is shown in Figure 3.4. The difference from the ideal reconstruction is noticeable.
Error curves as a function of radius are plotted in Figure 3.5 for 0, 1, 2 and 5cm.

Now consider the frequency response error. Given that we are only considering the simula-
tion at a single frequency, we can model this by a random gain adjustment to each speaker.
The soundfield plot is shown for the gains having a normal distribution around unity with
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Figure 3.4: Effect of Practical Issues on Reconstruction – Position Error, Gain Error and
Wall Reflections.

a 3dB standard deviation. As little as 1dB gain error will start to degrade the soundfield
performance.

Finally consider the effect of reflections in the room. With the speaker radius at 2m, assume
a shoebox room of dimensions 7m wide 9m deep and 5m tall. Model the first order reflec-
tions only using an image source method and adjust the wall reflection coefficients. The 27
speakers become effectively 189 sources. The wall reflection coefficient is varied through 0,
0.1, 0.2 and 0.5 for the error plots.

Interpreting the soundfield plots visually, the positioning error has the most significant effect.
A 5cm position error on a 2m sphere corresponds to a 2.5% radial error and a 1.5◦ angle error.
The general effect of any of the above practical issues is to eliminate the central tight region
of accuracy and lower the overall performance. One way of describing this is that the “sweet
spot” is not so sweet. This means the accuracy of the soundfield is more consistent over a
given region, but the performance at any point is not as good as the ideal case.
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Figure 3.5: Error curves for Practical Soundfield Reconstruction – Effects of Position Error,
Gain Error and Wall Reflections.
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Note the fourth quarter of Figure 3.5. This figure shows the error curve for the combined
practical deviations of σx = .02m σg = 3dB and reflection coefficient of 0.2. These are
reasonable values for a fairly accurately setup soundfield system. The four curves represent
different orders for the modal expansion. It is interesting to observe that even with these mild
perturbations, the benefits of using a higher order representation are almost lost entirely. In
fact, the first order system outperforms the higher order system for a small region around
the origin. This can be explained intuitively by considering that in low order reconstruction,
the 27 speakers are excited by only four independent signals. The error in placement and
gain are thus averaged over a number of speakers and the low resolution information in the
soundfield is reasonably well reconstructed.

From the simulations in this section, we could infer that the soundfield would be well con-
structed when a listener was present. Although this is a slightly different problem – introduc-
ing a listener into this region will have an effect on the soundfield – the appropriate sound-
field should still be delivered. Ideally the comparison of the soundfield should be between
the original soundfield with a head shaped object inserted, and the reconstructed soundfield
with that same object in place2. This is an area of simulation that is an open problem and
discussed further in Section 6.3. Where the speakers are fairly distant to the observation
region, this effect will be secondary.

The numerical soundfield error is a measure of the reconstruction performance, however it
is not necessarily related to the perceived performance. While errors of phase and amplitude
have a significant effect on the numerical soundfield error, they may not always degrade the
localization or directionality performance of the system. Another useful measure of system
performance comes from reviewing the phase and intensity vectors for the reconstruction
of a plane wave. Rather than achieving the exact wave-front, the goal is to maximize the
“directionality” of the reconstruction. For a N of sources with gain gn and position xn the
phase (velocity) and intensity (energy) vectors ratios [68] can be defined,

rV =

°°°PN
n=1 gn kxnk−1cxn°°°¯̄̄PN
n=1 gn kxnk−1

¯̄̄ (3.4)

=

°°°PN
n=1 gnxn kxnk−2

°°°¯̄̄PN
n=1 gn kxnk−1

¯̄̄ =
vector amplitude sum
scalar amplitude sum

2The Author would like to acknowledge Mohan Sondhi for stressing this point at a presentation at given by
the Author at Bell Laboratories, NJ.
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rE =

°°°PN
n=1 |gn|2 kxnk−2cxn°°°¯̄̄PN
n=1 |gn|2 kxnk−2

¯̄̄ (3.5)

=

°°°PN
n=1 |gn|2 xn kxnk−3

°°°¯̄̄PN
n=1 |gn|2 kxnk−2

¯̄̄ =
vector energy sum
scalar energy sum

A single point source will give rV = rE = 1. Ideally a soundfield system should be able to
reconstruct a sound from an arbitrary direction with rV = rE = 1. This is not numerically
possible without an infinite number of speakers. The amplitude or phase ratio, rV accuracy is
important for low frequencies (below 700Hz [68]) where the auditory localization is mostly
sensitive to interaural phase differences. The intensity or energy ratio, rE is more relevant
to the localization of high frequencies where auditory localization is mostly sensitive to
interaural intensity differences [183]. Note that rV is equivalent to the first order modal or
Ambisonic formulation and thus will be solved exactly around the sphere in the ideal modal
or Ambisonic system. Extensive work on the analysis of rV and rE for planar Ambisonic
and 5 channel speaker arrays is presented in the thesis by Bamford [65].

Generally, rE cannot be solved exactly and a desirable solution would be to obtain a con-
stant rE against direction [52]. A further simulation exercise would be to model the effect
of practical issues on these parameters. This form of analysis is also suited to reviewing
the performance of the soundfield system away from the central location. Although the
soundfield numerically becomes decoherent, the parameters rV and rE provide a measure of
how “directional” the system will remain. Further analysis can also review the error in the
notional direction,

DV =

PN
n=1 gn kxnk−1cxn°°°PN
n=1 gn kxnk−1cxn°°° · bd (3.6)

=

Ã
vector amplitude
sum unit vector

!
·
Ã
desired direction
unit vector

!

DE =

PN
n=1 |gn|2 kxnk−2cxn°°°PN
n=1 |gn|2 kxnk−2cxn°°° · bd (3.7)

=

Ã
vector energy
sum unit vector

!
·
Ã
desired direction
unit vector

!

Again ideally DV = DE = 1 for a single direction source. Review of rV , rE, DV
andDE against direction for a soundfield system provides an indication of how “directional”
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the system is around the sphere and also how correct the reconstructed “direction” is. These
models of first and second order are often referred to as localization models, and are based on
experimental evidence in human localization experiments [183,184]. Although they are geo-
metric relationships, they are more appropriate for performance assessment than perhaps the
numerical soundfield error, as they incorporate an aspect of what is likely to be perceived by
the listener. As will be discussed further in this thesis, the subject of localization perception
is far more complex and not readily assessed by any numerical means.

Another possible method of soundfield reconstruction performance is to review the recreated
inter-aural time differences and inter-aural intensity differences, which are the actual first
order perceptual cues. These basic sound field techniques demonstrate reasonable success in
recreating the first order cues [67].
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3.3 Review of Results

Following on from the results regarding the likely requirements and practical issues with
soundfield reconstruction, this section reviews some other results from the literature.

Ambisonics has been used as a method of soundfield reconstruction, largely for recorded and
performance art. A well configured Ambisonic system, though only first order, creates an
excellent spatial sense though the volume of numerically correct area is quite small (Section
2.5.3 and 3.1). Ambisonics is only truly “holographic” for this small central region [50]. This
does not mean that an Ambisonic array will not sound “good” for a large volume – it is just
not numerically accurate. Ambisonics has a strong following and is believed to work over
large volumes. It is more likely that Ambisonics is perceived to work well since it spreads
the energy out over many channels and creates a spatially pleasing sound, though it may
only be spatially correct at the array centre. Extensions to Ambisonics with higher orders
and two-dimensional windowing functions have produced good perceptual results [50]. The
quality of the soundfield reproduced at the array centre was found to significantly improve
with correct speaker distance and gain alignment [33] however in practice, an unaligned
array was preferred by BT since the soundfield quality was more consistent.

Wave Field Synthesis was initially set out by Berkhout [45] and later refined and imple-
mented in practice by Berkhout and others [3, 29, 40, 41, 47, 175]. With speakers positioned
at 10cm spacing it is possible to reproduce wavefronts up to 3.4kHz [40], however the work
is largely theoretical and speaker numbers quickly exceed 100, even for small listening areas.
Resent experiments are using up to 200 channels for reconstruction [21].

Microphone arrays have been used to measure soundfields using the modal analysis tech-
niques known as near-field holography [31, 185] and using the a spherical microphone ar-
ray [20]. The modal or spherical harmonic theory can be used for orthogonal representation
and reconstruction.

Another area of soundfield reconstuction and representation is the area of multiple control
points using a least mean squares formulation. This is essentially a linear algebraic approach
to solving the control of a sound field at a number of points in space [37, 39, 42, 186] or on
the surface enclosing a volume [44]. This approach still has basic physical limitations which
manifest predominantly as the size of the control region and the angular separation of the
speakers. The results are similar in scale to that presented previously. One advantage of this
technique is the use of microphones at the control points to identify the actual reconstruction
impulse responses from the speakers. In this way it automatically adapts or compensates for
speaker placements, imperfections and room responses (to the extent that they are invertible
[179]).
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If the position of the listener is known, the problem can be considered as only reconstructing
the sound field at or near each ear. This can be considered for one or more listeners [48].
This is effectively transaural as described in Section 1.3.1. The general approach is one
of multi-input multi-output type inversion using measured impulse responses or adaptive
filter design to minimize cross talk. This is a reasonably successful technique for a single
listener [25] and can be well suited to applications where the position of the listener is fairly
well known [57]. Transaural has had some experimental success [22,25,62] but can be overly
sensitive to listener position. Some variants of sound field control and binaural recording
have demonstrated some success [56,145].

3.4 Headphone Delivery

Recreating a complete sound field may seem excessive when in the end, the perception of
sound is carried out through two small regions relative to the listener – the ears. Provided the
transfer functions from a source to the ears, and also from a set of headphones to the ears are
known, it is possible to control the sound at the ears with a high numerical accuracy [149].
Headphones are considered an “optimal” method for the reproduction of 3-D sound [15]
and show significantly better localization performance than small speaker arrays [8] for a
similar complexity. With less uncertainty in the physical path from transducer to the listener,
practically, headphones are far more tractable.

The assumption could be made that if the acoustic waveforms at a listener’s eardrums were
the same under headphones as in free field, then the listener’s experience would also be
the same. Under specific conditions, experimental work has shown that this assumption is
reasonable [101]3. Several studies have shown that headphones can produce localization
results equivalent to that observed with free field sound sources [17,133,140], with subjects
unable to discriminate real sources from virtual sources [147].

The Head Related Transfer Function (HRTF) is a linear model of the propagation of sound
from a point in space to the listeners eardrums. It is suggested that the HRTF is sufficient to
explain all of the phenomena observed for sound localization [73], however bone-conduction
and acoustic skin pressure can have a undoubtable effect for certain sounds [183]. HRTFs
are fairly complex in their nature and position dependence [38] many methods have been
proposed for efficient decomposition and synthesis of HRTFs to generate spatial sound
[32, 43, 55, 64, 142]. Real-time synthesis and application of HRTFs is feasible with current
desktop computer technology.

3Just how reasonable is the topic of discussion in Chapter 4.
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Head related transfer functions vary from person to person. There is some debate about the
need for individualized HRTFs when using headphone delivery of 3-D audio. Azimuthal
position is the easiest to simulated with generic filters [138]. Elevation localization tends to
improve with individualized HRTFs [140] along with a reduction in the confusion of forward
and rearward sounds [133, 187]. Other studies indicate that little is gained from individual-
ization [188]. Head tracking has been shown to reduce the dependence on individualized
HRTFs [137, 144] by significantly reducing elevation error and front-back confusion. Dis-
tance accuracy and externalization is relatively insensitive to individualized HRTFs [136].
Some evidence relates the loss of pinna cues to increased front back reversals [189]. In gen-
eral headphone experiments, the extent to which the presence of the headphones does not
have a perceptual effect is not always documented. The degree of acoustic transparency and
tactile intrusion of the headphones used would have an experimental effect that is difficult to
account for.

It is important to note though that free field localization is not perfect, with 6% or so front
back image reversals for speech, and up to 20% reversals for band limited noise [17, 56,
187]. Although performance of headphones is typically worse than the free field, it is not
significantly so with front-back confusion around twice as likely with headphones as in the
free field [17].

Where possible individualized HRTFs should be used, however many applications require a
generalized HRTF. In general, many listeners can obtain useful static directional information
from an auditory display, particularly for the horizontal dimension, without requiring the
use of individually tailored HRTFs [187]. Recent evidence suggests that the listener will
even learn to hear through an alternate set of ears much the same way as we learn a second
language [143]. This issue is discussed in Chapter 4 on the psychology of hearing.

Although headphones present less problems than non-ideal speakers in an echoic acoustic
environment (see Section 3.2), they are not ideal. The matching of transducer to the ear
canal varies across subjects. Spectral peak differences of up to 35dB from the “normal
ear” have been shown [27] and variances of more than 10dB occur above 6kHz for most
subjects [34]. Ideally the individual headphone related transfer function should be taken
into account in any headphone simulation. Even with accurately characterized headphones,
the response will still vary with headphone positioning [24]. The process of HRTF and
headphone response measurement for customization is also very sensitive to the consistent
placement of the microphone within the listener’s ear [101], especially above 5kHz. Sealed
ear canal responses can be used as an alternative [36]. Headphones also create an acoustic
loading on the ear, which has associated perceptual effects [26]. For best results headphones
should be selected to minimize variance and intrusion to the subject.
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If the listener is not constrained, the use of headphones to render a sound field adds the
complexity of measuring and compensating for the orientation of the listener’s head. In
sound field reconstruction techniques this is not required. This adds to system complexity
and is difficult to achieve at low latencies. Extreme latency in the update of the binaural
rendering can lead to perceived motion of the sound sources dependent on the listener’s head
movements. However, studies have shown that this effect is not too significant for latencies
under 100ms [137] which is achievable in practice [190].

The Binaural approach to sound reproduction need not rely on headphones. Cross talk can-
celling filters based on the listener’s head position, relative to the speakers, can be used to
deliver a binaural signal from speakers. This technique is very effective for virtual sound
sources presented 60 degrees either side of the forward direction of the listener [145]. Sound
sources to the side or behind tend to be erroneously located either forward or mirrored from
their intended location. Delivery is very sensitive to the listener’s head location [63] and
speaker layout [28,59].

3.5 Chapter Summary

We have seen that soundfield reconstruction, over a suitable volume for a single listener,
requires a large number of channels. The empirical relationship developed is R−20dB =
50N/f or expressed as the number of channelsNchannels =

¡
1
50
R−20dBf + 1

¢2. This provides
a 10cm radius at 2kHz given 25 channels. Practical issues create complications, however this
goal should still be attainable. In practice, the reconstructed soundfield may be perceived as
being plausibly correct over a much larger volume, however the numerically correct volume
is quite small. This is not suitable for high fidelity audio with such a small bandwidth, and
the required size of the soundfield array (2m radius) is a lot to justify for a single listener.
If only a planar soundfield is considered the listening region can be expanded but is still not
very large (2m radius with 200 channels [58]).

Considering the common setup of a 5 channel (5.1) speaker array, the true soundfield re-
construction theoretically is very small (2cm at 2kHz) and the error in placement, gains and
room response of the average setup would mean that there is no coherent soundfield. Un-
derstandably, the design of these systems and the multi-channel mixing techniques currently
used are not based on soundfield principles, rather they are based on vector-based inten-
sity panning [52, 53]. Where sound is used with movies, we have learned to interpret more
into the soundfield than is physically present. We are never troubled that the dialog does
not originate spatially from the same point as an actors face on the screen. The concept
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of “cartoonification” suggests that it is a very much reduced data description of sound that
is important [157] – is a sound near, is it far, is it moving, is it coming from behind or in
front, is it dangerous? Because of association and context, the perception of the sound track
to a movie can be a rich, appropriate and well localized symphony of spatial sound – how-
ever we have shown that nothing even close to a numerically accurate soundfield is created.
Observations, such as these demonstrate the power of perception against system numerical
performance. This is the theme of the remaining chapters of the thesis.

If the goal is delivering accurate spatial sound, headphones are the natural solution. The
numerical problem is far more tractable than significant volume soundfield reconstruction.
Still, even with headphones, the pursuit of numerical accuracy may be misdirected effort.
Even when everything is correct you will get some strange results. Hearing a real sound
source in the free field can sometimes lead to erroneous location. Auditory illusions, ven-
triloquism and front-back confusion are just some examples of where a perceived location
can be incorrect with a real sound source. It would be misguided to expect any more from
headphones than from free field listening.

In working to commercialize a headphone spatial sound algorithm, much experimental work
was carried out with both individualized and general headphone simulations [167]. It became
very apparent that with inappropriate listening conditions, an individualized headphone sim-
ulation performed worse than a general headphone simulation in the right conditions. There
appeared more benefit in structuring the environment, than in customizing the individuals
spatial sound presentation. An accurate simulation of a huge concert hall with distant sound
sources simply does not sound right when standing near the wall of a small room. It has also
been observed that the perceived quality of a soundfield system can far exceed the theoretical
numerical accuracy [190].

What is it that can make the best numerical headphone simulation fail? How can a crude
speaker array create the perception of an immersive and compelling soundfield? There are no
easy answers, however a review of the literature and experimental work in psychology and
auditory perception provides a basis from which we can assess the perceptual uncertainty
against the numerical performance. This theme will be explored in Chapters 4, 5 and 6.



Chapter 4

Psychology of Spatial Hearing

As set out in Section 1.4, goal of a spatial sound system is to optimize the experience de-
livered to the listener. The experience should be accurate, appropriate, consistent and con-
vincing. Given that the experience relies on perception, we need to examine the psychology
of spatial hearing to determine what influences and controls there are for the perception of
spatial sound. This chapter is set out in several sections covering various aspects of the psy-
chology of spatial hearing. The last two sections deal with estimating the general accuracy
of spatial hearing, and the implications this has for virtual auditory displays. To begin, an
overview of the issues in the field of the psychology of spatial hearing follows.

Sensory perception is complicated, and hearing is no exception. Even considering stimulus
of a single sense, the segregation and perception of auditory input is very complex. A good
analogy is that made by Darwin and Carlyon in a recent chapter on Auditory Grouping [92],

“Imagine that you are walking along one of the enclosing arms of a harbor
on a calm day. Could you, by looking at the waves entering the harbour, describe
the events happening out at sea? ... The computational problem of the auditory
system is to interpret this complex waveform as sound producing events. Each
event must be assigned the appropriate instantaneous properties such as location,
timbre and pitch, and their variation over time tracked to obtain such properties
as melodic line, speech articulation or spatial trajectory.”

A simple serial hierachical model of signal processing is not appropriate - the processing
leading up to perception is parallel and complex with many interaction between the process-
ing levels [157]. Even just considering the processing of the audio sense in isolation, prior

57
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Figure 4.1: Concept Model of a Model of Binaural Signal Processing.

to recognition and classification of a sound, a complex array of signal processing and pattern
matching is performed [191]. Figure 4.1 from [191] shows a model for this complexity.

Much of the existing research provides an overview of spatial hearing as observed from Lat-
eralization1 type of experiments. The dual process model of Lord Rayleigh [184] is still
dominant with interaural phase differences dominating low frequency localization and inter-
aural intensity differences dominating high frequency localization. More recent overviews of
the psychophysics of auditory localization are available [80,84,89,91,93,98,99,102]. Most
research to date deals with experiments performed with simplified stimulus [99]. Laboratory
studies for auditory localization tend to deal with only one or two simultaneous localization
cues simultaneously [89]. This is scientific practice to attempt to break something down
and deduce rules. However, this forces us into an unusual perception and thus question-
able experimental results – stabilizing and simplifying stimulus may complicate and confuse
perception [83].

Research shows that the localization cues from auditory events in the every-day environment
1Lateralization refers to using headphones or sound sources close to the ears to control the phase and

intensity differences of simple sound sources. It is different to localization in that the sound sources are typically
perceved within the head – they are not localized in external space. These experiments simplify the study of
hearing mechanisms by eliminating the effects of reflections and reverberance.
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are often ambiguous or in conflict [80]. Binaural localization cues are ambiguous [134] and
can sometimes only resolve localization to a cone or torus. Despite the errors and complexity
of the auditory localization cues, our perception of the acoustical world is very stable [99].
In perceiving this complex auditory environment, our perceptual system performs in a robust
manner with the “assumption of a coherent environment in which sounds should come from
the places that are occupied by the events that made them”. Thus a large amount of audi-
tory streaming, perceptual grouping and interpretation occurs before the perception of sound
source and location occurs [96]. This grouping forms from principles of sound sources that
relate to the reality around us – such as unrelated sounds seldom start or stop at the same
time. Very few studies deal with the complexities of a typical real-world auditory environ-
ment and thus are incomplete and could be misleading [192, 193]. Some experimental work
has shown that the ability to localize sounds degrades quite significantly with multiple sound
sources, particularly if they overlap spectrally [81]. Localization in this environment is quite
different from the experiments upon which most of spatial hearing theory is based.

Current work in psycho-acoustics and perceptual coding covers the issues of hearing thresh-
olds and masking [84]. These already are complex models but perform well in systems
such as MPEG audio encoding. Experiments in the area of temporal induction [83, 194],
phenomic restoration [195] and linguistic organization [196] show that the perception is sen-
sitive to context, meaning, memory and structure [113]. Certain aspects of audio signals can
be “heard” even when not present – we can be convinced of hearing more than the actual
sound when expected signals are not present or obscured by noise. It is evident that there is a
level of association and perceptual effects beyond masking and thresholds – familiar sounds
such as our own names can be perceived in pure noise [96]. The auditory system tries to fit
any stimulus to a causative perception – the link from sound to perception is not direct and
not always causal. Echoes are not individually perceived [90], rather they have a complex
effect on audio perception [102]. Despite a complex set of sound reflections a single sound
image is perceived at a well defined distance with relatively constant timbre. The echoes
reveal information about the source distance and acoustic space. Again this demonstrates
a great degree of sophistication in processing and perception of spatial audio. Some suc-
cess has been made with computational models that demonstrate single source localization
performance, similar to human subjects [197, 198]. This is, however, a much simpler task
compared to spatial perception in a complex audio field combined with other stimulus.

Given the complexity of appropriate perceptual models, there is further evidence that they are
not static. There is debate over what extent of localization is present at birth and what is learnt
from tactile and visual experience feedback [193]. The ability to relearn localization exists
well into our adult life – when our ears are artificially modified we can learn to hear again in
a relatively short time [127]. Neurological studies have shown that separate neural centres
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are responsive to sounds in particular locations in space. Further, the neural centre excited
by a sound at a given location can be dependent on the direction of eye-gaze [100, 199] and
consequently perceived location is also effected by gaze direction [88, 107, 200]. The eye
position and sound processing interact at a very early neural level.

Hearing is an important sense for communication. Psychology research on communication
has shown the complexity and interrelationship of the models for human communication.
It is not possible to consider hearing and communication as a hierachical of independent
processing stages – detection, characterization, identification and perception. From the pref-
ace of the book, Human Communication: A Unified View [201],

“Human communication is, therefore, very much a matter of interrelated
events on numerous levels of activity. In fact, the effect of one level on others is
profound, not secondary as was once thought.”

The text “Auditory Perception” by Richard M. Warren [83] is a good summary of research
into the nature of auditory perception. It describes many experiments and auditory illusions
that demonstrate the potentially large differences between the actual physical stimulus and
what we perceive. This is a continuing and very challenging area of research. Some general
rules for perception have been stated [83]: -

1. Sensory input is interpreted in terms of familiar causative agents or events and not in
terms of the manner and nature of sensory stimulation.

2. Perceptual changes occur during exposure to an unchanging stimulus pattern.

3. Prior stimulation influences perceptual criteria.

Perceiving sound is more complex than the task of memory-based association [94, 99]. We
use many auditory cues to recognize a sound object. These cues may be correlated and
redundant, with no predominant cue uniquely determining perception. A listener will make
use of whatever cues lead to best performance for a specific set of events [94] and “there
is no pressure-variation that will always lead to one and only one perception.” An identical
stimulus will create different perceptions across different individuals, and even within the
same individual at different times [90]. We can focus our attention on a particular sound
object [202] in an auditory scene and in effect alter the information we perceive. Listening is
an active process, it allows age, experience, expectation and expertise to influence perception
[99].
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Despite all of this complexity, arguably the perceived soundfield cues represent a small part
of the total soundfield. Less information than that of the complete sound field representation
is utilized [132]. We extract a description of the sound environment with emphasis on the
aspects that are important to us [157].

The remainder of this chapter outlines the important areas of hearing psychology relating to
the problem of what information is important and appropriate in a soundfield, for controlling
perception. Firstly in Section 4.1we will look at the extent to which spatial sound perception
is adaptive and can be biased. In Section 4.2 the effect of conflict and integration of the
different senses is reviewed. Section 4.3 looks at the premise of continuity of perception
and how this effects perception. These three areas address the major components of the
psychology of spatial hearing and lead on to a comparison with the numerical results and
conclusions in the following chapters.

4.1 Hearing Adaption

There is an increasing amount of experimental evidence to support the notion that the ca-
pacity for recalibrating auditory localization continues well into adult life [127] – hearing
and our ability to localize sound sources is an adaptive process. Results suggest that audi-
tory spatial perception is governed by an internal representation of external space that can
be re-tuned by sensory experience, even in adult animals [135, 155]. Hearing adaption and
associate “memory” occurs on both short-term and long-term scales [203].

At the smallest time interval, we quickly adapt to ignore constant information presented in
the form of early echo arrivals after the direct sound [85–87,90,97,204]. This adaption cre-
ates an impression of the acoustic space and any sudden changes or new echoes are readily
perceived [104]. In a reverberant environment, we learn the properties of the sound source
and acoustic space to better estimate location [83, 154] distances [18, 82] and interpret spa-
tial relationships over time [103]. Previous sounds or noises can effect the localization of
subsequent sources [105, 108]. Experiments show that we adapt to the re-arrangement of
auditory cues [205], and must do so as we grow and our head shape changes [83, 206]. We
can recalibrate the way that our internal representation is mapped to auditory cues [128]. Our
internal representation of auditory space is not fixed, it is constantly changing with feedback
and stimulus to allow us to efficiently perceive our surroundings in a dynamic environment
– it is adaptive.

Binaural adaption has been demonstrated for simple stimuli [89] and it has been shown ex-
perimentally that general localization ability can be enhanced by practice [193]. Even when



62 Psychology of Spatial Hearing

the sound delivery is synthetic, localization performance can improve with exposure. Lo-
calization in binaural recordings can be facilitated by a short training session [129] and this
effect has been shown to last as long as four days between sessions [130]. There is a strong
suggestion that we can learn to hear through imperfect binaural reproduction provided that
such a reproduction in physically plausible and consistent [207]. Some evidence suggests
that the adaption is not always complete [144,208] and is only able to match a linear remap-
ping of audio cues [135]. This could then predict that alternating between a virtual and
real auditory display could dull the accuracy of spatial hearing in both situations. How-
ever, results suggest that adaption to pinnae changes are possible and complete with the new
“earprint” learnt in a similar way to a second language [141, 143]. This adaption occurs
over a fairly long time period (several days) and persists after the exposure, suggesting that
a long-term memory is built up of an alternate pinnae interpretation. Classic psychology
experiments with psuedophones to rotate [206] or even swap [126] the ears demonstrates the
extent to which our hearing can adapt.

The nature of the adaption is not easy isolated. Adaption takes place to form congruity of
the senses. Distortion of the visual field has been shown to have an after-effect on auditory
localization [118]. Measuring the after-effect displacement of spatial hearing subsequent to
exposing a subject to a displaced image and sound source [114], provides some indication
of the characteristics of adaption. With the image and audio of a person speaking displaced
by 20 degrees, using a small TV monitor and separate speaker, after only 12 minutes of
exposure and after effect was observed of around 4 degrees. Interestingly, this is a similar
angle to the detection threshold of a discrepancy between visual and sound location [209].
Feedback from the other senses, particularly vision, modifies the way we perceive sound
locations. This is not just a bias that exists only when the stimulus are inconsistent – it is an
adaption that modifies the process of spatial sound localization and persists after a discrepant
exposure. In extreme cases, this can lead to “double images” [126] and has a definite effect
in between exposures to alternate HRTFs [206].

At a higher perceptual level, distance perception is also effected by context and association
and can be considered to be adaptive, or learnt. Whispers suffer a perceived distance bias
towards the listener and shouts away from the listener [99,121,210]. The subjective impres-
sion of distance seems to dominate distance localization [124]. Distance localization can
be very poor with an unfamiliar sound, and increases quickly with experience [211]. We
can estimate distance better in an environment we are familiar with and have had previous
exposure to [82].

From the compelling experimental evidence, we can concluded that the auditory system is
adaptive and recalibrates at many levels. Evidence exists to suggest that this occurs over
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both short and long time frames, within a single exposure and between separate exposures
and from the smallest level to extreme changes in HRTFs. There is little semantic differ-
ence between learning to localize through different ears or learning to localize better in a
familiar acoustical environment. Spatial hearing will improve over time and compensate
for imperfections, provided they are regular and deterministic. It has even been suggested
that learnt localization through a suitable alternate earprint can exceed our own localization
ability [187]. An observation of the author is that a sound system becomes more enjoyable
in a familiar acoustical environment. Given the evidence above that we learn to adapt and
essentially isolate more information as we become familiar with an acoustical environment,
or listening condition, this observation is not surprising.

4.2 Multi-Modal Sensory Interaction

4.2.1 Sensory Conflict

Spatial cues from other sensory modalities effect sound localization [144] and we do not
localize sounds in isolation from out other senses [193]. Integrating multiple sources of in-
formation is a natural function of human endeavour [212]. We cannot even intentionally
ignore the influence of other senses and alternate cues. Three senses dominate in the percep-
tion of spatial localization – vision, proprioception and audition. To the extent that each sense
can bias the perception of the other, audition is shown to be the weakest of the localization
senses [123].

What happens when visual or proprioception cues are in conflict with the auditory stimulus?
Within certain limits of plausibility, the audio perception is usually dominated by the other
senses and the sound is perceived as originating from a suitable location, different from
that which would otherwise be perceived by the experience of the soundfield in isolation.
Although the auditory sense has a faster response time [213], vision has a higher spatial
accuracy and tends to be dominant in most situations [212]. The perceived location of the
non-dominant sensory mode will tend to shift towards the location from the dominant mode
[15]. This is generally known as the ventriloquist effect. Where there is a strong association
between the nature and movements of the visual cues, sounds can be displaced up to 30
degrees in azimuth, and even greater angles in elevation [119]. Visual dominance can be so
strong that subjects are perceptually unaware of the audio stimulus [116]. For events in 15-
25 degrees from the front of the listener, the visual sense tends to be the dominant modality.
Tactile senses are particularly dominant where a moving sound source can be located by the
listener’s hand [112,214]. It is intersensory interaction that drives hearing adaption – Moore
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suggests a plasticity in the relations between the senses, where a recalibration of auditory
space can occur on the basis of information from the other senses [102].

The highest level of spatial representation is drawn from all senses, but visual input has the
most power to influence it [102]. Perhaps this is best summarized by Tom Holman in his
recent book [12].

“Vision is obviously also important for localization and can overwhelm aural
impression. Sight dominates sound for localization. Nevertheless, mismatches
between the position of a sound source visually and aurally do cause cogni-
tive dissonance, which tends toward limiting the suspension of disbelief usually
sought.”

The extreme interpretation of this is that near enough is good enough for spatial audio where
other sensory cues are provided. Immediately this suggests that the pursuit of numerical
accuracy in spatial sound delivery is not warranted.

There are some similarities between the early processing that occurs in the senses [152].
Aspects of grouping, repetition, figure-background separation and complex patterns can be
characterized in similar ways. However, the differences appear to outweigh the similarities.
This is largely due to the way we use particular sources of information [120]. Hearing is
very much the continually alert sense that does always require conscious attention direction
to be aware of our surroundings.

“Animals, from the simplest to the human, use their eyes to recognize ob-
jects, to distinguish the edible from the poisonous, to distinguish the friend from
the foe. Similarly, most animals use their ears for detecting warnings of distant
and as yet unrecognized things.”

The conflict, bias and association of auditory events and visual or tactile objects is dependent
on the plausibility of their association. Unrelated sensory input is not integrated. A good
example is given by Marks [113],

“When stimuli presented to different senses bear no meaningful relation to
each other, interaction often seems to be small or non-existent... But meaning-
fully related stimuli are quite a different matter. The voice of a good ventriloquist
sounds displaced in space, away from the ventriloquist’s mouth, which does not
move, toward the dummy’s, which does.”
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The effect of bias, where senses are in conflict, is bidirectional. Visual location of an object
can bias the heard location and the acoustic location can bias the perceived visual location in
a simple visual field [110,117]. However, the effect of auditory stimulus on visual perception
is of a smaller magnitude.

Studies have shown the importance of visual cues in the shaping of the auditory space map
in the brain [156]. The level of interaction in the development of the neural pathways of
the brain is responsible for the strong relationship between visual and auditory perception.
Wherever spatial audio is present along with other sensory cues, the influence of any conflict
in sensory input cannot be ignored. Sensory input is not restricted to simultaneous stimulus
with the spatial audio. For example, if a subject has seen the dimensions of a room prior
to dimming the lights, this will have a lasting effect on the acceptance of a simulation of an
acoustic space very different to that which was visually observed. Rooms do no suddenly
transform around us.

4.2.2 Sensory Integration

Where the senses are simultaneously stimulated, but not necessarily in conflict, a large de-
gree of sensory integration occurs to form our perception. This means we can perceive
elements that are not necessarily present, but are expected to be there. This interaction can-
not be stated simply. In perceiving reality we attempt to predict the current state of the world
around us from sensory input of the past. For this to be robust to errors in the sensory detec-
tion, identification and localization cues, a large amount of sensory cooperation occurs and
our hypothesis of the world state are largely restricted to rules of possibility learnt from expe-
rience [80, 96, 113, 157]. An excellent account of intersensory interaction is given by Welch
and Warren [213]. Where we are exposed to familiar or typical situations the assumption of
unity is strong [112] and related input from the different senses is perceived as a single event.
Strong interaction between the senses is a corollary of evolution for survival [83]. When we
extrapolate our perception back to what we think we have sensed, there can be significant
error and bias. For example, the perceived quality of video material can be improved by
improving the quality of the associated audio [15, 215]. In simple experiments, a voiced
syllable is heard as a combination of the actual audio and the appropriate audio which would
accompany the visual cues. When watching a person speak, what is heard is strongly influ-
enced by what is seen [115] – what we believe we heard may never have transpired. Speech
in a noise environment is actually heard louder in the noise and detected better where visual
cues are present that are correlated with the articulation of the speech [216]. Simply having a
textured visual field improves the accuracy of auditory localization [213]. The organization
or grouping of stimulus by one modality can effect the perception of another [217]. Overall
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there is a strong indication that visual and auditory processing are not independent [153],
and share many common neural pathways.

There is experimental evidence that a distortion of one sense, though initially may disrupt
the congruence of spatial perception of a single object, can be reduced over time [218]. Late
in the 19th century the psychological experiments pioneered by Stratton involving inverting
or displacing the visual field of view demonstrate in the commentary that over time, objects
are seen and heard as one [219]. The experiment of reversing the ears was mentioned previ-
ously in relation to hearing adaption [126]. This experiment, and others involving auditory
rearrangement are discussed in more recent works [205]. They suggests a process of rein-
terpretation of the sensory aspects of objects in respect to their locality significance. This
process is typically observed over a time frame of several days. It is not simply that spatial
sound localization adapts to match the visual input. Rather, over time, the senses recalibrate
to form an integrated and consistent spatial representation of the observed world. Neither
sense remains unaffected by the disruption.

Carr suggests that the accuracy of the auditory system requires constant aid from more ac-
curate sensory localization [218]. Without the integration with other senses, the accuracy of
spatial audio perception would perhaps degrade.

“Localization of auditory objects is continually being supplemented by vi-
sual and inferential knowledge. Without such aid, auditory localization would
be of little practical value.”

Note that this is not in reference to vision alone, otherwise there would be the obvious contra-
diction of a blind person. However, in all cases it could be argued that position from hearing
localization is learnt and calibrated against other senses or against further information gath-
ering activities. The observation of a blind person on localizing distant sound sources is very
different from that of a sighted person, indicating the effect of the limited range or proprio-
ception in calibrating spatial sound. Further, blind individuals have far more acute acoustic
detection within the reach of their bodies. Experiments have shown the perception of blind
people feeling objects with their face as a result of near acoustic object perception.

Simply put by Moore “What we hear is influenced by what we see” [89]. This observation is
much stronger than just the fact that a conflict of the senses alters the perception. Generally,
observers are unaware of the conflict and are surprised that the perception of the auditory
event changes once the visual cue is removed. Experimental work in this area is largely in
the case of speech perception. We use all of our senses together to gain one perception of
the world around us [113]. Sense perception gives meaning and this is inextricably linked in
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with organization and memory. With advances in equipment to create synthetic stimulus of
the senses, this is an area of research that is growing in interest [107,200]. Unless the goal is
for a spatial sound system to operate in the absence of other sensory input – the comfortable
seat in the dark analogy – we cannot ignore the effect of intersensory interactions. In fact,
from practical experience [167] and a thorough review of existing literature, the perceived
performance of a spatial sound system can be more efficiently improved by effecting the
other senses.

4.3 Premise of Continuity of Perception

The concept of the effect of past sensory input has been previously mentioned. This is
an area worth elaborating on as it is of particular interest in the context of a spatial audio
system where for complete immersion there is some “discontinuity of reality” that needs to
be overcome. In our familiar experience, acoustical properties do not change suddenly or
without reason. The premise of hearing adaption has been discussed in Section 4.1. Where
changes are slow, this adaption tracks the changes so that perceptual confusion does not
occur. Events such as walking through a door or changing our position create a cognitive
expectation for change. Putting on headphones, or starting a simulation creates an event that
violates our expected premise of continuity or transition event.

Our modern culture has incorporates some methods to handle this exception. Movies rarely
begin with immediate plot content – the title or opening sequence of a movie typically has
a recognizable context and places in a state of expecting a transition. We accept the dis-
continuity of a two dimensional image projection and see through a photo or screen without
concern for the discontinuity at the border. Is there such an analogy for audio? Considering
this question shows that spatial audio simulation has a unique challenge in that there is little
or no precedent for acceptance of the transition. An audiophile, to fully enjoy the experience
of a high fidelity audio system will voluntarily welcome this transition – dimming the lights,
shutting the eyes, assuming a comfortable position, relaxing and projecting into the sound-
field. Can we ask the same of any-one who enters a 3D simulation and expects the audio to
be immediately compelling and immersive?

We “filter” our perception based on an assumption of continuity. Anything conflicting this
assumption will lead a sense of disbelief or a lower sense of immersion or telepresence. In
order to be able to function in a complex environment with broad and conflicting sensory in-
put, perceptual processing must occur to predict the present reality based on previous sensory
input. This element of prediction adds significant complexity and is made robust by com-
bining information from all senses [157]. The compellingness of an auditory demonstration
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is linked to how well the presented audio matches the acoustical environment of where the
listener is or was previously [146]. A smooth transition can make an imperfect spatial sound
experience seem very realistic.

With headphones, particular attention must be paid to the issue of continuity of acoustical
environment. Headphones upset the normal adaption and learning process of acoustics in
different rooms [103]. When we enter a new room, the short term memory of echoes and
acoustic geometry is reset – this is not necessarily the case when headphones are first worn.
Interpreting the acoustical cues presented over headphones with the assumed spatial geom-
etry of the previous (and perhaps still visible) room is bound to create conflict or ambiguity
in localization.

The importance of hearing as a pervasive sense for environmental awareness has already been
mentioned. It is our only long range panoramic sense [127] and ingrained in our survival
[220]. Hearing is largely a defense sense for warnings of unknown [120]. Consider the effect
on hearing when our other senses are deprived or impaired – wearing a straight jacket in the
dark with a suppressed sense of balance, you would certainly be listening out for any clues to
your surroundings. Now consider the situation in a typical VR simulation. Vision is impaired
through the use of shutter goggles or a VR headset, visual cues may conflict with balance
and proprioceptive cues. Our sense of hearing will operate in a defensive mode. Rather than
being led into the VR simulation we know to be artificial, our hearing will endeavour to give
some indication of the surroundings of our true physical body. This is a much understated
challenge for the deployment of compelling spatial audio.

A very compelling experiment was performed by Gilkey et al [2], which the author has
personally experienced. The subject is led into a room, in which there is the host and a set of
familiar objects in the room – a table, some scissors, a phone, a blackboard, a newspaper. The
host introduces herself and asks the subject to look around and the put on the headphones and
shut their eyes. A previous binaural recording made in the exact same room with the same
objects and same host is then replayed. The apparent accuracy and realism of the spatial
sound has to be experienced to be fully understood. Goose-bumps as the host scratches a
fingernail on the board while writing, a flinch as the scissors cut near the ear, a persistent
image of the newspaper as it is ruffled and torn in front of the subject. With simple spatial
sound technology – a Kemar dummy head and a DAT recorder, no headphone or microphone
compensation – the spatial audio presentation is flawless. The striking feature separating this
from any other experiment is the extent of the sensory and perceptual continuity.

Many experiments do not consider the perceptual effect of a discontinuity of perception on
the experiment. A recent work by Zahorik [18] listeners were presented synthetic binaural
signals measured from their own ears in a real space. The test was carried out in a sound
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proof booth with the listeners being asked to close their eyes only for the audition of the
simulated sound. The simulated acoustic environment was that of a much larger echoic
auditorium. Listeners consistently underestimated the distance to the source. Being asked to
discard the knowledge of the room they are physically present in, ignore the absence of any
noise floor appropriate for the room size being simulated and the absence of appropriate self
perception is a large implicit perceptual stretch. Given the premise of perceptual continuity, it
is not surprising the distances were underestimated. Despite this, very little discussion in the
work is made other than the actual acoustical cues being created by the simulation. Though
perceptual discontinuity is difficult to avoid in a practical experiment, it seems convenient to
discard in any discussions or analysis of the results.

4.4 Chapter Summary

The goal of a spatial sound system is to optimize the experience delivered to the listener.
Experience is subjective and not readily observable. Therefore it is not possible to address
the goal of delivering a specific experience without reference to the psychology of spatial
sound perception. This chapter has brought together key research ideas and results in this
area from the last century. It is clearly evident that there is a significant amount of bias and
error in human spatial sound perception. This cannot be ignored in the design and evaluation
of spatial sound systems. The effects of improved numerical accuracy or design comparison
may be obscured by psychological influences.

Taken in isolation, spatial hearing is not always accurate or unambiguous. When com-
bined with additional sensory information, a knowledge of our surroundings, expectations
and causal interpretation, we generally perceive very accurate spatial location of acoustical
events – we are immediately convinced that we heard a sound in the location of the object
perceived. Since reality rarely deceives, this creates an exaggerated expectation of accurate
spatial sound perception from a synthetic spatial sound system. When spatial sound is pre-
sented without causal plausibility it would not be surprising that our perception of spatial
audio accuracy is lower.

With the issues of perceptual uncertainly and unrealistic expectations, any research or exper-
iment into spatial sound delivery that does not address the psychological issues is potentially
flawed or of marginal benefit. Chapter 5 continues to analyze the significance of the percep-
tual error compared to the numerical and practical issues of spatial sound delivery.





Chapter 5

Reconstruction versus Perception – A
Comparison

In Chapter 3 a literature review and some simulations were discussed to demonstrate the
numerical error in a soundfield reconstruction system. The empirical relationshipNchannels =¡
1
50
R−20dBf + 1

¢2 was developed with a reasonable configuration providing a 10cm radius
at 2kHz using 25 channels. This Chapter looks at a comparison of the numerical soundfield
reconstruction errors with the errors that may be introduced through perceptual uncertainties.
This is not an easy comparison to make. In pursuing a numerical approach we can review the
equivalent numerical error to an error in the direction of a sound source. This is reviewed for
both a soundfield and a binaural reconstruction providing an indication of how an incorrect
position relates to numerical error.

Chapter 4, Psychology of Spatial Hearing, gave an indication of the errors that can be ex-
pected due to auditory adaption, bias and sensory interaction. Given this as an angular error,
we can use the numerical error graphs for sound source displacement to achieve an equiv-
alent volume error for the soundfield. Although this comparisons ignores any perceptual
effects and is insensitive to the nature of the error, it is a means to establish a comparison of
the reconstruction and perceptual errors.

5.1 Soundfield Error

Consider a far field point source. The soundfield created will be given by 1
4π
eikkx−yk/ kx− yk

with y, the position of the sound source being suitably distant. Now consider this sound
source displaced by an angle. Within the soundfield region of observation this will cause a
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perturbation. This error is expressed as a power ratio as before (3.1). Figure 5.1 shows the
error as a function of the displaced angle for several volume radii.
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Figure 5.1: Soundfield Error vs Angular Source Displacement for a Far-field Point Source.

Previously, a reasonable bound had been considered an error of −20dB over a 20cm radius
sphere using 27 speakers and 25 channels. This compares to an angular displacement of
around 3.5◦.

Note though that the numerical errors being compared are of a different nature. For a sin-
gle far-field source, the error in reconstruction can be considered to be a “dispersion” of the
source with the reconstructed soundfield more indicative of a spread sound source than a
single sound source. In the displacement case, the error is obviously a displacement. How-
ever, extending this analogy to a complex soundfield that incorporates many sources with
different dispersion (width) and distance properties, it becomes more reasonable to compare
the numerical errors.
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5.2 Binaural Error

The discussion of headphone spatial sound delivery in Section 3.4 demonstrated that it is pos-
sible to achieve accurate headphone delivery. Accurate measurements of HRTFs or adequate
computational models can be combined with careful placement of headphones to achieve
errors of the order of 1dB.

Consider the equivalent numerical error for binaural spatial sound reconstruction as a sound
source is displaced by an angle. Figure 5.2 from [221] shows the level differences for
several source positions as a function of frequency based on a simple sphere model for the
head. At 1kHz, the binaural level difference is around 2dB for a source displaced by 10◦

and increases to 3dB as the source moves to a 45◦ displacement. We could interpolate a
binaural gain difference of the order of 1dB corresponding to an angular displacement of
around 5◦. This is a simple approximation since HRTFs are very complex and it is the
relative power spectral densities that provide spatial location cues [38]. The significance
of individualized or non-individualized HRTFs has already been discussed. Here we are
reviewing the practical errors in the delivery of binaural spatial sound and relating this to an
angular source displacement.

Figure 5.2: Interaural Level Difference for Binaural Signals for Different Source Positions
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5.3 Perceptual Error

Listening tests in the absence of visual cues and in an anechoic chamber establish the az-
imuthal accuracy of spatial hearing at between 1 and 4◦ for the forward direction and drop-
ping off to 12-16◦ for the rear [222]. Although such studies are stated as the performance of
spatial hearing in “normal” situations, the experimental situation is typically in an anechoic
environment with a single source and no visual cues (a blindfold or darkness). This is hardly
a normal situation. Little is known about the acuity of sound localization (in isolation) in a
echoic environment with many sources [106], but it would be expected to be inferior to that
in the simple single source echoic environment.

We perceive spatial sound localization as being superior to this in a typical real environment.
This is the result of interaction and combination of multiple sensory inputs and assumptions
of continuity and expectations. The lay person can tolerate a discrepancy of 15 degrees in an
audio source before noticing, while the professional sound designer can notice around four
degrees of offset [209]. However, the suggestion of this degree of error in a subjects spatial
hearing would be disputed.

Psychological experiments have demonstrated that the true performance of the spatial sound
localization (not the overall perceptual performance) in more complex environments is in
fact inferior to that in an anechoic, single sense environment. Previous sound in the form of
broadband noise, has been shown to shift directional perception by 3-4◦ for forward sound
sources [105]. After effects of misaligned visual and auditory cues can cause a bias of around
4◦ [114]. Where visual cues dominate, the perceived audio location can be shifted by as much
as 30 degrees in azimuth, and even greater angles in elevation [119]. From the evidence in
the existing literature it is reasonable to expect a perceptual bias or error of the order of 4◦.
This is not the worst case. Where strong alternate sensory cues are present, especially visual,
the perceptual errors are likely to far exceed this.

In Sections 5.1 and 5.2 we have already seen that the numerical error or presently achiev-
able soundfield and binaural systems is of a comparable magnitude to a positional error of
around 3.5◦. It is evident that the current numerical systems for a single listener are at least
good enough to provide information to a sufficient numerical accuracy. Any further improve-
ment in the numerical accuracy will arguably go unnoticed and have minimal effect on the
perception of the listener.

This is not strictly the case for multiple listeners, where the accuracy of a soundfield over a
large region could be considerably improved to give an appropriate stimulus to each listener.
However, the problem of large region soundfield reconstruction remains a challenge for the
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practical reasons stated in Section 46. For a single listener, increased numerical accuracy
is not warranted for improved perception. For multiple listeners, any improvement in the
theoretical numerical performance is likely to be countered by additional errors introduced
by the practical issues.

5.4 Expectations – A Comparison to Visual Simulation

In this section, a comparison is made to visual simulation. One issue which becomes ap-
parent is the very different level of expectation that exists for visual and audio simulation.
No matter how good the color, resolution or realism of a portrait is, we rarely expect it to
speak to us. We do not expect visual representations and simulations to be perfect – we are
quite tolerant to imperfections and actually tend to “see through them” rather than focusing
on them. This is not the case with audio.

Much of this relates to the premise of the continuity of perception (Section 4.3) discussed
earlier. For many reasons we are more accustomed to discontinuities in the visual field –
we saccade, we blink, we constantly interpret images representing reality and we watch
video images with abrupt scene changes. We are able to quickly compensate for significant
distortions of perspective and scaling in still and moving visual imagery. Until recently video
games had particularly coarse graphics and imagery but still delivered an extremely engaging
experience. In driving we routinely create a reward spatial awareness through the occasional
glance at a small mirror. The skill of a movie director is in the use of discontinuities, imagery,
perspective, framing, organization and association to deliver to the audience a perception
rather than to create an accurate simulation. The visual media and visual arts are far more
advanced in the understanding and implementation of perceptual delivery, and we as an
audience are far more experienced. We can allow video to cut and chop and change but still
have a strong perception of some virtual world through which we have had only glimpses
We cannot accept the “God’s ear”1 perspective of audio [15].

Through modern technology we are “trained” to assume an alternate point of view through
our visual sense – we construct an parallel reality through a photograph with little concern
for issues of absolute scaling or orientation as we assume the position of the camera in the
original image space. We can focus our attention on this parallel reality (static or dynamic)
and suppress conflicting sensory input from our immediate reality that would otherwise de-

1The “God’s ear” perspective refers to the discontinuous audio perspective created when the point of view
changes to follow the visual scenes. It is an analogy to being able to “listen in” from a convenient location
without having to move or physically be present.
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tract from the interpretation of the image or video. The network logos now overlaid on TV
broadcasts can be distracting but are invariably ignored most of the time. Few people are
even aware of the sequence of circles at the upper right of film (and video transfers) that are
typically present to indicate the timing for a reel changeover. Compare this to the distraction
of an occasional minor static or hum in an audio presentation.

The sensitivity and immediacy of the audio sense is reinforced in many ways. As mentioned
previously, it provides a constant surveillance of our surroundings. Sounds can wake us, draw
our attention and provoke reflex responses. Even in modern society where the unexpected
threats have been reduced, there is a significant benefit in the ability to be able to detect minor
aberration in sounds – changes in characteristic sounds can indicate early fault warnings or
aberrant behaviour of most machinery.

Thus, in comparison, when we begin to project through a simulated audio presentation an
alternate reality, it is difficult to disconnect from the actual reality (Section 4.3) and we are
acutely sensitive to errors and irregularities in the simulated presentation. In this sense we
expect comparatively more from a spatial audio system than we would of a spatial video
system, however as shown in Section 5.3 this is not a simple expectation or requirement
in the sense of numerical accuracy. It is a greater expectation in the sense of continuity,
plausibility and absence of distraction.

5.5 An Experiment in Spatial Auditory Perception

In working on this thesis and reviewing personal experience, existing literature and thought
experiments, a strong asymmetry has been identified in the experimental field of spatial
audio. This asymmetry is best stated as “The visual cue of an absence is very different to
the absence of a visual cue.”

This asymmetry is prevalent in all experimental work predominantly because of the degree
of difficulty in creating a compelling visual cue of an absence. To see the implications of this
issue it will be discussed in greater detail.

As was shown in Chapter 3 and reviewed in Section 5.3, it is feasible to create sufficiently nu-
merically accurate soundfield or binaural simulations to represent and arbitrary sound source
positioned in space. It is trivial to conduct such an experiment in an environment where the
possibility of any conflicting visual or other sensory cues are removed – the dark comfort-
able chair. Thus it becomes quite possible to construct an experiment where this simulation
is perceptually accepted as being the real sound source. Even where visual or other cues
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are present this is still possible [167]. Real visual cues and other stimulus can be positioned
in the place of the appropriate sound generating object, however they can be made mute.
Thus it is easy to create a situation in which there is little suspicion that the soundfield being
perceived is artificial.

Following on from this it is trivial to create an acoustical simulation where the visual and
other sensory cues, including the premise of continuity, are in conflict with the situation.
Arguably, wherever visual or other sensory cues are not suppressed, this is the normal exper-
imental situation. It is nearly impossible to create and experimental situation which provides
the presence of visual and other sensory cues that conflict with a real soundfield.

The requirement of an invisible sound producing source is rather prohibitive. Any attempt
to create synthetic visual or other sensory cues, although they in themselves may be com-
pelling, is not without the knowledge of the subject that the cues are artificial. Although we
are trained to project and construct a reality an alternate representation in the visual sense
(Section 5.4) we none the less know it to be an artificial construct – the portrait analogy.
Thus any present visual simulation of reality will be known to be a simulation. We know
when we are wearing a headset, shutter goggles or looking through a restricted field of view
screen. We know when our visual sense is impaired – even though we chose to interpret
an alternate reality this does not mean we expect to be in it and experience the appropriate
auditory stimulus. Thus an artificial simulation of the absence of a visual cue with current
technology cannot be considered a true visual cue of an absence.

The use of mirrors and appropriate optics presents the possibility of creating a discrepancy
between the visual and auditory stimulus with creating an artificial visual scene. This has
been applied in some recent experiments and in support of this argument, the adaption was
weakened when the subject was aware that their vision was being distorted [112, 203, 205].
Generally though, the physical and acoustical effect of prisms or mirrors will provide an
indication that the visual scene is altered.

A typical criticism of headphones is that the spatial sound imaging failure is the result of nu-
merical accuracy. However, there is no experimental design that easily replaces headphones
with the actual soundfield while retaining the visual and other sensory cues of the environ-
ment in which the headphones were tested. This amounts to instantly changing the acoustical
environment around the subject with no changes to the visual environment.

Since this experiment cannot be performed directly, a search was carried out for an experi-
ment where the visual and other sensory environment provided a real and convincing set of
cues that were in direct conflict with a real soundfield. That is to say, an experiment where
an actual sound source was present and producing sound along with a set of sensory cues
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that mandated such a sound source could not possibly be present – not simply that a sound
source could not be seen.

The following experiment was performed over 60 years ago by Wallach [223] and fulfills the
above criteria. A stationary listener is positioned inside a striped cylinder. The cylinder is
constructed from a thin acoustically transparent but visually opaque material. On commenc-
ing this experiment the cylinder begins to rotate slowly. If this rotation is below the threshold
of detection for the sense of balance or rotational inertia, the subject soon perceive himself
or herself as rotating within a stationary enclosure. A sound source is place directly in front
of the listener on the other side of the cylinder (about equidistant as the listener from the
cylinder) as shown in Figure 5.3. In this situation, the supposition of a sound source rotat-
ing in sync with the subject on the opposite side of a stationary enclosure is not particularly
plausible, however this is the only perception that would be consistent with the exact real
sound field arriving at the subject from the stationary sound source on the opposite side of
the cylinder.

The sound source is regularly perceived by the subject (12 out of 15) as being stationary
either directly above or directly below the listener. This experiment is referenced recently
by Moore with regard ti the interaction of the senses “.. the interpretation of auditory spatial
cues is strongly influenced by perceived visual orientation.” [89]. A stronger interpretation
is that an exact soundfield can be incorrectly perceived when there are strong visual cues
that conflict with the auditory reality – the presence of the visual cue of an absence! Strictly
speaking, the cue is not just visual but also a combination of ego-motion and plausibility. If
the subject perceived himself or herself as stationary in a stationary enclosure, the premise
of an acoustically transparent cylinder becomes more plausible and the effect collapses – the
motion of the cylinder and time for the subject to falsely perceive ego-motion is obligatory.

Interestingly, one of the harshest criticisms of headphone simulation is the elevation of for-
ward sound sources. This criticism remains directed at the numerical accuracy of a head-
phone system. The experiment referenced above is the closest to simulating the situation of
headphones simulating a sound source in the forward visual range that is not present while
using an actual soundfield. Interestingly, in this case the perceived elevation of a sound
source is complete and very much in conflict with the actual audio stimulus presented. The
numerical difference between the numerical and perceived soundfield is almost maximized.

It is true that any sound source simulated within the visual field will have the strongest
contradictory visual cues and a solution for this is to perceive the sound source at the nearest
plausible location out of the visual field. It is also true that in an evolutionary sense, an attack
is far more likely from above than from below. Since in the forward direction, the visual
sense dominates [89, 212], elevation of frontal sound sources away from the visual fovea is
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Figure 5.3: Schematic of an Experiment to Resolve the Asymmetry of Visual and Auditory
Cues in Soundfield Perception
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consistent with a model of the safest and smallest perturbation interpretation of conflicting
cues. It is observed in this experiment with an exact soundfield. Thus it should be expected
with a headphone simulation. Avoiding this perceptual phenomena with headphone listening
may not be possible without removing or altering the conflicting visual cues.

5.6 Chapter Summary

Chapter 3 set out the numerical and practical obstacles for accurate soundfield reconstruction.
Chapter 4 introduced the various issues in the psychology of spatial sound perception that
will cause uncertainly and error in the spatial sound experience of the listener. This chapter
provided a comparative analysis of these two concerns. Arguably, a second or third order
sound field system provides a numerical accuracy, for a single listener, that is matched to
the uncertainty and error in perception. Any further effort in the soundfield accuracy will
not improve the perceived accuracy. Similarly, present headphone simulations provide a
numerical accuracy that surpasses the notional numerical uncertainly related to perceptual
errors. By comparing sound to vision, some examples were given that show we are not
conditioned to “hear through” a virtual audio system in the same way we see through a
picture or video. It is probably something we can learn to do better – that is, learn to focus on
the spatial cues present within the spatial sound simulation rather than the cues that conflict
with our actual or previous environment. Where conflicting sensory or contextual cues are
present, the perceptual uncertainty can overwhelm any numerical uncertainty. To illustrate
just how significant perceptual error can be, an experiment was discussed that shows the
perceived location of a sound source can be displaced by as much as 90◦.



Chapter 6

Conclusions

6.1 Overview

For accurate volumetric sound field reconstruction, mathematical constraints dictate large
numbers of channels and speakers. Practical issues limit the performance we can expect
from a spatial sound system. However, we do not just hear, we perceive. The correct ultimate
goal of any spatial sound system is to effect a perception in the listener. Perception is not a
deterministic result from experiencing a numerically accurate soundfield – the psychological
aspects of spatial sound perception cannot be ignored. Without addressing the psychological
and sense integration, numerical accuracy is not an efficient solution to the actual problem
of spatial sound delivery.

It is easy to ignore the other senses and treat hearing alone. It is easy to forget the impact of
impression, memory and understanding on what we believe we are hearing. This is the failing
of many spatial sound systems and experiments. Even with perfect audio reconstruction,
conflicting information or sensory input is present (e.g., sensation of headphones, removal
of other senses, lack of continuity with previous sensory input) then the perception of the
spatial sound may be incorrect. If the subject is willing to suspend his or her disbelief, even
a low resolution audio simulation can be compelling. The psychology of spatial perception
can work both for and against us.

As introduced in Section 1.4, this thesis set out to answer two main questions:

“What is more important – accurate soundfield or binaural reconstruction
or the management and control of perceptual influences?”

“Is headphone presentation of binaural spatial sound good enough?”

81
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The literature review, mathematical considering, simulation results and psychology discus-
sion have covered the material that is appropriate to addressing these questions. In short, the
conclusions can be stated in the following paragraphs.

Importance of Numerical Accuracy versus Perception

Perceptual errors can be expected of the order of a 4◦ angle (Section 5.3). The numerical
error in soundfield or binaural reconstruction with present practical systems is of the order of
a 3.5◦ to 5◦ angle (Sections 5.1 and 5.2). Current numerical systems for a single listener are
at least good enough to provide information to a sufficient numerical accuracy. Any further
improvement in the numerical accuracy will arguably go unnoticed and have minimal effect
on the perception of the listener. Though this may not be the case for multiple listeners,
with soundfield reconstruction over a large volume the practical issues begin to outweigh
any improvements in numerical accuracy that can be achieved.

Are Headphones Good Enough?

The answer to this is two fold. Where the audio sense is considered in isolation and the
other senses are “deprived” the answer is perhaps not. They can be made to be extremely
close with suitable individualization of the responses and the use of headphones that do not
impose a physical presence can provide convincing spatial audio. However, the numerical
uncertainty in the headphones is perhaps slightly larger than that equivalent error in the
perception of spatial audio in the absence of other senses.

In the case where other sensory input is present, the answer is a fairly confident yes. Incor-
rect perception of headphone spatial audio will still occur, however, this would occur even
if the acoustical delivery was perfect. It is the typical conflict and integration of other sen-
sory input when using headphones that causes this effect. To improve the perceived system
performance, effort should be directed to suitable control or alteration of the other sensory
inputs to improve the overall simulation or environment consistency with the audio presen-
tation. Further effort in improving the individualized responses of headphones and concerns
for the numerical accuracy are not warranted if they are to be used in a rich sensory context.
The asymmetry of experiments has been discussed to demonstrate the difficult of experimen-
tal validation of this result. However the Wallach experiment, Section 5.5, provides strong
evidence that even if headphone or soundfield simulation was exact, if the visual cues are in
conflict the perceived result is not deterministic.
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The following section looks at the implications of the results and discussions to the spe-
cific problem of creating a virtual audio display. Finally, Section 6.3 looks at several open
problems that have been revealed in this work and sets out some ideas for how they may be
pursued. A general comment from the work is that in the field of numerical soundfield rep-
resentation and reconstruction, the mathematics is already present and adequate. Although
further results are no-doubt available to create incremental improvements in the accuracy and
efficiency of a soundfield system, the heart of the problem now lies with issues of percep-
tion. A “better sound” in not confirmation of a successful practical realization of a numerical
result, neither will an improved numerical result necessarily imply an improved perception.
Without understanding the uncertainties and psychological issues in this area, soundfield
reconstruction is an area likely to stagnate with the numerical research divergent from any
perceptual progress – it is math for math’s sake and does not address the fundamental prob-
lem.

6.2 Implications and Suggestions for Spatial Audio

It has been stated that perceptual design is useful for reducing spatial audio simulation com-
plexity [166]. Further, from the results of this thesis, it is apparent that perceptual design
is essential to audio displays and the best way forward for improved spatial sound systems.
It is not as important to get things numerically accurate as it is to match the complexity and
consistency of a real environment. Spatial audio needs to be plausible and consistent with
the listeners environment and expectations. Computational effort should be directed towards
the aspects of the virtual auditory display that are most perceptually significant [148]. De-
livery of spatial audio is a broad systems engineering area with a need to cover issues from
implementation through to perceptual psychology [19].

The concepts of auditory scene analysis and auditory streaming [80,99] are useful in the de-
sign of spatial audio for VR situations. Organization theories such as that of Gestalt provide
a framework to assist in achieving the desired perception of an auditory scene. Some results
are available discussing what aspects of an audio environment can be left out, what must
be included and how to exaggerate the desired grouping of sounds to encourage association
with a particular object or event. It is not always necessary to get exact spatialization for all
sound components, just a strong majority to allow auditory grouping to facilitate compelling
localization. There is a tendency a listener to experience a perception that is consonant with
a normal stimulus situation [112]. Familiar sounds, environments, objects and behaviours
will help to immerse a listener in a spatial audio simulation.

It has been shown that the auditory system is capable of adapting to modified spatial sound
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delivery. To enable reenforced learning, the system should incorporate some form of feed-
back [109] and remain consistent in the numerical characteristics of the spatial sound pre-
sented [135]. For fastest adaption, the subject should be under the impression that the sound
and matching sensory stimulus refer to the same event or object [205,214]. The goal should
be to stimulate the as many sense modalities as possible in a way that has a plausible con-
gruent interpretation. Where there is a high degree of temporal and associative connection
between video and audio material, the perception will be of a single event located closest to
the visual stimulus [111]. Appropriate synchronization of the sensory stimuli is very impor-
tant for proper association [114,119].

In the design of a spatial audio system, it is not as important to get the localization correct as
it is to create a consistent acoustic environment. Listeners are sensitive to abnormal changes
in the relationship of direct sound and echoes [95,129]. Any characteristics of the simulated
acoustic environment that do not match expectations or plausibility criteria will significantly
detract from the spatial sound perception. The required level of complexity for acoustical
modelling is an important is an area for further study. Use of the masked reconstruction
effect can aid in increasing the quality of the perception [83] – as used in the concept of
comfort noise in telephony, a suitable masking noise is more appropriate than a complete
absence or unusual characteristic of any audio presentation.

Individual HRTFs are not required for most spatial audio environments. It is evident that
we can learn to hear through some-one else’s ears [127]. Spatial perception will improve as
we learn the ear-prints and acoustic space of a simulation [129, 130]. It is important to use
the HRTFs of a good localizer [187] as the HRTFs of a poor localizer can be in some way
degenerate. We can learn the linear remap of head size and azimuth location [135] in a fairly
short time. We can learn the nuances of other pinnae over time [141,143] and this knowledge
persists as would a second language. Compensating for head movement of the listener can
accelerate the learning of the new pinnae and aid in resolving front-back confusion in the
absence of string visual cues [139].

Headphones should be selected to reduce the variability in their transfer function [34] and
also for comfort and minimal perceptual loading [26]. The smoother the transition to head-
phone listening, the more compelling any subsequent spatial audio presentation will be. Of-
ten the lack of continuity in the acoustic environment and detecting the presence of head-
phones is far more destructive to the sense or realism than poorly matched HRTFs. With
headphones, any sound source not rendered with significant complexity or any noise intro-
duced after binaural synthesis will not be externalized [8]. This provides further indication
of an artificial spatial audio presentation and significantly reduces the “realism” and com-
pellingness. For any spatial sound over headphones to be convincing, all other sounds over
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headphones must also be spatialized.

There is evidence to support that we can learn to “hear into” virtual reality systems. In-
creased exposure to spatial audio will help people learn to use the information presented to
project into an alternate reality in the same way that we have learnt to engage with video. No
video system is “indistinguishable” from reality, yet we readily place ourselves in the frame
of the picture without being instructed to do so. We are trained to spawn a local reality in
which we perceive the picture a similar skill may be developed with audio.

There is an argument that Virtual Reality will never be instantaneously compelling. Without
the exact replica of the senses, there will be a time of learning the expectancy and conti-
nuity rules of the new environment. Much as we are not born into reality with immediate
conscious perception, the same may be true of virtual reality. However, there are strong
arguments that the learning and exposure is cumulative, even when it is not continuous. A
definite goal is to improve the perceptual quality and sense of presence. Audio is important
in achieving this [1], however it is not necessary [2, 224] and from this thesis not useful to
strive for numerically correct reconstruction.

In spatial soundfield reconstruction, a lot of work is carried out to overcome the complex
acoustic problems, practical setup errors and uncertainties in the listening environment –
these efforts may be futile. For headphone delivery of spatial audio, errors in the transfer
functions and individualization of Head Related Transfer Functions (HRTFs) is often the
main cause for concern, however this may not be necessary. Experiments in perception of
real sound sources show that even if the soundfield is exact, perception may differ with time
and environmental factors. These results should not be put aside or forgotten, but incorpo-
rated into virtual audio display design to set sensible expectations and increase perceptual
performance through the control of other factors.

The magician carefully manages the attention and focus of their subjects to produce the
illusions of disappearance and transformation. Virtual Reality in the future should evolve to
use techniques to draw our focus and attention, delivering appropriate sensory cues to create
a desired perception. Mathematical elegance and correctness may not be as important as
timing, congruity and continuity.
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6.3 Open Problems

6.3.1 Optimized Decoding

The decoding equations of Chapter 2 are based on a angular invariant optimization. When
the speaker array geometry is spherically symmetric, they create a spherical region of re-
construction with uniform error vs. angle distribution. This is appropriate where a spherical
region is suitable for the application. In practice, rather than a spherically symmetric ar-
ray, it is likely that the speaker array will be non-uniform with speaker distributed to match
the desired directions of accurate sound localization. It is easy to take advantage of this
when using directional panning laws [52], but becomes a non-trivial problem for soundfield
representation and decoding.

Consider the case where the usual modal soundfield representation is used, but the speaker
geometry is not uniform and possibly even degenerate or ill-conditioned on the sphere. The
decoding equation (2.18) repeated again here for easy reference,
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may construct a speaker contribution matrix that is not easily inverted. As seen in Figure 3.3,
the gains for a uniformly distributed array are regular. For an arbitrary speaker array, this
may not be the case.

Consider further, the case where the region for which accurate soundfield reconstruction is
required is not spherical. An ellipsoid may be more suitable for a listener who is unlikely to
rotate their head significantly about the forward facing direction. Perhaps even a toroid that
covers the expected location of the ears through azimuthal head rotation and some degree
of translation. It must be possible to optimize the speaker decoding coefficients to reduce
the reconstruction error over an arbitrary region. This is an open problem for further inves-
tigation. The required number of channels and speakers would be reduced by constraining
the effective region of reconstruction. This is notable in the two-dimensional case where the
number of terms for a given order representation is 2N+1 as opposed to (N+1)2 [23]. How-
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ever, in the case of planar soundfield reconstruction, all elevation directional information is
lost. It would be more appropriate to still reproduce the elevation effects but perhaps with a
precision that relates to the relative spatial hearing sensitivity of elevation versus azimuth.

The following equations set out this problem as an optimization. The speaker gain coeffi-
cients are selected to optimize the error in reconstruction over the desired volume and for
a suitable class of soundfields that is representative of the desired soundfield to be recon-
structed. Rather than the speaker gain coefficients being S (ω)T

³
S (ω) .S (ω)T

´−1
which

minimizes, in a least squares sense, the matching error in the modal domain, the speaker
gain coefficients will minimize the error in the spatial domain. Representing the decode with
a general gain matrix G (ω) of size N × (P + 1)2,
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Remaining in the frequency domain, we can write the equation for the actual spatial pressure
field generated by these speaker signals using the speaker positions xi and the point source
radiation equation 1

4π
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Now consider the ideal soundfield that would be reconstructed from the given modal signals
Bmn (ω). Substituting these into the synthesis equation (2.10),
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Now to optimize the reconstruction over a particular volume introduce a weighting vector
W (y) to effect this such that
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on a set of speaker gainsG (ω) and a particular soundfieldB (ω) = Bmn (ω) will be given by,
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To find a suitable decoder for a class of soundfields, the optimization problem is expressed
on the expectation value of EG(ω)B(ω) forB (ω) having a suitable distribution for the desired
soundfield. In the absence of any other information, consider B (ω) to have a normalized
white distribution. The optimization is then given as,

G (ω) = arg min
B(ω)∈{Bmn (ω)=N(0,σ)}

©
E
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¤ª
(6.6)

With the gain obtained for a suitable set of frequencies (ω), the appropriate decoding filters
can be obtained.

This is a complex calculation and an analytic solution would be difficult to obtain for an ar-
bitrary weighting functionW (y). However, constructed as a numerical optimization prob-
lem, with a suitable finite element dimensionality over the spatial integral (100-1000 would
be sufficient) the problem could be solved numerically with a standard numerical processing
package such as Matlab on a desktop PC. Note that the solution need only be found once for
a specific speaker array geometry. The computation required during reconstruction of the
soundfield is equivalent to that for the standard decoding equation.

6.3.2 Effect of the Listener on the Soundfield

In Section 3.2 the effect of the presence of the listener on the soundfield was discussed. Ide-
ally, we are trying to reconstruct the same soundfield around a listener that would have been
present had that listener been present in the same relative position in the original soundfield.
This is obviously not possible without restricting the position of the listener, in which case
a binaural approach would be better suited. A general assumption is made that if the sound-
field is captured with the listener absent, and then reconstructed over a suitably large volume
with the listener present, the effect of the listener will not destroy the reconstruction. This
assumption is based on the extension of the Kirchoff-Helmholtz integral (2.20), which shows
that by controlling or knowing the soundfield only on the surface of a volume we control or
know it throughout the interior.

The problem with this assumption can be stated in two conjugate ways :-

• It is generally understood that the Kirchoff-Helmholtz integral is based on the vol-
ume enclosure being devoid of any sound sources. However, in the strict sense, the
Kirchoff-Helmholtz integral is only correct where the enclosed volume is free of any
acoustically active or reactive elements.
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• If it we consider the need only to control the surface of the volume enclosure, then
the appropriate field to excite on the surface in reconstruction would be the field that
existed in the original soundfield if an equivalent object to the listener was present in
the appropriate relative position. Further, it would not be possible to use the Kirchoff
reconstruction integral to control the pressure over the entire region. A form of actual
control would be required with some form of feedback used so that the speaker actua-
tion was modified to control the pressure field over the surface, compensating for the
reactive properties of any object within the region.

The effect of the listener is due to the scattering and obstruction of the sounds being produced
by the reconstruction speakers. Since the speakers are not coincident with the original sound
source location, the scattering and obstruction effects will be different in the case of the ideal
field and the reconstructed field. This effect becomes smaller as more speakers are used at
greater distances from the listener’s location.

The open problem is how we can analyze and assess the impact of this incorrect assumption
on the reconstruction of a soundfield.

As a first step, we can consider using in the speaker decoding formulation the soundfield cre-
ated by a speaker with the listener present. That is, instead of considering
1
4π
eikkxi−yk/ kxi − yk as speaker contribution, we can consider the net soundfield from the

incident and scattered wavefronts (Figure 6.1). Given an model of a listener (perhaps a sim-
ple sphere) we can determine a formulation for this combined soundfield. This could be used
in the optimization speaker gain determination framework (6.6). Alternately, by represent-
ing this combined soundfield in the modal domain, the simple inverse decoding formulation
could be used (2.18).

Ultimately the problem would be to consider the soundfield created around the scattering
object when the actual sound sources were present, compared with the soundfield created
around the same scattering object when the reconstruction sound sources are present. This
is shown schematically in Figure 6.2. This could be evaluated for different positions of
the scattering object (with the same relative position in both the actual and reconstructed
situations).

This approach would allow an estimate of the significance of this effect, and by using the
modified decoding equations it would be a way to introduce a first order correction factor to
the problem.
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Figure 6.1: Point Source modified for Listener Scattering and Obstruction

Figure 6.2: Schematic of Comparison of Actual Sound Source and Reconstructed Sound
Source using Modified Sphere Diffraction Soundfield
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6.3.3 Perceptual Design of Spatial Audio

The thesis has presented a comparison of the numerical, practical and perceptual issues in
the delivery of spatial sound. From the discussion it is apparent that the perceptual issues and
uncertainty dominate the perceived performance of a spatial sound system. Given this the
approach to designing the content and delivery of spatial audio should be largely based on
perceptual issues. This concept of audio design or “cartoonification” [157] is a considerably
challenging and open problem. Audio signals would be selected based on the likely percep-
tual response rather than necessarily the physical correspondence. The choice of sounds will
be effected by the issues of context and association as well as societal and cultural elements.
This is an art that is well practiced in movie sound tracks and sound effects. For example, we
rarely question the many toolkit sounds of the Foley stage such as the creaking door, paper
rustle, sandbox and water bowl. Other sounds such as a gun ricochet, car tyre screech, the
whoosh of air from a hand manoeuvre or the thud of a connected punch are so ingrained and
expected that we associate them with the actions and they add to the immersion of a movie,
even though they would rarely occur in reality.

An extreme example of this is the sound of space-ships and explosions in space familiar
from the Star Wars epic. A physically accurate simulation would be completely silent, yet
this would not match the expectations of a typical audience and would detract from the
perceptual experience. In many ways, beyond just the numerical accuracy, spatial sound to
achieve a desired perception will be divergent from a physically realistic simulation. As this
is a “soft science”, it does not appeal to a broad section of the academic community, however
with the discussions of this thesis it is only too apparent that if the goal is truly to optimize
the experience of a spatial sound system then these issues are more pertinent than numerical
analysis. It is also apparent that improved techniques for forming quantitative measures of
perceptual efficiency are required to track progress in this area.

Hearing has evolved to improve our survival [157, 193]. Sound localization has evolved to
perform optimally in certain conditions; generally these conditions relate to the survival of
the organism. To really understand what the mechanisms of sound localization really are,
it would be necessary to study sound localization in this environment [192]. One of the
most basic features of the auditory system to evolve would have been the ability to separate
and analyze an auditory scene [220], giving attention to the important source in a complex
auditory environment. Since most studies deal with a single sound source, this suggests
that hearing research to date can be misleading and incomplete when it comes to the natural
perception of complex auditory environments [83, 93, 96, 193]. Perceptual research and the
design of spatial audio systems utilizing these ideas would improve the ability to anticipate
and control a listener’s perception in a spatial audio environment.
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6.3.4 Experimental Design

The Wallach experiment detailed in Section 5.5 was provided from a review of the literature
of an experiment to simulate the perception of a real auditory stimulus with the presence of
the visual cue indicating and absence or impossibility of a sound source in the appropriate
location. This is an experiment that would be worth repeating for the explicit goal of practical
validation of the premise of this thesis. There are also other avenues of exploration for
experimental design to achieve this goal. These approaches are listed in order of increasing
technical requirements. Note that in all of these cases, the result is not direct and would have
to be interpreted appropriately. Either the sound source is slightly modified, or the visual
field is slight modified, or both. However they do represent progress in the direction of
resolving the experimental asymmetry when compared with the predominant spatial sound
experiments reviewed in the literature.

• The use of association to create objects that make inappropriate sounds. For example
a real experimental room where a telephone boils and a kettle rings. Careful design
of physical objects incorporating the actual sound making elements (boiling water,
telephone bell) could eliminate any synthetic sound source or soundfield. The use of
synthetic but compelling visual stimulus with modern technology.

• The use of visually invisible (transparent) acoustical sources, or acoustically transpar-
ent reflective surfaces.

• The use of high frequency acoustical demodulation to create a sound source that em-
anates from “thin air” with appropriate directionality properties toward the listener.

• The use of other sensory stimulus to provide a compelling sensory evidence of the
absence of a sound source.

• The appropriate design of an experiment in a completely immersive environment where
the auditory cues are shifted from the visual cues and the results analyzed. This ap-
proach attempts to break the asymmetry by making both visual and audio sensory input
synthetic. It would require a fairly encompassing simulation environment.

The design, performance and analysis of results from experiments such as this would be an
interesting area of work and provide an experimental validation and bound for the expecta-
tions for spatial audio perception where conflicting visual cues are present.
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6.3.5 Improved Problem Formulation

It is evident that the simple analysis of the numerical error in soundfield over a reconstruc-
tion volume is not a useful measure of soundfield system performance. Perceptual issues
cause problems for deterministic observations and are not easily incorporated into an op-
timization. However, different measures of the soundfield characteristics may provide a
numerical foundation that is better suited to optimizing the perceived result. The ratios of
phase and intensity directionality and direction have already been discussed (3.4, 3.6) and
other published works consider extended geometries such as these [68]. A more general
analysis of the soundfield properties could be formulated to optimize the desirable charac-
teristics of a soundfield over an extended volume. Such desirable properties would include
stable sound positions when the listener moves, minimal frequency dispersion and minimal
motion artefacts (frequency response) as a sound source is moved.

Rather than discarding numerical analysis, a suitable problem formulation could be devel-
oped where numerical techniques could better predict the perceptual qualities of a soundfield
and then the reconstruction problem could be solved to address these criteria.





Appendix A

Equivalence of Ambisonics and Taylor
Series

This Appendix sets out the information equivalence and mapping between the Ambisonic
and Taylor series representation of sound fields as set out in Chapter 2.

A.1 Taylor Series Redundancy

The Taylor series has 1
6
(N3 + 6N2 + 11N + 6) terms for representation to order N and

Ambisonics provides (N + 1)2 terms for representation to order N . This section demon-
strates the redundancy in the Taylor series coefficients, as a result of the Helmholtz equation
constraint (2.7) on the pressure sound field. If we restrict the Taylor series representation to
the set of scalar time-varying fields satisfying the wave equation (i.e., physical sound-fields),
then it can be shown that the same amount of information is present in both the Taylor and
Ambisonic representations.

Consider the Helmholtz spatial wave equation,

∇2p (x, y, z, t) = 1

c2
∂2

∂t2
p (x, y, z, t) (A.1)

Taking the LHS and substituting the Taylor series expansion about the origin (2.4) gives,

∇2p (x) =

µ
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

¶" ∞X
l=0

∞X
m=0

∞X
n=0

pl,m,n (t) .x
lymzn

#
(A.2)
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=
∞X
l=2

∞X
m=2

∞X
n=2

pl,m,n (t)

 l(l − 1)xl−2ymzn+
m(m− 1)xlym−2zn+
n(n− 1)xlymzn−2



For simplicity of this proof, the Taylor series expansion around the origin is used. A similar
redundancy can be derived for an arbitrary point. Substituting this back into (A.1),

∞X
l=2

∞X
m=2

∞X
n=2

pl,m,n (t)

 l(l − 1)xl−2ymzn+
m(m− 1)xlym−2zn+
n(n− 1)xlymzn−2

 = 1

c2
∂2

∂t2

∞X
l=0

∞X
m=0

∞X
n=0

pl,m,n (t)x
lymzn

(A.3)

From this, we can equate the like terms of the polynomials in (x, y, z) to obtain a recurrence
relation,

(l + 2) (l + 1) pl+2,m,n(t)+

(m+ 2) (m+ 1) pl,m+2,n(t)+

(n+ 2) (n+ 1) pl,m,n+2(t)

=
1

c2
∂2

∂t2
pl,m,n (t) (A.4)

This shows that for any order N there exists a set of 1
2
(N2 + 3N + 2) equations relating

derivative of terms pl,m,n (t) of order N with the 1
2
(N2 + 7N + 12) terms of order N + 2.

Since each equation has three left had side terms, there are 1
2
(3N2 + 9N + 6) terms of the

Taylor coefficients of order N + 2. Thus for N>=2 there are more terms in the degeneracy
equation set than there are terms in the higher order. Hence the terms are not uniquely
represented.

In order to determine the magnitude of the degeneracy, we need to determine the number of
linearly independent left hand side combinations of the order N + 2 coefficients. However,
since the right hand side 1

c2
∂2

∂t2
pl,m,n (t) represents a set of 12 (N

2 + 3N + 2) free variables,
if there was any redundancy in the degeneracy equation, a contradiction would occur, and
there would be no solution of the order N + 2 coefficients in the recurrence relation that
satisfied the 1

2
(N2 + 3N + 2) equations. We know this cannot be the case, as the wave

equation supports soundfields that are continuous and differentiable to any order. Thus we
can determine that there are 1

2
(N2 + 3N + 2) dependent terms pl,m,n (t) for order N + 2.

This implies that from second order, the Taylor coefficients are over specified. We can calcu-
late the number of unique coefficients required being the number of coefficients in the Taylor
expression of orderN less the number of coefficients in the Taylor expression of orderN−2
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,

N3 + 6N2 + 11N + 6

6
− (N − 2)

3 + 6(N − 2)2 + 11(N − 2) + 6
6

(A.5)

= (N + 1)2

This is the same number of terms as required by the Ambisonic representation. Since the
Ambisonics representation is based on a plane wave basis function (for direction of arrival)
and plane wave form and entire solution to the wave equation, it is to be expected that the
constraint of the wave equation on the Taylor series expansion is equivalent to the constraint
of the spherical harmonics (direction of arrival) in Ambisonics.

A.2 Mapping from Taylor Series to Ambisonics.

This section demonstrates the equivalence between the Ambisonic and Taylor representa-
tions of a sound field. The previous section demonstrated that with the wave equation con-
straint, the Ambisonic and Taylor representations contain an equivalent amount of informa-
tion.

Consider a plane wave travelling in the direction of the unit vector |(x1, y1, z1)| = 1 with
radian frequency ω,

p (x, y, z, t) =Wx1,y1,z1,ω (x, y, z, t) = e
iω(t−xx1+yy1+zz1

c ) (A.6)

This forms a basis set for all acoustical sound-fields with the direction and frequency as the
basis parameters [168]. By demonstrating the equivalence of Ambisonic and Taylor repre-
sentations for this general basis function, the two representations are shown to be equivalent.
Firstly, consider the Taylor series expansion of this plane wave at the origin. Consider the
arbitrary partial derivative of the plane wave,

pl,m,n (t) =
∂l

∂xl
∂m

∂xm
∂n

∂xn
p (x, y, z, t)

¯̄̄̄
x=0,y=0,z=0

(A.7)

=
∂l

∂xl
∂m

∂xm
∂n

∂xn
Wx1,y1,z1,ω (x, y, z, t)

¯̄̄̄
x=0,y=0,z=0

=

µ−iω
c

¶l+m+n
xl1y

m
1 z

n
1 .Wx1,y1,z1,ω (x, y, z, t)

¯̄̄̄
¯
x=0,y=0,z=0
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=

µ−iω
c

¶l+m+n
xl1y

m
1 z

n
1 .e

jωt

By rearranging this we can write an arbitrary term of a polynomial in (x1, y1, z1) as

xl1y
m
1 z

n
1 =

µ
c

−iω
¶l+m+n

e−iωtpl,m,n (t) (A.8)

Now the Ambisonic representation is obtained by considering the sensitivity of each of the
channels to a plane wave of the incident direction. Assuming a theoretical Ambisonic system
where the phase and frequency response is ideal, each of the Ambisonic signals will be a real
scalar multiple of the fundamental tone. Define a signalAn(t) as the time varying Ambisonic
signal associated with a directionality pattern fn(x, y, z),

fn (x, y, z) =
∞X
p=0

∞X
q=0

∞X
s=0

γp,q,sx
pyqzs (A.9)

The directional polynomials for representation of up to third-order Ambisonics are set out in
Table 2.2. For a plane wave (A.6), this signal ( A(t) ) will be a multiple of the time phasor
with magnitude set by evaluating the directionality pattern polynomial at the coordinates of
the incident plane wave direction. This scalar multiple will be a polynomial in the unit vector
components of the plane wave direction,

An (t) = fn (x1, y1, z1) .e
iωt (A.10)

=
∞X
p=0

∞X
q=0

∞X
s=0

γp,q,sx
p
1y
q
1z
s
1e
iωt

By substitution of (A.8) into (A.10), we obtain a frequency dependant relationship between
the Taylor series signals and the Ambisonic signals,

An (t) =
∞X
l=0

∞X
m=0

∞X
n=0

γl,m,n

µ
c

−iω
¶l+m+n

pl,m,n (t) (A.11)

This relationship is independent of time and the plane wave direction, however it is dependent
on the plane wave frequency. Taking the Fourier transform of both sides of (A.11) gives a
transfer function mapping from the Taylor expansion sound field signals to an Ambisonic
signal. This is equivalent to a convolutional transfer function in the time domain. Note
that the

¡
1
ω

¢l+m+n
is in effect an integral, adding poles at the origin (ω = 0). The Taylor

series representation, based on the derivatives of the soundfield at the origin is very sensitive
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to high frequencies. This dependence is suppressed in Ambisonics through the integral, and
conceptually through Ambisonics reliance on frequency independent directional sensitivities
(something difficult to achieve in practice).

This mapping is invertible for the class of fields represented by pl,m,n (t) that satisfy the wave
equation. The proof for this is not included, however the previous section proved the two
representations have the same size signal space and since the basis functions are linearly
independent (Taylor) and orthogonal (Ambisonic) the mapping is invertible.





Appendix B

Equivalence of Ambisonics and Modal
Analysis

Consider the Ambisonics polynomials as set out in Table 2.2 and the spherical harmonic
angular dependency (2.11). The following identities can be used to generate the Ambisonic
polynomials from the modal spherical harmonics. From the spherical coordinates (Figure
2.1), we can define the following for the unit vector bx = (bx, by, bz) = x/ kxk,

bx = sin θ cosφ (B.1)by = sin θ sinφbz = cos θ

This then leads to the generator function for the 2N+1 new Ambisonic polynomials at order
n, which here we will name f0n . . . f2nn ,

f0n =
√
4πY 0n (B.2)

f1n = −√4π
µ
Y 1n + Y

−1
n√
2

¶
f2n = −

√
4π

µ
Y 1n − Y −1n√

2

¶
f2m−1n = (−1)m√4π

µ
Y mn + Y −mn√

2

¶
0 < m ≤ n

f2mn = (−1)m√4π
µ
Y mn − Y −mn√

2

¶
0 < m ≤ n
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This identity can be seen by expanding the first few spherical harmonics,

Y 00 (θ,φ) =

r
1

4π
(B.3)

Y 01 (θ,φ) =

r
1

4π

√
3 cos θ =

r
1

4π

√
3z
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1

4π
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3

2
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1
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1
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1
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15z
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Consider the spatial dependence of a plane wave,

Wby,ω (x) = eikxby (B.4)

Over the entire space, plane waves form an orthonormal basis function set,

1

V

ZZZ
Wcy1,ω1 (x) .Wcy2,ω2 (x).dx=δ ( by1, by2) δ (cω1,cω2) (B.5)

as V → R3. Now, consider the Ambisonic signal Aln (t). This will be generated by a
microphone with directional sensitivity f ln placed at the origin. This is the projection of
the actual sound field p (x) onto a spatial function being the combination of plane waves
according to the directional sensitivity f ln. This is easily expressed in the frequency domain
with Aln (ω) being the Fourier transform of Aln (t),

Aln (ω) =
1

V

ZZZ
p (x)

ZZ
f ln (by)Wby,ω (x) dbydx

Aln (t) = IFFT
©
Aln (ω)

ª
(B.6)

Now by reference to the Ambisonic generator equation (B.2) we can expand the Ambisonic
function f ln in terms of the spherical harmonics (2.11). Note that the the function f ln has in
fact three expansion variants f0n and f2m−1n or f2mn for 0 < m ≤ n. The expansion is shown
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for the f2m−1n variant,

A2m−1n (ω) =
1

V

ZZZ
p (x)

ZZ
f2m−1n (by)Wby,ω (x) dbydx (B.7)

=
1

V

ZZZ
p (x)

ZZ
(−1)m

√
4π

µ
Y mn (by) + Y −mn (by)√

2

¶
Wby,ω (x) dbydx

It is trivial to show a similar relationship for f0n and f2mn . Following on from this expand the
plane wave as a sum of spherical harmonics and the spherical Bessel function [168],

Wby,ω (x) = eikx.by (B.8)

= 4π
∞X
q=0

qX
p=−q

(i)q jq (k kxk) .Y pq (bx) .Y pq (by)
Substituting this into (B.7),

A2m−1n (ω) =
4π

V

ZZZ
p (x) .

ZZ
(−1)m

√
4π

µ
Y mn (by) + Y −mn (by)√

2

¶
(B.9)

∞X
q=0

qX
p=−q

(i)q jq (k kxk)Y pq (bx)Y pq (by)dbydx
And from the orthogonality of the Spherical Harmonic functions Y mn (by), the summation
over p, q and the integral over by collapses to give
A2m−1n (ω) =

(4π)
3
2 (−1)m (i)n
V

ZZZ
p (x) jn (k kxk)

µ
Y mn (bx) + Y −mn (bx)√

2

¶
dx (B.10)

Similar relationships can be found for A0n and A2mn . With the exception of some scaling
factors, and the “shuffled” basis set ( Y mn (bx)+Y −mn (bx) , Y mn (bx)−Y −mn (bx) compared with
Y mn (bx) , Y −mn (bx) ), this shows that the Ambisonics signal is equivalent to the projection of
the soundfield onto the modal basis function over a large volume.

Consider the integration over a sphere of radius R,

A2m−1n (ω) =

√
2π (−1)m (i)n

R3

ZZZ
p (x) jn (k kxk)

¡
Y mn (bx) + Y −mn (bx)¢ dx (B.11)

Interestingly, although Ambisonics is defined as the directional sensitivity at a point, it only
has complete information when the integral is extended across a large (ultimately infinite)
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region. This relates to the impossible problem of determining direction of arrival of an
arbitrary plane wave to infinite precision by measurement at a single point.

Ambisonics and modal analysis are closely related. The math of Ambisonics is simpler in na-
ture by assuming a infinitesimal measurement volume with infinite precision. Although this
is not a practical possibility, it eliminates the frequency and radial dependence from the Am-
bisonic sound field representation. With a complete radial dependence through the spherical
Bessel functions, modal analysis is a more complete representation and it incorporates the
radial and frequency dependence of the sound field. Thus, using the modal soundfield syn-
thesis and reconstruction equations will yield more accurate results where the reconstruction
is over a finite volume and the reconstruction transducers are at a finite distance. Ambisonics
assumes an infinitesimal reconstruction volume and speakers at an infinite distance.
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