Ultrafast ablation with high-pulse-rate lasers. Part I: Theoretical considerations
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We propose a novel ultrafast pulsed laser deposition (PLD) technique, which eliminates the well-known problem of contamination of the films produced by PLD with particulates ejected from the target. The method uses low energy, picosecond duration laser pulses delivered onto a target at rates of several tens of MHz and thus differs from conventional the PLD method which utilizes high energy, nanosecond duration pulses delivered at low (≈10 Hz) repetition rates. In this article we present the theoretical background justifying the method and define the optimal conditions for efficient evaporation of a target with given thermodynamic properties. By reducing the laser pulse energy while maintaining optimum evaporation, the number of atoms evaporated by each pulse is reduced to the point where it becomes impossible for macroscopic lumps of material to be ejected with the available laser energy, thus preventing the source of particle contamination in the film. To achieve high evaporation rate, the laser pulse repetition rate is increased. We compare our theoretical predictions with literature reports of optimal evaporation in a number of experiments, while in part II of this article we describe a specific experimental study where the method is applied to the production of amorphous carbon thin films. © 1999 American Institute of Physics.

I. INTRODUCTION

Laser ablation for thin film growth has generated a lot interest in the past few years as one of the simplest and most versatile methods for the deposition of a wide variety of materials. So far most of the work on this so-called pulsed laser deposition (PLD) process has concentrated on the use of high energy excimer or solid-state Nd:YAG lasers whose output is typically 1 J in ≈10 ns duration pulses at a repetition rate of 10–100 Hz.

The major problem with PLD has been the deposition of particulates (or droplets) on the film during the deposition process. The origin of these particles is connected with inhomogeneities in the target, fluctuations in the laser fluence, and other irreversibilities of the process. The particulate problem severely limits the commercial application of PLD since many of applications of thin film demand the density of micron-sized particles to be less than one per cm². While there have been attempts to prevent particles from the target reaching the substrate, using some form of mechanical filtering, there does not appear to have been any satisfactory or universal solution to the problem.

In this article we propose a modification to the PLD process, which we will call ultrafast PLD. Ultrafast PLD employs low energy, picosecond laser pulses at MHz repetition rates for laser ablation and subsequent deposition of thin films. The underlying principles of the method are that individual short low energy pulses will evaporate very few atoms per pulse, thereby inhibiting the ablation of particles or droplets. To compensate for the reduced ablated mass per pulse, high pulse repetition rates are then used to achieve a high averaged deposition rate. The high repetition rate has an additional consequence, namely the pulses are sufficiently closely spaced that the slowest atoms from one pulse arrive at the substrate at the same time as the faster atoms from subsequent pulses. As a result, films grow from a continuous flux of atoms rather than the discontinuous growth characteristic of conventional PLD. Additionally, the use of a high repetition rate laser in turn allows fine control over the deposition process via the repetition rate (e.g., by removal of every nth pulse from the train). To maintain constant ablation rate the ultrafast PLD method requires fast scanning of the laser beam over the target surface. This allows, for example, coevaporation of different materials by scanning across targets of different composition, or rapid successive evaporation of different material. Ultrafast PLD can, therefore, be applied to the production of a range of films from multilayered films, films with mixed composition; and for the production of monolayers of specific atoms.

The first experiments on the application of ultrafast PLD for deposition of thin carbon films, reported in our earlier conference presentations, demonstrated that extremely high surface quality could be obtained in the deposited carbon films with the total elimination of the particulates from the film. Concurrent with the elimination of particles, an increase in the deposition rate was also achieved, compared to...
the conventional, high power nanosecond PLD.

Thus in summary the key features of ultrafast PLD are: the elimination of particles by reduction of the single pulse energy to the point where fewer atoms are evaporated per pulse than contained in a micron-sized cluster (this corresponds to around 6 orders fewer atoms per pulse than conventional PLD); more efficient evaporation with short picosecond and femtosecond pulses, and the production of a high deposition rate as much as 100 times higher than conventional PLD due to the use of vastly \( > 10^7 \) higher pulse repetition rates.

In this article we characterize qualitatively and quantitatively the process of vaporization of a target material; the properties of the vapor (plasma) flow; and film deposition on a substrate for high repetition rate laser evaporation. In the first part of the article, we consider target evaporation by a single pulse in different regimes in order to calculate the evaporation rate as a function of absorbed intensity. The relationship between the laser pulse duration, laser flux density, and target parameters for the optimum evaporation is developed as a necessary condition for efficient evaporation. In the second part the average vapor temperature, the required scanning rate, and the evaporation and deposition rates are calculated for the laser-target interaction in a high repetition rate regime. Finally the new vapor–substrate interaction mode which appears when using ultrafast PLD is discussed and compared to the interaction regime encountered in conventional PLD.

II. EVAPORATION OF A SOLID TARGET BY A SINGLE LASER PULSE

A. Laser light absorption

The absorption of laser light in a dielectric at relatively low intensities \( (I \approx 10^{10} \text{ W/cm}^2) \) occurs through excitation of the outer atomic electrons. When the excitation energy exceeds the binding energy of the target material, bond breaking may occur and target ablation takes place. For the problem of laser ablation considered in this article, most important are the two limiting cases for deposition of the absorbed laser energy in a target: surface and volume absorption. Surface absorption occurs when the evaporation depth, \( d \), significantly exceeds the absorption length, \( l_a \). Volume absorption takes place when \( d < l_a \). In both cases the vapor of ablated material must be transparent to the incident radiation.\(^4\) Thus, for surface absorption the absorption (ablation) boundary separates the solid and vapour phases of the target material. In this case the evaporation proceeds in the hydrodynamic regime.\(^5\)

At higher intensities, when ionization becomes significant, absorption occurs in the plasma plume at electron densities near the critical density \( (n_a \sim \omega^2) \) where \( \omega \) is the frequency of the incident radiation. The main absorption mechanism in this case is inverse Bremsstrahlung.\(^6\) Since the critical density will generally be several orders of magnitude lower than the solid state density of the target, it is not perhaps surprising that a change from surface or volume absorption to absorption in the plasma can markedly affect the laser ablation process. As a result, for any particular target material and laser intensity the absorption mechanism should be specifically identified and the dependence of the flux of ablated vapors on the regime of evaporation and absorption carefully determined.

Below we estimate the flux density of ablated atoms (in \( \text{atoms/cm}^2 \text{s} \)) flowing from the target for three different cases of laser absorption: (i) surface absorption when the vapor plume is transparent; (ii) volume absorption in weakly absorbing targets; (iii) absorption at the critical density in an ionized plume.

B. Heat conduction regime

Let us suppose that a laser beam with an energy flux density \( I_0 (\text{W/cm}^2) \) and a pulse duration \( t_p \) is incident on a plane solid target. Let us consider various regimes of laser evaporation corresponding to various combinations of pulse duration and laser intensity.

We start with a simple example of a target heated by a single laser pulse in a heat conduction regime where one can neglect losses due to radiation and plume expansion. We assume that the incident laser energy is absorbed in a layer much thinner than the penetration depth of the heat wave. Thus, one can consider the heating process as the propagation of a heat wave into the target in accordance with the one-dimensional heat conduction equation:\(^8\)

\[
\frac{\partial T}{\partial t} = \alpha \frac{\partial^2 T}{\partial x^2},
\]

where

\[
a = \frac{\kappa}{C_p \rho_0};
\]

here \( a \) is the thermal diffusion coefficient in \( \text{cm}^2/\text{s} \); \( \kappa \) is the heat conduction coefficient in \( \text{J/(s cm K)} \); \( C_p \) is specific heat \( \text{[J/(g cm K)]} \); and \( \rho_0 \) is target material density in \( \text{g/cm}^3 \). Let us also assume for the sake of simplicity that the laser pulse profile in time has a rectangular shape with a step-like rise and fall: \( I(t) = I_0 (0 < t < t_p) \). Here \( t_p \) is the laser pulse duration, and \( I_0 \) is the absorbed laser intensity. We suppose that the target fills the half space at \( x \gg 0 \), and the energy (heat) flux at the target surface has the same temporal form as the absorbed laser flux. The heat conduction Eq. (1) with these boundary conditions has an exact solution:\(^8\)

\[
T(x,t) = \frac{2}{\pi} \int_0^{t_p} \frac{I_0 (r)}{(r-t)^{1/2}} \exp \left( -\frac{x^2}{2a(r-t)} \right) dr.
\]

It is convenient to introduce the temperature of the heated area of the target averaged over space to the end of laser pulse as follows:

\[
\langle T \rangle = \frac{1}{(at_p)^{1/2}} \int_0^{t_p} T(x,t_p) dx.
\]

Now one can immediately obtain (for the rectangular shaped pulse) the value of the average temperature as a function of the laser and target parameters in the explicit form:

\[
\langle T \rangle = \frac{1}{2\pi} \int_0^{t_p} \frac{I_0 (at_p)^{1/2}}{\kappa} = \frac{1}{2\pi^2} T(0,t_p).
\]
In Eq. (4) we also introduced the average temperature via the surface temperature of the target at the end of the laser pulse, \( T(0,t_p) \). One can interpret Eq. (4) as a balance of the absorbed energy flow with heat flux into the target. One should note that the maximum target temperature occurs at the end of the laser pulse, i.e., \( T_{\text{max}} = T(0,t_p) \). Therefore, the time dependence of surface temperature during the laser pulse \( (t < t_p) \) can be written:

\[
T(t) = T_{\text{max}} \left( \frac{t}{t_p} \right)^{1/2}.
\]

(5)

**C. The relationship between a laser pulse duration and absorbed intensity for optimum evaporation**

Let us assume that the total thermal energy of the target \( E = C_p \rho_0(T) \) goes to evaporation. This leads to the highest possible evaporation efficiency and requires the thermal energy to be equal to the heat of evaporation:

\[
C_p \rho_0(T) = \rho_0 \Omega;
\]

(6)

where \( \Omega = \epsilon_b / [M \sigma g] \) is the heat of vaporization, \( \epsilon_b \) is the binding energy, and \( M \) is the atomic mass of the target material. Making use of Eqs. (4) and (5) a simple relationship can be obtained between laser and target parameters for optimum evaporation:

\[
I_{\text{p}} a^{1/2} = \left( \frac{\pi}{2} \right)^{1/2} \frac{\rho_0}{\rho_b} \Omega.
\]

(7)

Equation (7) indicates that the product of the absorbed laser intensity and the square root of laser pulse duration should be constant for optimal target evaporation. Thus, changing the pulse duration, for example, from 10 ns to 100 ps the laser intensity should be increased 10 times to maintain optimal evaporation. One also can deduce from Eq. (7) that the evaporation rate in optimum conditions can be written as follows:

\[
n_{\text{evap}} = n_0 \left( \frac{a}{t_p} \right)^{1/2} = \left( \frac{2}{\pi} \right)^{1/2} \frac{I_{\text{p}}}{\epsilon_b}.
\]

(8)

As an example, the relation between laser intensity and pulse duration for optimal evaporation is shown in Fig. 1 for a graphite target with the following parameters: \( \kappa = 0.063 \text{ W/(cm K)} \), \( \rho_0 = 2.26 \text{ g/cm}^3 \), \( C_p = 0.7 \text{ J/(g K)} \), \( a = 4 \times 10^{-2} \text{ cm}^2/\text{s} \), and \( \Omega = 3.55 \times 10^5 \text{ J/mol} \). Also included in Fig. 1, are experimental conditions used for carbon evaporation with various pulse durations from 90 fs to 0.6 ms. The data are a reasonably good fit to Eq. (7), even when the laser pulse duration varies over almost ten orders of magnitude.

**D. Target cooling after the end of the laser pulse**

Using the exact solutions of the heat conduction equation [Eq. (8)] one can easily find the time dependence of the surface temperature after the end of the laser pulse:

\[
T(0,t) = T(0,t_p) \left( \frac{t}{t_p} \right)^{1/2} \sqrt{\frac{2}{\pi \kappa}} I_{\text{p}} \left( \frac{t}{t_p} \right)^{1/2}.
\]

(9)

Thus, it follows that for 10 ns laser pulses at a repetition rate of 10 Hz, each pulse arrives when the surface temperature on the target surface has decreased \( 3 \times 10^3 \) times (actually, to the room temperature) in comparison with the maximum temperature reached at the end of the previous pulse. For 100 ps pulses at a 100 MHz repetition rate the decrease is only 10 times. The same relation can be applied at the substrate surface to deduce the surface temperature produced by the flux of arriving hot atoms will remain high in the case of high repetition rates but again falls to room temperature between pulses in the case of 10 Hz repetition rates.

**E. The evaporation rate**

1. The case of absorption at the vapor–solid interface

We assume as before that the evaporation front catches up with the heat front in the early stages of the pulse and later they are moving together. In this case evaporation of the target occurs in a thin layer near the vapor interface where the absorption occurs. We consider the case where the incident intensity is not high enough to produce significant ionization in the plume \( (I \ll 10^{10} \text{ W/cm}^2) \) and, therefore, the plume is transparent to the laser beam throughout the interaction time.

This leads to evaporation in an infinitesimally narrow region (surface absorption) and, therefore, all quantities (density, velocity, pressure, and temperature) change in a step-like fashion at the solid–vapor interface. Thus, we arrive at the conventional situation for the interaction between laser radiation and matter where all material parameters at the interface are related to the absorbed laser intensity via conservation laws for mass, momentum, and energy. Let us denote the initial target mass density as \( \rho_0 \); the pressure in a solid as \( \rho_0 \); vapor pressure as \( P_1 \); vapor velocity as \( v_1 \); vapor mass density as \( \rho_1 \); and the specific energy of vapor and the velocity of vaporization, correspondingly, as \( \varepsilon_1 \), and \( v_1 \). We will further treat the vapor as an ideal gas with an adiabatic exponent \( \gamma \) and the sound velocity \( c_1 \). The impor-
tant characteristic of the target material is the heat of vaporization $\Omega /k_B$ or binding energy per one atom, $\epsilon_b = \Omega / M$, where $M$ is atomic weight in grams. One can also introduce the characteristic temperature as $T^* = \epsilon_b / k_B$ (where $k_B$ is the Boltzmann constant). Thus, one can present the equation of state for the vapor in the form:

$$
\epsilon_1 = \frac{1}{\gamma - 1} \frac{p_1}{\rho_1};
$$

$$
c_1^2 = \frac{\gamma p_1}{\rho_1} = \frac{\gamma k_B T}{M};
$$

$$
p_1 = n_1 N; \quad \text{and} \quad p_1 = n_1 k_B T. \tag{10}
$$

The conservation laws on the solid-vapor boundary are as follows:

$$
-\rho_0 u_{\text{evap}} = \rho_1 (v_1 - u_{\text{evap}}),
$$

$$
p_0 = p_1 - \rho_0 u_{\text{evap}} v_{1}^1, \tag{11}
$$

$$
I_a = -\rho_0 u_{\text{evap}} \left[ \frac{\epsilon_1 + \frac{v_1^2}{2}}{\gamma - 1} + p_1 v_1 \right].
$$

In general, $v_1 \gg u_{\text{evap}}$; therefore we take $v_1 \approx c_1$. We can now present Eq. (11) in the following form:

$$
P_0 = (1 + \gamma)n_1 k_B T,
$$

$$
I_a = n_1 c_1 \left[ \frac{\gamma (1 + \gamma)}{2(\gamma - 1)} k_B T + \epsilon_b \right]. \tag{12}
$$

Let us introduce the evaporation rate in the form:

$$
R_{\text{evap}} = n_1 v_1 \left[ \frac{\text{atoms}}{\text{cm}^2 \text{s}} \right]. \tag{13}
$$

Now making use of Eqs. (10)–(13) we can express the evaporation rate through the absorbed intensity and surface temperature:

$$
R_{\text{evap}} = \frac{I_a}{\epsilon_b + k_B T} \frac{\gamma (\gamma + 1)}{2(\gamma - 1)}. \tag{14}
$$

For the maximum evaporation rate, and for the maximum deposition rate, the vapor temperature should be low and the following condition should be fulfilled:

$$
\epsilon_b \gg k_B T \frac{\gamma (\gamma + 1)}{2(\gamma - 1)}. \tag{15}
$$

In this case, as expected, Eq. (14) gives the same value for the evaporation rate as was obtained in Sec. II C, Eq. (8).

The dependence of vapor density on the temperature cannot be obtained from these relations. To our knowledge, there is no satisfactory analytical relationship between the absorbed laser intensity and the target temperature at low intensities. To obtain a rough estimate one can describe the vapor density in an Arrhenius-like form similar to that for saturated vapors:2–7

$$
n_1 = n_0 \frac{c_0^3}{c_1^3} \exp \left( - \frac{\epsilon_b}{k_B T} \right); \tag{16}
$$

here $c_0$ is the speed of sound in a cold target material, and $\beta$ is numerical constant, which should be determined by experiment.\(^6\) Making use of the previous formula, one easily obtains the relation between the temperature and absorbed laser intensity at the evaporation boundary:2–3,6

$$
I_a \frac{\beta}{\gamma p_0 c_0^3} \frac{\gamma (\gamma + 1)}{2(\gamma - 1)} \exp \left( - \frac{\epsilon_b}{k_B T} \right); \tag{17}
$$

where

$$
I_a = \frac{\beta}{\gamma p_0 c_0^3}.
$$

For low intensity $\epsilon_b / k_B T \gg 1$ [low vapor temperature limit of the Eq. (14)] and $I_a \gg I^*$ the evaporation rate is expressed as:

$$
R_{\text{evap}} \approx \frac{I_a}{\epsilon_b}. \tag{17}
$$

For example, from Eq. (17) for optimal laser evaporation of carbon ($\epsilon_b = 5.983 \times 10^{-15} J$) at an intensity $6 \times 10^8$ W/cm², the evaporation rate is $\sim 10^{27}$ atoms/(cm² s). For the high atomic vapor temperature case [upper limit of the Eq. (14)] the evaporation rate can be written as follows:

$$
R_{\text{evap}} \approx \frac{I_a}{\epsilon_b} \frac{(\gamma + 1)}{2(\gamma - 1)}. \tag{18}
$$

It appears that for highly refractory materials, such as carbon, the condition that the plume must be transparent fails at a high temperature. Later we will use the low temperature formula as the refractory materials are of a major concern in this article.

Now one can compare the evaporation rates when using 10 ns and 100 ps laser pulses for optimal evaporation regime in accordance with Eq. (7). It is easy to observe from Eqs. (7) and (17) that for optimum evaporation regime and for laser interaction with a transparent plume, the evaporation rate is expressed as:

$$
nu = I_a / I_p^{-1/2}. \tag{19}
$$

Therefore, the transition from a long 10 ns pulse to a short 100 ps pulse results in ten fold increase of the evaporation rate (in cm² s⁻¹) per single pulse. As an example, the increase in the evaporation rate with the decrease in the laser pulse duration at optimal laser intensity for a graphite target is shown in Fig. 2. For comparison, we derived the evaporation rate from the volume of the crater reported in several experiments.\(^{10,11,13,14}\) The experimental data shows a good fit to Eq. (14).

Other important characteristics of the single pulse interaction are the evaporation velocity and the evaporation (etched) depth $d$, which can be easily recovered from the previous formula as:

$$
v_{\text{evap}} = \frac{I_a}{n_0 \epsilon_b}; \tag{20}
$$

and

$$
d = v_{\text{evap}} \cdot \tau \text{los}. \tag{21}
$$
3. The case of absorption in a plasma layer

Let us consider, for comparison, the case of absorption in a plasma when the laser light is absorbed near the critical electron density.\(^7\) This becomes important at a relatively high intensity (\(>10^{18} - 10^{19}\) W/cm\(^2\)) where ionization of the plasma takes place and the Inverse Bremsstrahlung mechanism of absorption plays a major role. The characteristic density of vapors is the critical density \(n_c\):\(^7\)

\[
n_c = \frac{m_e \omega_p^2}{4 \pi e^2} = 1.16 \times 10^{24} \left(\frac{1 \text{ mm}}{\lambda}\right)^2; \tag{23}
\]

where \(m_e\), \(\omega_p\), \(\lambda\), and \(e\), respectively, are electron mass, laser frequency, laser wavelength (in [mm]), and electron charge. The evaporation rate can be expressed as above, through the absorbed laser intensity and surface temperature, taking into account the ionization losses per atom \(\epsilon_{\text{ion}}\):

\[
R_{\text{evap}} = n_i v_{\text{evap}} = n_c \frac{\sqrt{y_b T_e}}{M} \left(\frac{k_b T_e}{\epsilon_b + \epsilon_{\text{ion}}}\right)^{\gamma(y+1)/2} = \frac{I_a}{I^{**}}; \tag{24}
\]

where \(I^{**}\) is the characteristic intensity

\[
I^{**} = n_c \gamma^{1/2} \left(\frac{\epsilon_b + \epsilon_{\text{ion}}}{M}\right)^{3/2}, \tag{26}
\]

which is in inverse proportion to the square of the laser wavelength. For example, for carbon target at \(I_a = 10^9\) W/cm\(^2\), one obtains \(k_b T_e = 2\) eV from Eq. (25).

Next we estimate the absorption coefficient in the critical density region. The Inverse Bremsstrahlung absorption (collisional absorption) mechanism has been studied thoroughly both theoretically and experimentally over several decades. To estimate the absorption coefficient \(A\) one can use a well-established approximation for a plasma with a linear density gradient (\(v_c = n_s(x/L)\) (Ref. 7)):

\[
A = 1 - \exp \left(-\frac{8 \nu_e L}{3 c}\right); \tag{27}
\]

where \(c\) is the speed of light in vacuum, \(\nu_e\) is a collision rate at \(n_s = n_c\), and \(L\) is the characteristic length scale of the expanding plasma density profile (\(L = v_{\text{evap}} t_p\)). The collision rate can be written:\(^7\)

\[
\nu_c = \frac{3.342 e^4 n_s Z \ln \Lambda(n_s, T_e)}{m_e^2 T_{e}^{2/3}} \approx 3 \times 10^{-6} n_s Z \ln \Lambda(n_s, T_e) \frac{T_{e}^{2/3}}{T_{e}^{2}}, \tag{28}
\]

where \(\ln \Lambda(n_s, T_e)\) is the Coulomb logarithm\(^7\) and \(T_e\) is in eV. Taking \(Z = 1\), \(I_a = 10^9\) W/cm\(^2\), \(v_{\text{evap}} = 4 \times 10^5\) cm/s, \(T_e = 2\) eV, \(n_s = 10^{21}\) cm\(^{-3}\), and \(\Lambda = 3.78\), the electron-ion col-

For example, in the case of optimal evaporation of a graphite target (\(n_0 = 10^{23}\) cm\(^{-3}\), \(E_p = 5.983 \times 10^{-19}\) J) by a 60 ps laser pulse at the average intensity of \(\sim 10^{10}\) W/cm\(^2\) the evaporation depth per pulse equals \(d \sim 1000\) Å.

It is worth noting here that the laser absorption, and consequently the evaporation rate, depend on laser intensity [W/cm\(^2\)], not on laser fluence [J/cm\(^2\)] as has been suggested in some articles on laser deposition. However, as one can see from the Eqs. (20) and (21), the etched depth is determined by the laser fluence.

2. The case of volume (low) absorption

Let us consider the case when the evaporation depth is close to the absorption depth \((d \sim I_a)\) and absorption occurs in volume of heated material. In accordance with Refs. 2 and 6, the characteristic density of the ablated material remains constant during the evaporation and ablation process. Therefore, to describe the process one needs only the two conservation laws for momentum and energy. For this case the general formula for evaporation rate in Eq. (14) remains valid. The essential difference between volume (weak) absorption and surface (strong) absorption relates to the fact that in a volume absorption the heat of evaporation depends on the temperature of the medium and goes to zero when the temperature reaches the critical temperature.\(^8\) Thus, we can easily represent the maximum evaporation rate for volume absorption in the form:

\[
R_{\text{evap}} = \frac{I_a}{k_b T_e^2} \frac{\gamma(y+1)}{2(\gamma-1)}; \tag{22}
\]

where \(T_e\) is the critical temperature for the target material. For a carbon target, taking \(T_e \sim 4.5 \times 10^5\) K and \(\gamma = 5/3\), we find that the maximum evaporation rate from Eq. (22) is 2.86 times higher than in the case of Eq. (17).
lision frequency from Eq. 28 is \( \nu_c \approx 4.6 \times 10^{15} \) s\(^{-1}\). Assuming that for 120 ns laser pulse \( L = 4.8 \times 10^{-2} \) cm, Eq. (28) gives the absorption \( \Delta \approx 1 \). This value corresponds well with the measured absorption in a graphite target \(-85\%\). \(^{14}\)

### III. TARGET HEATING BY A TRAIN OF LASER PULSES (REPETITIVE PULSE REGIME)

When searching for the optimum evaporation regime, one should consider two broad and overlapping constraints. First, it is necessary to achieve efficient evaporation and obtain a high flux of evaporated atoms at an appropriate temperature; second, it is necessary to find the appropriate conditions of the vapor–substrate interaction in order to create precisely the desired structure of the film deposited on the substrate. It seems obvious that in order to keep the laser–target interaction process in the chosen regime, it is necessary to scan the laser beam over the target surface. The minimum scanning velocity can be estimated as follows.

#### A. Scanning speed

If the focal spot of the laser beam remains on the same spot on the target for many consecutive pulses, a crater will be cut into the target increasing by a depth \( d \) each pulse. This crater will confine the vapor plum and increase its density. As a result the light will be absorbed in the vapor and consequently, the interaction regime becomes less favorable for efficient evaporation. When the crater depth is comparable with the diameter of the focal spot, expansion of the vapor plum will be completely different from that from a flat target. In a deep crater the thermal losses into the walls of the crater dominate the laser–target interaction process. Thus, the interaction would change from the optimum case when \( d_{\text{focal}} \approx d_{\text{focal}} \).

We present in part II of this article\(^ {14} \) experimental studies on the evaporation of a target by an ultrahigh repetition rate (7.6 \times 10^4 pulses/s, 60 ps) laser focused to a 15 \( \mu \)m spot. According to the estimates above [Eqs. (20) and (21)], the laser increases the depth of the crater by \( \approx 100 \) \( \AA \) for each pulse. Therefore, to evaporate a hole as deep as the focal spot diameter, one needs \( d_{\text{focal}} / d = 15[\mu \text{m}] / 100[\text{A/pulse}] = 1.5 \times 10^{-3} \) pulses, or in \( 2 \times 10^{-3} \) s. The scanning velocity of the focal spot on the target surface should be higher than \( 15[\mu \text{m}] / 2 \times 10^{-3}[\text{sec}] = 75 \) cm/s.

#### B. Evaporation rate

We now estimate the net evaporation rate for lasers with a different pulse duration and repetition rates, \( R_{\text{rep}} \). The number of atoms evaporated per single pulse can be expressed as:

\[
N_{\text{pulse}} = R_{\text{evap}} S_{\text{focal}} \tau_{\text{las}}.
\]

The deposition rate is proportional to the number of atoms evaporated per second

\[
N_{\text{atoms}} / \text{s} = N_{\text{pulse}} R_{\text{rep}} = R_{\text{evap}} R_{\text{rep}} S_{\text{focal}} \tau_{\text{las}}.
\]

Following from the previous sections, \( R_{\text{evap}} \sim \nu \sim (I_0)^q \) where \( q = (1/3 \text{ or } 1) \), depending on the particular regime of the laser–target interaction. For optimum evaporation, one should keep the product \( I_0 \) \( R_{\text{p}} \) constant. Thus, the number of particles evaporated per second in the repetitive pulse regime can be expressed as:

\[
N \sim t_p^{-1/2} S_{\text{focal}} R_{\text{rep}}.
\]

A comparison of a 10 ns, 30 Hz laser evaporation at \( S_{\text{focal}} \approx 0.06 \) cm\(^2\), to a 60 ps, 76 MHz laser evaporation at \( S_{\text{focal}} \approx 10^{-6} \) cm\(^2\) gives for \( q = 1 \):

\[
\frac{N_{\text{picoMilli}}}{N_{\text{nanoHz}}} = 3.
\]

As a consequence, one finds that the net time averaged ablation rate for the mode-locked laser is similar to that for the low repetition rate Q-switched system of the same average laser power.

#### C. Deposition rate

If the distance between the target and the substrate is \( R_0 \), then the deposition rate \( N_{\text{dep}} \) and the deposited film thickness \( d_{\text{dep}} \) per second, by definition, are:

\[
N_{\text{dep}} = \frac{N}{2 \pi R_0^2} \left[ \frac{\text{atoms}}{\text{cm}^2 \text{s}} \right]
\]

and

\[
d_{\text{dep}} = \frac{N_{\text{dep}}}{n_{\text{dep}}} \left[ \frac{\text{cm}}{\text{s}} \right],
\]

here \( n_{\text{dep}} \) is the number density of the deposited film. Let us take an evaporation rate \( R_{\text{evap}} \approx 3 \times 10^{19} \) cm\(^2\) s\(^{-1}\), \( S_{\text{focal}} = 10^{-9} \) cm\(^2\), \( t_p = 6 \times 10^{-11} \) s, and a 76 MHz repetition rate. That gives \( N_{\text{picoMilli}} \approx 1.4 \times 10^{20} \) s\(^{-1}\). Assuming that the density of the deposited carbon film is the same as the carbon target, and the angular distribution of evaporated atoms is homogeneous over a hemisphere with \( R_0 = 15 \) cm, one readily obtains the estimate for the deposition rate for a 76 MHz laser of \( d_{\text{dep}} \approx 80 \) A/s. For a typical target-substrate distance \( R_0 = 2 \) cm in many laser deposition experiments the deposition rate for 76 MHz laser would be up to \( 4.5 \times 10^{3} \) A/s. We should note here that the estimates are for the optimal regime of evaporation at a laser intensity of \( 2 \times 10^{10} \) W/cm\(^2\) for a 60 ps pulse.

#### D. Surface temperature of the target in the case of a succession of laser pulses

With high repetition rate lasers the laser–target interaction occurs in the single pulse regime if the focused laser beam is scanned sufficiently fast over the target surface. However, at the MHz-range laser repetition rate this is not always the case. The process of heating the target surface by a single laser pulse, and the cooling of the surface afterwards, considered in the heat conduction interaction mode of Secs. II C and II D, may be easily generalized to the case where the target surface is heated by succession of laser pulses.

Let us consider now the target surface temperature after it was heated by a succession of \( n \) laser pulses of pulse duration \( t_p \) following with time intervals \( t_{pp} \) \( (t_{pp} \approx 1/R_{\text{evap}} \) for
The maximum target surface temperature at the end of a single laser pulse is \( T_{\text{max}} \) and the temperature at the beginning of the following laser pulse is \( T_{\text{min}} = T_{\text{max}}(t_p / t_{pp})^{1/2} \). The ratio for the previous maximum and the following minimum for all laser pulses with the fixed repetition rate constant and equal to \( \alpha = (t_p / t_{pp})^{1/2} \). Now one can easily calculate the maximum and minimum temperatures of the target surface after the action of any number of pulses. Due to the linear character of the heating process the maximum and minimum temperatures from the heating of a succession of \( n \) laser pulses are (Fig. 3):

**First pulse:** \( (T_{\text{max}})_{1} = T_{m} ; \quad (T_{\text{min}})_{1} = \alpha T_{m} ; \)

**Second pulse:** \( (T_{\text{max}})_{2} = (1 + \alpha) T_{m} ; \quad (T_{\text{min}})_{2} = \alpha (1 + \alpha) T_{m} ; \)

**\( n \)th pulse:** \( (T_{\text{max}})_{n} = (1 + \alpha + \alpha^{2} + \alpha^{3} + \cdots + \alpha^{n-1}) T_{m} \)

\[ = \frac{(1 - \alpha^{n})}{(1 - \alpha)} T_{m} \]

and \( (T_{\text{min}})_{n} = \alpha (T_{\text{max}})_{n} \).

The surface temperature averaged by time over the interaction time is expressed as:

\[
\overline{T} = \frac{1}{T} \int T(0,t) \, dt.
\]  

(36)

Let us denote the target surface temperature defined by Eqs. (4) and (9) after the \( i \)th pulse \((t > t_p)\) as:

\[
T_{i}(0,t) = T_{m,i} \left( \frac{t_p}{t} \right)^{1/2}.
\]  

(37)

Inserting Eqs. (37) and (5) into Eq. (36) one obtains the surface temperature averaged over any \( i \)th laser pulse and the time gap between \( i \)th and \((i + 1)\)th pulses:

\[
\overline{T}_{i} = \frac{1}{t_p + t_{pp}} \int_{0}^{(t_p + t_{pp})} T_{m,i}(0,t) \, dt = 2 \alpha T_{m,i} (1 - \frac{3}{2} \alpha).
\]  

(38)

Let us now average the temperature over the all \( n \) pulses:

\[
\overline{T}_{n} = \frac{1}{n} \sum_{i=1}^{n} \overline{T}_{i}.
\]

(39)

Making use of Eq. (38) one can obtain the average surface temperature after \( n \) pulses:

\[
\overline{T}_{n} = \frac{1}{n} \left( \int_{0}^{\infty} T(0,t) \, dt \right)_{t_p, t_{pp}}
\]

\[
= 2 \alpha T_{m} \left( \frac{1 - \frac{2}{3} \alpha}{1 + \alpha^{2}} \right) \sum_{i=1}^{n} \overline{T}_{\text{max},i},
\]

where

\[
\sum_{i=1}^{n} \overline{T}_{\text{max},i} = T_{m} \left( 1 + \frac{1 - \frac{2}{3} \alpha}{1 + \alpha^{2}} \right) \sum_{i=1}^{n} \left( 1 - \frac{3}{2} \alpha \right).
\]

(40)

Now the average temperature can be presented in the final form:

\[
\overline{T}_{n} = 2 \alpha T_{m} \left( \frac{1 - \frac{1}{2} \alpha}{1 + \alpha^{2}} \right) \sum_{i=1}^{n} (1 - \frac{3}{2} \alpha).
\]

(40)

In the case \( n \gg 1 \) and \( \alpha \ll 1 \) (Fig. 3):

\[
\overline{T}_{n} \approx 2 \alpha T_{m} = 2 \alpha t_{p} / t_{pp}^{1/2}.
\]

As one can see, the average target surface temperature is proportional to the maximum surface temperature \( T_{m} \) reached at the end of the laser pulse in a single-pulse regime, and to a square root of the product of the pulse duration and the laser repetition rate.

Applying the same heating-cooling approach to the substrate heated by the flow of hot atoms from the target, one can estimate the average substrate temperature. It is obvious that the increase in laser repetition rate decreases the time interval between the arriving atoms and hence results in increase of the substrate temperature. We will consider the kinetic processes of vapor propagation and the energy transfer from the atom flow to the substrate elsewhere.

**E. Comparison of different heating regimes**

In order to understand the differences between a heating regimes with the different pulse duration and repetition rate let us compare the average target temperatures for three lasers with the same average power \( P \) (typically, it is about 25 W):

1. **Conventional low repetition rate high power laser:** \( R_{\text{rep}} = 30 \text{ Hz}, \) pulse duration \( t_p = 10 \text{ ns}, \alpha = (t_p R_{\text{rep}})^{1/2} = 5.5 \times 10^{-5} \). Let us consider the optimal evaporation regime according to Eq. (7). Note, that \( T_{\text{max}} \sim t_{p}^{1/2} \), thus \( T_{n} \sim 2 \alpha t_{m} T_{\text{max}} \).

2. **High repetition rate laser:** \( R_{\text{rep}} = 10 \text{ kHz}, \) pulse duration \( t_p = 120 \text{ ns}, \alpha = (t_p R_{\text{rep}})^{1/2} = 3.5 \times 10^{-2}, \) \( T_{n} \sim 2 \alpha T_{\text{max}} \sim 0.07 \cdot T_{\text{max}} \).

3. **Ultra-high repetition rate laser:** \( R_{\text{rep}} = 76 \text{ MHz}, \) short pulse \( t_p = 60 \text{ ps}, \alpha = (t_p R_{\text{rep}})^{1/2} = 6.75 \times 10^{-2}, \) \( T_{n} \sim 2 \alpha T_{\text{max}} \sim 0.135 \cdot T_{\text{max}} \).

Comparing the average target surface temperature for various pulse regimes we can conclude that (i) for conventional
30 Hz laser evaporation the target completely cools between the pulses; and (ii) increasing the repetition rate increases the temperature to levels much higher than that available with existing continuous wave (cw) lasers. Achieving the optimal evaporation temperature (and consequently a high substrate temperature) with cw laser would require an average laser power above 10 kW. Thus, this comparison demonstrates the advantage of using a high repetition rate, short pulse laser for achieving almost continuous vapor flow from a graphite target, and continuous interaction of vapor carbon with the substrate.

F. The mode of vapor–substrate and vapor–vapor interaction for ultrafast laser ablation and deposition

The vapor–substrate and vapor–vapor interaction starts when the evaporated atoms arrive from the target, hit the substrate surface, and bounce from the surface. There are three kinds of collisions that may occur at that stage: elastic collision when atoms bounce back, nonelastic collisions producing excitations, and sticky collisions leading to atom-to-atom attachment, i.e., structure formation. The vapor–vapor collision time depends on the carbon density near the substrate surface and the vapor temperature. For continuous structure growth the collision frequency and the energy of the interacting atoms should be constant.

At the ultrahigh repetition rate (~100 MHz) regime of evaporation the time duration between pulses is ~10^{-8} s. As follows from the previous analysis the temperature at the evaporation surface is around 10^4 K which implies the average velocity of carbon atoms in the vapors flow is v_r=4 \times 10^5 cm/s, and velocity of an expansion front is approximately ~3 \times 10^7 cm/s. Now one can see the difference between the interaction regimes for a nanosecond-range 10 Hz laser, and a picosecond multi-MHz laser. In high repetition rate case the fast atoms evaporated later in time overtake the slow atoms from the earlier evaporated group of atoms. As a result, the space distribution of atoms from the consecutive laser pulses overlaps to form a continuous flow of atoms with chemically active bonds, which is the most appropriate for structure formation. This continuous flow of atoms along with the almost constant collision frequency allows for the formation of elongated structures on the substrate surface. The number of atoms hitting the substrate per second (vapor–substrate collision rate) is ~10^{12} s^{-1} while vapor–vapor collision rate is \( (\sigma \cdot n_v) = (10^{-15} \text{cm}^2 \times 10^5 \text{cm}^{-3} \times 2 \times 10^5 \text{cm/s}) \approx 2 \times 10^4 \text{s}^{-1} \). Therefore, the vapor–substrate collisions play a dominant role in the film formation. We expect that in the ultrafast evaporation regime crystalline elongated structures could be formed on a substrate surface. We would like to stress the importance of kinetic effects in the formation process. By varying the ambient gas and its temperature one can impose greater control on creation of different structures. We will consider this problem in detail elsewhere.

IV. CONCLUSIONS

We have presented, to our knowledge, the first theoretical investigation of laser–target interaction for the ultrafast laser evaporation with multi-MHz repetition rate lasers.

Ultrafast laser ablation with high repetition rate, picosecond pulsed lasers leads to a number of new opportunities for laser deposition technology. First, due to the low number of atoms evaporated per laser pulse the problem of cluster or droplet contamination of the laser plume can be completely resolved. This removes the major disadvantage of laser ablation with conventional low repetition rate powerful lasers, which is the formation of particulates on the substrate surface. Second, we demonstrated that the transition from a nanosecond pulse duration to a picosecond pulse duration leads to a significant increase in the evaporation rate, provided the laser intensity is optimal for the particular target material. Third, high repetition rate leads to a continuous flow of evaporated atoms in the laser plume and thus to an increase in the average surface temperature of a substrate. This could lead to the formation of crystalline structures on the substrate surface, making it possible to control the structure formation through the appropriate choice of the laser parameters in correspondence with the properties of the target.
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