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ABSTRACT

To investigate the global properties of the globular cluster system (GCS) around NGC 5128, the central giant elliptical galaxy in the nearby Centaurus group, we have obtained deep CCD imaging for an area of almost 2 deg² centered on the galaxy. Our data, in the CMT₁ Washington photometric system, reach an approximate limiting magnitude of T₁ ≈ R ≈ 22 and contain magnitudes, colors, and coordinates for more than 100,000 objects. Of these, the vast majority (about 99%) are either foreground stars or faint background galaxies; the old-halo globular clusters make up the remaining tiny fraction of the sample. Our database, however, provides the material for understanding the large-scale features of the GCS, including its metallicity distribution (MDF), luminosity distribution, and spatial structure.
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1 INTRODUCTION

NGC 5128 is the dominant giant elliptical galaxy in the Centaurus group of galaxies just 4 Mpc from the Milky Way. It is easily the closest giant E galaxy amenable to detailed study, and as such it affords a unique opportunity to investigate at close range the characteristics of its oldest stellar populations (the old red giant halo stars and globular clusters). Thanks to a recent series of Hubble Space Telescope photometric studies, much has now been learned about the metallicity distribution of the old-halo stars (Soria et al. 1996; Harris et al. 1999; Harris & Harris 2000; Harris & Harris 2002; Marleau et al. 2000; Rejkuba et al. 2004); but, by contrast, the large-scale characteristics of its globular cluster system (GCS) are not as well studied.

The first globular cluster in NGC 5128 was found serendipitously by Graham & Phillips (1980) from its nonstellar appearance on photographic images. Painstaking examination of photographic plates, combined with radial velocity measurements, led to discoveries of more clusters in the next few years. Wide-field star counts and photographic photometry were also carried out, and by the end of the 1980s a solid beginning had been made outlining the features of the system and identifying many individual bright clusters (van den Bergh et al. 1981; Harris et al. 1984a; Harris et al. 1984b; Hesser et al. 1984, 1986; Sharples 1988; Harris et al. 1988). A first study of the important metallicity distribution function (MDF) was made through Washington system CMT₁, CMT₂ photometry of 62 individual globular clusters by Harris et al. (1992, hereafter H92). This discussion gave the first clear indication that the MDF was very broad, comparable to other giant E systems, and with roughly equal numbers of metal-poor and metal-rich clusters, if reinterpreted according to the “bimodality” paradigm that was developed in subsequent years (e.g., Zepf & Ashman 1993; Peng et al. 2004, among many others).

More recently, Rejkuba (2001) has obtained UBV photometry of 78 additional cluster candidates, and Peng (2003) and Peng et al. (2004) have obtained radial velocities and UBVRI
imaging for 138 clusters, of which 102 are newly identified. From HST imaging with the WFPC2 and STIS cameras, structural measurements and King-model profiles have been published for a total of 43 individual globular clusters (Holland et al. 1999; Harris et al. 2002), and it has even been possible to produce a color-magnitude diagram for one of them (Harris et al. 1998). There is no other giant E galaxy for which information on globular clusters at this level of detail is currently possible.

Despite significant gains in these various directions, however, we still lack a quantitative broad-scale understanding of many features of the GCS, including the total cluster population, spatial distribution in the halo, or an MDF based on a large statistical sample. Symptomatic of our lack of understanding, the NGC 5128 GCS is that there is no comprehensive CCD-based study of its luminosity function (GCLF) which can be compared with more distant systems. In principle, the new generations of wide-field CCD array cameras provide the basic tools we need for such work. But for several reasons, as follows, NGC 5128 is a surprisingly difficult target for this kind of study:

1. NGC 5128 is at moderately low Galactic latitude (b = 19.4°) and at a longitude (l = 309.5°) only ∼50° from the Galactic center. Thus, although its foreground reddening of E(B − V) = 0.11 is not large, there is considerable contamination by both foreground field stars and faint, small background galaxies. These contaminants vastly outnumber the NGC 5128 globular clusters, and, to compound the problem, a high fraction of them have magnitudes and colors quite similar to the clusters.

2. The effects of field contamination are made worse by the fact that NGC 5128 is so nearby that its halo is very spread out in angular size, making its GCS population quite “dilute” across the sky. Yet it is distant enough that (at least with ground-based imaging) the clusters cannot be easily distinguished from field stars or background galaxies by virtue of morphological shape and size.

3. Finally, the GCS in NGC 5128 is not a “high specific frequency” system, making it even harder to see the total cluster population against the field. The wide-field photographic star counts performed two decades ago by Harris et al. (1984a) indicated that it has perhaps ∼1000 globular clusters in total, corresponding to a specific frequency Sn ≈ 2, much smaller than in the more cluster-rich Virgo ellipticals (Harris 2001). But the estimated total population is itself very poorly known.

In short, NGC 5128 presents us with the tantalizing potential to understand in detail the GCS of a large elliptical, but the necessary measurements are coupled with very nearly the worst possible set of observational circumstances (see Harris 1983; Hesser et al. 1984).

Further observational progress on this intriguing and challenging system now requires more comprehensive photometric studies covering a wide field, in metallicity-sensitive color indices and with deep enough limiting magnitude to reach the majority of its clusters. In this paper we describe new observations of this type obtained with the Big Throughput Camera (BTC) at the Cerro Tololo Inter-American Observatory 4 m telescope. In a subsequent discussion (Harris et al. 2003, hereafter Paper II) we will use the data to discuss the large-scale properties of the cluster system: its spatial structure, metallicity distribution, and luminosity function.

2. OBSERVATIONAL MATERIAL

In the following sections we describe new wide-field imaging data taken in the Washington CM Ti system.

We chose this system because it can be used to construct photometric indices (particularly C − T1) that are far more metallicity-sensitive for old stellar populations than other frequently used colors, such as V − I, and because the data would be closely compatible with our previous study (H92) and with Washington photometry of other GCSs. In the following text we will use the symbols (C, M, R) to denote the three filters used with the BTC, while we use (c, m, r) to denote the instrumental magnitudes (not yet transformed to the standard Washington system) derived from the photometry.

The BTC (now decommissioned) comprised an open mosaic of four thinned Tek CCDs, each 2048 × 2048 (Wittman et al. 1998). The mean scale of the camera is 0.7424 pixel−1 determined from our astrometric WCS solutions (see below). Thus, each of the four CCDs covered 14.5 × 14.5 on the sky. The mosaic is not “filled,” with 760 pixel (5/4) gutters between each adjacent pair of CCDs, making the total span of the field equal to 34.3. The scale and orientation of the array are shown in Figure 1: quadrants 1, 2, 3, and 4 are in the northwest, northeast, southeast, and southwest corners, respectively. The camera was operated at a gain setting of 2.44 e−/dn and with a saturation limit of 60,000 dn. Filters used were the Washington C and M and a broadband Kron-Cousins R; Geisler (1986) has shown that the R filter accurately reproduces the narrower Washington T1 index and achieves a gain in efficiency of a factor of 3. The resulting calibrated colors and magnitudes will therefore be on the Washington CM Ti system.

We obtained sets of images for nine different array positions around NGC 5128 during two nights in 1998 (May 11–13) and two nights in 1999 (May 26–28). We will refer to these field locations as “pointings” 1 through 9; they were located as shown in Figures 2 and 3. Pointing 1 was the innermost and was positioned with the galaxy nucleus in the central gap of the mosaic. Four “outer” pointings (6, 7, 8, and 9) were butted adjacent to pointing 1. Four more “middle-ring” pointings (2, 3, 4, and 5) were positioned such that each would mutually overlap with at least one other pointing on at least two of its quadrants, while also covering as much of the interchip gaps as possible. In this way, the internal photometry from all the CCDs could eventually be tied closely together through the
overlap regions. When all the fields were combined, they gave nearly complete areal coverage for a box-shaped region of sky 1.2 across centered on NGC 5128, and partial coverage extending to 1.7 across. In all, the total area covered by all our pointings was 1.9 deg².

For each pointing we obtained five raw images: three long exposures in $C$ (2000 s), $M$ (500 s), and $R$ (500 s), and two short exposures of 100 s each in $M$ and $R$. The BTC was not a highly blue-sensitive detector, and globular clusters are moderately red objects, so in practice the effective limiting magnitude in the long-exposure $C$ image was not quite as deep as in the short $M$ and $R$. Consequently, as is usually the case, our multicolor data for the detected objects are ultimately limited by the $C$ images. By contrast, the limits for the spatial distribution and luminosity function analyses are set by the long-exposure $M$ and $R$ images, which reach 1–2 mag deeper than $C$. With five exposures per pointing, nine pointings, and four CCD images per mosaic, we had a total raw database of 180 images to correlate.

Unfortunately, none of the four nights of observation was photometric, and so Washington system standard stars were not observed (we will return to the issue of absolute calibration below). Poor weather conditions during the 1998 observing run meant that we could obtain only four suitable exposures during the first night (short and long $R$ for pointings 1 and 2) and none on the second night. And the weather conditions in 1999, though better, were not good enough to allow time to repeat those pointings. Thus, 41 of the 45 exposures were obtained during the 1999 May run. The seeing quality varied from 0.9 at best up to 2.3 at worst; but for most exposures the seeing was between 1.2 and 1.5.

The range of seeing quality can be seen in Figure 4 in which the FWHM is plotted for each chip and each filter of the full data set. For the most part, FWHM values are between 2 and 4 pixels (∼0′′9–1′′7), and the data for a given pointing usually span ∼75% of this full range. In pointings 1 and 2, where the $R$ exposures were taken in 1998, the FWHM values are on average twice those for the corresponding $M$ and $C$ images.
Finally, the FWHMs for the C and M exposures for pointing 9 are the largest of all and reflect a deteriorating seeing quality at the end of the night.

Many of the raw images (~60%) were also taken through small amounts of cloud cover. These differences in seeing and transparency mean that the limiting magnitudes differed quite noticeably from one frame to the next, an issue that will come into play during the later analysis.

3. DATA REDUCTION AND PHOTOMETRY

3.1. Preparing the Photometry

All frames were bias-corrected and flat-fielded through IRAF CCDRED. As described in § 3.2, we first created "rectified" images corrected for image scale variations across each chip. PSF-fitting photometry was then carried out with DAOPHOT routines (Stetson 1992) through the normal sequence of FIND/PHOT/PSF/ALLSTAR. The point-spread function (PSF) was constructed separately for each chip and each exposure from typically 20 to 30 stars spread across the field.

In the few cases where the galaxy nucleus was on the chip and the bulge covered a substantial fraction of the chip area, the image was median filtered and the smoothed frame subtracted from the original, removing most of the strong background light gradient across the frame and improving the DAOPHOT/FIND object detection step.

Sky background values were lowest in the short (100 s) M exposures and highest in the long (500 s) R, with the latter typically 10 times greater; representative values for good sky conditions are shown in Table 1. In spite of the higher sky background for the long R exposures, we note again that the limiting magnitude for this data set was set by the C frames, as is typical in the Washington system (e.g., Geisler 1996).

Typically, each chip on each exposure contained 2000 to 5000 detected objects, a small enough number that the photometry was little affected by crowding. As will be shown below, the typical separation between each object and its nearest detected neighbor, regardless of magnitude, was about 10 pixels or larger, well beyond the FWHM of the PSF on any of the frames.

The multiply overlapping field locations and the different magnitude limits on each pointing make the effective limiting magnitude of the entire data set an extremely complex and rather choppy function of location across the field. For this reason, no artificial-star tests to determine completeness were done. However, the detection limit everywhere across the region is considerably deeper than the magnitude \( T_1 \approx 20.5 \) at which the GCLF turnover is expected. That is, our data should comfortably include the great majority of the old-halo globular clusters in NGC 5128, as intended.

All of our final BTC photometry consists of DAOPHOT/ALLSTAR PSF-fitted magnitudes, calibrated through aperture photometry of brighter stars across the field and transformed into \( CMT_1 \) (the calibration procedure is described in § 4 below). No objects were deleted from our photometry lists because of image shape or morphology. Many of the globular clusters in NGC 5128 appear starlike, or nearly so, under the seeing of \( \approx 12'' \) which typifies our data. However, many others are physically extended enough to appear clearly non-stellar, so we cannot reject either stellar or nonstellar objects a priori. For example, the half-light radii for the sample of very luminous clusters studied by Harris et al. (2002) are typically \( 0.4'' \) or less, corresponding to diameters of \( \approx 8 \) pc. But some clusters, particularly the brighter outer-halo ones that have been found individually by image morphology (e.g., van den Bergh et al. 1981; Hesser et al. 1984; Harris et al. 1984b; Rejkuba 2001), have more extended structures, and for these the PSF-fitted magnitudes will underestimate their total light. The actual amount of shortfall will depend on the cluster size but (as will be seen below) can reach 0.2 mag. For the bigger clusters, aperture photometry (as was used in H92) is the systematically better procedure, but it is subject to errors in cases where the object is crowded.

In short, there is no single ideal procedure for photometry of all clusters in this galaxy; they overlap in morphology and color with both the foreground stars and the small, faint background galaxies. Higher resolution ground-based imaging (say at \( \approx 0.5 '' \) resolution) would separate out many more cluster candidates, but the only truly definitive approaches to weeding them out are the much more time-consuming ones of radial velocity measurement (Hesser et al. 1986; Peng 2003) or the even more expensive process of resolving the clusters into stars with, e.g., \( HST \) (Harris et al. 1998). Our BTC survey is therefore intended to be useful primarily as a statistical database and as a starting point for future work on the individual clusters.

3.2. Calibration of Coordinates

To combine the data from all pointings readily and also to have positions adequate for future spectroscopic and imaging studies, we derived transformations of the 1 pixel coordinate system of each chip on each pointing to the world coordinate system (WCS). The USNO UCAC1 catalog (Zacharias et al. 2000), with its extensive reference grid of stars, was used to establish the WCS transformations. The matches were automated through a program that searched for similar triangles (Groth 1986) and then fitted linear transformations to the matched set of stars. These stars were then used to increase the order of the fitted transformation first to quadratic and finally to cubic, rematching the stars each time (Schmidt et al. 1998). Then the match list was put into the IRAF task CCMAP, for writing the WCS solution into the header using the nonstandard TNX projection. On average, 400 to 500 stars per CCD frame (or more than two stars per square arcminute) were used to define the coordinate transformations. The only particular problem encountered in this procedure was on the few frames containing the large central bulge of NGC 5128, where only 100 to 200 absolute reference stars were usable and somewhat bigger interpolation steps needed to be taken. However, it should be noted that these same inner frames overlapped heavily with many of the outer frames (see below for the description of the splicing procedure), and very little of the total area surveyed relied only on the coordinates from the innermost fields.

<table>
<thead>
<tr>
<th>Filter</th>
<th>Exposure Time (s)</th>
<th>Mean Sky (counts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>2000</td>
<td>2500</td>
</tr>
<tr>
<td>M short</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>M long</td>
<td>500</td>
<td>4500</td>
</tr>
<tr>
<td>R short</td>
<td>100</td>
<td>2000</td>
</tr>
<tr>
<td>R long</td>
<td>500</td>
<td>9000</td>
</tr>
</tbody>
</table>

\(^a\) These are representative values, which indicate range and pattern of sky intensity but not exact values for most exposures.
The astrometric transformations showed that the precise image scale on each CCD is not constant across the 14′ chip width, changing by up to 8% from corner to corner particularly in the radial direction relative to the optical axis of the telescope. These scale nonuniformities, if ignored, can introduce internal scatter of a few percent in our instrumental photometry since the true area of each pixel projected on the sky is a function of location on the CCD. Before doing the final DAOPHOT photometry described above, we therefore used the WCS transformations to create rectified images, in all five exposures of each pointing, that had strictly uniform image scales and internal photometric zero points (i.e., all pixels in the rectified image have the same true area on the sky and area-corrected sensitivity). The internal quality of the UCAC1 catalog grid leads us to expect that our coordinate measurements will be good to ±0.1′ across the entire region. Our internal tests from the mutually overlapping pointings (see below) verify this expectation.

After the photometry was completed, the xy coordinates for all objects on each filter, chip, and pointing were converted to a common local xy system (that of the short-R exposure) for that pointing. We used the IRAF tasks GEOMAP and GEOXYTRAN for this purpose. For each measured object on the short-R frame we found the object closest to it in position on the other four frames, within a specified tolerance of a 2 pixel radius (~1′). We kept only objects that appeared in both R and M, discarding any objects that appeared in only one color. The long and short exposure measurements in M and R were combined with a weighted average 

\[ m(w) = (m_1w_1 + m_2w_2)/(w_1 + w_2), \]

where the weights w are the inverse squares of the internal measurement uncertainties, \( w_i = e_i^{-2} \). The result of this step was a complete and homogeneous set of instrumental magnitudes (c, m, r), measurement uncertainties, and coordinates for all stars on each individual pointing.

4. ASSEMBLING THE COMBINED DATA SET

The next stage was to splice together all the mutually overlapping pointings onto a single homogeneous instrumental magnitude system. Between any two pairs of overlapping frames, we found anywhere from 115 to 950 moderately bright stars in common (with an average of 400) to define the frame-to-frame internal magnitude scale differences \( \Delta r, \Delta m, \Delta c \) and mean differences in the WCS-transformed coordinates \( \Delta \alpha, \Delta \delta \). The various chips and pointings were merged this way into successively bigger “pieces” until all had been brought together into a single list.

The mean rms frame-to-frame scatter in \( \Delta r, \Delta m, \Delta c \) for any one splicing step averaged \( \sigma_r = 0.027, \sigma_m = 0.021, \) and \( \sigma_c = 0.021 \) mag. These figures give useful average estimates of the internal precision of the PSF-fitting photometry for the brighter stars, and are consistent with the quoted errors from DAOPHOT/ALLSTAR (Fig. 9 below). The frame-to-frame coordinate shifts needed to place one frame onto the \( \alpha, \delta \) system of an adjacent one averaged \( | \Delta \alpha | = 0′072, | \Delta \delta | = 0′100 \) and were never larger than \( 0′3 \). These averages are consistent with the expected precision of our WCS solutions mentioned above. The rms star-to-star scatter averaged \( \sigma_x = 0′053, \sigma_y = 0′062 \). In the later discussion we will describe other external tests of the global coordinate system accuracy.

Some of the individual CCD fields did not overlap with any of the others. Specifically, these were the quadrants 2-2 and 3-4 at the northeast and southwest corners of the main central region, and the eight outermost quadrants (6-1, 6-2, 7-3, 7-4, 8-1, 8-4, 9-2, and 9-3). Furthermore, these individual fields (all at large distances from the center of NGC 5128) did not contain any secondary photometric standards of their own (see below), and a special procedure was needed to bring them onto the photometric scale of the rest of the merged data set.

The approach we adopted for these outliers was to make sure that their instrumental magnitudes \( (c, m, r) \) were on the same internal scale as the other three quadrants from the same pointing, since at least two of the other three quadrants in every pointing overlapped with the main (central) body of data. To do this, we needed to know the absolute zero-point differences (that is, intrinsic sensitivity differences) among the four CCD chips in the BTC mosaic. These in turn could be determined from within the inner region with its many multiply overlapping fields (for example, field 1-1 overlaps with all four CCDs in pointing 5, and field 1-3 overlaps with all four chips in pointing 4). We used these multiply overlapping quadrants to determine the mean chip-to-chip differences in the raw aperture photometry zero points, with results as listed in Table 2. It can be seen that chips 1, 3, and 4 all had much the same sensitivity (differing by at most 0.08 mag), but chip 2 was noticeably less sensitive, becoming worse toward bluer wavelength. By assumption, chip 4 (the most sensitive one) was set to \( \Delta = 0.000 \), and we normalized the other three to it.

We believe that this procedure has been adequate to put these outlying fields on the same homogeneous photometric scales to within ±0.05 mag. This level of uncertainty is definitely worse than for the more closely knit inner fields, but, as will be seen in Paper II, this outlying material is used only for statistical purposes to help define the background levels.

One final “cleaning” step was applied to the combined photometry list before we moved on to the absolute calibration stage: four of the quadrants (2-4, 3-2, 4-1, and 5-3) contained the central bulge of NGC 5128. Within these, there were huge numbers of false or multiple detections generated by the very bright bulge light and by the dust lane crossing the nucleus. We have simply removed any objects in this nuclear region from our lists. Experimentation with various “exclusion boxes” centered on the nucleus led us to adopt an ellipse of semimajor axis 4′2, axial ratio b/a = 0.50, and major axis orientation angle 25° north of west (putting its major axis parallel to the dust lane). Any objects within that ellipse, whether real or false, were deleted from the database.
The final database contains 107,040 measured objects. In Figure 5 we show the coordinate distribution (α, δ) for the ∼33,000 brightest objects (Ti < 20) in the complete database. The small innermost exclusion ellipse is clearly visible, as are the eight outlying CCDs separate from the main body of data. The other two separate chips mentioned above (2-2 and 3-4) narrowly missed any overlaps and fitted almost precisely into the upper left and lower right corners. In total, our surveyed field spans a diameter of 1/7, with the central “box” covering 1/2 edge to edge. As shown in the figure, our data give us complete coverage of the NGC 5128 halo to more than 0.5 radius, equivalent to a projected radius of 35 kpc.

Although the total number of measured objects in our database is large, the actual degree of crowding is not. In Figure 6 the distribution of “nearest-neighbor” distances is shown for all the objects in the database. The most frequent separation is in the range 3′-6′ (7-15 pixels), and almost no objects have neighbors within an arcsecond. (Because almost all the objects in the photometry list are “field” contaminants, their numbers to a given limiting magnitude are very much the same across the entire region, so the shape and peak of this histogram do not differ much from place to place.)

5. TRANSFORMATION TO THE CMT1 SYSTEM

Once the complete set of combined measurements had been spliced together onto a homogeneous internal photometric system, the last task was to transform the instrumental magnitudes (cmr) onto the standard CMT1 system. (From this point on we drop any references to the filters and now use capital letters to refer to the magnitudes on the standard Washington system.) As already discussed, none of our raw observations were taken under photometric conditions, and later attempts to obtain supplementary imaging of fundamental Washington system standards were not successful either.

To establish the absolute photometric transformation, we have therefore returned to the data of H92. The imaging observations described by H92 were taken on two photometric nights, and the conversions of their CCD aperture photometry to the standard system are well determined (see their Table 2 for the conversion relations). To set up a network of secondary standard stars across our combined BTC fields, we selected six of the H92 fields located far enough away from the galaxy center to minimize any concerns over crowding and background light from the bulge region. These fields are the ones labelled C1, 27, 34, 37, 43, and 47 in their paper (see Figs. 1 and 2 of H92 for finder charts and field locations).

Starting from the original (i.e., H92) CMT1 CCD images of these six small fields, we ran the normal DAOPHOT FIND/PHOT/ALLSTAR measurement sequence to isolate and measure two to three dozen moderately bright stars on each one. A single iteration of “cleaning” (removal of faint neighbors by DAOPHOT/SUBSTAR) was performed, then a final round of aperture photometry through the 5th fiducial aperture employed by H92. Their true CMT1 magnitudes were then calculated from the transformation equations given by H92. Finally, these stars were cross-identified by coordinate matching to our BTC database, and their instrumental magnitudes (cmr) were plotted against both C - T1 and M - T1. The results, for a total of 169 stars on six fields combined, are shown in Figures 7 and 8. Linear least-squares fits for all three correlations against both color indices were derived and are shown in the figures. To determine the least-squares fits we rejected stars lying more than ±0.1 mag from the fiducial lines: on closer inspection, many of these turned out to be slightly nonstellar (in some cases these are actually globular clusters, in others they are simply small, faint background galaxies). For these, the large-aperture photometry from the H92 images should be systematically brighter than the PSF-fitted instrumental magnitudes of the BTC photometry, causing them to scatter upward to positive ∆m values in the graphs. For some other stars, the source of the discrepancy is unclear, except to note that most of the stars affected are the fainter ones in the sample and thus less secure.

Fig. 5.—Locations of the ∼33,000 detected objects brighter than Ti = 20.0 in the entire BTC database. The center of NGC 5128 is marked with the horizontal and vertical lines, and the circle shown has a radius of 0.5.

Fig. 6.—Histogram of nearest-neighbor distances from all objects in the measured database. No selection by magnitude or field location has been made. Almost all objects are uncrowded, with nearest neighbors more than 2" away.
relations apply well over the color ranges 0.02 mag and 0.02 mag external accuracy permitted by the data, we find that linear calibration pointings. For the color fields as measured in Harris et al. (1992) and described in the text, while \((c,m,r)\) are the raw instrumental magnitudes in our BTC data. The differences \(m - M\), etc., are plotted against \(C - T_1\) color index. Each of the six fields is labelled with a different symbol type as noted at the top of the figure. The best-fitting linear least-squares relations, whose equations are given in the text, are drawn in.

The best-fitting linear relations plotted against \(C - T_1\) are

\[
\begin{align*}
r &= T_1 - (0.214 \pm 0.011) - (0.024 \pm 0.006) \\
C - T_1 &= (0.060), \\
m &= M - (0.482 \pm 0.013) - (0.096 \pm 0.007) \\
C - T_1 &= (0.050), \\
c &= C + (0.867 \pm 0.021) - (0.107 \pm 0.011) \\
C - T_1 &= (0.083),
\end{align*}
\]

while in terms of \(M - T_1\) the best-fit solutions are

\[
\begin{align*}
r &= T_1 - (0.181 \pm 0.017) - (0.098 \pm 0.020) \\
C - T_1 &= (0.056), \\
m &= M - (0.453 \pm 0.014) - (0.249 \pm 0.016) \\
C - T_1 &= (0.083), \\
c &= C + (0.844 \pm 0.027) - (0.214 \pm 0.033) \\
C - T_1 &= (0.091).
\end{align*}
\]

In practice, we used equations (4) and (5) for calibrating \(r\) and \(m\), which had deeper photometric limits than \(c\) on most of the pointings. For the \(c\) conversion we used equation (3). To the accuracy permitted by the data, we find that linear calibration relations apply well over the color ranges \(0.9 < C - T_1 < 3.0\) and \(0.5 < M - T_1 < 1.4\), which include the color range of interest for GCs. Our BTC data therefore appear to be systematically on the standard Washington system established by the H92 photometry to within \(\pm 0.02\) mag external accuracy anywhere over these color intervals. The standard deviations around each best-fit line (given in parentheses after each equation), for the bright-to-intermediate magnitude range that will be our main interest for the globular clusters, are at the level of \(\sigma \approx 0.05\) to 0.09 mag. Since the two data sets contribute roughly equally to the observed scatter, this comparison suggests that the precision of our final BTC data set is near \(\sigma \approx 0.05\) mag per star in all three filters. Encouragingly, at the level of 0.02 mag or less, we found no indication of any systematic differences in the zero points or slopes of the transformation equations from one field to another, i.e., over a region about 30’ across on the BTC fields.

6. DATA SELECTION AND COLOR-MAGNITUDE RESULTS

The internal measurement uncertainties \((c,M,T_1)\) as produced by DAOPHOT/ALLSTAR are displayed in Figure 9. We note that the plotted values are the uncertainties of each final measurement after averaging all overlapping fields, and not the uncertainty of a single measurement; because the numbers of individual measurements that were averaged together differ from one star to the next, and because the individual frames do not have the same limiting magnitude, the final \(e\)-values as shown in the graph show quite a bit of scatter even at the same magnitude level.

The final data set contains 81,104 objects in the “central” field box constructed from the overlapping fields and 25,936 objects in the eight outlier chips from fields 6, 7, 8, and 9. A sample of the final data is tabulated in Table 3; the full data set is available electronically from the first author on request.

The color-magnitude diagrams (CMDs) of \(T_1\) versus \(M - T_1\) and \(C - T_1\) for the entire database are shown in Figures 10 and 11. Inspection of the CMDs for the individual pointings indicated no systematic offsets in magnitude or color between the various fields. The CMD, as suggested above, is completely dominated by foreground field stars, as well as faint slightly nonstellar objects of all kinds, mostly background galaxies. The globular cluster population is expected to appear in the broad color range \(0.4 \leq M - T_1 \leq 1.0\) (see H92), but this same intermediate-color range is also heavily populated by many...
types of normal field stars, as well as some faint background galaxies. The many stars and faint galaxies that are redder $(M/C0_T > 1.0)$ can, however, be excluded immediately, reducing the net field contamination by a factor of 2. We will continue this analysis in our next paper.

The standard Washington two-color diagram of $C/M(0)$ versus $(M/C0_T)$ is shown in Figure 12 for the stars brighter than $T_1 = 21$. To plot the dereddened color indices, we have used the standard relations (Geisler et al. 1991)

$$ E(C/M) = 1.066E(B - V) $$

and

$$ E(M/C0_T) = 0.900E(B - V) $$

along with our adopted foreground reddening $E(B - V) = 0.11$.

7. COMPARISON WITH PREVIOUS CLUSTER DATA

7.1. Washington Photometry Indices

The calibration equations given above are derived from secondary standard stars scattered around the halo field. As an additional internal check on the magnitude scale for the NGC 5128 clusters, we have also compared our BTC magnitudes with the $CMT_1$ indices of 62 clusters as published in H92. The clusters themselves were discovered, by a combination of visual inspection and radial velocity measurement, in the earlier studies of Hesser et al. (1984) and Sharples (1988). We used a simple coordinate-matching procedure to find the clusters listed in H92 in our BTC database; in a few cases where the BTC coordinates differed by several arcseconds from those listed in the earlier papers, we checked the identifications by visual inspection of the CCD images.

The H92 data are aperture magnitudes measured through a 5\arcsec radius, wide enough to contain any of the cluster profiles (see their discussion for curve-of-growth analysis and the selection of aperture size). The degree to which a cluster image matches the stellar PSF profile differs quite a bit from one object to the next, creating an extra source of internal scatter in the measured magnitudes that is not present for the calibrating stars of the same brightness. At least for the most extended (nonstarlike) cluster profiles, therefore, the H92 magnitudes should be systematically more nearly correct than the BTC data. The actual differences between the two studies are summarized in Table 4 and plotted in Figures 13 and 14. The observed scatter in all three magnitudes and three color indices is typically $\pm 0.07$ mag rms, but, as noted above, occasional larger deviations are found (in Table 4 the $n$-values give the numbers of clusters used to calculate the average and standard deviation after removal of extreme outliers, i.e., greater than 3 $\sigma$ from the mean magnitude difference). For
Our BTC data appear to be systematically in satisfactory agreement with H92. In our (PSF-fitted) BTC magnitudes tend to be slightly too faint, also making the $C/C_0 T_1$ color index too “blue” by $\sim 0.08$ mag. As noted above, the H92 clusters were selected in most cases by their slightly nonstellar appearance, which would be expected to make the PSF-fitted magnitudes systematically too faint, resulting in an offset in the direction shown. However, the effect shows up clearly in only the $R$ filter, and we are unable to isolate a definitive reason for this. We believe that it is likely to be due to a combination of the image quality limitations mentioned above, affecting the brightest objects in $R$, coupled with the nonstellar profiles and the fact that the $R$ images contain the most flux of the three filters. In any case, any photometric bias on the vast majority of fainter clusters is expected to be smaller. In our subsequent analysis of the data, we will use the BTC magnitudes and colors without applying these small offsets.

We note again that various external factors (seeing variations, weather, camera scale distortions, multiple splicing steps) put limitations on the precision and homogeneity of the database that we have not been able to completely circumvent. The combined data do, however, provide a sensible basis for statistical characteristics of the globular cluster system, as well as selection of cluster candidates for later spectroscopic observations.

### 7.2. Coordinate Comparisons

As a final test of the accuracy of our object coordinates, we compare our data with those of four previous studies of the

![Fig. 11.—Color-magnitude diagram in $T_1$ vs. $C - T_1$ for the entire database.](image)

![Fig. 12.—Color-color relation for the dereddened indices, $(C - M, M - T_1)$ for a total of 51,000 stars brighter than $T_1 = 21.0$.](image)

![Fig. 13.—Comparison of our BTC-measured magnitudes with those of H92 for objects known to be globular clusters in the NGC 5128 halo. The differences $\Delta T_1, \Delta M, \Delta C$ are in the sense (BTC minus H92), and they are plotted against $T_1$(BTC).](image)
NGC 5128 globular clusters: Hesser et al. (1984), Sharples (1988), Rejkuba (2001), and Peng (2003). Rejkuba (2001, hereafter R01) has used VLT ground-based imaging in two small halo fields of NGC 5128 to isolate a sample of 78 candidate globular clusters on the basis of their image morphology, along with photometry in $U$ and $V$. We have cross-identified objects in the Rejkuba lists with those in our master BTC list and find 74 of them to within a 6″ matching radius. Peng (2003) has identified a list of 138 clusters from radial velocity measurement (36 of which overlap with previous studies). Of these, we have cross-identified 118 in our BTC list to within a 5″ matching radius.

In Figure 15 we plot the coordinate differences between our BTC astrometry and these four previous sources. The mean and standard deviation of the residuals in each case are listed in Table 5, dramatically showing the clear improvement in coordinate measurement over the years. The positions from the studies of the early 1980s shown in the top panel (Hesser et al. 1984) were based on measurements made from wide-field photographic plates with far fewer reference stars than used in the contemporary WCS solutions, and typical deviations of 2″–4″ are seen to occur relative to the modern solutions. The declination scale of these older data is clearly displaced by 2″–3″ relative to any of the modern data. For Sharples (1988) and Rejkuba (2001), offsets of ±0.5″ or less are representative with only a few larger deviations, though the coordinate systems of R01 fields 1 and 2 appear to be displaced relative to one another by about an arcsecond. Finally, for the Peng (2003) data the residuals relative to our BTC grid are almost all less than a quarter of an arcsecond (corresponding to about half a BTC pixel). It is clear from the histograms that the BTC and Peng data are within ±0.1″ of being on the same absolute coordinate system, with internal scatter also at the ±0.1″ level.

The mean systematic differences ($\langle \Delta \alpha \rangle$, $\langle \Delta \delta \rangle$ in arcseconds) and the standard deviations of the scatter about these means are listed in Table 5. These comparisons suggest, in line with our WCS solutions described above, that the external accuracy of the BTC coordinates appears to be no worse than ±0.2″ along either axis and approaches 0.1″ accuracy. We recommend using the present coordinates in preference to any lists published pre-2002.

8. SUMMARY

This paper presents the first wide-field, multicolor photometric database suitable for global study of the NGC 5128 globular cluster system. Our data consist of Washington CMT1 photometric indices for approximately 106,000 objects within a field of greater than 1.2 diameter centered on NGC 5128, and with partial coverage extending to 1.7. From both internal and external tests, our coordinates for the measured objects are...
objects are shown to be accurate to well within $\pm 0.2'$. The limiting magnitude of the data differs slightly from one location to another, but it appears to be highly complete to $T_1 \approx 22.0$ (equivalent to $V \approx 22.5$), more than a magnitude fainter than the expected level of the classic GCLF "turnover" point.

In Paper II we discuss other aspects of the GCS of this unique galaxy, including the global spatial distribution, the total cluster population, the luminosity distribution (GCLF), and the metallicity distribution function (MDF).
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