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Abstract

The advent and rapid development of metamaterials introduced many revolutionary concepts for manipulating electromagnetic waves. As an important class of metamaterials, chiral metamaterials allow us to control the polarization of electromagnetic waves at the subwavelength scale. While much work has been done on using chiral metamaterials to control electromagnetic waves, the accompanying effects, such as the electromagnetic force and torque acting on the structures, as well as nonlinear optomechanical effects, are still largely unexplored.

The exploration of these areas could provide useful insight from both fundamental and practical points of view. In this thesis, we study new properties of chiral metamaterials, in particular the optomechanical properties and nonlinear effects that arise from the coupling between electromagnetic and elastic degrees of freedom. An accurate and efficient model based on the free-space Green’s function under the eigenmode approximation is developed for the study.

In Chapter 1, we provide a comprehensive introduction to the basic concepts and history of metamaterials, followed by more focused reviews on chiral metamaterials, different paradigms of tunable metamaterials, the nontrivial electromagnetic force and torque, as well as the nonlinear optomechanical effect in different platforms. Finally, the motivation and the scope of the thesis are summarized.

To understand the optical activity in coupled structures, in Chapter 2, we employ the model developed to study the near-field coupling, far-field scattering and optical activity of chiral meta-molecules based on twisted coupled cut-wire pairs. The numerical results from our model agree well quantitatively with full-wave calculation. We also discuss the optimum twist angle of the structure.

After exploring the optical activity, in Chapter 3, we study the optomechanical properties of chiral meta-molecules based on a pair of twisted split-ring resonators. This structure can provide a strong and tunable torque, and can support different optomechanical dynamics, making it a good candidate for subwavelength light-driven actuators.

To achieve strong coupling between electromagnetic resonance and elastic deformation in metamaterials, in Chapter 4, we introduce chiral torsional meta-molecules based on twisted split-ring pairs. We predict a rich range of nonlinear stationary effects including self-tuning and bistability. Importantly, these nonlinear effects including bistability are successfully observed in experiment.

After understanding the nonlinear stationary responses of torsional meta-molecules, in Chapter 5, we study their nontrivial nonlinear dynamic effects. We introduce a simple structure based on three connected split-rings and find that this structure can support novel nonlinear dynamics such as chaos, damping-immune self-oscillations and dynamic nonlinear optical activity.

To understand how intermolecular interaction can change system dynamics, in Chapter 6, we study the nonlinear effects of ensembles of enantiomeric torsional meta-molecules. We find that spontaneous chiral symmetry breaking can exist due to intermolecular interaction. For the first time in metamaterials, both spontaneous chiral symmetry breaking and self-oscillations are successfully demonstrated exper-
imentally. Our study provides a new route to achieve artificial phase transitions in metamaterials without using naturally occurring phase change materials.

In Chapter 7, we summarize the work and discuss the future possible topics in related to the optomechanical effects in metamaterials.
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Chapter 1

Introduction

1.1 Thesis Statement

Novel methods of manipulating electromagnetic (EM) waves can have a strong impact or even cause a paradigm shift over a broad range of disciplines in science and technology. However, due to the limited properties of natural materials, most of the new materials in use today are artificially created, either on the atomic or molecular level through chemosynthesis, electronic energy band tailoring, or on the mesostructural level by controlling the refraction, reflection, scattering and interference effects via deliberately designed structures. Perhaps the most well-known examples of meso-structural tailoring are multilayer thin films, diffraction gratings and photonic crystals. In general, these devices have a characteristic scale around the operating wavelength, with their operation mechanism based on multiple scattering.

To develop novel devices that are ultra-compact and efficient, meso-structural tailoring needs to be explored at the subwavelength scale – this is what metamaterials can offer. Different from photonic crystals, metamaterials are meso-structures with characteristic scale smaller than the operating wavelength, and their novel effects are mostly based on the localized resonances of subwavelength units – meta-atoms.

This thesis aims to explore new functions of metamaterials from the level of single meta-atoms to large scale complex coupled systems. The study will focus on a specific type of metamaterial called chiral metamaterials. The scattering and polarization rotation effects of chiral metamaterials have been extensively studied, but the corresponding EM force and torque were largely unexplored until recently. Therefore, in this thesis, apart from the well-known polarization rotation effect, we will also discuss the novel optomechanical properties of chiral meta-molecules, and will highlight the nontrivial nonlinear effects when the internal EM torque is employed to achieve structural deformation and active tuning.

Based on this logic, a brief introduction to the history and basic concepts of metamaterials is first given in Sec.1.2; in Sec.1.3, a more focused review of the physics of chiral metamaterials is presented; in Sec. 1.4, different paradigms of tunable metamaterials are summarized; in Sec.1.5, the nontrivial EM force in metamaterials and the nonlinear optomechanical effects are covered; finally, the motivation and the scope of the thesis is summarized in Sec.1.6.
1.2 Introduction to Metamaterials

The field of metamaterials focuses on using subwavelength structured materials to control EM waves, and it experienced rapid development over the past 15 years. Many unconventional properties and paradigm shifting concepts have been introduced and verified experimentally, and they have revolutionized our traditional methodologies in controlling electromagnetic waves. This section will first provide a historical overview of the important milestones in this field, and then introduce the basic concepts and the physical origins of exotic electromagnetic parameters.

1.2.1 Historical Overview

Metamaterials are artificial meso-structures that exhibit exotic electromagnetic (EM) properties not found in nature [1–7]. Since the unit cells (meta-atoms or meta-molecules, see Sec. 1.2.2.1) of metamaterials are sub-wavelength in size, their EM properties can be described approximately by effective parameters based on homogenization procedures (as will be discussed below in Sec. 1.2.2.3) [8–11].

In fact, the history of artificial structured EM materials, in a broad sense, is much longer than the age of metamaterials – there had been some early examples of artificial EM structures before the concept of metamaterials was proposed, such as twisted bundles of jute [17] and the well known frequency selective surfaces [18,19]. But the vast development of this field started only in the late 1990s, when J. B. Pendry et al. predicted that conducting wire arrays can work as a low-frequency plasma [20] with a negative value of effective permittivity, while arrays of split-ring resonators (SRRs) can support strong magnetic resonances leading to a negative value of effective permeability [21]. By combining these two structures and overlapping the frequency bands of negative permittivity and permeability, D. R. Smith et al. demonstrated the first metamaterial with negative refractive index in 2000 [3] [see Fig. 1.1(a) and (b)]; in a negative index medium, the directions of wave vector and energy flux are opposite, which is also known as backward waves. These are important breakthroughs, since predictions of exotic behaviour for negative index materials by V. Veselago in 1968 [22], such as negative refraction [see Fig. 1.1 (a)], reversed Doppler effect and reversed Cherenkov radiation can be realized.

To push the concept of negative refractive index towards higher frequencies, new approaches such as coupled cut-wires [12], fishnet structures [31–33] [Fig. 1.1 (c)] and coaxial waveguide arrays [34], etc. have been introduced. On the other hand, the new potential application of metamaterials such as the superlens [Fig. 1.1 (d) and (e)] that can overcome the diffraction limit attracted great attention and further stimulated the development of this field [13,14,35–37]. The initial quest for negative refraction in anisotropic media brought in the concept of indefinite media and hyperbolic dispersion [6], now generally referred to hyperbolic metamaterials [Fig. 1.1 (g)] [15]. Such type of metamaterials can possess a giant photonic density of states, which would find application in a multitude of topics from super-resolution imaging [Fig. 1.1 (f)] [14,36,38], quantum photonics [16,39,40] [Fig. 1.1 (h)] to nonlinear optics [41] and bio-sensing [42].

With the rapid development of the field, it was soon realized that metamaterials possess much broader potential. In contrast to the Bragg resonances in photonic crystals [43], localized resonances of the composite units (meta-atoms) play a dominant role in the properties of metamaterials. This provides an opportunity to engineer the
Figure 1.1: (a) Schematic of negative refraction; in negative index media, the directions of wave vector and energy flux are opposite, which is also known as backward waves. (b) The first demonstration of a negative index microwave metamaterial composed of split-ring resonators and cut-wires [3]. (c) Schematic of a double layered fishnet structure that can support negative index in infrared and optical frequencies [12]. (d) Principle of a superlens made of single negative materials, which can amplify the evanescent wave components and images, where sub-wavelength details can be reconstructed in the near-field. (e) Experimental demonstration of superlens effect with a thin slab of silver [13]. (f) A hyperlens based on metal-dielectric multilayers on a curved surface, with which a sub-wavelength image can be magnified so that it can be resolved with a conventional lens [14]. (g) Two types of hyperbolic metamaterials based on metallic wires and metal-dielectric multilayers, which exhibit different spatial dispersion [15]. (h) Emission kinetics of IR140/PMMA films deposited on different substrates. Curve 4 is for hyperbolic metamaterials based on silver-filled alumina membrane [16].

local electric and magnetic response of the structure, simply by modifying the geometry of each meta-atom. Based on such great flexibility, the new and fruitful research area of transformation optics has skyrocketed since 2006 [23,44] [Fig. 1.2 (a)], which provides a powerful methodology for designing structures with unconventional EM behaviour [45], such as invisibility cloaks [24–26,46–48][Fig. 1.2 (b) to (d)], exotic lenses [49, 50] and light harvesting structures [27,51,52] [Fig. 1.2 (e)]. Although early theoretical and experimental studies on metamaterials and transformation optics were conducted with EM waves, the concepts were soon extended to other fields, including the manipulation of various mechanical waves [28,53–56] [Fig. 1.2 (f)], heat flows [29,57–59] [Fig. 1.2 (g)], and even matter waves [Fig. 1.2 (h)] [30,60,61].

Due to the complexity of fabricating three dimensional metamaterials [69], many
Figure 1.2: (a) Basic concept of transformation optics. Straight field line in Cartesian coordinates (left) and distorted field line in distorted coordinates (right); the distortion in space can be transformed into a change of local $\varepsilon$ and $\mu$ [23]. (b) A cylindrical invisibility cloak at microwave frequencies [24]. (c) A carpet cloak working at optical frequencies [25]. (d) An external cloak based on complementary media [26] (e) Plasmonic light trapping revisited with transformation optics [27]. (f) A cylindrical acoustic cloak for ultrasound waves in water [28]. (g) A thermal inverter made of a spiral arrangement of copper and polyurethane (left), the temperature profile shows inversion of the heat flux (right) [29]. (h) Focusing of electrons via negative refraction by a grapheme p-n junction (left); interference pattern at the focal spot (right) [30].

studies revisited the thin planar version of metamaterials, now generally dubbed meta-surfaces [62,70,71]. For homogenizable meta-surfaces (most studied thin metamaterials with periodic meta-atoms fall into this category), it is more meaningful to characterize the constitutive relation with surface susceptibility rather than effective permittivity and permeability for bulk materials [70]. The strong resonances of meta-atoms can exert abrupt phase changes in their scattered waves; on account of Huygens’ principle, meta-surfaces with spatial phase gradient are able to mould the scattered wave-fronts arbitrarily [62,63,71] [Fig. 1.3 (a)]. Although, in terms of functionality, the design philosophy of gradient meta-surfaces is closely related to the well-established fields of phase array antennas, holography and diffractive optics, its underlying mechanism for generating abrupt phase change is totally different, and thus it provides much greater design flexibility in manipulating the phase, amplitude [Fig. 1.3 (b) to (d)] and polarization [Fig. 1.3 (f) to (g)] by interacting with electric or magnetic component (or both, [see Fig. 1.3 (d)]) with optically thin devices from the subwavelength scale [64–66,72–74].
1.2.2 Basic Concepts

1.2.2.1 Meta-atom, meta-molecule and metamaterial

The properties of metamaterials rely on the proper design and fabrication of the building blocks – meta-atoms and meta-molecules. Although there is no exact definitions of “meta-atom” and “meta-molecule”, in this thesis, we use an analogous concept in material science – “meta-atom” refers to the most basic functional elements in metamaterials that are “indecomposable”, such as single cut-wires and split-rings, etc.; while “meta-molecule” refers to functional groups based on the strong EM coupling of two or more meta-atoms, such as a pair of coupled cut-wires. The coupling in meta-molecules can bring in much broader range of EM properties not available in single meta-atoms, just as synthesized molecules having properties beyond their
Introduction

Figure 1.4: Three different designs for artificial magnetism: (a) split-ring resonators, (b) coupled metallic wires and (c) high index dielectric resonators. Their realization at infrared and optical frequencies: (d) multilayered split-ring resonators [79], (e) multilayered fishnet structures [80] and (f) matrix of silicon blocks [81].

constitutive atoms. When these building blocks are packed together to control the behaviour of EM waves on the macroscopic level, the system can be referred as a “metamaterial”.

1.2.2.2 Artificial magnetism

Perhaps the most distinct effect of metamaterials is their ability to simultaneously interact with both the electric and magnetic components of EM waves, which subsequently leads to a variety of effective EM parameters that are not available in natural materials, for example, negative refractive index. To interact with both electric and magnetic components is not as straightforward as it sounds, since the EM properties of most natural materials is dominated by electric response, particularly at high frequencies, while magnetic response is usually available well below hundreds of GHz. The most prominent example of artificial magnetism is a split ring resonator [Fig. 1.4(a)], first introduced by W. N. Hardy and L. A. Whitehead in 1981 [75], and later revitalized by J. B. Pendry in 1999 [21]. It was predicted that when the split-rings are packed into a periodic array, the averaged macroscopic magnetic response can be described with effective permeability $\mu_{\text{eff}}$, whose value can become negative near the resonance [21]. In this design, the oscillating loop of conduction current of the metallic split-rings gives rise to giant artificial magnetism, and the effect is scalable up to around 100 THz [76–79], when the metal can still be considered as a good conductor [Fig. 1.4(d)].

For higher frequency above 100 THz, saturation occurs due to the non-negligible kinetic energy of free electrons [82], and the strength of magnetic resonance decreases ($\mu_{\text{eff}} < 0$ disappears). A new design based on coupled cut-wire pairs was introduced by V. A. Podolskiy [83] and L. V. Panina [84] in 2002 [Fig. 1.4(b)] and was experimentally demonstrated by V. M. Shalaev and W. Cai et al. in 2005 [12]. In this design, a strong magnetic dipole moment arises from the near-field coupling
of cut-wire pairs, and displacement current takes up a larger proportion in the loop of oscillating current, which further pushes the magnetic resonance to the optical frequency band. This idea was further developed into the prominent double-layered fishnet structures that can support negative index in near infrared and optical frequency regime, and the idea was first demonstrated by S. Zhang et al. [31], followed with improved performance and higher operation frequencies [32, 33]. As the number of layers increases, the narrow band effect of negative index further evolves into a broadband phenomenon with improved figure of merit from infrared to visible frequencies, which was experimentally demonstrated by the group from X. Zhang [80] [Fig. 1.4(e)].

To overcome the unavoidable loss due to plasmonic resonances, there is a growing interest to revisit all-dielectric structures [81, 85–90], in which Mie resonances supported by high index dielectric resonators play a significant role in achieving artificial magnetic response [85,86,91,92] [Fig. 1.4(e)]. In such a scenario, the circulating loop of current is contributed by the polarization current, and dissipative loss can be much smaller than in metallic resonators. Such an approach also provides a new tool box for optical nano-antennas [93–97] and low-loss meta-surfaces [81,98–101] [Fig. 1.4(f)].

It has to be emphasized that the effective permeability with nonmagnetic resonators mentioned above is actually an effective description under homogenization approximation. When only nonmagnetic materials are employed to construct meta-atoms or meta-molecules, the magnetic response actually originates from the strong local curl of the electric field supported by some specific types of resonances, as is described by the Maxwell’s equation,

\[
\nabla \times \mathbf{E}(\mathbf{r}) = -\frac{\partial}{\partial t} \mathbf{B}(\mathbf{r}) = i\omega \mu_0 \mathbf{H}(\mathbf{r}).
\]

A strong magnetic response can be obtained from a mode with a circulating loop of current (including polarization current and conduction current), leading to a strong magnetic dipole moment and non-trivial effective permeability \(\mu_{\text{eff}} \neq \mu_0\) when these unit elements are packed into a bulk metamaterial. Therefore, artificial magnetic responses in metamaterials are mostly resonance-based effects, and they are actually the manifestations of spatial dispersion (nonlocality) in these meso-structures, as will be further discussed below.

### 1.2.2.3 Spatial dispersion and constitutive relation of metamaterials

In natural materials, the scale of atoms, molecules and lattice constant is usually orders of magnitude smaller than the wavelength when the working frequency is well below visible light [102,103], and thus the linear response of a natural material can usually be regarded as local, i.e. it is generally sufficient to describe the constitutive relation of the material with simple dyadic tensors \(\overline{\epsilon}(\omega, \mathbf{r})\) and \(\overline{\mu}(\omega, \mathbf{r})\).

In metamaterials, the situation becomes more complicated. Although on the microscopic level, one can describe the local response by using the \(\overline{\epsilon}(\omega, \mathbf{r})\) and \(\overline{\mu}(\omega, \mathbf{r})\) of the constitutive materials (strictly speaking, nonlocal effects on this level can come into play when the characteristic size of meta-atom is close to the diffusion length of electrons), on the mesoscopic level, it is generally preferable to use effective constitutive parameters to describe the averaged effect of wave interacting with these subwavelength meso-structures, if the detailed localized field distribution is not of
interest. The effective material responses, including the effective permeability mentioned above, are actually built on the homogenization of fields within a unit cell that is usually larger than $\lambda/10$. In such cases, spatial dispersion (nonlocal effects) becomes non-negligible, and such spatial dispersion is actually the physical origin of exotic electromagnetic parameters in metamaterials.

For a metamaterial composed of periodic nonmagnetic scatters, the nonlocal dielectric response can in general be described by a spatially dispersive permittivity tensor $\varepsilon(\omega, r, r')$. In the Fourier domain, it can be written as $\varepsilon(\omega, k)$, with $k$ being the wave vector of the fundamental Bloch mode supported by the structure \[10, 11\]. It has been proved that if the spatial dispersion effect is weak and can be well approximated by the expansion of $\varepsilon_{\text{eff}}(\omega, k)$ up to the second order of $k$, then the nonlocal response can be reformed into a new set of “local” effective parameters \[10\], well known as the classic constitutive relation for bi-anisotropic materials \[104\],

$$
D = \varepsilon E + \xi H, \quad (1.2)
$$

$$
B = \zeta E + \mu H. \quad (1.3)
$$

Note that the effective permeability here is actually a manifestation of the second order spatial dispersion of $\varepsilon(\omega, k)$, and in general $\mu \neq \mu_0$. In this thesis, we only study reciprocal metamaterials, in such case

$$
\varepsilon = \varepsilon^T, \quad \mu = \mu^T, \quad \xi = -\xi^T, \quad (1.4)
$$

“$T$” is the transpose operation \[104\].

The additional terms $\xi$ and $\zeta$ originate from the first order spatial dispersion, and they describe the magneto-electric coupling effects \[10, 104, 105\]. This means unlike conventional isotropic or anisotropic materials, in a general bianisotropic material, electric and magnetic effects are mutually coupled – an electric (magnetic) field can induce not only electric (magnetic) polarization but also magnetic (electric) polarization, as can be told from Eq. (1.2) and Eq. (1.3).

The off-diagonal terms $\xi_{ij} = -\xi_{ji}$ correspond to cross-polarized magneto-electric coupling originated from the breaking of central symmetry, and they are usually called bi-anisotropic coefficients. A typical example is split-ring resonators, where the induced electric dipole and magnetic dipole moments are mutually coupled and oriented in perpendicular directions. The diagonal terms of $\xi_{ii} = -\xi_{ii}$ require broken mirror symmetry of the system, which describes the co-polarized magneto-electric coupling that leads to chiral effects (as will be further introduced in Sec. 1.3), and thus are called chiral coefficients. A typical example is spirals, where the induced electric and magnetic dipole moments are mutually coupled and parallel.

The chiral metamaterials studied in this thesis are characterized by the chiral coefficients. In the special case where the response becomes isotropic and the system is central symmetric (for example, in a metamaterials composed of randomly distributed helices), the off-diagonal terms of $\xi = -\xi^T$ vanish and the diagonal terms become identical. The bi-anisotropic parameters can be rewritten in a simple scalar form, i.e. $\xi = -\zeta = -i\kappa/c$. then Eq. (1.2) and Eq. (1.3) reduce to the relation for isotropic chiral materials
1.3 Chiral Response in Metamaterials

The studies presented in this thesis focus on a particular type of metamaterials known as chiral metamaterials. In fact, the study of chiral materials has a much longer history than the field of metamaterials. This section will give a brief review of the pioneering works on chiral media for electromagnetic waves and then cover the recent development in chiral metamaterials.

1.3.1 Pioneering Works on Chiral Mediums

The term “chiral” was first used by Lord Kelvin in 1893:

“I call any geometrical figure, or group of points, ‘chiral’, and say that it has chirality if its image in a plane mirror, ideally realized, cannot be brought to coincide with itself.” [109]

The electromagnetic (optical) properties associated with structural chirality are often referred as *chiral electromagnetic (optical) response* or *electromagnetic (optical) activity*. In nature, optical activity can be found in substances with nano/micro-structures that have broken mirror symmetry; in fact, most biomolecules are chiral in nature, but the underlying mechanism of homochirality (only one handedness dominates) is still a mystery [110,111]; these structures can show different responses to left-handed and right-handed circular polarizations, [see Fig. 1.5 (a) and (b) for examples] and are responsible for the polarization rotation of linearly polarized light.

Such effects can be phenomenologically understood from the effective refractive indexes for circular polarizations. For isotropic chiral materials described with

\[
\begin{align*}
D &= \epsilon E - \frac{i\kappa}{c} H \\
B &= \frac{i\kappa}{c} E + \mu H
\end{align*}
\]

Apart from the macroscopic constitutive relation for bulk metamaterials, one can also use a similar form of microscopic model to describe the induced electric and magnetic dipole moments of a single bianisotropic meta-atom such as a split ring resonator [104].

\[
\begin{pmatrix}
\mathbf{p} \\
\mathbf{m}
\end{pmatrix} =
\begin{pmatrix}
\bar{\alpha}_{ee} & \bar{\alpha}_{em} \\
\bar{\alpha}_{me} & \bar{\alpha}_{mm}
\end{pmatrix}
\begin{pmatrix}
\mathbf{E} \\
\mathbf{H}
\end{pmatrix}
\]

This electric and magnetic dipole model is intuitive and would be particularly useful in understanding the nontrivial scattering properties of a single or an array of bianisotropic meta-atoms [106–108]. For reciprocal systems,

\[
\bar{\alpha}_{ee} = (\bar{\alpha}_{ee})^T, \quad \bar{\alpha}_{mm} = (\bar{\alpha}_{mm})^T, \quad \bar{\alpha}_{em} = - (\bar{\alpha}_{me})^T.
\]
Figure 1.5: (a) Different colors shown by the beetle Chrysina gloriosa under left and right circular polarizers and (b) the micro chiral structure of its exoskeleton under scanning electron microscope [112]. (c) A twisted bundle of jute made by J. C. Bose that can rotate the polarization of EM waves [113]. (d) Two different forms of tararic acid crystals [114] and (e) their molecular configurations [115]. (f) Chiral media composed of randomly oriented metallic helices (2 mm height and 1.2 mm outer diameter) that show strong circular dichroism [116]. (g) Fingerprint texture of chiral liquid crystals under homeotropic boundary conditions (looking perpendicular to the helix axis) [117], (h) the schematic of chiral phase [118] and (i) the corresponding scanning electron microscope image of liquid crystal molecules in chiral phase. [119]

Eqs. 1.5 and 1.6, the indices for left and right circular polarizations can be expressed as

\[ n_{L,R} = \sqrt{\epsilon \mu} \pm \kappa. \] (1.9)

The difference in real parts of the refractive indexes leads to different phase delay and it is known as \textit{circular birefringence}, while the difference in imaginary parts is responsible for the absorption difference known as \textit{circular dichroism}.

The first demonstration of optical activity was in 1811 by François J. D. Arago with quartz crystals, in which he found the polarization rotation of linearly polarized light. Similar phenomena were also observed later by Sir John F. W. Herschel in quartz crystals with mirror-imaged crystalline structures, and by Jean Baptiste Biot in certain liquid and gases of organic substances, who also revealed the relation between the angle of rotation and wavelength [120]. But the relation between polarization rotation and structural chirality was still unclear until Louis Pasteur revealed the chiral
nature of tartaric acid molecules and deduced that such property could be associated with the opposite effects in crystal formation and polarization rotation – the crystals formed by chiral molecules of opposite handedness have mirror-symmetric structures, and the polarization rotation directions in crystals of opposite handedness are also mirror-symmetric [121][see Fig. 1.5 (d) and (e)].

In 1898, Sir Jagadish. C. Bose demonstrated an experiment in millimeter waves to show the polarization rotation power of a twisted bundle of jute [17][Fig. 1.5 (c)]. This is the first experimental verification that three dimensional (3D) chiral structures can give rise to electromagnetic chiral effects. In a broad sense, the twisted bundle of jute made by Bose can also be considered as the first artificial electromagnetic material, although the term “metamaterials” widely used today was coined 100 years later in 1999 by Rodger Walser [122].

Later, artificial media composed of metallic helices were studied and found to exhibit strong polarization rotation due to large circular dichroism [123–125] [Fig. 1.5 (f)]. By the 1990s, classical artificial chiral media like helices and chiral liquid crystals [Fig. 1.5 (g) to (i)] were extensively studied due to the vast development in radio science, microwave technology and the display industry [126–130].

### 1.3.2 Chiral Metamaterials

#### 1.3.2.1 Three dimensional (3D) chiral metamaterials

In 2000s, chiral media attracted substantial interest again due to new progress in metamaterials. Early methods of realizing negative index metamaterials generally require the overlapping of electric and magnetic resonances, while it was predicted independently by John B. Pendry and Sergei A. Tretyakov that artificial chiral media can provide an alternative way to achieve polarization-dependent negative refractive index, as long as the chirality $\kappa$ is sufficiently strong [Fig. 1.6(a) and (b)] [131,137]. In fact, the possibility of negative refraction in chiral media was first identified in 1981 by B. Bokut’ et al. [138] [as can be expected from Eq. (1.9)], but the practical route via chiral metamaterials was not discovered until two decades later.

The realization of negative index in chiral media was first reported by S. Zhang et al. with a 3D chiral metamaterial in THz [see Fig. 1.6(e) and (f)] [133], and in the same year by E. Plum et al. [139], J. Zhou et al [140] with bilayer designs, and by B. Wang et al. with 3D chiral structures [141] at microwave frequencies. The advantage of using bilayer designs is its ease of fabrication, but a direct extension to multilayered chiral structures does not necessarily bring in a bulk negative index material due to the complex inter-layer couplings. Later, C. Wu et al. analysed the photonic band structure of long metallic helix arrays and demonstrated negative refraction of a bulk chiral material at microwave frequencies [142] [see Fig. 1.6(i) and (j)]. In contrast to previous approaches based on localized resonances, negative refraction in long metallic helix arrays originates from the band-folding effect of propagating helical modes in a periodic helix, as has been shown in previous studies of helical tubes and helical waveguides [143–146].

In 3D chiral metamaterials, polarization rotation and circular dichroism near resonances are orders of magnitude stronger than conventional optically active materials [139,147,148]. For metamaterials based on multilayered structures [147,149–152], such enhancement benefits from the strong near-field interaction of meta-atoms that provides a giant co-polarized magnetoelectric coupling, and the effect can be controlled by changing the relative twist angles and displacement [79,149,152]. Recently,
Figure 1.6: (a) Design for a chiral meta-atom by winding an insulated metallic strip into a helix, and (b) the band structure of a homogeneous isotropic chiral medium, showing the backward wave regime around the Brillouin zone centre [131]. (c) Metallic helices fabricated using direct laser writing; (d) the corresponding broadband circular dichroism at mid-infrared frequencies [132]. (e) The first chiral metamaterial with (f) negative index at THz frequencies [133]. (g) Chiral metamaterials based on multilayered twisted cut-wires, and (h) the corresponding optical spectrum of broadband circular dichroism [134]. (i) A microwave bulk chiral medium based on long metallic helices, and (j) the band diagram showing the backward wave regime around both the Brillouin zone centre and boundary [135]; the grey regime is the polarization gap leading to broadband circular dichroism. (k) DNA-based self-assembly of chiral plasmonic nanostructures with (l) tailored strong chiral response at visible light frequencies [136].

through deliberate design and fabrication, broadband wave plates [66, 135], circular polarizers [132, 134] and polarization rotators [153, 154] were experimentally demonstrated with chiral metamaterials. The advances in nano fabrication, such as direct laser writing [Fig. 1.6(c), (d)] [132], multilayer electron-beam lithography [Fig. 1.6(g), (h)] [134, 155] and DNA origami [Fig. 1.6(k), (l)] [136, 156–158], offer new opportunities to realize three dimensional chiral structures with tens to hundreds of nanometers features, which further push the operation frequency of chiral metamaterials to near-infrared and visible light regime.

1.3.2.2 Planar metamaterials with chiral effects

Apart from the 3D chiral metamaterials mentioned above, there is another important class of chiral metamaterials based on planar structures. In contrast to 3D chiral
structures [Fig. 1.7 (a)], the handedness of planar chiral structures is reversed when observed from opposite sides. Therefore, planar structures are considered to be chiral only in a two dimensional (2D) sense, i.e. as long as they do not overlap with their mirror images in the two dimensional space, but it’s no longer true if they can be lifted off and flipped over in the third dimension. Usually, planar chiral structures cannot show circular birefringence or circular dichroism as 3D chiral structures do, unless the mirror symmetry in the third dimension is broken (such as adding a substrate) [159], or the wave is obliquely scattered away from to the planar surface [160]. For the latter situation, the structure even does not need to be chiral, e.g. a single split-ring resonator can already show optical activity at oblique scattering due to the inherent bianisotropy [107], and it is the underlying mechanism of “extrinsic 3D chirality” [161–163] [see Fig. 1.7 (b)]. For 3D chirality (both intrinsic and extrinsic), chiral response is featured by the different co-polarization transmission coefficients, i.e. circular birefringence and dichroism [see Fig. 1.7 (c)].

In 2006, a phenomenon called circular conversion dichroism was found in planar chiral structures [165] [so-called intrinsic 2D chirality, see Fig. 1.7 (d)]. Such an effect is general for a system with non-equal off-diagonal elements in the transmission matrix and can lead to reciprocal asymmetric transmission of polarized waves [164–
Later, S. V. Zhukovsky pointed out that this effect can be interpreted as elliptical dichroism found in biaxial elliptically dichroic crystals, and the co-rotating elliptical eigen-polarization states found is an inherent property of such type of systems [167, 168]. Asymmetric transmission can also be achieved when the structural orientation of a non-chiral meta-surface becomes chiral with respect to the incident plane [so called extrinsic 2D chirality, see Fig. 1.7 (e)]. For 2D chirality (both intrinsic and extrinsic), chiral response is featured by the different cross-polarization transmission coefficients [see Fig. 1.7 (f)].

The reduced mirror symmetry in planar structures also enables in-plane directional scattering [169, 170] and the excitation of sharp trapped modes [171], which provides an elegant platform for strong light-matter interactions [172–174], and new functionality such as broadband slow light and ultra-sensitive spectroscopy can be realized [175, 176].

### 1.4 Active Tuning of Metamaterials

Although many exotic properties are still to be explored in passive metamaterial structures, for example the newly developed concept of meta-surfaces and photonic topological effects [177, 178], more and more studies are now focusing on functionalizing metamaterials and creating meta-devices [179]. This is driven by the fact that metamaterials offer extensive opportunities to manipulate light-matter interaction on the subwavelength scale, promising various ultra-compact and highly efficient meta-devices.

In particular, the ability to actively tune the responses of metamaterials is highly desirable. Since most metamaterials are resonant in nature, active tuning provides many advantages, such as overcoming the limit of narrow-band operation, creating various frequency-agile devices, enhancing the signal-to-noise ratio of detectors, and manipulating the phase and amplitude of wave actively on the subwavelength scale.

Various methods have been demonstrated to achieve tunability, including hybridizing functional (nonlinear, tunable or quantum) elements or media with passive metamaterials, modifying the configuration of meta-atoms or meta-molecules, and exploring the nonlinear effects within a metamaterial itself. Most of these methods can be characterized into two categories – tuning based on the local change of EM environment and structural change of metamaterials. The main part of the work presented in this thesis is closely related to this theme. An overall review of the representative works are summarized below.

#### 1.4.1 Tuning based on Local Change of Electromagnetic Environment

A straightforward way to achieve tunability is to introduce a local change of electromagnetic environment. Many different methods have been proposed and demonstrated, such as tuning based on nonlinear effects, hybridizing passive metamaterial with tunable mediums, and carrier injection in semiconductors, etc.
1.4.1.1 Tuning with nonlinear self-actions

The local field within metamaterials can be orders of magnitude stronger than the incident field and it provide a promising platform for enhancing nonlinear effects – for example, in J. B. Pendry’s seminal work on negative permeability, he already forecast the nonlinear enhancement via highly localized electric field within the gaps of split ring resonators [21].

Indeed, the first breakthrough in tunable metamaterials was made in nonlinear metamaterials [180, 181]. In 2003, the novel concept and various peculiar effects of nonlinear metamaterials were introduced by A. A. Zharov et al. [182], and M. Lapine et al. who proposed a practical route of electronic diode insertion to create nonlinear microwave metamaterials [183]. The hybridization of diodes with linear electric or magnetic meta-atoms gives rise to nonlinear electric or magnetic response, which was later demonstrated by I. V. Shadrivov et al. [Fig. 1.8 (a)] [184, 185] and D. A. Powell et al. [186, 187].

The basic mechanism is that the effective conductivity and capacitance of electronic diodes are strong nonlinear functions of the applied voltage [183, 186, 194]. Thus when the diode is connected to a meta-atom, the effective impedance of the coupled system becomes power-dependent, and the corresponding microscopic electric or magnetic response becomes nonlinear. When a high power signal is applied, the resonant frequency can be shifted due to the nonlinear capacitance, while the resonance strength can be tuned with a nonlinear conductivity. So far, a variety of nonlinear self-action effects, such as self-tuning [184, 185, 187] and bistability [195] have been demonstrated based on this concept. In fact, this concept is very general and can be applied to any type of nonlinear inclusion. For example, the hybridization with photosensitive diodes provides a novel route for metamaterials controlled by light [196–198], and an extension to quantum inclusions, such as quantum dots and Josephson junctions, can introduce metamaterials with tunable quantum effects [199–201].

While insertion of nonlinear elements is mostly employed in microwave metamaterials, hybridizing nonlinear host media with metamaterials is more suitable for high frequencies. The recent development in high-field THz sources enables the realization of nonlinear THz metamaterials via direct THz pulse pumping. Such nonlinear response arises from the nontrivial THz electric field-induced carrier dynamics that increases or decreases (depending on field strength) the conductivity of the doped and semi-insulating GaAs substrates [202]. For frequencies up to infrared and visible light, metallic nano-structures exhibit plasmonic field enhancement that might improve the nonlinear response of adjacent nonlinear layers. Successful demonstration was first made in optical fishnet metamaterials via plasmonic enhanced optical carrier injection in α-Si layers [Fig. 1.8 (b)] [188, 203]. A more compact approach is to enhance the nonlinear response in ultra-thin capping layers based on carbon nanotubes or graphene [Fig. 1.8 (c)] [173, 204]. Yet the most straightforward way is to explore the nonlinearity in nano-structured metal itself. Ultrafast nonlinear responses based on the nonlocality-enhanced interband transition in metallic nanorod metamaterials [41], and localized plasmon-enhanced two-photon absorption in planar metamaterials have been demonstrated [205].

When nonlinear elements are hybridized with chiral metamaterials, novel effects such as giant nonlinear optical activity that are seven orders of magnitude stronger than the one available in natural materials, and nonreciprocal directional transmis-
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Figure 1.8: (a) A nonlinear microwave magnetic metamaterial with varactor diode insertions [185]. (b) A fishnet optical metamaterial supporting sub-picosecond response by exploiting the ultrafast carrier dynamics in the α-Si spacing layer [188]. (c) A plasmonic metamaterial coated with carbon nanotubes can show sub-picosecond nonlinear response via strong exciton–plasmon coupling at the near-infrared frequencies [173]. (d) Power-dependent optical activity in a nonlinear chiral metamaterial [189]. (e) A fishnet optical metamaterial infiltrated with nematic liquid crystals shows tunable response under electric or optical control [190]. (f) (Left) schematic of a THz metamaterial with SRRs fabricated on a VO$_2$ thin film grown on a sapphire substrate; (right) the electric field distribution during the phase transition, where the green islands indicate growing metallic puddles within an insulating host (blue) [191]. (g) Schematic of a THz metamaterial modulator fabricated on a doped GaAs substrate; voltage can be applied between an Ohmic contact and a Schottky gate to control the injection and depletion of carriers [192]. (h) The spectra of polarization rotation before (black) and after (red) photoexcitation in a THz chiral metamaterial (inset) show a switching of handedness [193].

Enhanced nonlinearity in a patterned metallic film has also been used to demonstrate strong nonlinear polarization rotation in planar optical metamaterials under oblique incidence (“extrinsic chirality”) [207].

1.4.1.2 Tuning with external material change

Tunability can also be achieved by directly combining passive metamaterials with tunable materials, whose properties can be changed with external electric, magnetic, optical or thermal stimuli.
Liquid crystals can provide reasonably strong birefringence over a broad frequency band and have been widely applied to achieve tunable metamaterials from microwave to optical frequencies. A successful demonstration was first made at microwave frequencies with electric and magnetic tuning methods [208–211], and recently in THz with electric [212–214] and thermal tuning methods [215]. Although the early theoretical proposal was made based on optical metamaterials [216], it turns out to be far more complicated in practice due to the local inhomogeneous distribution and surface anchoring effect of liquid crystal molecules, significantly reducing the practical tuning performance. Successful tuning of double layered fishnet structures [Fig. 1.8 (e)] and split-ring resonators have been demonstrated recently via thermal [217], optical [190,218] and electrical controls [190,219,220].

Integration with phase change materials is another approach. One important type of phase-change metamaterials is based on vanadium dioxide (VO\textsubscript{2}) thin films that can show an insulator-to-metal transition when the temperature reaches percolation threshold around 342 K [191,221]. This mechanism allows the meta-atoms hybridized with the thin film to be short-circuited when the film becomes highly conductive, and the resonance is modified significantly [Fig. 1.8 (f)] [191,222,223]; moreover, memory effects were also demonstrated due to the temperature hysteresis of VO\textsubscript{2} [222,224,225]. Another successful solution is the combination of metallic frameworks and the temperature induced amorphous-crystalline phase transition in GST chalcogenide glass, which have been widely applied in optical data storage. Both electrical and optical methods have been used to achieve the different temperatures required for the melting and recrystallisation processes, and non-volatile switching was shown to be feasible for infrared metamaterials [226–228].

Direct integration of electrically tunable elements such as diode and more complex circuits with individual meta-atoms was widely used in RF and microwave metamaterials, enabling various types of tunable transmission line, smart antennas and filters [229,230]. In higher frequency ranges, carrier injection or depletion in semiconductors proved to be a promising approach for achieving spatial tuning of meta-atoms. In 2006, H. Chen and et al. demonstrated the first electrically tunable THz metamaterials with doped GaAs substrate [Fig. 1.8 (g)] [192]. A similar concept can also be realized via photogenerated carrier injection [196,231]. By tuning the concentration of carriers via electrical bias or illumination flux, the properties of GaAs can be changed between insulator and conductor, and the combination of active regime and meta-atoms can provide tunability in resonant depth or resonant frequency [232–234]. A distinct advantage of photoexcitation control is its possibility of ultrafast modulation (1~10 ps) due to the short recombination time of carriers [188,203,235].

This concept can also be applied to chiral metamaterials, where reversible handedness and giant tunable optical activity were demonstrated [Fig. 1.8 (h)] [193,236,237]. A more straightforward and flexible all-optical approach demonstrated active control of THz optical activity via chiral patterned photoexcitation in a semiconductor with a spatial light modulator [238], which in principle allows arbitrary pattern generation.

Recently, a more compact approach based on gate-controlled carrier injection in single-layered graphene was demonstrated in THz and infrared metamaterials [239]; compared with semiconductor substrates, graphene provides lower insertion loss, moderate modulation range and even memory effect [240,241]. M. Tamagnone et al. recently revealed with an equivalent scattering matrix model that the modulation
performance is ultimately limited by the conductivity of the 2D materials [242].

1.4.2 Tuning based on Structural Change

Structural change is another important class of mechanisms to realize tunability in metamaterials. This is based on the fact that the response of a metamaterial depends not only on the resonance of individual meta-atoms, but can also be modified significantly when the mutual interaction of meta-atoms is changed. Therefore, such change can be introduced by a direct geometry change of meta-atoms, or a relative position shift of meta-atoms that changes the mutual interaction [243, 244]. Compared with mechanisms based on local EM environment change shown above, structural tuning could be slower in speed, but has the advantages in other aspects, such as very “clean” modulation, i.e. no additional loss or local inhomogeneity introduced, large modulation contrast (can be close to 100%), and the ability to control the response of individual meta-atoms.

1.4.2.1 Tuning with MEMS and NEMS

One of the most successful paradigm of structural tuning is the combination of micro-electro-mechanical systems (MEMS) with metamaterials. The first MEMS metamaterial devices was realized at microwave frequencies via mounting an RF switch over the gap of a split-ring resonator to turn on/off the resonance [252]. This idea was soon extended to THz metamaterial, where deformation is achieved via thermal activation of the bimaterial cantilever within each unit cell [Fig. 1.9 (a)] [245], and the change of tilt angle alters the coupling between magnetic meta-atoms and the incident wave. More sophisticated designs were performed on comb-drive electrostatic actuators [Fig. 1.9 (b)], in which one part of coupled meta-atoms is fixed on an isolated anchor while the other part is on a moving frame driven by actuators [246, 253, 254]. By tuning the relative displacement of the two parts, the resonance changes significantly due to the change of mutual interaction. The idea of MEMS tuning was recently extended to chiral metamaterials [247], where the originally planar spiral pattern can be transformed into 3D chiral structure by electric actuation and thus allows the electromagnetic activity to be tuned [Fig. 1.9 (c)].

Although the early demonstration of MEMS metamaterials were mostly at microwave and THz frequencies, recent development in this area further pushed the operation frequency to mid/near-infrared. One example is to hybridize many infrared meta-atoms on a single unit of MEMS membrane [Fig. 1.9 (d)], which can be actuated under electrostatic force [248]. The back electrode of the MEMS unit simultaneously functions as the ground plane of infrared perfect absorbers. By tuning the distance between the membrane and the back electrode, the resonant frequencies and the absorption strength change [248]. More intriguing designs has been demonstrated recently by J. Ou et al., in which infrared meta-atoms are hybridized with parallel nano-beams that can be deformed under thermal [255] or electrical actuation [Fig. 1.9 (g)] [251]. The electrically tuned example possess megahertz bandwidth, paving the way towards fast tunable optical metamaterials based on nano-electro-mechanical systems (NEMS).

Apart from the active tuning shown above, structural deformation of micro-structures also provides a novel route to change the local response of a metamaterial through a mechanical reaction to the environment. An elegant design of “smart
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Figure 1.9: (a) An array of THz meta-atoms with tunable tilt angles based on thermal activation of bimaterial cantilevers [245]. (b) A tunable THz metamaterial manufactured on a comb-drive silicon MEMS platform [246]. (c) A chiral THz metamaterials shows tunable EM activity based on spirals with height controlled by electric actuation [247]. (d) A tunable infrared metamaterial perfect absorber achieved by hybridizing with a membrane that can be actuated under electrostatic force [248]. (e) Schematic of a microwave metamaterial with switchable properties based on liquid metal injection [249]. (f) A metamaterial controlled with a micro-channel pneumatic array and a ternary valve multiplexer. The air pressure from the pneumatic valve pushes mercury away from the cavity void forming tunable air gap size [250]. (g) A plasmonic metamaterials manufactured on dielectric silicon nitride nano-beams allows electrostatic modulation up to megahertz frequencies [251]. (h) Experimental sample of a self-adjustable smart metamaterial cloak. The inset is the effective permittivity curve versus Jacobian values. (i) Schematic of a reconfigurable plasmonic chiral molecules based on DNA origami template with two connected bundles, the relative angle between the gold nanorods can be actively controlled by two DNA locks from the sides of the DNA origami bundles [158].

elasto-electromagnetic metamaterials” was demonstrated recently [Fig. 1.9 (h)] [256, 257]. By properly designing the auxetic materials with an effective negative poison ratio, the gradient-index profile required for a quasi-conformal transformation can be achieved naturally from a boundary load. With this type of self-adjustable metamaterials, devices based on transformation optics can maintain their performance within a much larger range of deformation.
1.4.2.2 Tuning with fluids

Micro-fluidics provide an alternative approach for reconfigurable metamaterials. The basic idea is to control the injection of conductive liquids into the liquid channels so as to tune the shape of an individual meta-atom. The first demonstration was made at microwave frequencies [Fig. 1.9 (e)], where a significant spectral change was observed after liquid mercury was injected into split-ring shaped capillaries [249]. The decrease in channel size down to the micrometer scale and the use of eutectic gallium indium as conductive liquids can further push the operation frequency to THz [258, 259], but further scaling down would become very challenging due to the much stronger viscosity and surface tension. A more complex design of a matrix network of liquid metal meta-atoms, controlled with pneumatic micro-channel arrays and a ternary valve multiplexer was demonstrated recently [250]. In this design, each individual meta-atom can be randomly accessed and reshaped [Fig. 1.9 (f)], allowing arbitrary control of their scattering amplitude and phase, which is an important milestone of fully spatial controlled meta-devices.

Another related tuning mechanism is based on fluid-solid interactions, in which flexible metamaterials can deform in response to the change of fluidic environment. Although this interaction has not been reported for electromagnetic metamaterials, it has already be demonstrated with acoustic metamaterials, where the resonant frequency of an array of airfoil resonators was self-tuned in response to the change of the incident airflow [260]. We note that optomechanical interaction such as Brilloom scattering has already been studied in fluidic environment [261], the exploration of this interaction in electromagnetic metamaterials is expected to be promising.

1.4.2.3 Tuning with DNA origami

Recent advances in DNA origami technique allows preparation of various complicated structures via “programming” from the molecular level [262–264]. The combination of this powerful technique with plasmonics provides a bottom-up approach to create meta-molecules with designed fine geometries below the capability of top-down fabrication approaches [136, 265–268]. Recently, efforts have been made into creating plasmonic chiral meta-molecules, where the handedness of meta-molecules can be controlled by the sequence of DNA strands employed [136, 157, 269, 270].

The first attempt to dynamically tune the chiral response of plasmonic chiral meta-molecules is by functionalizing one end of the DNA origami bundles with biotin groups so that the helices can be attached (“standing up”) to a BSA-biotin-neutravidin-coated substrate. The orientation of helices can be changed from “standing up” to “lying down” when the buffer liquid is dried, and the directional circular dichroism changes sign [271]. Recently, A. Kuzyk et al. demonstrated a more elegant approach by changing the twist angle of a pair of gold nanorods hosted on switchable DNA origami bundles [Fig. 1.9 (i)]. The two DNA bundles are connected in the middle and their relative twist angle can be controlled by two DNA locks extended from the sides of the origami. By mixing specifically designed DNA strands into the solution, the plasmonic molecules can be driven to desired states via toehold-mediated strand displacement reactions [158].
1.5 Exploiting Electromagnetic Force with Artificial Structures

So far, the studies introduced above can be interpreted as manipulating the energy, momentum and angular momentum of EM waves with metamaterials, as well as various methods to change the response of metamaterials and achieve active tuning via external stimuli.

We recall that when EM waves interact with a material, this process is usually accompanied with the interchange of linear or angular momentum, and thus the material experiences EM forces or EM torque. This principle has been employed to create various tools and devices. In optics, well-known examples include optical tweezers that employ gradient optical forces to trap tiny objects in a stable position [272, 273], optical wrenches that can apply and directly measure torque on microscopic birefringent particles using spin momentum transfer [274, 275], and optical motors that can transfer the angular momentum of light into continuous mechanical rotation to drive machines or liquids in micrometer scales [276, 277].

In the field of metamaterials, much effort has been made into using metamaterials to control EM waves, while the accompanying effects – the EM forces and torques acting on metamaterials, as well as the nonlinear properties due to optomechanical coupling are still largely unexplored until recently.

To increase our understanding and provide useful insight of this largely unexplored area, this section will summarize some previous related works on EM forces and optomechanics. Particularly, it will focus on the nontrivial EM force and torque in metamaterials, the giant nearfield EM force enhancement and its application in trapping and conveying subwavelength particles, and finally a very brief review of the nonlinear effects due to optomechanical coupling.

1.5.1 Nontrivial Electromagnetic Force and Torque of Metamaterials

Intuitively, a particle in a homogeneous environment should always be “pushed” away by the incident wave due to the exchange of momentum [278]. However, the scattering force experienced by a particle could become counter-intuitive in the presence of metamaterials. Indeed, the quest for a nontrivial EM force can date back to the seminal paper by V. Veselago on negative index materials [22]. It has been pointed out that the scattering force inside a negative index metamaterial could become attractive (opposite to the launching direction of wave) due to the reversed direction of wave momentum [see Fig. 1.10 (a)] [279–282], but controversy still remains due to the disagreement on the definition of momentum and force density [283, 284].

Recent studies of the optical pulling force achieved in different scenarios further deepen our understanding of the complex relation between the direction of the EM force and the properties of the electromagnetic field, the environment as well as the particles themselves [285]. For example, it is recently shown that magnetoelectric particles with multiple scattering channels (i.e. supporting multiple resonances) can experience an optical pulling force in a Bessel beam due to the enhanced directional forward scattering [286]. On the contrary, if a particle is covered with an invisibility cloak, the total scattering force will be significantly reduced and should be exactly zero with a perfect cloak, but the internal stress becomes higher due to the squeezed electromagnetic space [287, 288].

The interaction between spin angular momentum and linear momentum in particles with strong chiral effect provides an alternative route to realizing a chirality-
dependent optical pulling force [289]; a transverse force with direction perpendicular to the incident wave exists in the present of a substrate [290]. Apart from EM force, the scattering EM torque experienced by chiral meta-molecules could also be nontrivial. By employing the resonant-enhanced light-matter interaction and the scattering of linear polarization into higher orders of \textit{orbital} angular momentum modes, M. Liu et al. demonstrated a light-driven nano-motor based on planar plasmonic chiral structure, with rotary power two orders of magnitude stronger than its dielectric counterpart [291].

Another novel EM force effect available with metamaterials is levitation. Y. Urzhumov et al. proposed that macroscopic objects with negative permeability ($\mu < 0$) metamaterials may experience resonant-enhanced magnetic levitation in a low frequency magnetic field [292]. On the other hand, it is well know that perfect diamagnetism ($\mu = 0$) can achieve levitation of magnets via field repulsion; an analogous concept was introduced recently by using \textit{$\epsilon$-near-zero} metamaterial substrates [see Fig. 1.10 (b)]; this approach is more robust to losses and material dispersion compared to the approach based on \textit{$\epsilon < 0$} substrates, and thus it allows the levitation of electric sources over a broader bandwidth [293]. Unlike levitation based on the Casimir effect [294,295], the approaches based on EM force require sources and the effects can be actively switched on and off.

1.5.2 Giant Electromagnetic Force in the Near Field

We recall that metamaterials are composed of resonating elements; in fact, the strongest EM force is produced in the near-field regime, where gradient forces dominate. The EM force between plasmonic cut-wire pairs in a metamaterial was studied by R. Zhao et al. [297], it was found that for isolated cut-wire pairs, the anti-symmetric mode (magnetic dipole) generally leads to mutual attraction while the symmetric mode (electric dipole) gives mutual repulsion. However, in a periodic array, the attractive force can turn into a repulsive one as the distance between neighbouring unit cells becomes smaller. This is mainly due to the change of relative strength of Coulomb force (contributed by charges) and Laplace force (contributed by currents) [see Fig. 1.10 (d)]. Similar negative pressure was also reported by H. Liu et al. in a nano-cavity composed of two gold patches, where such an attractive force can be attributed to the internal inductance and the kinetic energy of conduction electrons [300]. Interestingly, when the plasmonic gold is replaced by perfect electric conductors (PEC), the negative pressure changes to positive [300,301]; but if the surface of the PEC patches is roughened or corrugated, negative pressure exists again due to the enlarged contribution of the Coulomb force [301]. The strong mutual attraction also exists in a dielectric metamaterial supporting a subradiant trapped mode, and the EM force between meta-atoms can be even larger than its plasmonic counterpart due to the higher Q-factor of the resonance [302].

On the macroscopic level, such near-field EM force enhancement also exists. J. Zhang et al. predicted a light-controlled attraction effect between a layer of metamaterial and a substrate [303]. Y. He et al. demonstrated that the nanoscale optical field enhancement and localization in slot waveguides of hyperbolic metamaterials can give rise to giant transverse optical forces, more than two orders of magnitude stronger than the force created in conventional silicon slot waveguides [304]. Interestingly, V. Ginis et al. introduced the idea of transformation optics for optical forces and showed that a thin layer of double-negative or single-negative metamaterial can
1.5 Exploiting Electromagnetic Force with Artificial Structures

Figure 1.10: (a) Schematic of backward wave and negative force in a negative index metamaterial composed of metal-coated CuCl nanoparticles [280]. (b) Levitation of an electric source near an $\epsilon$-near-zero metamaterial substrate [293]. (c) Gap mode formed by two adjacent gold nano-discs can assist conventional optical tweezers to reduce the spatial confinement of 200 nm polystyrene beads down to subwavelength dimensions [296]. (d) EM force between coupled plasmonic nano-rod pairs that support antisymmetric mode. When the separation of neighbouring pairs is large (left), Coulomb force dominates and leads to mutual attraction; when the separation becomes smaller (right), Laplace force dominates and results in mutual repulsion [297]. (e) EM force enhancement between two dielectric waveguides with thin layers of single-negative metamaterials [298]. (f) Nano-optical conveyor belts consists of resonant C-shaped engravings. By rotating the polarization, subwavelength particles can be conveyed over a long distance [299].

1.5.3 Trapping and Conveying with Subwavelength Precision

Optical trapping is an important technique widely applied in different fields from bio-science to atomic physics [272, 305]. The traditional trapping method based on propagating beams is very powerful in manipulating specimens of micrometer-size, but faces fundamental limitations when dealing with nanometre-sized specimens due to the diffraction limit [306, 307]. To achieve stable trapping of nanometer scale objects, the field gradient and field strength need to be much stronger than that for micrometer-sized specimens, since the trapping force acting on the specimens follows an $R^3$ law ($R$ is the nominal radius of the specimen) [306].

The strong localized field in specifically designed nano-structures can offer a novel route for trapping with subwavelength precision. Early studies demonstrated trapping of $\mu$m-sized dielectric beads with arrays of plasmonic discs [308], but a further down-scaling has been shown to be difficult for stable trapping due to the limited intensity and symmetry in the optical near field, as well as heating from strong ohmic loss [309]. Recently, K. Wang et al. solved the problem and demonstrated trapping
and rotation of dielectric nanoparticles as small as 110 nm using a template-stripped plasmonic nanopillar incorporating a heat sink, which significantly reduced the local heat generation [310].

A much higher trapping ability requires more deliberate design of the near field profile. The first successful demonstration of sub-wavelength trapping was made by Grigorenko et al. [296] by employing the well-known plasmonic dimer structure that can support a strong electric field enhancement in the gap [see Fig. 1.10 (c)]. Later, parallel trapping [311] and in vivo detection of trapped 10 nm-scale specimens were demonstrated by exploiting the ultra-high environmental sensitivity of the gap plasmonic mode [312]. Another design is based on plasmonic nano-apertures that allows trapping of particles below 50 nm size [313–315]. It turns out that by properly engineering the plasmonic mode such that the local intensity within the apertures is maximized when the object is present, self-induced back-action could be achieved, greatly enhancing the trapping ability [316].

Recent advances in metasurfaces provide new ingredients for manipulating sub-wavelength particles over long distances. P. Hansen et al. recently proposed the idea of nano-optical conveyor belts, and it was demonstrated by Y. Zheng et al. [see Fig. 1.10 (f)] [299, 317]. This design consists of a spatial distribution of three distinct plasmonic traps based on C-shaped structures, with each element separately addressable by its resonant wavelength or polarization; by varying the wavelength or polarization continuously, a transport of subwavelength polystyrene spheres over 4.5 µm distance was successfully demonstrated [299].

1.5.4 Active Tuning with Intrinsic Electromagnetic Forces

As has been discussed in Section 1.4, structural deformation has its unique advantages in tuning the performance of metamaterials; it is natural to ask whether the strong near-field enhancement of the EM force mentioned above can also be employed directly to achieve active deformational tuning of metamaterials.

In fact, the idea of using resonant EM force to control the EM response of a system dates back to the early attempts of laser interferometric detection of gravitational waves with Fabry-Perot cavities, where a suspended end-mirror that supports harmonic oscillation is employed for acoustic isolation [325] [see schematic in Fig. 1.11 (a)]. Such systems turned out to be the fountain of various novel optomechanical effects discovered later. The most simple situation is static optomechanical coupling, where the EM resonance has a much shorter life time than the mechanical oscillation period; in such cases, the EM force can be considered as instantaneous and displacement-dependent [319]. The mechanical potential of the system changes with input power due to the contribution of the conservative EM force, and the induced bistability have been demonstrated in both optical cavities [326, 327] and microwave cavities [328].

More intriguing effects arise when the EM resonance and mechanical deformation are dynamically coupled [see Fig. 1.11 (b)]; in such cases, the life time of the EM resonance needs to be comparable to or longer than the mechanical oscillation period such that the EM field and mechanical oscillation have sufficient time for interaction [319]. In the weak coupling regime, where the coupling coefficient is smaller than the linewidth of EM resonance and mechanical resonance, the EM resonant force mainly changes the effective damping and stiffness of mechanical oscillation, giving rise to novel phenomena such as optical spring effects (changed effective me-
Figure 1.11: (a) Schematic of optomechanical coupling in a cavity with a movable mirror [318]. (b) Schematic diagram depicting the work done by the retarded radiation force during one oscillation cycle, the sign of the work depends on the detuning of the pump [319]. (c) Spectral density of mechanical oscillation shows optomechanical active feedback cooling of a cantilever as it is cooled from a base temperature 4.2 K. Feedback gain $g$ is related to the intensity of incident light [320]. (d) Transition from periodic self-oscillations towards chaotic motion in a microcavity with continuous pumping [321]. (e) Experimental observation of the coherent coupling between the mechanical oscillation and optical mode in a micro-toroidal optical cavity [322]. (f) Optomechanically induced transparency in an optomechanical crystal nanocavity where optical and mechanical modes are co-localized [323]. (g) A schematic of magnetoelastic metamaterials, where the elastic substrate can be deformed by the EM force between meta-atoms, leading to nonlinear self-tuning [324].

In the strong coupling regime, where the coupling coefficient is much larger than the linewidth of EM resonance and mechanical resonance, EM resonance and mechanical resonance are hybridized to form two new modes [319, 339], leading to normal mode splitting [322, 342–344], optomechanically induced transparency [323, 345, 346], absorption and amplification of probe signals, etc. This strong coupling regime is particularly interesting for studying quan-
tum optomechanical effects [319, 347, 348], since quantum states can be transferred between the EM field and the mechanical oscillator, allowing the mechanical oscillator state to be controlled using a wide range of available quantum optical techniques, and novel quantum entanglement effects (such as “Schrödinger cat”) to be observed in macroscopic systems.

While previous studies of optomechanical effects are mostly performed in optically large systems, it is still an open question how the effects would change when the interaction happens in subwavelength scale systems, such as metamaterials. The first prototype of this idea was called magnetoelastic metamaterials proposed by M. Lapine et al. in 2012 [Fig. 1.11 (g)]. In this design, meta-atoms are embedded in an elastic medium; when the structure is illuminated with a frequency close to the resonance, the EM force between meta-atoms can compress the elastic substrate such that the meta-atoms reach a new stable equilibrium when the EM force and the elastic feedback from the substrate are balanced. Due to the resonant nature of the EM force, the feedback mechanism leads to nonlinear self-actions, and the self-tuning effect was demonstrated experimentally [324].

The idea of magnetoelastic metamaterials is quite general and was later extended to other designs, where strong self-tuning was observed in helical metamaterials [349, 350]. Due to the scalability of the principle, it is expected that similar effects could also be attained in optical metamaterials hybridized with optomechanical designs that are more favourable to nano-fabrication, such as nano-beam arrays [351]. Recent experimental progress already demonstrated a small transmission modulation effect due to the optical force in a reconfigurable metamaterial consisting of gold plasmonic resonators supported by free-standing silicon nitride bridges [352]. Compared to the approach based on MEMS or NEMS, using EM force for active tuning is also applicable to all-dielectric metamaterial structures and could provide much richer nonlinear effects in additional to simple modulation.

1.6 Motivation and Thesis Outline

More and more studies of metamaterials now focus on finding potential applications. On one hand, several important issues need to be addressed in order to promote the wide application of metamaterials, such as high loss, narrow bandwidth, and strong spatial dispersion; on the other hand, many novel physical phenomena, new functions and applications of metamaterials are still to be explored, especially when they are hybridized with other functional elements and become devices, or when multiphysics couplings – the interaction between electromagnetic waves and other types of physical effects, such as mechanical (acoustic), thermal, electric, magnetic and fluidic effects, etc., come into play and lead to qualitatively different phenomena.

This PhD thesis explores new properties of chiral metamaterials. Although much effort has been made on using chiral metamaterials to control the polarization of EM waves, the EM force, torque and the nonlinear optomechanical properties in such type of systems are still largely unexplored. The study of these unknown effects is of interest from both fundamental and practical points of view. In order to study these properties more efficiently, we develop a semi-analytical model based on the free-space Green’s function under eigenmode approximation. This method allows us
to efficiently and accurately determine the electric and magnetic interaction energy, the EM near-field and far-field responses, as well as the EM force and torque acting on each meta-atom in the coupled system. The studies presented in this thesis cover several closely related topics, highlighting the optomechanical properties and the nonlinear effects that arise from EM-elastic coupling in chiral metamaterials. This thesis gives answers to the following problems:

(1) How can we accurately model chiral meta-molecules in the full-wave regime?

Chiral meta-molecules exhibit giant optical activity near the resonances. Accurate modeling of these complicated structures generally relies on full-wave calculations, which is accurate but lack physical insight. In Chapter 2, we employ the near-field interaction model to study the near-field coupling, far-field scattering and optical activity of chiral meta-molecules based on twisted coupled cut-wire pairs. Excellent agreement is found between our semi-analytical model and full wave simulation. We explicitly show the relation between spatial dispersion, resonant enhancement and strong chiral optical effects. It is found that the optimum twist angle, defined by the strongest polarization rotation, varies with frequency, and near resonance is substantially lower than 45 degrees, which is “counter-intuitive” from simple geometry considerations; the underlying reasons of such variation are discussed in details.

(2) Is it possible to use a chiral meta-molecule as an efficient subwavelength optical motor?

The scattering properties of chiral meta-molecules have been extensively studied, and it is well known that chiral meta-molecules can show giant optical activity near their resonances. From the view point of angular momentum conservation, chiral meta-molecules themselves should also experience strong scattering torque, indicating that chiral meta-molecules might find new application in nano-fluidics and nanorobotics as nano light-driven actuators. In Chapter 3, we study the optomechanical properties of chiral meta-molecules based on a pair of twisted split-ring resonators. The condition for achieving continuous rotation, and the roles played by chirality and anisotropy are revealed with a simple analytical model. Moreover, this coupled structure can provide a strong and tunable torque, and can support different optomechanical dynamics under different frequencies of incident waves. By comparing with the full wave calculation, we confirm that this structure can be used as a general prototype of subwavelength light-driven actuators over a wide range of frequencies.

(3) Is there anyway to extend the concept of magnetoelastic metamaterials to chiral meta-molecules and achieve strong nonlinear self-action?

As has been introduced in Sec. 1.5.4, nonlinear self-action using EM force has been demonstrated in many optically large systems, and this idea was recently introduced in subwavelength systems – magnetoelastic metamaterials. However, the original design based on collinear force balancing shows a limited self-tuning effect, mainly due to the limited power density available in practical applications. To enlarge the optomechanical effect, we introduce a different degree of freedom in Chapter 4 – the internal torsional rotation driven by the EM torque within structural elements. We introduce a prototype called torsional chiral meta-molecules based on coupled pairs
of twisted split-ring resonators connected with elastic thin wires. The new design has much higher sensitivity to EM power, and the elastic and EM properties can be independently designed to optimize the response. A rich range of nonlinear phenomena including self-tuning and bistability are predicted with the near-field interaction model, and are demonstrated experimentally at the microwave frequencies, showing that torsional chiral meta-molecules provide an ideal platform for studying various slow nonlinear effects.

(4) Torsional chiral meta-molecules can show giant stationary nonlinear response, how about the dynamical nonlinear response?

Previous studies in cavity-optomechanics already showed that the coupling between mechanical oscillation and retarded EM force from high Q modes can lead to a rich range of dynamic nonlinear effects, such as self-oscillations and chaos. Yet, in most metamaterial systems, the Q factors for EM resonances are usually less than 100, mainly due to their strong scattering loss. This means that the retardation of EM force and torque becomes negligibly small, and the effect can be considered as instantaneous and displacement-dependent. In such cases, torsional meta-molecules with only one degree of mechanical freedom can show only damped oscillation due to the conservative nature of the EM torque involved. In Chapter 5, we introduce a simple structure to achieve nonlinear self-oscillations. The structure extends the torsional double split-rings presented in Chapter 4 by connecting an additional split-ring resonator. The additional degree of freedom introduced allows the system to accumulate EM energy to compensate the damping loss and to achieve self-oscillations. Contrary to many previously studied optomechanical systems, self-oscillations of torsional meta-molecules can be extremely robust against mechanical damping. The chiral nature of the oscillating structure leads to dynamic nonlinear optical activity, which can be actively controlled by a range of parameters such as the field strength and polarization of the incident wave. Note that the optical activity effects in natural chiral molecules and previously studied chiral metamaterials are static and dominated by the linear response, thus this is an effect hardly found in previously studied system.

(5) How does the intermolecular interaction influence the nonlinear behaviour in ensembles of chiral torsional meta-molecules?

Studies of torsional meta-molecules in Chapter 4 and Chapter 5 concentrate on the nonlinear behaviour of single meta-molecules. In practice, these nonlinear meta-molecules can be assembled to control the behaviour of EM waves at the macroscopic level, and the intermolecular EM interaction could bring in qualitatively new effects. In Chapter 6, we study a nonlinear system composed of two or more coupled enantiomeric torsional meta-molecules, i.e. torsional chiral meta-molecules with opposite handedness. It is found that intermolecular EM coupling can change the system stability and lead to spontaneous chiral symmetry breaking. Importantly, such chiral symmetry breaking can be found in both the dynamic and stationary responses of the system, and the effects are successfully demonstrated in a microwave pump-probe experiment. Such symmetry breaking can lead to a giant nonlinear polarization change, energy localization and mode splitting, which provides a new possibility for creating an artificial phase transition in metamaterials, analogous to that in ferrimagnetic
domains.
Optical Activity and Coupling in Chiral Meta-molecules

2.1 Introduction

Subwavelength metallic structures can exhibit exotic electromagnetic properties at resonance. These resonant elements are widely studied as functional devices [353, 354] or as the building blocks of metamaterials – meta-atoms [12, 355]. When the separation between meta-atoms is much smaller than the operation wavelength, such interaction is in the near-field regime and is thus called near-field interaction. This is usually the case when two or more meta-atoms are closely packed and function as a meta-molecule. When two or more elements are assembled to form a hybrid structure, its resonant frequencies and far-field scattering properties can be tuned externally by modifying the spatial arrangement of elements. Recently, such hybrid structures have been extensively studied, including coupled wires [356], coupled split-ring resonators (SRRs) [150, 357], plasmonic oligomers [358], etc. Many interesting spectral features arise in these strongly coupled systems, including mode splitting, Fano lineshapes [359, 360], crossing or avoided crossing [361] and strong polarization rotation [151, 362]. Since the spectral features of these hybrid structures are strongly affected by the inter-particle separation, a deliberate study of the spatial dependence of the inter-particle interaction can provide useful insight for optimizing the device performance.

Twisted dimers are a particularly interesting class of coupled metamaterials, since their reduced symmetry makes them chiral, causing them to rotate the plane of polarisation of an incident wave. Examples include gammadions [362, 364], crosses [140, 151, 365] and SRRs [149, 150, 152, 366] [see Fig. 2.1]. The simplest of such structures is a pair of wires, which have been analytically studied in the low frequency limit [363], but the strongest optical activity occurs around the resonance, which is not within this limit. Such structures are also suitable for adding nonlinear inclusions, leading to strong nonlinear optical activity [189].

In this Chapter, we study the optical activity of a twisted cut-wire dimer, showing that the resonant lineshapes can be easily predicted semi-analytically. This enables accurate modeling of the far-field scattering, clearly showing the polarization rotation in all regimes, including at resonance where the effect is the strongest. The semi-analytical model is based on the free-space Green’s function under the eigenmode approximation (see Appendix A for details), using coefficients derived from the numerically obtained charge and current distributions [244], and a multipole expansion of far-field radiation. In contrast to point-dipole based models [106], our approach is applicable to the close spacing typically used in twisted dimers. We explicitly show
the relation between spatial dispersion, resonant enhancement and strong chiral effect. It is found that the optimum twist angle, defined by the strongest polarization rotation, varies with frequency, and near resonance is substantially lower than 45 degrees, which is “counter-intuitive” from simple geometry considerations; the underlying reasons of such variation are discussed in detail.

2.2 Chiral Meta-molecules based on Twisted Cut-wire Pairs

The twisted cut-wire pair being studied is illustrated in Fig. 2.2. The first cut-wire (denoted as “1”) is located in the plane $z = -s/2$, oriented along the $y$ direction, and the second cut-wire (denoted as “2”) is in the plane $z = s/2$, rotated about the $z$ axis by an angle $\theta$. To model the coupling effect, we develop a semi-analytical model based on the free-space Green’s function (see details in Appendix A). Under the eigenmode approximation, the frequency dependence of the spatial mode profile of a meta-atom can be considered as negligible around the frequency of the eigenmode (see Sec. A.1.2); in this case, we can numerically find the charge $\rho(\omega, r)$ and current distribution $J(\omega, r)$ for a single cut-wire, and separate them into a frequency-
dependent mode amplitude \( Q(\omega) \) and spatially-dependent charge density \( q(r) \) and current density \( j(r) \), i.e.

\[
\rho(\omega, r) = Q(\omega)q(r),
\]

\[
J(\omega, r) = -i\omega Q(\omega)j(r),
\]

\[
q(r) = -\nabla \cdot j(r).
\]

The normalized mode profile \( q(r) \) and \( j(r) \) can be used to calculate the effective impedance of the coupled system (see Sec. A.1.2), which allows us to determine the mode amplitude \( Q_m(\omega) \) of each meta-atom in the coupled system. The lowest order eigenmode of a metallic cut-wire is electric dipole, which has a sinusoidal-like current distribution.

For the dimer system studied here, the sets of coupled equations can be written explicitly as

\[
-i\omega(Z_sQ_1 + Z_mQ_2) = \mathcal{E}_1,
\]

\[
-i\omega(Z_mQ_1 + Z_sQ_2) = \mathcal{E}_2.
\]

\( \mathcal{E}_m \) is the electromotive force acting on meta-atom \( m \), determined by the overlap of the incident wave and the spatial mode profile [see Eq. (A.10)]; \( Z_s = Z_{1,1} = Z_{2,2} \); \( Z_m = Z_{1,2} = Z_{2,1} \) are the effective self impedance and mutual impedance, respectively. The impedance between meta-atom \( m \) and \( n \) has the following form:

\[
Z_{m,n} = i\omega L_{m,n} + \frac{1}{i\omega}\left( \frac{1}{C_{m,n}} + \delta_{m,n}p_m - i\delta_{m,n}r_m \right),
\]

\( \delta_{m,n} \) is the delta function. \( L_{m,n} \) and \( 1/C_{m,n} \) are the effective inductance and elastance (inverse of capacitance), respectively, and they are directly related to the magnetic and electric interaction energy between meta-atoms \( m \) and \( n \) (\( m = n \) corresponds to self interaction). \( P_{m,n} \) and \( R_{m,m} \) are the “local” terms related to the power stored and dissipated by the meta-atom, respectively. All the parameters above can be calculated from the normalized current \( j \) and charge \( q \). Therefore, the coefficients are physically meaningful and no fitted parameters are required (for more details, see Sec. A.1.1 and Sec. A.1.2). The mode amplitude \( Q_m(\omega) \) on each meta-atom can be found directly by solving the coupled equations.

To simplify the discussion, we assume the cut-wires are made from perfect electric conductors such that only scattering loss is taken into account; in this case, \( P_{m,n} \) and \( R_{m,m} \) vanish. We write the mode amplitudes in analytical forms

\[
Q_1 = \frac{Z_s\mathcal{E}_1 - Z_m\mathcal{E}_2}{-i\omega(Z_s^2 - Z_m^2)} = \frac{\omega^2(\mathcal{E}_1 - \kappa M\mathcal{E}_2) - \omega_0^2(\mathcal{E}_1 - \kappa E\mathcal{E}_2)}{\omega^2(1 + \kappa M) - \omega_0^2(1 + \kappa E)}\left[\omega^2(1 - \kappa M) - \omega_0^2(1 - \kappa E)\right]^{-1}
\]

\[
Q_2 = \frac{Z_s\mathcal{E}_2 - Z_m\mathcal{E}_1}{-i\omega(Z_s^2 - Z_m^2)} = \frac{\omega^2(\mathcal{E}_2 - \kappa M\mathcal{E}_1) - \omega_0^2(\mathcal{E}_2 - \kappa E\mathcal{E}_1)}{\omega^2(1 + \kappa M) - \omega_0^2(1 + \kappa E)}\left[\omega^2(1 - \kappa M) - \omega_0^2(1 - \kappa E)\right]^{-1}
\]

where \( \omega_0^2 = 1/(L_s C_s) \) is the resonant frequency of a single cut-wire; \( \kappa_E = C_s/C_m, \kappa_M = \)
Figure 2.2: Schematic layout of the twisted cut-wire pair. The two cut-wires locate in the planes \( z = -s/2 \) and \( z = s/2 \), respectively, with a twist angle \( \theta \) between them. We set their central points lying on the \( z \) axis. The impinging wave propagates in the \( z \) direction and polarized in \( y \) direction. \( \Phi \) is the angle between cut-wire 1 and \( y \) axis.

\( L_m/L_s \) are the electric and magnetic mutual interaction coefficients, respectively. It is clear that two new hybrid resonances exist due to mutual coupling, whose frequencies are determined by the zero points of the denominator of \( Q \), i.e.

\[
\omega_1 = \omega_0 \sqrt{1 + \kappa_E}/(1 + \kappa_M),
\]

(2.9)

\[
\omega_2 = \omega_0 \sqrt{1 - \kappa_E}/(1 - \kappa_M).
\]

(2.10)

\( \omega_1, \omega_2 \) correspond to the frequencies for symmetric (\( Q_1(\omega_1) = Q_2(\omega_1) \)) and antisymmetric (\( Q_1(\omega_2) = -Q_2(\omega_2) \)) modes, respectively. Note that the radiative damping is automatically included in the calculation of \( L \) and \( 1/C \) via the retardation term \( \exp(\text{ik}|\mathbf{r} - \mathbf{r}'|) \) in the Green’s function [see Eq. (A.8) and Eq. (A.9) in Appendix A], thus the coupled modes have finite linewidths and overlap. Since the denominator achieves a nonzero minimum at resonance, it is generally difficult to excite pure symmetric or anti-symmetric modes unless the two cut-wires are excited intentionally with in-phase (\( E_1 = E_2 \)) or out-of-phase (\( E_1 = -E_2 \)) sources. For any source with different excitation on the cut-wires (\( E_1 \neq \pm E_2 \)), both symmetric and anti-symmetric modes can be excited. Specifically, for the plane wave excitation used here,

\[
\mathcal{E}_m = -\int j_m \cdot \mathbf{E}_i(r_m) dr^3 = -\mathbf{l}_m \cdot \mathbf{E}_{m,i},
\]

(2.11)

where \( \mathbf{l}_m \) is the normalized dipole moment.

Having determined the mode amplitudes \( Q_1 \) and \( Q_2 \), we use them to investigate the scattering properties. Undoubtedly, a rigorous calculation of the vector potential by making a volume integral of the current density can give us the field information from near-field to far-field region. But in the far-field zone, a multipole expansion of the chiral meta-molecule can already give us a good approximation. Here we only take into account the three dominant terms: electric dipole \( \mathcal{P} \), electric quadrupole \( \mathcal{Q} \) and magnetic dipole \( \mathcal{M} \); we use different calligraphic symbols for the multipole moments of meta-molecules to distinguish them from those of meta-atoms used in Ap-
The radiated electric field at the far-field point $R$ can be written explicitly as

$$E(R) \approx \exp(ik_0 R) \left\{ -\omega^2 R \times \left( \frac{R \times \mathcal{P}}{R^2} \right) + \frac{i\omega^3 R \times [R \times (R \cdot \mathcal{Q})]}{2eR^3} - \frac{\omega^2 R \times \mathcal{M}}{eR} \right\}.$$  

(2.12)

From the symmetry of the charge and the current distributions, we can express the electric dipole, quadrupole and magnetic dipole moments of the chiral meta-molecule in terms of the electric dipoles of the cut-wires:

$$\mathcal{P} = \int \rho r \, dr^3 = Q_1 \int q_1 r_1 \, dr_1^3 + Q_2 \int q_2 r_2 \, dr_2^3 = l_e [Q_1 \sin \Phi + Q_2 \sin(\Phi - \theta)] \cdot x + [Q_1 \cos \Phi + Q_2 \cos(\Phi - \theta)] \cdot y,$$

(2.13)

$$\mathcal{M} = \frac{1}{2} \int J \times r \, dr^3 = \frac{-i\omega}{2} \left( Q_1 \int j_1 \times r_1 \, dr_1^3 + Q_2 \int j_2 \times r_2 \, dr_2^3 \right) = \frac{i\omega l_e s}{4} \left\{ [Q_2 \cos(\Phi - \theta) - Q_1 \cos \Phi] \cdot x - [Q_2 \sin(\Phi - \theta) - Q_1 \sin \Phi] \cdot y \right\},$$

(2.14)

$$\mathcal{Q} = \int \rho r^2 \, dr^3 = Q_1 \int q_1 r_1 \, r_1 \, dr_1^3 + Q_2 \int q_2 r_2 \, r_2 \, dr_2^3 = l_e s \left\{ [Q_2 \cos(\Phi - \theta) - Q_1 \cos \Phi](yz + zy) + [Q_2 \sin(\Phi - \theta) - Q_1 \sin \Phi](xz + zx) \right\}.$$  

(2.15)

$l_e = |l_1| = |l_2|$ is the amplitude of the normalized dipole moment, $s$ is the separation between two cut-wires. By substituting these expressions into Eq. (2.12), we can readily calculate the far-field radiation patterns and analyse the contribution of each term. From the above expressions for the electric and magnetic dipole moments of the chiral meta-molecule, we can also derive the effective magnetic polarizability $\alpha^{mm}$ and the magnetoelectric coupling constant $\alpha^{em}$ [see Eq. (1.7) in Chapter 1]. We neglect the effect of the quadrupole moment here first, since it leads to additional spatial dispersion. Recall that in Chapter 1, we discussed the relation between artificial magnetic response and nonlocal effects at the macroscopic scale; in fact, twisted cut-wire pairs provide a straight-forward insight of such relation at the microscopic scale [105]. The magnetic field $H$ is related to the local curl of the electric field $E$ [Eq. (1.1)]. Since the separation between cut-wires $s \ll \lambda$, the incident magnetic field in between the pairs can be approximated by

$$H_{i,x} = \frac{i}{\omega \mu_0} \left( \frac{\partial}{\partial z} E_{i,y} \right) \approx \frac{i}{\omega \mu_0 s} \left( E_{i,y}^{(2)} - E_{i,y}^{(1)} \right).$$  

(2.16)

The effective magnetic polarizability and chiral coefficient can be calculated directly from the ratio of the dipole moments $\mathcal{P}, \mathcal{M}$ and the corresponding field components.
Optical Activity and Coupling in Chiral Meta-molecules

Figure 2.3: Normalized amplitudes and phases of $Q_1$ and $Q_2$ under $\Phi = 0^\circ$ and different twist angles $\theta$. (a,b) $\theta = 0^\circ$, (c,d) $\theta = 20^\circ$, (e,f) $\theta = 45^\circ$. The results from our analytical model (an.) and numerical simulation (nu.) are plotted in (—) and ($\blacklozenge$), respectively. The black dotted lines are the phase differences between $Q_1$ and $Q_2$ calculated with the analytical model.

To take the xx components as an example,

$$a_{xx}^{mm} = \frac{M_x}{H_{i,x}} = \frac{\omega^2 s^2 l_e}{4c^2 \varepsilon_0} \frac{Q_2 \cos(\Phi - \theta) - Q_1 \cos \Phi}{E_{i,y}^{(2)} - E_{i,y}^{(1)}} \propto (k_0 s)^2,$$

and

$$a_{xx}^{em} = \frac{P_x}{H_{i,x}} = -\frac{\omega s l_e}{c} \sqrt{\frac{\mu_0}{\varepsilon_0}} \frac{Q_1 \sin \Phi + Q_2 \sin(\Phi - \theta)}{E_{i,y}^{(2)} - E_{i,y}^{(1)}} \propto k_0 s.$$

This explicitly shows that artificial magnetic response and chiral response are actually manifestation of the second order and first order spatial dispersion, respectively [105].

2.3 Near-field and Far-field Responses

To test our model, we compare it with the results of full wave simulation from CST Microwave Studio (see Sec. A.4 for more details). In the calculation, we take $a=6$ mm, $t=0.1$ mm, $w=1$ mm and $s=1$ mm. The incident plane wave is polarized in the $y$ direction, parallel to cut-wire 1 ($\Phi = 0^\circ$); open boundaries are employed in all directions. To probe the resonant spectral features, two near-field probes are positioned 0.1 mm away from the ends of the cut-wires; a far-field probe is used to detect the forward scattered wave in the positive $z$ direction.

Fig. 2.3 compares the results of $Q_1$ and $Q_2$ calculated using our model and the near-field spectra from CST-MWS. Both the normalized amplitudes and the phases from the model have an overall good agreement with CST-MWS. Since the near-field spectrum from a probe is position-dependent, it is inevitable that some difference occurs.
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Figure 2.4: Amplitudes and phases of the electric field of forward scattered wave at (0,0,z), under $\Phi = 0^\circ$ and different twist angle. (a,b) $\theta = 0^\circ$, (c,d) $\theta = 20^\circ$, (e,f) $\theta = 45^\circ$. The results from analytical model (an.) and numerical simulation (nu.) are plotted in (—) and (⋄), respectively.

shows up. The sharp resonance at around 22 GHz corresponds to the antisymmetric mode, as can be confirmed by the phase difference between $Q_1$ and $Q_2$ (black dotted line). The amplitude spectra show typical Fano lineshapes due to the interference between the broad super-radiant symmetric mode and the narrow sub-radiant anti-symmetric mode. We note that using only the real parts of the self and mutual impedances correctly predicts the resonant frequencies, but gives erroneous lineshapes; therefore it is important to include all the imaginary terms from the retardation such that it can predict correct lineshapes.

Next, we compare the forward far-field radiation spectra, as shown in Fig. 2.4. The results have been normalized by the distance-dependent factor $\exp(\frac{ik_0z}{z})$. The sharp peak around the antisymmetric mode in Fig. 2.4 is actually an effect related to the directive “super-scattering”, when multiple channels (modes) of scattering interfere constructively in one direction [367–369]. This mechanism can be considered as a generalization of the well-known theory for directive RF antennas. Figure 2.5 demonstrate the three dimensional scattering patterns of $|E|$ calculated from our model and CST-MWS, very nice agreement is shown. Our model also allows us to characterize the contribution of each multipole component.

When cut-wire 2 is twisted by an angle $\theta$, a cross component $E_x$ is observed in the radiated wave. For clarity, the electric field amplitudes of radiation are multiplied by 1.5 and 3 in Fig. 2.4 (c) and (e), respectively. The excellent agreement between our method and numerical simulation is evident. Under a certain twist angle, the strongest cross polarization conversion occurs near the antisymmetric resonance, when $Q_2$ becomes maximum. This is consistent with Eq. (2.12): when $R = (0,0,z), \Phi = 0$, $E_x(\omega,R) = -\omega^2 Q_2 l_e \sin \theta \left[1 - i\omega s/2c \right] \exp(i k_0 z) / (4\pi \epsilon_0 c^2 z)$. 
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Figure 2.5: Directive scattering patterns at the antisymmetric mode with $\Phi = 0^\circ$, $\theta = 0^\circ$, calculated with (a) semi-analytical model, and (b) full-wave simulation (CST Microwave Studio).

2.4 Optimum Twist Angle

The dependence of the output polarization state on the twist angle and other parameters is of interest in the study of chiral structures. To show the efficiency of this model, we calculate the whole map of polarization states, when $\theta$ changes from $0^\circ$ to $90^\circ$ with a step of $1^\circ$, as shown in Fig. 2.6(a). It is found that the optimum twist angle (magenta dots) varies with frequency, which is different from the result ($\theta = 45^\circ$) predicted from simple geometrical considerations [370].

From the viewpoint of symmetry, it is true that 45 degrees is halfway between the symmetric configurations at $\theta = 0^\circ$ and $\theta = 90^\circ$, and hence would be expected to be the least symmetric configuration. As has been predicted [363, 370], such asymmetry can be characterized by the chirality index $\Xi = \frac{1}{2}sa^2\sin 2\theta$ [363], which shows a maximum value at 45 degrees; for the transmission of a randomly-oriented assembly, if the spatial distribution of current and the interaction between neighboring cut-wire pairs are not taken into account, the optimum twist angle, at which the polarization rotation effect becomes the strongest, will also occur at 45 degrees in the long-wavelength limit (far from resonance) [363]. This indicates that only when the wires are infinitely thin and the structure is in the long-wavelength limit, will the optimum angle be 45 degrees.

For the case of our resonant structures, the optimum twist angle with maximum polarization rotation is determined by several factors. The first one is the intrinsic anisotropy of the cut-wire pair. The polarization rotation depicted in Fig. 2.6 (a) has contributions from both the chirality and the anisotropy of the structure. To exclude the influence of anisotropy, we calculate the scattered wave from the twisted cut-wire pair with its orientation rotated by 90 degrees (i.e., cut-wire 1 becomes oriented in $x$ direction), and combine with the original scattered wave when cut-wire 1 is oriented in $y$ direction. The polarization rotation angle of the averaged scattered wave is shown in Fig. 2.6 (b), and the optimum angle for each frequency is determined by the maximum absolute value of the polarization rotation angle. It can be seen that far from resonance, the polarization rotation angle is very small since the effect of
anisotropy is excluded. This result is consistent with previous predictions [363]: if the two cut-wires are twisted about their central points, the polarization rotation effect of a randomly-oriented assembly will disappear in the long-wavelength limit. However, the rotation effect remains strong near the antisymmetric mode, and the optimum angles are still strongly frequency dependent. Such behaviour is due to the second factor: large phase variation due to strong coupling. The phase difference between the two resonators cannot be described approximately by exp\((ik_0|\mathbf{r} - \mathbf{r}'|)\) near the antisymmetric mode (which otherwise would be a straight line with respect to the frequency), as shown in Fig. 2.3. Some approximations used in the quasi-static limit become invalid and it will cause a significant variation from the results obtained [363], and the optimum points change drastically. The third factor is the finite width of the wire. The current distribution in such finitely-wide cut-wires can no longer be considered as line-current, and this can lead to different result in optimum angle even in the long wavelength limit. One extreme case is when \(w = a\), the lowest symmetry point should locate at 22.5 degrees. Thus the lowest symmetry point for the case \(w < a\) is expected to be between 22.5 and 45 degrees.
2.5 Summary

To conclude, in this chapter, we studied the coupling and optical activity of meta-molecules based on twisted cut-wire pairs. We developed a semi-analytical method based on the free-space Green’s function under the eigenmode approximation and employed it to study the resonant and scattering properties of chiral meta-molecules. In this method, all the parameters can be obtained deterministically by considering the near-field interaction and the retardation effect. A twisted cut-wire pair was studied to test the model; both the near-field spectra and far-field scattering show good agreement with full-wave simulation, even in the regime where quasi-static theories fail. We provided a microscopic insight into the artificial magnetic and chiral responses, showing their relation with the spatial dispersion. With this model, we analyzed how the optimum twist angle changes with frequency and revealed that the difference from the simple geometry consideration is mainly due to the strong phase variation near the resonance and the finite width of the cut-wires.

This method can be further extended as an efficient tool for exploring other chiral and hybrid structures. The approach can also be extended to include the complex coupling in an array as well as the optomechanical properties of the system. In fact, the introduction of optomechanical coupling can greatly extend the functionality of chiral meta-molecules. For example, the study in this chapter and previous studies of chiral materials all showed that optical activity effects are static in time, but actually optical activity can also become nonlinear and dynamic when we introduce optomechanical coupling into chiral meta-molecules. These novel effects will be further discussed in the following chapters.
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Chapter 3

Chiral Meta-molecules Rotated by Light

3.1 Introduction

Using light to manipulate objects or even to drive a machine is a fascinating field of study. It is well known that the interaction between light and matter is usually accompanied by the transfer of linear or angular momentum [371]. Many tools and devices based on this principle have been developed, such as optical tweezers [272, 273], optical wrenches [274, 275] and optical motors [276, 277]. These light-driven tools provide novel ways to manipulate tiny objects and are widely employed in fields such as micro-fluidics [372] and biophysics [373].

Basically, there are two ways to generate optical torque. One is to introduce the angular momentum directly from the illuminating wave by manipulating its polarization state or phase front, for example, by using circularly polarized light or vortex beams [272, 274, 371, 374, 375] [Fig. 3.1 (a), (c) and (d)]. The other one is to use chiral structures [Fig. 3.1 (b)], which scatter light into different angular momentum modes with unequal intensity [376, 377]. Due to the conservation of angular momentum, chiral structures can generate torques even though the impinging wave has zero angular momentum (for example, a linearly polarized plane wave). However, due to the small dielectric constant (which also means a weak light-matter interaction) in most dielectric materials, early studies of optical torque often required birefringent or chiral structures that are of the order of (or even orders of magnitude larger than) the working wavelength to generate a sufficiently large torque [378]. Recently, it was demonstrated that by taking advantage of the plasmonic resonance, a strong radiation torque can be generated with a 100 nm-scale plasmonic nanomotor based on a planar chiral geometry [Fig. 3.1 (e)] [291].

Generating strong torque with a sub-wavelength actuator is the key step towards highly integrated light-driven systems. The advent of metamaterials and plasmonic structures paves the way to achieve strong light-matter interaction at a sub-wavelength scale, and the coupled structures further offer us the chance to tune their performance through near-field interaction [360, 379]. As has been introduced in Chapter 2, twisted dimers, such as twisted split-ring resonators and cut-wire pairs, are a particularly interesting class of coupled chiral meta-molecules that can exhibit strong linear or even nonlinear optical activity near the resonances. Although much work has been done on their electromagnetic properties, their optomechanical properties are still largely unexplored.

Due to angular momentum conservation, it is expected that a chiral meta-molecule
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Figure 3.1: (a) Setup in an early study of electromagnetic torque. The liquid-drop-suspended electric dipole can be driven to rotate by a circularly polarized wave at microwave frequencies [371]. (b) Complex micromachine built by the two-photon polymerization technique. The two engaged cogwheels (pointed by solid arrows) are rotated by a light-driven chiral motor (pointed by dashed arrows) [276]. (c) (top) Schematic of polarization vector \( \mathbf{P} \) induced in an anisotropic particle by an external electric field \( \mathbf{E} \). Torque is generated when \( \mathbf{P} \) is not aligned with the field; (bottom) a particle being trapped can be rotated by rotating the incident polarization and works as an optical wrench [274]. (d) (top) Schematic of the wave front of a Laguerre-Gauss beam with \( \text{LG}_{02} \) mode [380]; (bottom) Time-lapse image of a single colloidal sphere traveling around the optical vortex [381]. (e) (top) A silica microdisk rotated by the embedded light-driven plasmonic nanomotor (100 nm by 100 nm). (bottom) The electric field amplitudes and Poynting vectors of the two plasmonic modes that generate torques in opposite directions [291].

should also generate strong torque. In this chapter, we provide an approach to achieving strong and tunable torque with a subwavelength chiral meta-molecule. We study the radiation torque generated in a twisted split-ring resonator pair when illuminated by linearly polarized plane waves. With the semi-analytical model based on near-field interaction, we explicitly show the mechanism and found that such structures can offer two rotational frequency bands (RFBs), in which the direction of the torque does not change as the structure rotates. The prediction from this simple model shows good overall agreement with full-wave calculations based on the Maxwell stress tensor. Moreover, we study the dynamics of this structure under the influence of friction and show that such a simple coupled structure can offer rich opto-mechanical modes, which enables the chiral meta-molecule to function as an optical motor or an optical...
§3.2  **Mechanism of Light-driven Actuators Based on Twisted SRR Pairs**

The twisted SRR pair studied is illustrated in Fig. 3.2. The two identical SRRs (denoted as “1” and “2”) are offset by a distance $s$ in the $z$ direction, and the twist angle between them is fixed at $\theta$ during rotation. The incident plane wave propagates along the $z$ axis, with a linear polarization in the $x$ direction. Since the structure is chiral, it may experience a radiation torque even under illumination by linearly polarized waves, and the rotation angle is denoted as $\Phi$. To understand the optomechanical properties of the structure, we first need to find its electromagnetic response, then we use its frequency-dependent charge and current distributions to calculate the radiation torque for different rotation angles, and finally we can solve the dynamic equations of the system. As has been shown in Chapter 2, under the eigenmode approximation, we can separate the current and charge of a single SRR into a frequency-dependent mode amplitude $Q_m(\omega)$ ($m = 1, 2$) and spatial distributions $j(r)$ and $q(r)$. To simplify the calculation while retaining insight into the underlying physics, we treat each SRR as an infinitely thin current line with a spatially variant current distribution along the azimuthal direction. We find that compared to the full-wave calculated current distribution in a thin SRR, a sinusoidal function is a good
approximation for the lowest order mode (magnetic dipole mode):

\[ j(\alpha) = \begin{cases} 0, & \alpha \in [-\frac{\alpha_0}{2}, \frac{\alpha_0}{2}] \\ \hat{e}_x \cdot \sin\left[\frac{(\alpha - \alpha_0/2)\pi}{2\pi - \alpha_0}\right], & \alpha \notin [-\frac{\alpha_0}{2}, \frac{\alpha_0}{2}] \end{cases} \] (3.1)

\( \alpha \) is the azimuthal angle and \( \alpha_0 \) is the angle of the gap; the charge spatial distribution can be obtained from

\[ q(\alpha) = -\nabla \cdot j(\alpha) = -\frac{1}{a} \frac{\partial}{\partial \alpha} j(\alpha) \] (3.2)

with \( a \) being the radius of the SRR. The effective self and mutual impedance, as well as the mode amplitudes can be worked out following the procedure introduced in Chapter 2.

\[ Q_1 = \frac{Z_s E_1 - Z_m E_2}{-i\omega(Z_s^2 - Z_m^2)}, \quad Q_2 = \frac{Z_s E_2 - Z_m E_1}{-i\omega(Z_s^2 - Z_m^2)} \] (3.3)

with

\[ E_1 = -E^i \cdot l_1 = |E^i| l_e \cos \Phi, \quad E_2 = -E^i \cdot l_2 = |E^i| l_e \cos(\Phi + \theta) \exp(i\phi). \] (3.4)

(3.5)

(3.6)

\( \varphi = k_0 s \) is the difference in excitation phase of the two SRRs due to retardation. Once we get the frequency-dependent current and charge distributions \( J(r, \omega) = -i\omega Q(\omega) q(r) \) and \( \rho(r, \omega) = Q(\omega) q(r) \), we can calculate the torque experienced by each of the SRRs, and their sum is the net external torque. The torque induced by the external field is

\[ \mathbf{M}^{\text{ext}} = \int_V \mathbf{r} \times [\rho(r) \mathbf{E}^i + J(r) \times \mathbf{B}^i] \, d^3 \mathbf{r} \] (3.6)

We assume that the structure is only allowed to rotate about the \( z \) axis. Due to the structural symmetry, the magnetic part does not contribute to the EM torque about the \( z \) axis. The time averaged torque exerted on SRR 1 and SRR 2 can then be written in a very concise form when we only consider the dominant contribution from electric dipole moments:

\[ \mathbf{M}_1^{\text{ext}} = -\frac{1}{2} \text{Re}[Q_1^* (\omega, \Phi)] l_e |E^i| \sin \Phi \cdot \hat{z} \] (3.7)

\[ \mathbf{M}_2^{\text{ext}} = -\frac{1}{2} \text{Re}[Q_2^* (\omega, \Phi) \exp(i\varphi)] l_e |E^i| \sin(\Phi + \theta) \cdot \hat{z} \] (3.8)

By substituting Eq. (3.3) and (3.4) into Eq. (3.7) and (3.8), we finally arrive at the total external torque, which we then decompose into two components \( \mathbf{M}^0 \) and \( \mathbf{M}^r \)

\[ \mathbf{M}^{\text{ext}} = \mathbf{M}_1^{\text{ext}} + \mathbf{M}_2^{\text{ext}} = \mathbf{M}^0 + \mathbf{M}^r \] (3.9)

where

\[ \mathbf{M}^0 = \frac{|E^i|^2}{2} \text{Re}(A^* \cos \theta - B^* \cos \varphi) \sin(2\Phi + \theta) \cdot \hat{z} \] (3.10)

\[ \mathbf{M}^r = \frac{|E^i|^2}{2} \text{Im}(B^*) \sin \theta \sin \varphi \cdot \hat{z} \] (3.11)
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Figure 3.3: Normalized mode amplitudes $Q_1, Q_2$ and the radiation torque $M_{\text{ext}}$ of the chiral meta-molecule with mutual twist angle $\theta = 90^\circ$, where (a) and (b) are calculated from the analytical model, (c) and (d) are the full wave calculations of the microwave sample, and (e) and (f) are the full wave calculations of the optical sample. For the analytical model, $a=1.16 \text{ mm}, a_0=11^\circ$; for the microwave sample, $a=1.2 \text{ mm}, t=0.03 \text{ mm}, w=0.24 \text{ mm}, g=0.2 \text{ mm}$ and separation between SRRs $s=2 \text{ mm}$; for the optical sample, $a=80 \text{ nm}, t=30 \text{ nm}, w=30 \text{ nm}, g=30 \text{ nm}$ and $s=80 \text{ nm}$. The blue and red shadings in the torque diagrams denote the rotational frequency bands.

with $A = Z_s / \left[ -i \omega (Z_s^2 - Z_m^2) \right]$ and $B = Z_m / \left[ -i \omega (Z_s^2 - Z_m^2) \right]$. Note that $A$ and $B$ are independent of the rotation angle $\Phi$. Therefore, $M^\circ(\Phi)$ is a rotation angle-dependent torque, whose sign is periodically changing as the structure rotates, and thus it leads to the oscillatory dynamics. The component $M^r$ does not depend on $\Phi$ and it contributes to the continuous rotation. We further note that $M^r$ vanishes when any of the following three go to zero: the mutual interaction $Z_m$, the retardation $\varphi$ or the twist angle $\theta$, which verifies its relation with the structural chirality. It can be expected that there will be a rotational frequency band when $\Delta M = |M^r| - \max(|M^\circ|) > 0$, in which the chiral meta-molecule will be driven to rotate continuously in one direction.
3.3 A General Prototype of Sub-wavelength Light-driven Actuator

To verify our prediction, we compare our model with the results from full wave simulation using CST Microwave Studio (see Sec. A.4 for more details). In the analytical model, we choose $a=1.16 \text{ mm}$ and $\alpha_0 = 11^\circ$. In the full wave simulation, we calculate the structures that work at microwave and optical frequencies, respectively. For the microwave sample, the metal is chosen as copper ($\sigma = 5.8 \times 10^7 \text{ S/m}$) and the background is vacuum; while for the optical sample, the metal is gold described by the Drude model ($\epsilon_\infty = 1$, $\omega_p = 1.37 \times 10^{16} \text{ rad/s}$, $\Gamma = 1.2 \times 10^{14} \text{ Hz}$) and the background is set as SiO$_2$ ($\epsilon_r = 2.13$). The external torque is calculated via the Maxwell stress tensor [382] (see Sec. A.2). Since any linear-polarization can be decomposed into two orthogonal components, we calculate the torques under $\Phi = 0^\circ$ and $90^\circ$ to confirm the position of the rotational frequency bands.

For the microwave sample, both the trends of the normalized mode amplitudes and the torques show good overall agreement with our simple model, as shown in Fig. 3.3 (a) to (d). The difference mainly arises from the actual geometries of the structures and some perturbation of the charge and current distributions due to strong near-field interaction. For the optical sample [Fig. 3.3 (e) and (f)], the simple model (not shown) gives only qualitative agreement due to the omission of the metal dispersion. However, the numerical results confirm that the physics is the same for the microwave and optical regimes.

The values in Fig. 3.3 (b) and (d) are normalized to an input power density of $1 \text{ mW/mm}^2$; in Fig. 3.3 (f), the values are normalized to a power density of $1 \text{ mW/\mu m}^2$. The two resonances around 19.6 GHz (205 THz) and 20.8 GHz (250 THz) correspond to the symmetric mode and antisymmetric mode, respectively. We note from Fig. 3.3 (b), (d) and (f) that there are two rotational frequency bands around the resonances, which are denoted by the blue and red shadings: in the blue area (the lower frequency bands), $\mathbf{M}^{\text{ext}}$ is always negative; while in the red area (the higher frequency bands), $\mathbf{M}^{\text{ext}}$ is always positive. Such agreement demonstrates that the simple analytical model of the twisted SRR pair can be used for calculating and designing subwavelength light-driven actuators over a wide range of frequencies. Moreover, it is quite inspiring that the torque calculated from the unoptimized subwavelength ($\approx \lambda^3/500$) optical sample is of the order of $2 \times 10^{-20} \text{ N-m}$, which is comparable to that shown in previous works which use much larger dielectric chiral structures ($> 25\lambda^3$) and higher power trapping beams [378].

In contrast to the optical motor based on a single resonator, the chiral metamolecule enables us to tune its resonant properties and optomechanical behaviour, by changing the geometry of the resonators. To capture insight into the evolution of the rotational frequency bands as the twist angle $\theta$ and the separation $s$ change, we plot $\Delta M > 0$ as a function of frequency and $\theta$ in Fig. 3.4 (a) and (b) by fixing $s=1 \text{ mm}$ and $s=2 \text{ mm}$; in Fig. 3.4 (c) and (d), $s$ varies from 0.5 mm to 3.5 mm, while $\theta$ is fixed at $45^\circ$ and $90^\circ$, respectively. The regimes with $\Delta M > 0$ correspond to the rotational frequency bands. Through the tuning, we can change the bandwidths, spectral distance and the strength of the two bands.

When carefully examining the evolution of the rotational frequency bands, one feature attracts our attention: although the rotational frequency bands centre around the two branches of resonances, the variation of their bandwidths and the rotating power does not coincide with the change of the resonances. For the twisted SRR pair
studied, the bandwidth of the symmetric mode exhibits a monotonic decrease as the twist angle or separation increases, while a reversed trend can be observed for the antisymmetric mode [152]. However, the bandwidths of rotational frequency bands show a more complicated non-monotonic behaviour since they are affected by several factors. For a given twist angle or separation, there is an optimum configuration in which we can get the strongest rotational power, as shown by the white arrows in Fig. 3.4. Qualitatively, we can understand this behaviour from Eq. (3.11): the strength of $M_r$ is simultaneously affected by the mutual interaction $Z_m$, the retardation $\varphi$ and the twist angle $\theta$. To take the antisymmetric mode as an example, decreasing the separation or twist angle usually gives a stronger resonance, however, this comes at the expense of smaller values of $\sin \theta$ and $\sin \Phi$, thus the optimum configuration should be a balance of the resonance strength, the degree of asymmetry and the retardation.

### 3.4 Rotational Dynamics

Using the analytical expression for the torque, we study the dynamics of the structure also taking into account friction in the system, which can be caused by the medium in which the meta-molecule is placed. Here, we suppose the chiral meta-molecule is fixed in a polystyrene (with relative permittivity of approximately 1) disk with radius $R=2$ mm, and the whole structure is suspended in air. The angular speed $\Omega = \frac{d\Phi}{dt}$ of the chiral meta-molecule can be found from the dynamic equation
using, e.g., numerical Runge-Kutta method

\[ I \frac{d^2 \Phi}{dt^2} + \gamma \frac{d\Phi}{dt} = M_{\text{ext}}(\Phi) \tag{3.12} \]

where \( I \) is the moment of inertia of the structure, \( \gamma = \pi R^2 \eta (4R/3 + 2s) \) is the damping coefficient, and \( \eta = 17.8 \times 10^{-6} \text{Pa} \cdot \text{s} \) is the viscosity of air. The introduction of additional friction may change the rotational velocity, but will not change the overall dynamic characteristics. Fig. 3.5 depicts the torque components \( M^r \) and \( \text{max}(|M^o|) \) as well as the rotational dynamics of the chiral meta-molecule with parameters corresponding to Fig. 3.3 (a) and (b), and an incident power density of 10 mW/mm\(^2\). As expected, two frequency bands with opposite rotation directions appear near the symmetric and antisymmetric resonances, with their regimes determined by \( |M^r| > \text{max}(|M^o|) \), as predicted in Fig. 3.3 (b).

The twisted SRR pairs will experience a continuous rotation when driven by a fre-
quency within the rotational frequency bands, and thus it can act as a subwavelength motor; while outside the rotational frequency bands, the rotation angle becomes stable after a relaxation process, and the structure behaves as an anisotropic scatterer and can function as an optical wrench. The scattered wave amplitude also changes periodically as the structure rotates, and thus it provides the possibility of detecting its motion and the torque. In contrast to chiral structures with a high degree of rotational symmetry or simple anisotropic structures, the twisted SRR pairs can offer a variety of optomechanical modes: (1) rotation with constant angular speed, which can be obtained around the frequency point of $\max(|M^0|) \to 0$; (2) rotation with time-varying angular speed, where the structure accelerates and decelerates repeatedly, with its variation period determined by the frequency; (3) damped oscillations, in which one can control the equilibrium position by changing the input polarization angle or the frequency. Such a multifunctional subwavelength light-driven actuator can potentially find a variety of applications in nano-fluidics and nano-robotics.

3.5 Summary

To conclude, in this chapter, we proposed the use of a pair of twisted SRRs as an efficient subwavelength optical actuator. By using a simple analytical model, we explicitly revealed the underlying mechanism and the condition for continuous rotation. Comparison with full wave calculation showed that this structure can be used as a general design prototype in a wide frequency range from microwaves to optics. Such a coupled structure provides strong rotational power comparable to that achieved by other dielectric structures, which are much larger in size and require more power. Moreover, due to the combined effect of chirality and anisotropy, the structure can support multiple optomechanical modes, and can function as an optical motor and an optical wrench at different frequencies. The proposed structure is expected to find application in a variety of fields.
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Chiral Meta-molecules Rotated by Light
Nonlinear Response via Intrinsic Rotation in Metamaterials

4.1 Introduction

As has been introduced in Section 1.5.4, nonlinear bistability due to the interplay between mechanical deformation and optical resonance was identified 30 years ago by A. Dorsel et al., in a Fabry-Perot cavity with a suspended mirror [326]. A similar effect was later observed in an analogue cavity system at microwave frequencies [328]. The basic principle can be explained by an effective potential [see Fig. 4.1 (a)]. The range of effects available in this way becomes much broader when dynamic couplings are taken into account, now known as the prominent field of cavity-optomechanics [319,383,384].

While many studies in optomechanics have been performed in optically large systems, it would be instructive to study such coupling in subwavelength systems such as metamaterials, particularly when considering the great design flexibility and the intriguing effective EM parameters provided by metamaterials might lead to new effects. Recently, M. Lapine et al. initiated the first step and pointed out that introducing a mechanical degree of freedom into electromagnetic metamaterials could lead to an interesting range of nonlinear effects, giving rise to a new class of magnetoelastic metamaterials [324] [see Fig. 4.1 (b)] and to wide-band operation [385]. At the same time, the implementation of magnetoelastic metamaterials [324] remains challenging. Although nonlinear self-tuning has already been demonstrated experimentally, first in the original prototype based on ring resonators [324] [see Fig. 4.1 (b)], and later in metamaterials based on flexible helices [349,350] [see Fig. 4.1 (c)], the demonstration of strong nonlinear self-actions such as bistability is still challenging. In addition, designs applicable for microwave frequencies, such as the conformational nonlinearity in resonant spirals, remains inaccessible for optics, and new designs that are more suitable for micro/nano-fabrication are required [see Fig. 4.1 (d)]. The reason for this is that the electromagnetic forces employed in the initial designs are relatively weak, and it requires either high power or extremely small elastic restoring forces to achieve large deformation and giant nonlinearity, which poses a considerable manufacturing challenge.

We recall that earlier studies on structurally tunable metamaterials [152,243,244,357] as well as our studies in Chapter 2 and Chapter 3, showed that near-field interaction can significantly improve the tunability range. Therefore, we expect that the most efficient approach to implementing strong coupling between electromagnetic and mechanical effects should rely on near-field interactions. In particular, changing the mutual orientation between the neighboring elements can have a profound effect.
Figure 4.1: (a) Basic principle of optical force induced bistability explained by effective potential [319]. (b) to (d) Exploiting optomechanical effects with subwavelength sized structures. (b) Magnetoelastic metamaterials [324] and (c) helical chiral metamaterials showing conformational nonlinearity [350]. (d) Design of a dielectric infrared metamaterial hybridized with flexible nano-beams. Optomechanical nonlinear effects such as bistability and unidirectional nonlinear transmission were shown numerically [351]. The red arrows indicate the directions of the EM force experienced by the structure.

on the resonator coupling and the structure of the coupled modes. Instead of a considerable displacement of an entire array of meta-atoms, it is sufficient to move the crucial parts within the meta-molecules — for example, the gaps of the two coupled split-ring resonators of a chiral meta-molecule, as has been shown in Chapter 3.

4.2 General Concept of Chiral Torsional Metamaterials

Let us now introduce our concept: nonlinear chiral metamaterials with intrinsic torsional rotation. As a building element of the structure (see Fig. 4.2), we consider two coaxial split ring resonators (SRRs) with elastic feedback between them. The rings are allowed to rotate about the common axis, while the elastic feedback is provided by connecting a thin elastic wire. Indeed, the use of elastic wires has a prominent history in physics, for example, the milestone achievement of the experimental demonstration of light pressure by P. N. Lebedev [278]. Here, we employ the electromagnetic (EM) torque to construct a “light-driven” chiral meta-molecule, which enables us to modulate the resonant frequencies by twisting the rotatable element directly with EM waves. The component of the EM forces which twists the rings with respect to each
Figure 4.2: Conceptual layout of a torsional metamaterial and its rotational metamolecule. Incident wave propagates along $y$ direction, having a linear polarization with the electric field along $x$ and magnetic field along $z$. The induced electromagnetic torque between the resonators changes the mutual twist angle $\theta$ between the rings, connected by an elastic wire.

other is normally not the strongest among the forces involved, but the prominent advantage of using EM torque instead of collinear EM force to drive a meta-atom, is that the effective lever arm of the azimuthal EM force can be much larger than that of the azimuthal restoring force from a thin wire; this can effectively magnify the deformation in the azimuthal direction by orders of magnitude.

Technically, there are a number of ways to implement this general scheme. In our design, one of the rings is fixed to a substrate and the other one is suspended on a long wire. One can attach additional short wires to the suspended ring to provide stability against tilt in other directions (see Fig. 4.4 for example). In this design, therefore, the only favorable movement is the rotation of the suspended ring with respect to the fixed ring over the common axis, and all other mechanical degrees of freedom can be neglected.

Suppose the initial position is such that the ring slits have a certain angle $\theta$ between them with respect to the common axis (Fig. 4.2). An EM wave then induces a certain distribution of charges and currents in the two resonators, and the resonance of the system is determined by their mutual orientation. These charges and currents also result in EM torque between the two rings, which drives the suspended ring to rotate until the EM torque is balanced by the elasticity of the twisted wire. Meanwhile, the entire pattern of charges and currents gets modified and the torque also changes, so the final stable equilibrium is only achieved via a complex nonlinear feedback. The twisted wire provides a restoring torque to balance the EM torque, so that we can control the twist angle (and thus the resonance) by changing the external field signal.

An additional feature of the proposed design is that the nonlinear dynamics of the rotatable meta-molecule not only depend on the parameters of the wire, but also on the EM mode initially excited in the resonators, which is determined by the starting
angle between the gaps. The latter can be made arbitrary, and an implementation has the possibility to deliberately adjust it, introducing tunability to the system.

The above design, therefore, offers a tunable resonant nonlinear system with elastic feedback and, as we show below, yields a rich pattern of nonlinear response including self-tuning and nonlinear bistability, which are much stronger than those provided by using nonlinear semiconductor components. Below, we first present a detailed theoretical analysis of rotational meta-atoms. We then proceed to the experimental results obtained with a fabricated prototype of the torsional meta-molecule placed in a rectangular waveguide, and confirm all important features predicted by theory. Finally, we perform full-wave numerical simulations of an array of meta-molecules (i.e. a metamaterial), and demonstrate that all the nonlinear effects observed for the single torsional meta-molecule in the waveguide are qualitatively the same in a dilute array.

4.3 Theoretical Analysis

4.3.1 Semi-analytical Model

To start with, we use the semi-analytical model introduced in Chapter 2 (see Appendix A for details) to study the dynamics of an isolated torsional meta-molecule in free space. It will subsequently be demonstrated that this model explains all qualitative features of an array. As shown in Fig. 4.2, the two coaxial identical SRRs are offset by a distance $s$ in the $z$ direction, and the twist angle between them is $\theta$. The incident wave propagates along the $y$ direction, with its magnetic field in the $z$ direction and electric field in the $x$ direction. The orientation of the gaps with respect to the incident electric field polarization is described by the angle $\Phi$ between the azimuth of the gap of the bottom ring as seen from the ring axis, and $y$ axis. It should be noted that, the choice of this incident direction is to be consistent with the experimental condition; the effects predicted would be qualitatively the same for other incident directions.

To study the nonlinear behaviour of the torsional meta-molecule, we utilize the model to predict the EM response as well as the optomechanical properties of the structures. The mode amplitudes $Q_{1,2}$ can be obtained after solving the coupled equations:

$$Q_1 = \frac{Z_s \mathcal{E}_1 - Z_m \mathcal{E}_2}{-i\omega(Z_s^2 - Z_m^2)}, \quad Q_2 = \frac{Z_s \mathcal{E}_2 - Z_m \mathcal{E}_1}{-i\omega(Z_s^2 - Z_m^2)},$$

(4.1)

where $\mathcal{E}_1$ and $\mathcal{E}_2$ correspond to the effective electromotive force applied to the bottom (index 1) and top (index 2) SRRs by the incident fields $E_1$ and $B_1$:

$$\mathcal{E}_1 = -E_1 \cdot l_1 \cdot e^{ik_0 d_{E} \cos \Phi} + i\omega B_1 \cdot u_1 \cdot e^{ik_0 d_{M} \cos \Phi},$$

(4.2)

$$\mathcal{E}_2 = -E_1 \cdot l_2 \cdot e^{ik_0 d_{E} \cos(\Phi + \theta)} + i\omega B_1 \cdot u_2 \cdot e^{ik_0 d_{M} \cos(\Phi + \theta)},$$

(4.3)

where $l_m(\theta, \Phi) = \int_{V_m} q(r_m) r_m dr_m^3$ is the normalised electric dipole moment of the lowest order mode supported by a single SRR, and $u_m(\theta, \Phi) = \frac{1}{2} \int_{V_m} r_m \times j(r_m) dr_m^3$ is the corresponding normalised magnetic dipole moment.
We define the effective central positions of the electric and magnetic dipoles
\[
a_E = \frac{\int_{V_1} [q(r_1) \cdot \hat{x}] (r_1 \cdot \hat{y}) dr_1^3}{\left| \int_{V_1} q(r_1) dr_1^2 \right|},
\]
(4.4)
\[
a_M = \frac{\int_{V_1} [r_1 \times j(r_1) \cdot \hat{z}] (r_1 \cdot \hat{y}) dr_1^3}{\left| \int_{V_1} r_1 \times j(r_1) dr_1^2 \right|},
\]
(4.5)
similar to the definition of centre of mass, and they are calculated based on the charge and current distributions of the lower SRR when \(\Phi = 0\). The phase terms of the effective voltages describe the phase retardation experienced by the SRRs in the direction of wave propagation.

Once the frequency-dependent mode amplitudes are known, we can calculate the EM torque experienced by the SRRs. Here, we are particularly interested in the torque on the top rotating ring: \(M_{EM}^T = \int_{V_2} \rho(r_2) r_2 \times E + r_2 \times [J(r_2) \times B] dr_2^3\), where the integration is performed over the volume \(V_2\) of the top SRR. We can decompose the total torque into two parts: the external torque \(M_{EM}^{ext}\) contributed by the external incident fields, and the internal torque \(M_{EM}^{int}\) due to the near-field interaction between the two SRRs, i.e. \(M_{EM} = M_{EM}^{ext} + M_{EM}^{int}\). We assume that the lower SRR is fixed while the top SRR is only allowed to rotate about the \(z\) axis. The full expressions of the EM torque have been given from Eq. (A.32) to Eq. (A.36) in Sec. A.2.2. Here, we further assume that the center of rotation coincides with the circular center of the SRR, such that the magnetic part of the torque does not contribute to the \(z\) component. The explicit expressions for the external and internal torque are reduced to the following forms:

\[
M_{EM}^{ext} = \frac{1}{2} \text{Re} \left[ \int_{V_2} \rho^*(r_2) r_2 \times E^1 dr_2^3 \right] \cdot \hat{z}
= -\frac{1}{2} \text{Re} \left[ Q_2^*(\omega, \Phi) e^{ik_0 a \cos(\Phi + \theta)} \right] E^1 \cdot I_e \sin(\Phi + \theta) \cdot \hat{z},
\]
(4.6)

while the internal torque can be expressed as

\[
M_{EM}^{int} = \frac{1}{2} \text{Re} \left[ \int_{V_2} \rho^*(r_2) r_2 \times E^\text{int}(r_2) dr_2^3 \right] \cdot \hat{z}
= \frac{1}{2} \text{Re} \left\{ \frac{Q_1(\omega) Q_2^*(\omega)}{4\pi \epsilon_0} \int \int \frac{q(r_2) e^{ik_0 |r_1 - r_2|}}{|r_1 - r_2|^2} \left[ \frac{1 - ik_0 |r_1 - r_2|}{|r_1 - r_2|^2} \right] \cdot q(r_1) r_1 \times r_2 + k_0^2 r_2 \times j(r_1) \right\} \cdot \hat{z}.
\]
(4.7)

For a cylindrical wire that can be used to suspend the rotatable SRR, the restoring torque can be estimated as

\[
M^R = -\pi a^4 G(\theta - \theta_0)/(2d),
\]
(4.8)
where \(a\) and \(d\) are the radius and the length of the wire, respectively. \(G\) is the shear
modulus and $\theta_0$ is the initial twist angle of the structure. A series of equilibrium twist angles can be found by solving the nonlinear equation

$$M^{EM}(\theta, P_I) + M^{R}(\theta, \theta_0) = 0. \quad (4.9)$$

### 4.3.2 Numerical Example

We model a pair of twisted SRRs, with radius $r = 6$ mm and vertical spacing $s = 2$ mm. The size of the slit in each ring can be characterised by the angle subtended by the gap from the ring centre, $\alpha_0 = 10^\circ$. The elastic coupling is provided with a wire of radius $a = 50 \mu$m and of length $d=100$ mm, made from rubber with a shear modulus of $G = 0.6$ MPa.

Figures 4.3(a) and 4.3(b) depict the mode amplitude $Q_2$ and the total EM torque $M^{EM} = M^{ext} + M^{int}$ experienced by the top SRR as functions of frequency and twist angle $\theta$. In our dimer meta-molecule, changing $\Phi$ generally leads to some difference in the coupling efficiency between the input plane wave and the eigenmodes, but does not cause any substantial qualitative difference such as the direction of EM torque, since it is a property governed by the symmetry of the mode profiles. Without loss of generality, we have assumed $\Phi = 0$ for the calculations. Since radiation losses are taken into account in the model, we are able to accurately describe the evolution of the mode amplitudes, phases and lineshapes of the resonances. As has been shown in Chapter 3, this chiral meta-molecule supports two hybrid resonances, which can be characterized as symmetric (lower frequency branch) and antisymmetric (higher frequency branch) modes, according to the symmetry of the $H_z$ component [149, 150, 152].

The directions of the EM torque at these two resonances are also opposite. For the symmetric mode, $\theta = 0^\circ$ corresponds to the configuration of the highest potential energy (unstable point), and thus the two SRRs repel each other once $\theta > 0^\circ$, until they come to the stable state at $\theta = 180^\circ$ if there is no mechanical feedback, while the reverse is true for the antisymmetric mode. The evaluated external torque is about one order of magnitude smaller than the internal torque, and the total torque is of the order of $10^{-10}$ N·m when the structure is pumped with a power density $P_I=1$ mW/mm$^2$. This is confirmed by the full-wave simulation (CST Microwave Studio) followed by calculation based on the Maxwell stress tensor, which yields the EM torque through a surface integral of the field components around the object [382] (see Sec. A.2).

The overall mechanism of achieving a nonlinear effect is presented in Figs. 4.3 (c, d). As an example, we choose a pump frequency (3.5 GHz) at the symmetric mode [regime denoted by the black dashed line in Fig. 4.3 (b)]. It can be seen that $M^{EM}$ is a Lorentz-like function of the twist angle, while the restoring torques $M^{R}$ under different initial twist angles $\theta_0$ are approximated by linear functions (Hooke’s law). The intersections of these two functions, $M^{EM}(\theta_e, P_I) + M^{R}(\theta_e) = 0$, correspond to the equilibrium angles $\theta_e$. However, only the angles with $\frac{d}{d\theta_e} [M^{EM}(\theta_e) + M^{R}(\theta_e)] < 0$ are stable. As the pump power $P_I$ increases from zero to maximum and then reduces, the stable angles also change accordingly. With this method, we can numerically find a sequence of stable angles under different pump power $P_I$.

Since the EM torque is a nonlinear function of twist angle, it naturally leads to nonlinear solutions. As shown in Fig. 4.3 (d), the power-dependent twist angles under different initial angles demonstrate the evolution from smooth nonlinear self-
Figure 4.3: The principle of nonlinear response in chiral torsional meta-molecules. (a) The mode amplitude $Q_2$ (a.u.) and (b) the EM torque $M_{EM}$ of the top rotatable SRR. (c) The EM torque at 3.5 GHz for different pump powers from 0 to 1 mW/mm$^2$ in 0.2 mW/mm$^2$ steps, and the restoring torque for different initial twist angle $\theta_0$; (d) the corresponding paths of power-dependent twist angles under different $\theta_0$. (e) Spectrum of $\Delta M = M_{EM} + M_R$, with $P_I=1$ mW/mm$^2$ and $\theta_0 = 80^\circ$; (f) the corresponding frequency-dependent bistable path.

Tuning to bistable response as $\theta_0$ departs from the angle of maximum EM torque. In principle, as $\theta_0$ moves further away from the resonance, more noticeable rotation and hysteresis effects are expected, but higher pump power is required (see the case for $\theta_0 = 45^\circ$, in which the system can not show bistability within the limited power). Such evolution of the power-dependent nonlinear response can also be ob-
Figure 4.4: Schematic of the experimental set-up. The pump and probe signals are combined by a 3 dB combiner. The sample is positioned in the centre of the waveguide. 1: vector network analyser; 2: 3 dB combiner; 3: rectangular waveguide; 4: 20 dB attenuator; 5: power amplifier; 6: signal generator; 7: sample; 8: photograph of the sample.

4.4 Experimental Verification

4.4.1 Experimental Setup and Measurement

To confirm the feasibility of the proposed nonlinear torsional meta-molecules, we carry out a pump-probe microwave experiment. To experimentally realise a strong nonlinear or even bistable effect, the restoring torque from the wire has to be sufficiently small so that the structure can be twisted by a large enough angle within the maximum available power. We found that rubber is a good candidate, since the shear modulus of rubber is of the order of 0.2 MPa – 2.4 MPa [386], which is at least three orders of magnitude smaller than it is for other polymers.

Schematic and a photograph of the experimental setup are shown in Fig. 4.4. We have used two separated copper SRRs (inner radius \( r = 3.2 \) mm, track width 1 mm, copper thickness 0.035 \( \mu m \) and slit width \( g = 0.2 \) mm) printed on Rogers R4003 substrates (\( \epsilon_r = 3.5 \), loss tangent 0.0027, substrate thickness 0.5 mm). The lower SRR is fixed and positioned at the centre of a WR229 rectangular waveguide [2.29 inches (\( \sim 58.2 \) mm) \( \times \) 1.145 inches (\( \sim 29.1 \) mm)] with \( \Phi = 0^\circ \), and the top SRR is suspended with a thin rubber wire (radius \( a = 50\mu m \), length \( d = 20 \) mm), so that it can rotate about the common axis. The two SRRs are aligned coaxially, with a face to face distance of 0.75 mm, separated by air. The horizontal positions of the SRRs are carefully adjusted and the initial twist angle \( \theta_0 \) is set at around 70\(^\circ\). The mass of the suspended sample is 101 mg, which leads to a 6.1\% elongation of the wire. The Young’s modulus is thus estimated as 2.06 MPa, and the shear modulus follows as \( G \approx 0.69 \) MPa.
Figure 4.5: Experimental transmission coefficients \(|S_{21}|\) for different detuned pump frequencies when the power (as is indicated by the color of curves) increases from minimum to maximum [for (a), (c) and (e)], then regresses from maximum to minimum [for (b), (d) and (f)]. The initial resonance locates around 3.256 GHz and the pump power is swept in 1 dB steps. (a) and (b) pump at 3.18 GHz, power changes from 15.2 dBm to 27.2 dBm; (c) and (d) pump at 3.21 GHz, power changes from 12.2 dBm to 27.2 dBm; (d) and (e) pump at 3.23 GHz, power changes from 15.2 dBm to 27.2 dBm. For large detuning [(a) and (b)], giant bistability can be obtained; as detuning decreases, the range of bistability decreases [(c) and (d)], and eventually reduces to monotonic self-tuning [(e) and (f)].

Since the mechanism of the nonlinear response is the dynamic feedback between electromagnetic and elastic properties, the experimental setup exhibits the same physics as the conceptual schematic in Fig. 4.2. The calculated torque is a Lorentz-like function and the maximum is around 0.8 nN·m. The maximum attractive force between the two SRRs is around 2 µN, which leads to a negligible elongation of the wire (0.012%); while the force in the lateral direction is around 0.1 µN, about 1000 times smaller than the gravitational force exerted on the sample, and thus it only gives rise to a tiny swing angle (0.056°).
Figure 4.6: Comparison of experimentally (a), (c), (e) and numerically (b), (d), (f) calculated resonant frequency sweeps. The corresponding stable twist angles are shown on the right axes. (a) and (b) pump at 3.18 GHz; (c) and (d) pump at 3.21 GHz; (e) and (f) pump at 3.23 GHz.

The transmission spectrum measurements are performed by a vector network analyser (Rohde and Schwarz ZVB-20). The CW pump signal is generated by a signal generator (HP 8673B) and is further amplified by a power amplifier (HP 83020A) before being sent into the waveguide. Three pump frequencies (3.18, 3.21 and 3.23 GHz) are chosen in order to capture the evolution of the nonlinear response with different detuning from the initial resonance. The pump power is increased in 1 dB steps; for each step, the sample reaches steady state after 30 seconds. The mechanical rotation is quite significant and can be visually observed in the experiment, thus ruling out other possible nonlinear mechanisms such as heating.

The experimentally observed transmission spectra are shown in Fig. 4.5, and the corresponding resonant frequencies are depicted in Fig. 4.6 (a), (c) and (e), where the predicted evolution from bistability to smooth nonlinearity is clearly shown. The initial resonance (symmetric mode) without pump is located around 3.256 GHz, and it red-shifts as the pump power increases, which indicates that the twist angle is increased. When the pump frequency is at the red tail of the resonance, a large spectral
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Figure 4.7: Mutual EM torque as a function of twist angle at different pump frequencies. (a) A single chiral torsional meta-molecule in a rectangular waveguide, and (b) a dilute periodic array of chiral torsional meta-molecules, with periodicity 45 mm in the lateral directions and one layer in the propagating direction of EM wave. The EM torques shown correspond to a 1W power pumped into the waveguide or one unit cell. The markers are included only to delineate the plots.

“jump” (about three times of the resonance linewidth) can be observed when the pump power passes a certain threshold value [Fig. 4.6 (a)]. The thresholds are different for increasing and decreasing pump powers. As the pump frequency approaches to the initial resonance, the spectral “jump” becomes smaller [Fig. 4.6 (c)] and finally disappears [Fig. 4.6 (e)]. We also observed similar effects (not shown) when the pump frequency is at the red tail of the antisymmetric mode, in which case the two resonances approach each other due to the opposite direction of the EM torque.

4.4.2 Comparison with Simulation and Discussion

To further validate the observed effect, we numerically simulated the exact experimental geometry by taking into account the effect of the waveguide using CST Microwave Studio. A pair of split-ring resonators are modeled in a rectangular waveguide, and the system is excited with the lowest order waveguide mode (see Sec. A.4 for more details). The transmission and reflection spectra, and the field distribution under different twist angles are calculated numerically. The EM torque exerted on the top SRR is calculated with the Maxwell stress tensor, as shown in Fig. 4.7 (a). Once the twist angle-dependent torque is known, the power-dependent twist angle
Figure 4.8: Comparisons of resonant frequencies demonstrated in a waveguide experiment and numerically calculated for an array with periodicity of 45 mm in the lateral direction and one layer in the propagating direction. (a) and (b) pump at 3.18 GHz; (c) and (d) pump at 3.21 GHz; (e) and (f) pump at 3.23 GHz. The stable twist angles for the array system are shown on the right axes. The power in the array is the power incident on each unit cell.

The stable twist angles for the array system are shown on the right axes. The power in the array is the power incident on each unit cell.

can be found by solving the nonlinear equation (4.9). The estimated optimum initial twist angle is around 72.5°, and the maximum twist angles obtained for the three pump frequencies (3.18 GHz, 3.21 GHz and 3.23 GHz) are around 90°, 85° and 82°, respectively. Finally we remap these angles back to the corresponding resonant frequencies according to the simulation spectra. We found very nice agreement between the measurement and simulation [see Fig. 4.6 (b), (d) and (f)], thus confirming that our numerical model has reproduced the experimental configuration with acceptable accuracy.

Due to the formation of image currents within the waveguide walls, a single metamolecule within a waveguide has virtual neighbours. Just as in an array, there will be near-field interaction with these virtual neighbours, with some alteration due to the mirror reflections. This suggests that the waveguide system is analogous to an array, at least for relatively dilute lattice spacing. Indeed, when the neighbouring
interaction is weak, the nonlinearity mainly arises from individual meta-molecules; in this case, the behaviour in an array will not show qualitative difference from a single meta-molecule. The detailed study on the influence of neighbouring interaction will be present in Chapter 6. Here, we use full numerical simulation to model a dilute array with thickness of a single cell and periodicity of 45 mm in the transverse directions, arranged as in Fig. 4.2. The parameters of the meta-atoms used in the simulation are the same as in the experiment. The array and the waveguide experiment show quite good qualitative agreement (see Fig. 4.7 for the EM torque and Fig. 4.8 (b), (d) and (f) for the power-dependent resonance).

4.5 Summary

In this chapter, we proposed and verified experimentally a new concept for achieving strong nonlinear coupling between the electromagnetic and elastic properties in meta-molecules. The novel nonlinear meta-molecule described in this work proved to possess sensitive elastic feedback, bringing nonlinearity to the interaction of EM modes of the resonators. The resulting self-tuning and bistability of the response were successfully observed in experiments and it turns out that these results can be accurately predicted with theoretical modeling. We also note that this structure is chiral (except in the high symmetry cases of 0° and 180° angle between the rings), it should also exhibit nonlinear optical activity, an effect which is relatively weak in natural media [387], but can be quite strong in metamaterials [189]. This will be further discussed in the next chapter.

Although the experimental demonstration in this work was performed in the microwave frequency range, we expect that the general principle of operation is valid at any frequency where a resonant response can be excited in such or similar metamaterials elements, e.g. in the recently developed plasmonic chiral molecules based on DNA origami [136,157,158,269,270], and the way to analyse the same phenomena in THz or optical range is conceptually the same. Our study indicates that chiral torsional meta-molecule is an ideal platform for studying slow nonlinear effects in metamaterials.
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Self-oscillations in Nonlinear Torsional Meta-molecules

5.1 Introduction

In Chapter 4, chiral torsional metamaterials were studied, and their nonlinear stationary properties were experimentally demonstrated. However, we expect that their nonlinear dynamic behaviour should also be nontrivial, introducing a new bridge between the spectral domain and time domain properties. We recall that nonlinear dynamic phenomena, such as self-oscillations and chaos, have been widely observed in different types of nonlinear systems [388–390] [see Fig. 5.1 (a) and (b) for example]. Recent research in optomechanics also demonstrated exotic dynamic coupling effects between optical resonance and mechanical vibration [318, 323, 332, 383] (for a more detailed introduction, see Section 1.5.4).

In optomechanical systems, the dynamic coupling between optical resonance and mechanical oscillation requires a phase lag $\phi$ between the optical force $F$ and mechanical vibration $x$ [see Fig. 5.1 (c) and (d)]. For a small amplitude oscillation, this effect can be explained approximately as

$$x = x_0 + A \cos(\Omega t),$$

$$F(t) \propto \int_{-\infty}^{t} I(t') e^{-\frac{(t-t')}{\tau}} dt' \propto F_0 \cos(\Omega t - \phi),$$

where $I$ is the optical field intensity and $\tau$ is the time lag between the optical field and mechanical motion. The time lag is responsible for the phase lag $\phi$ and directly leads to nonzero work done by the optical force in each oscillation cycle

$$W = \int_0^T F(t) x(t) dt \propto F_0 A \sin \phi.$$ 

Depending on the detuning of the pump with respect to the resonance [Fig. 5.1 (c)], such nonzero work can be positive or negative and would be responsible for self-oscillations [336,337] or self-cooling [320,333] effects, respectively. The phase lag can be introduced by either retarded radiation pressure or bolometric force [337,393,394]; the former mechanism requires the spectral linewidth of the optical resonance to be comparable with the mechanical oscillation frequency, i.e. the quality factor of optical resonance need to be sufficiently high; while the latter arises from the photo-thermal effect, with a typical response time at the sub-millisecond scale, which can be significant for micro/nano mechanical oscillators [337,395].

However, the condition to realize self-oscillations in previous optomechanical sys-
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Figure 5.1: (a) Self-induced periodic brightness and size changes of a typical Cepheid variable star [391]. (b) The first suspension bridge over the Tacoma Narrows collapsed due to self-oscillations in response to winds [392]. (c) Detuning of pump frequency can lead to self-cooling or self-amplification in optomechanical systems [319]. (d) Dynamics of the cantilever motion and the retarded optical field intensity in a cavity; as can be seen from the red-circles, the intensity not only depends on the cantilever displacement but also on the direction and speed of the motion [336].

In this chapter, we present a theoretical study of the nonlinear dynamical properties of torsional meta-molecules and demonstrate how to realise and actively control novel effects such as self-oscillations and dynamic nonlinear optical activity – an effect rarely found in natural chiral molecules. Contrary to most previously studied optomechanical systems, our structure can support self-oscillations in a highly damped environment (e.g. in a very viscous liquid), and its behaviour can be sensitively manipulated by the polarization of EM waves.

5.2 Torsional Trimer Chiral Meta-molecules

The torsional meta-molecules studied are shown in Fig. 5.2 (a). Each meta-molecule consists of three coaxial split-ring resonators (SRRs) connected by elastic wires; the twist angles with respect to the $y$ axis are $\theta_m$, $m \in \{1, 2, 3\}$. We assume that the first ring is fixed at $\theta_1 = 0^\circ$ to prevent the whole structure from rotating (as we showed
Figure 5.2: (a) Schematic of the torsional trimer meta-molecule and (b) the three eigen-frequencies it supports. The meta-molecule consists of three coaxial split-ring resonators connected elastically. The first ring is fixed, while the second and the third rings are free to rotate about the common axis $z$. The twist angles $\theta$ strongly modify the eigenfrequencies and are defined as the angle between the slit and the $y$ axis.

in Chapter 3), while the second and third rings are free to rotate about the common axis $z$.

When the meta-molecule is illuminated with a linearly polarized plane wave propagating in the $z$ direction, three hybrid resonances with different mode symmetries can be excited due to near-field interaction, as shown in Fig. 5.2 (b). The eigenmodes in Fig. 5.2 (b) are calculated with our semi-analytical model by finding the singularities of the effective impedance of the system [Eq. (A.15)], which shows the change of resonances with respect to the two twist angles $\theta_2$ and $\theta_3$. We choose the radii of thin SRRs as 6 mm, slit width 1 mm, and inter-ring distance 3 mm in the calculation, and we will use the same parameters for SRRs and inter-ring distance in all the calculation shown below.

The charges and currents induced in the SRRs produce EM forces acting on each SRR. We restrict the allowed movement in our design to azimuthal rotation, where movement in the lateral and axial directions is usually negligible in comparison, and may be explicitly suppressed by the design if required, as was discussed in Chapter 4. For simplicity, we use a perfect electric conductor as the material for the SRRs in the simulation, so only the radiative component of the EM force is taken into account.

The mechanical response time of our design (of the order of 1s) is much slower than the lifetime of the low Q EM resonances (of the order of $10^{-7}s \sim 10^{-8}s$), thus the resonant EM torques experienced by the rings can be considered as instantaneous and are determined by the twist angles. This approximation allows us to calculate the EM torque from the stationary response of the system. For the double ring systems with only one degree of freedom considered in Chapter 4, such “displacement-determined” torque means that the net work done in each oscillation cycle is zero, and the system will become stable after undergoing damped oscillation. However, in our current system where two degrees of freedom are involved, it becomes possible to achieve self-oscillations when there is a time delay between the movements of the
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Figure 5.3: Electromagnetic torques $M_{EM}$ experienced by the three rings with configuration $(\theta_1, \theta_2, \theta_3) = (0^\circ, 30^\circ, -30^\circ)$. The incident wave propagates along the z direction, with its electric field component in the x direction ($\Phi = 0^\circ$). The torques are normalised to a power density of 1 mW/mm$^2$. Inset on the right magnifies the details within the dashed rectangle, and the green shading shows the regime where self-oscillations can exist.

The torques are normalised to a power density of 1 mW/mm$^2$. Inset on the right magnifies the details within the dashed rectangle, and the green shading shows the regime where self-oscillations can exist.

two rotatable rings. Such a delay produces loop trajectories in the phase diagram (as will be further showed in the follow sections), introducing non-zero work done by the EM torques to compensate the mechanical damping.

To provide a quantitative evaluation of the EM torques $M_{EM}$ experienced by the torsional meta-molecules, we employ the semi-analytical model used in Chapter 4 and take into account the contribution from the first three eigenmodes (See Fig. A.1 in Appendix A for reference). In the frequency regime of interest, the spectral response is dominated by the interaction of the first order eigenmodes (magnetic dipole modes), while higher order modes (electric dipole and electric quadrupole modes) provide minor corrections and enable more accurate evaluation. Since we have three SRRs and three eigenmodes involved, the coefficients of the effective impedance $Z_{m,n}^{(p,q)}$ can then be written in a $9 \times 9$ impedance matrix, and the spectral response of mode amplitude $Q(\omega)$ and the electromagnetic torque $M_{EM}$ can be solved numerically. The full expressions of these terms are given in Sec. A.1.2 and Sec. A.2.2.

In our design, the SRRs are connected with cylindrical thin elastic wires, and the restoring torques are approximated by Hooke’s law: $M_2^R = -\kappa \left[ 2(\theta_2 - \theta_{0,2}) - (\theta_3 - \theta_{0,3}) \right], M_3^R = -\kappa \left[ (\theta_3 - \theta_{0,3}) - (\theta_2 - \theta_{0,2}) \right]$, with $\kappa = \pi a^4 G / (2d)$; $a$ and $d$ are the radius and the length of the wires, respectively; $G$ is the shear modulus and $\theta_0$ is the initial twist angle. The coupled dynamic equations of the system can then be written as

$$\begin{align*}
-\imath \omega \sum_{p,q} Z_{m,n}^{(p,q)} Q_n^{(q)} &= \mathcal{E}_m^{(p)}, \\
\ddot{\theta}_m + \Gamma \dot{\theta}_m &= \frac{1}{I} M_m.
\end{align*}$$

(5.4) (5.5)
The upper scripts denote the $p$-th and $q$-th eigenmodes and the lower scripts denote the $m$-th and $n$-th SRRs. $I$ is the moment of inertia and $\Gamma$ is the damping coefficient. $M_m = (M_m^{EM} + M_m^{R}) \cdot \hat{z}$ is the total torque experienced by the $m$-th SRR.

As an example, we model the EM torque experienced by a torsional meta-molecule, with twist angles $(\theta_1, \theta_2, \theta_3) = (0^\circ, 30^\circ, -30^\circ)$ (see Fig. 5.3). As our previous analysis of dimer meta-molecules showed, the EM torques experienced by a dimer chiral meta-molecule are dominated by the internal part $M^{int}$, whose directions are determined by the mode symmetry. However, in trimer or oligomer meta-molecules, the situation is more complicated. Since the EM torque experienced by an SRR is the sum of the effect from all other rings, its direction depends not only on the mode symmetry but the relative amplitude of resonance on each ring as well. Therefore, the direction of EM torque on the red side and blue side of a resonance can become opposite due to the change of relative amplitude, showing highly asymmetric Fano lineshapes, as can be seen from the inset of Fig. 5.3.

5.3 Self-oscillations and Stability Analysis

Our model provides a powerful tool to study the dynamics of meta-molecules with multiple degrees of freedom. By solving the coupled equations, we can study the dynamics of the system under different pump frequencies and power densities ($f_P, P_I$). In the calculation, we further assumed that each SRR is encapsulated within a thin polyurethane foam disk (permittivity $\epsilon \approx 1$). The moment of inertia of each encapsulated SRR is estimated as $I \approx 3.755 \times 10^{-10}$ kg $\cdot$ m$^2$. The radius and shear modulus of elastic wires are chosen to be 50 $\mu$m and 1 MPa, respectively, similar to the ones used in Chapter 4 (where we used 0.6 MPa for shear modulus). For each pump frequency, the power density is increased from zero to the maximum (60 mW/mm$^2$) and then decreased back to zero, with 1 mW/mm$^2$ steps.

The mutual twist angles $\theta_2$ and $\theta_3$ change under the effect of EM torques. Generally, the structure can become stable after undergoing damped oscillation, and strong nonlinear stationary responses such as self-tuning, bistability or even tristability can be found near the resonances. However, a distinct feature of the trimer meta-molecules as compared with dimer meta-molecules, is that the trimer system can become unstable and exhibit self-oscillations.

As a typical example, Fig. 5.4 (a) and (b) depict the nonlinear response of a meta-molecule for different values of mechanical damping. The initial twist angles are the same as in Fig. 5.3. The regime and amplitude of self-oscillations are denoted with the colour scale. This regime is located on the red side of the hybrid resonance ($\uparrow \downarrow \uparrow$) (see green shading in Fig. 5.3), which shows a strong dependency on both pump frequency and power density. As the mechanical damping is increased, self-oscillations quench quickly in the frequency range from 4.12 GHz to 4.14 GHz, and they finally reduce to a purely stationary bistable response, with the threshold power densities of bistable hopping shown by orange circles. On the contrary, the regime of self-oscillations observed between 4.14 GHz and 4.16 GHz shows only a small decrease even when the mechanical damping is considerable (note that the mechanical damping $\Gamma = 1.42$ Hz used in Fig. 5.4 (b) is calculated based on the viscosity of water).

For lower damping environment, periodic self-oscillations will evolve into aperiodic oscillations or even chaotic effects [see Fig. 5.4 (c)]. In the following discussion, we focus on periodic self-oscillations.
To better understand these intriguing phenomena, we analyse the local stability around the equilibria. Since the torque experienced by SRR $m$ ($m = 2, 3$) is simultaneously determined by $\theta_2$ and $\theta_3$, the equilibrium positions of the trimer meta-molecule are the crossovers of two curves: $M_2(\theta_2, \theta_3, f_P, P_I) = 0$ and $M_3(\theta_2, \theta_3, f_P, P_I) = 0$. With the semi-analytical model, we can calculate the torque $M_m$ for a given pump frequency as a function of the two twist angles, and study the evolution of equilibria...
with respect to the power density $P_1$. Accordingly, the phase diagram of the system $(\theta_2, \theta_3, \dot{\theta}_2, \dot{\theta}_3)$ can be projected on the $(\theta_2, \theta_3)$ plane to show the dynamic trajectory.

The local stability of a system can be estimated by analysing the eigenvalues of its linear variational dynamic equations \[389\]; in our case the coefficients can be written in a compact matrix form:

$$
\begin{bmatrix}
\frac{\partial F_2}{\partial \theta_2} & \frac{\partial F_2}{\partial \Omega_2} & \frac{\partial F_2}{\partial \theta_3} & \frac{\partial F_2}{\partial \Omega_3} \\
\frac{\partial G_2}{\partial \theta_2} & \frac{\partial G_2}{\partial \Omega_2} & \frac{\partial G_2}{\partial \theta_3} & \frac{\partial G_2}{\partial \Omega_3} \\
\frac{\partial F_3}{\partial \theta_2} & \frac{\partial F_3}{\partial \Omega_2} & \frac{\partial F_3}{\partial \theta_3} & \frac{\partial F_3}{\partial \Omega_3} \\
\frac{\partial G_3}{\partial \theta_2} & \frac{\partial G_3}{\partial \Omega_2} & \frac{\partial G_3}{\partial \theta_3} & \frac{\partial G_3}{\partial \Omega_3}
\end{bmatrix}
= \begin{bmatrix}
0 & 1 & 0 & 0 \\
C_1 & -\Gamma & C_2 & 0 \\
0 & 0 & 0 & 1 \\
C_3 & 0 & C_4 & -\Gamma
\end{bmatrix},
$$

with $F_2(3) = \Omega_2(3) = \dot{\theta}_2(3)$, and $G_2(3) = \dot{\Omega}_2(3) = M_2(3)/I - \Gamma \Omega_2(3)$. The eigenvalues of the matrix have explicit expressions

$$
\lambda_{1,2} = \frac{-\Gamma}{2} \pm \left\{ \frac{(C_1 + C_4)}{2} + \frac{\Gamma^2}{4} + \frac{1}{2} \left[ (C_1 - C_4)^2 + 4C_2C_3 \right]^{1/2} \right\}^{1/2},
$$

$$
\lambda_{3,4} = \frac{-\Gamma}{2} \pm \left\{ \frac{(C_1 + C_4)}{2} + \frac{\Gamma^2}{4} - \frac{1}{2} \left[ (C_1 - C_4)^2 + 4C_2C_3 \right]^{1/2} \right\}^{1/2}.
$$

According to our calculation, as long as mechanical damping exists, all four eigenvalues have non-zero real parts, i.e. the equilibria are hyperbolic and thus the linear variational equations can correctly represent our nonlinear system locally \[389\]. When all four eigenvalues have negative real parts, the equilibrium point is locally stable; otherwise, the equilibrium is unstable.

By analysing the evolution of the equilibria, we found that the distinct behaviour of self-oscillations shown above corresponds to two different mechanisms. To better demonstrate them, we depict the nonlinear regimes for two different frequencies 4.134 GHz and 4.15 GHz in Fig. 5.5 (a) and (b), respectively. For clarity, we only show the evolution of $\theta_3$. Red and blue colours represent increasing and decreasing power density, respectively. The red solid circles and blue empty circles denote the stable positions of the system, while the dashed and dotted lines show the boundaries of self-oscillations when the damping coefficient $\Gamma = 0.71$ Hz.

### 5.3.1 Self-oscillations Resulting from Limited Local Stability

For the case of 4.134 GHz, self-oscillations occur due to the limited local stability of the equilibria. As shown in Fig. 5.5 (a), when the power density increases and surpasses the threshold value around $P_1=25$ mW/mm$^2$, the first branch of stable equilibria ends. The system then starts to “wander” until it reaches a new state. We notice that there exists another branch of locally stable equilibria nearby, which the system could reach after damped oscillation. This is exactly what we found in Fig. 5.5 (b), where the system shows only a stationary bistable response at this frequency. This process is further shown with the dashed trajectory in Fig. 5.5 (c), where the stable equilibria $S_A$ and $S_B$ correspond to the ones shown in Fig. 5.5 (a).
Figure 5.5: Evolution of the system at two different pump frequencies: (a) 4.134 GHz and (b) 4.15 GHz. The red solid circles and blue empty circles denote the stable equilibria during the process of increasing and decreasing power density, respectively. Green squares are the unstable equilibria. The red dashed curves and blue dotted curves show the boundaries of self-oscillation under the damping factor $\Gamma = 0.71$ Hz. The trajectories at the threshold power density of transition: (c) 4.134 GHz, $P_I = 25$ mW/mm$^2$ and (d) 4.15 GHz, $P_I = 9$ mW/mm$^2$. Damping factor $\Gamma = 1.42$ Hz is calculated based on the viscosity of water. $S_A$, $S_B$ and $U$ correspond to the equilibria denoted in (a) and (b). (e) The diagram of torque $M = M_2\hat{e}_{\theta_2} + M_3\hat{e}_{\theta_3}$ near the equilibrium $U$ shown in (d). The vectors show the direction of $M$. 
However, for smaller damping, the trajectory does not end at stable equilibrium $S_B$ but develops into a limit cycle, as denoted by the black curve in Fig. 5.5 (c). This is because the equilibria are only locally stable. For smaller damping, the system can accumulate enough kinetic energy during the transition process to escape from the attraction of the stable equilibria. A limit cycle finally forms when the net work done by the EM torque over an oscillation period is balanced by the mechanical damping. The self-oscillations end as power further increases to such an extent that the equilibria have enough attraction power. Then the trajectory falls into the second branch of stable equilibria. As the power decreases from maximum to minimum, the system shows only a stationary nonlinear response since it does not possess enough kinetic energy to excite self-oscillations. The trajectory then follows the second branch of stable equilibria, until it reaches the bistable hopping threshold (the end of the second branch of stable equilibria) around $P_1=18 \text{ mW/mm}^2$ and jumps back to the first branch of stable equilibria, as shown by the blue empty circles. This explains the asymmetric feature shown in Fig. 5.4.

### 5.3.2 Self-oscillations due to Local Instability

In the situation of 4.15 GHz, there are also two branches of stable equilibria, directly corresponding to the stationary nonlinear response of the system. But the mechanism of self-oscillations is very different. As shown in Fig. 5.5 (b), when the first branch of stable equilibria ends at around $P_1=9 \text{ mW/mm}^2$, the system falls into a nearby branch of equilibria which is locally unstable, as denoted by the green squares. The system develops limit cycles until the second branch of stable equilibria is reached at around $P_1=17 \text{ mW/mm}^2$. In this case, since the excitation of self-oscillations is due to local instability and does not require any initial kinetic energy, it reoccurs within the same range when power decreases from maximum to minimum.

One important feature of this mechanism is that the local instability is extremely robust against damping. Both local stability analysis and dynamic calculations show that self-oscillations remain even when the mechanical damping is further increased by orders of magnitude, as shown in Fig. 5.5 (d), dotted line. We found that the projected trajectories gradually converge to the blue-dotted one ($\Gamma = 142 \text{ Hz}$) as $\Gamma$ increases, even though the frequency of oscillation decreases significantly. This intriguing property can be visualized by plotting the torques $M_2$ and $M_3$ in a two dimensional vector form: $\mathbf{M} = M_2\hat{e}_{\theta_2} + M_3\hat{e}_{\theta_3}$, where $\hat{e}_{\theta_2}$ and $\hat{e}_{\theta_3}$ denote the unit vectors in the directions of $\theta_2$ and $\theta_3$, respectively. This two dimensional distribution around the unstable equilibrium [marked as U in Fig. 5.5 (d)] is shown in Fig. 5.5 (e). The spiral-like outward flow of vectors indicates that the system will always be driven away from the equilibrium point and develops a limit cycle around it as long as there is no additional stable equilibrium. This feature is distinct from many previously studied optomechanical systems, in which self-oscillations can not survive strong damping.

Although the regime of self-oscillations varies when the configuration changes, the two mechanisms shown above are general. For meta-molecules with more than three rings, self-oscillations can also be observed.
Figure 5.6: (a) to (d) Dynamic nonlinear optical activity at 4.16 GHz, with (a) $P_I = 4 \text{ mW/mm}^2$, (b) $P_I = 5 \text{ mW/mm}^2$, (c) $P_I = 6 \text{ mW/mm}^2$, (d) $P_I = 7 \text{ mW/mm}^2$. $T_\text{c}$ is the period of self-oscillation. (e) Regimes of self-oscillations under different input polarization angles $\Phi$, with $\Gamma = 1.42 \text{ Hz}$. The top inset is a general schematic of how the polarization evolves dynamically in time.

5.4 Dynamic Nonlinear Optical Activity

Except for a few high-symmetry configurations, the three SRRs which are twisted with respect to each other form a chiral object. Chiral materials cause polarization rotation of transmitted electromagnetic waves, exhibiting optical activity. In nonlinear chiral metamaterials, optical activity also shows nonlinear features, which can be orders of magnitude stronger than the effect in natural chiral molecules [189, 207]. Therefore, it is particularly interesting to study the optical rotation effect of our meta-
molecules.

We calculate the multipole moments of each meta-atom, taking into account the contribution from all three eigenmodes, and model the far-field scattering with Eq. (2.12). The results show excellent agreement with full wave simulation (the accuracy was already verified in Chapter 2), validating our calculation of polarization states. As expected, in the regime of strong stationary nonlinear response, giant nonlinear optical activity can be found.

The self-oscillations of chiral meta-molecules consequently leads to dynamic nonlinear optical activity. We recall that in natural chiral materials and previously studied chiral metamaterials, optical activity is dominated by the stationary linear response. Our study extends the concept of optical activity from the stationary linear regime to the dynamic nonlinear regime.

For a given pump power density, a slight change in the pump frequency or the initial twist angles can lead to a very different dynamic response. Similarly, for a given configuration of meta-molecules, the dynamic optical activity is also strongly dependent on the pump frequency and power density. Fig. 5.6 depicts the dynamic nonlinear optical activity with pump frequency 4.16 GHz, under different power levels. For clarity, we only show the polarization rotation angle and ellipticity of the scattered wave in the $+z$ direction. The time evolution of optical activity is sensitive to the change of power density, demonstrating the oscillation of polarization rotation angle with a non-monotonic variation of the period of oscillation, denoted by $T_e$ in Fig. 5.6.

The dynamic nonlinear optical activity is also dramatically sensitive to a change in the input polarization angle $\Phi$. We found that even with a slight variation of the input polarization angle, say $\Phi = \pm 1^\circ$, the regime of self-oscillation can be modified dramatically [see Fig. 5.6(e)]. Thus, for a given pump frequency and power density, the dynamic optical activity can be switched on and off with a small change in polarization. Such ultra-high polarization sensitivity appears to be unique for nonlinear torsional meta-molecules.

The above features connect the time domain response and the spectral domain nonlinear properties, and thus provide new possibilities for active control and detection based on time-resolved nonlinear spectroscopy of torsional meta-molecules.

5.5 The Effect in an Array

The above sections demonstrated the rich nonlinear dynamic properties of a single torsional meta-molecule. In metamaterials, however, mutual interaction is known to strongly affect the macroscopic properties in the bulk [396–400], and has even more dramatic consequences in arrays of finite size [401]. Below, we briefly assess the influence of mutual interaction when such meta-molecules are assembled into a two dimensional array.

In the ideal situation of a periodic infinite array, the EM torque experienced by the meta-molecule shows no qualitative difference as long as the distance between neighbouring units is sufficiently larger than the inter-ring separation within a meta-molecule. This is confirmed with full-wave simulation based on the Maxwell stress tensor, and the example of an infinite array with 30 mm lattice constant is shown in Fig. 5.7 (a).

In practice, an array always has a finite size, which can lead to stronger array
Figure 5.7: (a) EM torque experienced by the meta-molecule in an infinite square array with 30 mm lattice constant. (b), (c) and (d) Torque experienced by the meta-molecule at the centre of a finite square array. The meta-molecule at the centre is surrounded by 12 neighbouring identical meta-molecules, as denoted by the orange circle in the inset. Lattice constant (b) 30 mm, (c) 45 mm, (d) 60 mm. Insets on the right magnify the details within dashed rectangles. The EM torques are normalized to the power density of 1 mW/mm².

Due to the interaction of all units, the initial three hybrid modes further split when the lattice constant is relatively small, as shown in Fig. 5.7 (b). Such split-
ting will dramatically influence the dynamic properties of the system and introduce much more complicated oscillation behaviour. Nevertheless, the directions of torques are still the same, because the mode symmetry within each meta-molecule remains unchanged.

Such splitting gradually disappears as the lattice constant further increases to more than half of the resonant wavelength [see Fig. 5.7 (c) and (d)], and the lineshapes of resonant torques become qualitatively the same as those of a single meta-molecule shown in Fig. 5.3. The resonant torques exhibit noticeable enhancement, accompanied by narrowing of the resonant linewidth, which shows the collective nature of the enhancement. Such enhancement can be made more prominent by increasing the number of neighbouring units. Interestingly, the enhancement factor of the symmetric mode ($\uparrow\uparrow\uparrow$) is much larger than the other two hybrid modes. This difference could be attributed to the radiative nature of this mode, in which neighbouring units interact more strongly.

When the lattice constant increases further beyond the metamaterial limit to more than one resonant wavelength, the interaction becomes weak and the line-shapes of the resonant torques revert to the case of single meta-molecule shown in Fig. 5.3. We therefore expect that the effects, reported for a single meta-molecule, will be qualitatively similar to those observable when torsional meta-molecules form a dilute array.

5.6 Summary

In this chapter, we have studied the nonlinear dynamic properties of torsional meta-molecules. By employing a semi-analytical model based on near-field interaction, we are able to evaluate the internal electromagnetic torque experienced by the meta-molecule efficiently and accurately. This enables us to model the complicated dynamical behaviour of meta-molecules with two (or more) degrees of freedom.

We found that the torsional meta-molecules support self-oscillations. By analysing the local stability of the system, we revealed two different mechanisms leading to such an effect. The first mechanism relies on the limited local stability of equilibria: self-oscillations based on this mechanism can be triggered during bistable hopping but is quenched quickly as the mechanical damping increases. The second mechanism is due to the local instability of equilibria: in this case, self-oscillations do not rely on initial kinetic energy and are extremely robust against mechanical damping. The mechanism of self-oscillations studied here is quite general and can be found in other systems with more than one degrees of freedom; for example, in Chapter 6, we will show self-oscillations experimentally in a coupled system with multiple dimer torsional meta-molecules.

A direct consequence of self-oscillations in torsional meta-molecules is the dynamic nonlinear optical activity. The dynamic evolution of the optical rotation is sensitive to the change in a range of parameters including power density and incident polarization, which offers new possibilities for active control and detection.

Our design therefore provides an unusual and novel system with intriguing physics, and similar or even more complicated effects could also be found in coupled structures working at higher frequencies, such as chiral plasmonic molecules synthesized based on DNA templates [136, 268]. When the neighbour interaction among meta-molecules becomes sufficiently strong, it could significantly change the EM torque,
the stability and the nonlinear dynamics of the system; these will be highlighted in Chapter 6.
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6.1 Introduction

The studies in Chapter 4 and Chapter 5 focused on the nonlinear behaviour of a single torsional chiral meta-molecule. We recall that the overall response of a metamaterial depends not only on the property of the constitutive meta-molecules, but also on how the meta-molecules are arranged and coupled, in which the symmetry of the system plays a significant role. Therefore, it is particularly interesting to study the behaviour of a system composed of multiple torsional chiral meta-molecules, and to explore the interplay of nonlinearity, intermolecular interaction and system symmetry.

As an important concept in modern physics, symmetry describes the invariance of geometries or laws under specified transformations. Despite the beauty of symmetry, broken symmetry has been shown to play a significant role in the existence of new phenomena in various systems. In general, symmetry breaking can be divided into two types: explicit symmetry breaking and spontaneous symmetry breaking. The former indicates that the dynamic equations of a system are not invariant under the specified symmetry group; this can be achieved by introducing additional terms that manifestly break the original symmetry. The latter effect, in contrast, is a spontaneous process, during which a system in an initially symmetric state ends up in an asymmetric state, even though the underlying dynamic equations are still invariant under a symmetry transformation [402, 403].

Spontaneous symmetry breaking is an underlying mechanism of many fundamental phenomena [see Fig. 6.1 for examples]. Well-known examples include spontaneous magnetization [404] [Fig. 6.1 (c) and (d)], the symmetry breaking in strong interaction that is responsible for the bulk of mass of nucleons [405, 406], the recently discovered Higgs boson [407–411] [Fig. 6.1 (a)], and the breaking of chiral symmetry in biochemistry that is crucially important for the homochirality of biomolecules [412–414] [Fig. 6.1 (e) and (f)]. Recent studies of spontaneous symmetry breaking in nonlinear optical systems [415–417] and Bose-Einstein condensates [418, 419] [Fig. 6.1 (d)] further underline its ubiquity.

In the field of metamaterials, the introduction of structural asymmetry provides additional degrees of freedom in controlling light-matter interaction. A variety of phenomena including Fano resonances [359, 360] and directive in-plane scattering [169, 170, 420–422] can be obtained via the reduced mirror symmetry of a system. Complete breaking of mirror symmetry can result in optical activity [148, 149, 362], circular dichroism [132, 147] and asymmetric transmission [165, 423], which have...
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Figure 6.1: (a) An effective potential in the form of a “Mexican hat” leads to spontaneous symmetry breaking. In particle physics, the lowest energy around the bottom of the hat is vacuum. Depending on the symmetry represented, such broken symmetry can correspond to different fundamental particles such as Nambu-Goldstone boson or Higgs boson [424]. (b) Example of spontaneous symmetry breaking in a classical system. The cylindrical symmetry of the elastic stick breaks when the vertically applied force is sufficiently strong [425]. (c) Schematic of spontaneous magnetization; when the temperature reduces to below the Curie temperature $T_c$, the randomly oriented magnetic moments align to a specific direction. (d) *In situ* images of ferromagnetic domains and domain walls in a quenched ferromagnetic spinor Bose–Einstein condensate. The orientation of transverse magnetization is shown by the color and the magnitude is shown by the brightness [418]. (e) Dynamic simulation of the number of enantiomeric molecules R and S during a crystallization process under grinding. The originally small difference induced by spontaneous chiral symmetry breaking is amplified and finally leads to homochirality [426]—an effect widely found in bio-molecules such as (f) DNA (DNA molecules are dominated by right-handed helices).

been extensively studied in the context of chiral metamaterials, as was introduced in Sec. 1.3.2. These scenarios can all be classified as explicit symmetry breaking, since asymmetry is artificially introduced into the Hamiltonian by modifying the configuration of the system.

On the other hand, nonlinear metamaterials [182, 427] provide a unique platform for the study of spontaneous symmetry breaking. Apart from the nonlinear self-action effects mentioned in Sec. 1.4.1.1, various nonlinear localization effects such as solitons [428–430] and domain walls [431, 432] have also been studied theoretically. Most studies were performed in the context of metamaterials based on varactor diodes [183], and a direct observation of these effects is still challenging. The introduction of magnetoelastic metamaterials provides new opportunities to study these effects. As has been introduced in previous chapters, the nonlinear response in these structures originates from the coupling between electromagnetic (EM) resonances and elastic deformation of the structure. We extended this idea to chiral torsional metamaterials; in Chapter 4, we already predicted and demonstrated experimentally a rich variety of nonlinear stationary responses such as large self-tuning and bista-
In this chapter, we will study the nonlinear behaviour when two or more torsional meta-molecules with opposite handedness (enantiomeric meta-molecules) are electromagnetically coupled, i.e. a coupled system with chiral symmetry (see Fig. 6.2). The term “chiral symmetry” used in this chapter follows the same definition as in previous studies of enantiomeric molecules [433,434] — for a given set of dynamic equations $F$ that describe the interaction and evolution of the enantiomeric meta-molecules $(x_L, x_R)$, they are covariant under parity transformation $\mathcal{P}$, i.e. $\mathcal{P}[F(x_L, x_R)] = F(x_R, x_L)$. Intuitively, under such a symmetry condition, torsional meta-molecules with opposite handedness should have identical magnitudes of EM response if they are equally
excited; the net chirality of the whole system should also vanish due to chiral symmetry. However, our study explicitly shows that when the interaction between metamolecules becomes sufficiently strong, the system undergoes spontaneous symmetry breaking and becomes chiral.

In this chapter, we start with the simple case of a pair of enantiomeric metamolecules, each composed of a pair of twisted split-ring resonators, the same as the one studied in Chapter 4, and we show that chiral symmetry breaking can exist due to intermolecular interaction. This process leads to the sudden occurrence of polarization rotation and localization, an analogy to phase-transition effects. To understand the underlying mechanism, we use the method introduced in Sec. 5.3 and analyze the evolution of local stability of the system, showing the critical role of intermolecular interaction in creating new stable states with broken chiral symmetry. Furthermore, we perform a proof-of-concept microwave experiment to study the nonlinear behaviour of a pair of enantiomeric meta-molecules, and the results provide a concrete verification of our theoretical prediction. Finally, we extend our study to meta-molecular necklaces with $C_{Nv}$ symmetry and periodic arrays that mimic the situation in bulk torsional metamaterials, and show how to use perturbation of the incident polarization to achieve uniform chiral symmetry breaking throughout the whole array.

### 6.2 Coupled Torsional Meta-molecules with Chiral Symmetry

The system studied is shown in Fig. 6.2, with each torsional meta-molecule consisting of two coaxial split ring resonators (SRRs) connected by an elastic thin wire. As in Chapter 5, we choose the radii of thin SRRs as $r_a = 6$ mm, slit width 1 mm, and inter-ring distance 3 mm; we fix the upper rings and restrict the allowed movement of the bottom rings to azimuthal rotation; perfect electric conductor is used as the material for the SRRs so only the radiative component of the EM force/torque is taken into account. For clarity, we denote the upper and lower SRRs of meta-molecule number $l$ as $(l,1)$ and $(l,2)$, respectively. To confirm the chiral symmetry of the system, $2N$ ($N \in \mathbb{N}$) torsional meta-molecules with opposite handedness are symmetrically coupled and uniformly excited with the same amplitude and phase. For a finite system, this can be done by arranging the $2N$ torsional meta-molecules in a way that the whole system satisfies $C_{Nv}$ symmetry, i.e. $\sigma = \pi/N$. The displacement vector pointing from the rotation center $O$ to the center of a meta-molecule is $R_C$, and $\theta$ is the twist angle of an SRR, defined by the orientation of the slit with respect to $R_C$.

To provide the first insight of the physics, we employ the near-field interaction model in Appendix A to calculate the EM torque, and solve the following coupled equations to study the nonlinear response of the system

\[
-\text{i}\omega \sum_{m=1}^{N} \sum_{j=1}^{2} Z_{(l,i),(m,j)}(\theta_{l,i}\theta_{m,j})Q_{m,j} = \mathcal{E}_{l,i}, \tag{6.1}
\]

\[
\ddot{\theta}_{l,2} + \Gamma \dot{\theta}_{l,2} = \frac{1}{I} M_l \tag{6.2}
\]

The notations are the same as those used in Eq. (5.5) and Eq. (5.4). $M_l = M_{l}^{SM} + M_{l}^{R}$ is the total torque experienced by the lower SRR of meta-molecule $l$.

We start with the simplest case when two enantiomeric torsional meta-molecules are coupled. Without loss of generality, we choose the y-z plane as the plane of mirror
Figure 6.3: EM torque experienced by the rotatable SRRs. (a) Spectra of EM torque experienced by SRRs \((1, 2)\) and \((2, 2)\) [denoted as \(M_{1}^{\text{EM}}\) (blue circles) and \(M_{2}^{\text{EM}}\) (red diamonds)], with twist angles \(\theta_{1,1} = -\theta_{2,1} = 90^\circ\), \(\theta_{1,2} = -\theta_{2,2} = 45^\circ\), and \(|R_C| = 2.5\ r_a\). (b) and (d) are the EM torque as functions of the two mutual twist angles \(\delta\theta_1 = \theta_{1,2} - \theta_{1,1}\) and \(\delta\theta_2 = \theta_{2,2} - \theta_{2,1}\), with pump frequency 4.1 GHz; the corresponding cross-sections along the blue dashed lines are shown in (c) (blue circles for \(M_{1}^{\text{EM}}\) and red diamonds for \(M_{2}^{\text{EM}}\)). The EM torque has been normalized to the power density of 1 mW mm\(^{-2}\).

Symmetry and the system is excited with an x-polarized plane wave propagating in the z direction, as shown in Fig. 6.2 (b). Since the Hamiltonian possesses chiral symmetry — the effective impedance \(Z\) has components \(Z_{(1,1),(2,2)} = Z_{(2,1),(1,2)}\) — the resulting mode amplitudes and EM torques also possess the same symmetry, i.e. \(|Q_{1,1}| = |Q_{2,1}|, |Q_{1,2}| = |Q_{2,2}|, M_{1}^{\text{EM}} = -M_{2}^{\text{EM}}\). As an example, we calculate the EM torque experienced by SRRs \((1, 2)\) and \((2, 2)\) (denoted as \(M_{1}^{\text{EM}}\) and \(M_{2}^{\text{EM}}\)), with twist angles \(\theta_{1,1} = -\theta_{2,1} = 90^\circ\) and \(\theta_{1,2} = -\theta_{2,2} = 45^\circ\), and \(|R_C| = 2.5 r_a\). It should be noted that, in a system with \(2N\) resonators, \(2N\) hybrid resonances can be supported in general. However, the number of resonances excited can be reduced due to symmetry. If the system satisfies \(C_{N_v}\) symmetry and is excited uniformly, only two resonances can be observed. This property provides an important spectral reference to estimate the chiral symmetry of the system in experiments. Since the EM interaction is dominated by the intra-molecular coupling for such separation, the
overall lineshape is qualitatively similar to the single meta-molecule we studied in Chapter 4. As can be seen from Fig. 6.3(a), the directions of resonance-enhanced EM torques induced by the two hybrid modes are opposite due to the different mode symmetries.

However, even a relatively weak intermolecular interaction is sufficient to introduce modulation of the resonant amplitude and of the EM torque. This effect can be clearly observed in Figs. 6.3 (b) and (d), which show the EM torques experienced by SRRs (1,2) and (2,2) under pump frequency 4.1 GHz, as functions of the mutual twist angles ($\delta \theta_l = \theta_l,2 - \theta_l,1$) in two meta-molecules. This modulation becomes the strongest when both meta-molecules are in resonance ($\delta \theta_1 \approx -\delta \theta_2$) [see Fig. 6.3(c) for the cross-sections along the blue dashed lines]. Note that although the EM torque experienced by a meta-molecule is still a Lorentz-like function of its own twist angle, it is also modulated by the twist angle from the other meta-molecule, which gives a more general Fano lineshape.

6.3 Spontaneous Chiral Symmetry Breaking in Dimers

As shown above, the interaction between two enantiomeric meta-molecules results in EM torque which depends on the configuration of both meta-molecules. It is this interaction that modifies the stability of the system and leads to the spontaneous chiral symmetry breaking, as will be shown below. Importantly, such chiral symmetry breaking can be found in the stationary response of the system, which means this is an effect independent of mechanical damping, and this is a desirable property for their future realization in optics.

By calculating the dynamics of the system in Fig. 6.3 under different pump frequencies and power densities $P_I$, we notice that such an effect can be found at frequencies just below resonance. For clarity, we focus on the resonance centred around 4.11 GHz, in which the currents of the two SRRs within each meta-molecule flow in opposite directions. For each frequency, the pump power density $P_I$ is increased from 0 to 4 mW mm$^{-2}$ and decreased back to 0 mW mm$^{-2}$ in steps of 0.05 mW mm$^{-2}$. The damping coefficient $\Gamma = 1.42$ Hz is equivalent to the damping experienced in water, and the system can become stable after damped oscillations. The regime of broken symmetry can be found by summing the two stable twist angles $|\delta \theta_1 + \delta \theta_2|$, which would be non-zero if the symmetry is broken. The results clearly show that this symmetry breaking effect has hysteretic features [see Fig. 6.4 (a)].

As an example, Fig. 6.4 (b) depicts this process for a pump frequency of 4.1 GHz. The chiral symmetry of the system is preserved for low power. However, such symmetry can suddenly be broken ($\delta \theta_1 + \delta \theta_2 \neq 0$) when the pump power surpasses a certain threshold, and Fig. 6.4 (c) depicts the dynamics of the lower rings (1,2) and (2,2) at the threshold power of 0.7 mW mm$^{-2}$, during which the system evolves from a symmetric state to an asymmetric state. The threshold powers can be different for increasing (red solid circles) and decreasing (blue open circles) power levels, showing hysteresis. At the threshold power level where chiral symmetry is broken, the system can fall from the symmetric state into either of the two asymmetric states with opposite handedness, and the final “observed” state is random if there is no predefined bias in the initial state. This process is also known as “hidden” symmetry [402,403], since the two asymmetric states are still mirror symmetric with respect to each other, although only one of them can be finally “observed” each time.
Figure 6.4: Chiral symmetry breaking of enantiomeric dimers. (a) Regime of spontaneous chiral symmetry breaking as a function of incident power density $P_I$ and pump frequency. The initial twist angles are chosen to be the same as in Fig. 6.3. For pump frequency $4.10$ GHz, (b) the asymmetry of twist angles, characterized by $\delta\theta_1 + \delta\theta_2$, and (c) the corresponding time dependent response of the symmetry breaking process under $P_I = 0.7$ mW mm$^{-2}$, where $\theta_1^{(0)} = \theta_2^{(0)} = 45^\circ$ are the initial twist angles; the blue solid curve and red dashed curve correspond to $\theta_{1,2} - \theta_{1,2}^{(0)}$ and $\theta_{2,2} - \theta_{2,2}^{(0)}$, respectively. (d) The asymmetry of EM energy stored within each meta-molecule, and (e) the corresponding polarization rotation $\Psi$ of the forward scattered wave. The red solid and blue empty circles denote the states under increasing and decreasing power, respectively. In the broken chiral symmetry regime, the system could fall into either of the two states with opposite handedness.

In the near-field, such broken symmetry directly leads to asymmetry or even localization of the EM energy. Figure 6.4 (d) depicts such a change, where the asymme-
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The try factor is defined as

$$A_H = (H_1 - H_2)/(H_1 + H_2),$$

with

$$H_l = \frac{1}{2} \Re(e_{l1}Q_{l1}^* + e_{l2}Q_{l2}^*)$$

being the energy input from the incident field on each meta-molecule, which is equal to the energy scattered and stored by each meta-molecule. The most noticeable consequence of this symmetry breaking is the sudden occurrence of giant polarization rotation of forward/backward scattered waves [see Fig 6.4 (e)], and this phase transition process could provide a new mechanism to construct artificial phase-change metamaterials without introducing any naturally occurring phase-change materials [222], as will be further confirmed below.

### 6.4 Underlying Mechanism

The mechanism of the above process can be fully understood by analyzing the local stability of the system, using the approach introduced in Sec. 5.3. Figures 6.5 (a) to (i) demonstrate how the total torque and equilibria evolve as pump power changes. The color scale and vectors show the amplitude and direction of the total torque experienced by the system, and it is defined as

$$M = M_1 \hat{e}_{\theta_1} + M_2 \hat{e}_{\theta_2}.$$  

The blue and red curves correspond to $M_1 = 0$ and $M_2 = 0$, respectively; their crossovers are the equilibria of the system $|M| = 0$, which are pump power-dependent. Importantly, one can also evaluate the stability of the equilibria in Fig. 6.5 by identifying the direction of the vectors, which shows the direction of the total torque and tells whether an equilibrium is “attractive” (stable) or “repulsive” (unstable).

Under low power density, only one stable equilibrium exists around the initial configuration with chiral symmetry [Fig. 6.5 (a)]. As power further increases, two new stable equilibria with broken chiral symmetry exist [Fig. 6.5 (b)], and the stable equilibrium (black circle) of the symmetric state around $\delta \theta_1 = -\delta \theta_2 \approx 43.5^\circ$ starts to overlap with the two unstable ones nearby (yellow circles) [Fig. 6.5 (b) to (c)], and it finally turns into an unstable point (undergoes the first bifurcation) as power increases [Fig. 6.5 (c) to (d)]. Then the original symmetric state is no longer stable, and the system falls into either of the two nearby stable states by breaking the original chiral symmetry, as depicted in Figs. 6.4 (b) and (c). The unstable chiral symmetric state further evolves into a new stable state after the second bifurcation as power increases [Fig. 6.5 (e) to (f)]. The asymmetric state exists below the third bifurcation threshold [see Fig. 6.5(g) to (h), the stable points of asymmetric states overlap with the nearby unstable ones and disappear as power further increases], and the system hops back to the second stable symmetric state when the power density surpasses 1.3 mW mm$^{-2}$ [Fig. 6.5(h) to (i)], as has been shown in Figs. 6.4 (b) to (e).

It has to be emphasized that the chiral symmetry breaking effect shown here is attributed to the EM interaction between meta-molecules. As shown in Fig. 6.3, such interaction leads to additional modulation of the EM torques, and it directly results in different threshold powers of bifurcation for symmetric and asymmetric states, which provides a necessary (but not sufficient) condition for symmetry breaking. For simplicity, we denote $P_1^{(s)}$ and $P_2^{(s)}$ the threshold powers of the two symmetric states under low and high pumping power density, and $P_1^{(a)}$ and $P_2^{(a)}$ are the threshold powers of the asymmetric state in the intermediate power regime.

Figure 6.6 (a) depicts the threshold powers of bifurcation for the symmetric and the asymmetric states as a function of $|R_C|$ at a frequency of 4.1 GHz. The threshold powers of bifurcation exhibit interesting asymptotically oscillating features due to the influence of retardation on the EM coupling. Note that for a given $|R_C|$, the
Figure 6.5: (a) to (i) Evolution of the total torque as a function of pump power density under inter-molecular distance $|R_C| = 2.5r_a$. The total torque experienced by the system is defined as $M = M_1 \hat{e}_{\theta_1,2} + M_2 \hat{e}_{\theta_2,2}$. The vectors and color scale indicate the direction and amplitude of total torque, respectively. The crossovers of $M_1 = 0$ (blue curves) and $M_2 = 0$ (red curves) are the equilibria of the system. Pump frequency is 4.1 GHz, the same as in Figs. 6.4 (b) to (e).

Strictly speaking, the sufficient condition for chiral symmetry breaking is that when the bifurcation of one stable symmetric state happens, the only available state is the stable asymmetric state. The first situation that satisfies such sufficient condition is the case shown in Figs. 6.5 (c) to (d) — when the bifurcation of the first
symmetric state occurs, the second symmetric state has not emerged due to its higher threshold power of bifurcation \((P_{s1}^{(s)} < P_{s2}^{(s)})\), and the system can only fall into the existing asymmetric state. The second situation is such that when the bifurcation of the first symmetric state occurs, the second symmetric state already exists \((P_{s1}^{(s)} > P_{s2}^{(s)})\); however, due to an additional unstable point in-between the two symmetric states, the trajectory of the system will still be “pushed” away from the axis of \(\delta \theta_1 = -\delta \theta_2\) and falls into the asymmetric state.

The powers of bifurcation for symmetric and asymmetric states become degenerate \((|P_{s1}^{(a)} - P_{s1}^{(s)}| \to 0, |P_{s2}^{(a)} - P_{s2}^{(s)}| \to 0)\) eventually when the separation becomes very large. Figs. 6.6 (c), (d), (e) show the extreme situations under a very large distance \(|R_C| = 250r_a\), at which the intermolecular interaction becomes negligible. As a result, the curves for \(M_1 = 0\) and \(M_2 = 0\) reduce to straight lines, and the stable points of the symmetric and asymmetric states around \(\delta \theta_1 \approx 44^\circ\) and \(\delta \theta_2 \approx -44^\circ\) [Fig. 6.5 (c)] will disappear simultaneously when the power further increases, since they have the same threshold power of bifurcation. In this case, the system can only jump to the second stable symmetric state with smaller mutual twist angles [see Fig. 6.5 (d)]: this process is exactly the bistable hopping found in Chapter 4. In contrast, the hysteresis shown in Fig. 6.4 is actually a multistable process, during which three independent stable states (two symmetric states for low and high power density, and
one asymmetric state for intermediate power density) are accessed. Therefore, inter-molecular interaction is indispensable for the existence of a non-degenerate state with broken chiral symmetry.

### 6.5 Experimental Verification

We confirm the theoretical prediction of spontaneous chiral symmetry breaking by performing a pump-probe experiment in the microwave regime, with a setup similar to one in Chapter 4. We have used four copper split-ring resonators printed on Rogers R4003 substrate (relative permittivity 3.5, loss tangent 0.0027, substrate thickness 0.5 mm) to construct two pairs of chiral meta-molecules. The outer radius, track width, slit width and thickness of each SRR are 4.2 mm, 1.0 mm, 0.2 mm and 0.035 mm, respectively. Two of the SRRs are fixed on a polystyrene (relative permittivity around 1) block and positioned at the centre of a circular waveguide (diameter $\sim$ 58.2 mm), with their slits oriented parallel with the wave propagation direction (see Fig. 6.7). The other two SRRs are suspended with thin rubber wires ($a = 50 \mu m$, length $d = 19.4$ mm, and shear modulus 0.6 MPa), and are well aligned coaxially with the two fixed SRRs, with a face to face distance around 1.2 mm and the initial twist angles $\delta \theta_1^{(0)} = -\delta \theta_2^{(0)} \approx 70^\circ$. The centre-centre distance of the two chiral meta-molecules is 12.7 mm. Due to experimental constraints, the orientation of the incident field relative to the meta-molecules differs from that in our theoretical analysis; however, by exciting the two meta-molecules with the same magnitude and phase, we preserve the symmetry required to demonstrate the effect. The two pairs of twisted split rings are positioned in a circular waveguide, and are excited with the TE$_{11}$ waveguide mode, having its electric field parallel to the SRRs.

The transmission spectrum is measured by a vector network analyser (Rohde and Schwarz ZVB-20). In general, the four-SRR system can give rise to four resonances due to mutual coupling, and two of them can be observed within the frequency regime of interest ($<4$ GHz). These two modes can be understood as a further hybridization of the original symmetric modes (with currents flowing in the same direction) supported by the SRR pairs, as discussed in previous studies [152]. However, in the chiral symmetric configuration, one of these two modes will not be excited due to its zero overlap with the incident field. This property provides an accurate reference for tuning the initial positions of the two twisted SRR pairs – only when the two ring pairs are positioned almost perfectly symmetrically can we observe a single resonance with Lorentz lineshape. Our simulation further confirms that the “hidden” mode can be excited and becomes easily distinguishable once the difference of initial twist angles becomes larger than one degree. Thus, the horizontal positions, the longitudinal separations, and the initial twist angles can be carefully adjusted so that only one resonance is observed.

We choose a pump frequency at 3.53 GHz, which is just below the initial resonance of around 3.55 GHz. The CW pump signal is generated by a signal generator (HP 8673B) and is further amplified by a power amplifier (ZHL-16W-43-S+). The pump power is increased in 0.5 dB steps and the spectra are recorded once the system reaches a steady-state. The normalized transmission spectra $|S_{21}|$ as a function of pump power are plotted in Fig. 6.8 (a), where the black dots denote the positions of the resonances, and the blank regime is where the system undergoes self-oscillations, hence no steady-state signal can be recorded. It is clearly shown that the original
Figure 6.7: Experimental setup. Schematic of the experimental setup of the microwave pump-probe measurement. For clarity, the substrate of the sample in the schematic is omitted. The inset is the photograph of the sample. The fine rubber wires suspending the top SRRs are attached to two small wire winders (the bow-tie-shaped objects on the top of the shelf), so that the twist angles, the lateral and longitudinal positions of the SRRs can be tuned separately.

As the power further increases, the state with broken symmetry becomes unstable and the system exhibits self-oscillations. Recall that in Chapter 5, we already predicted the possible existence of self-oscillations in a single torsional meta-molecule with two mechanical degrees of freedom. The effect observed here is intrinsically the same as the situation studied in Sec. 5.3.2 – due to the absence of stable state in the system (which is confirmed with full wave simulation, see discussion below). In such a scenario, the system starts to “wander” in phase space (for the case of two degrees of freedom studied here, the phase space is four dimensional) and transforms EM energy into mechanical oscillation. We choose a probe frequency of 3.52 GHz to record the time evolution of the transmission coefficient. Some of the examples are shown in Fig. 6.8 (b), where the periodicity of the signals indicates that the system undergoes limit cycles. For other pump powers, more complicated behaviour such as aperiodic or even chaos-like dynamics are observed.

Remarkably, the system becomes stable again when the power exceeds 32 dBm. The two split resonances disappear and a new single resonance appears at around 3.5 GHz, which red shifts as power further increases. This is a clear verification of our theoretical prediction that the system will eventually hop back to the second symmetric state (the only stable state) when the pump power is sufficiently strong.

To confirm the observation, we perform a full wave simulation using CST Microwave Studio to reproduce the measured spectra by taking into account the influ-
Figure 6.8: Observation of chiral symmetry breaking and self-oscillation. (a) Measured transmission spectra in stationary state as a function of pump power. The pump frequency is chosen at 3.53 GHz, and the power is swept from 18 dBm to 38 dBm in 0.5 dB steps. The black dots denote the position of the resonances, and the blank area shows region of parameters where self-oscillation occurs. (b) Time evolution of transmission coefficient at 3.52 GHz when the system exhibits self-oscillation. The red dashed curve and blue solid curve correspond to pump power 30.5 dBm and 31 dBm, respectively (c) Simulated transmission spectra and (d) the corresponding fitted mutual twist angles for different power levels, where red solid circles and blue open circles correspond to $|\delta \theta_1|$ and $|\delta \theta_2|$, respectively.

ence of substrate and waveguide (see Sec. A.4 for more details). We calculate the EM torque experienced by the two suspended SRRs with Maxwell-stress tensor, under different mutual twist angles $(\delta \theta_1, \delta \theta_2)$ when the structure is pumped at frequency 3.53 GHz, and the result gives a two dimensional map similar to Fig. 6.3 (b) and (d). Then the equilibria of the system and their stability under different pump powers can be found by following the procedure used in the Fig. 6.5, in which the initial twist angles are chosen as $\delta \theta_1 = -\delta \theta_2 = 71^\circ$. These stable mutual twist angles can again be remapped to the transmission spectra with full wave calculation. The transmission coefficients under different pump powers, and the corresponding stable mutual twist angles are shown in Fig. 6.8 (c) and (d) (for clarity, we only plot one of the possible asymmetric states where $|\delta \theta_1| < |\delta \theta_2|$). Despite the complexity of the system, the
simulation spectra are in good agreement with the measured results. As can be seen, in the power regime where chiral symmetry breaking happens ($|δθ_1| \neq |δθ_2|$), the original single resonance splits into two; it is also confirmed by the stability analysis that the system does not possess any stable equilibrium in the blank regime, which leads to self-oscillations. Therefore, the evolution of chiral symmetry breaking predicted above – from the symmetric state at low pump power, to an asymmetric state in the intermediate power regime, and finally back to the symmetric state at high power, is fully verified by the experiment.

6.6 Enantiomeric Necklace Rings and Arrays

Having revealed the basic mechanism of chiral symmetry breaking in dimer enantiomers, it is desirable to show how this mechanism can influence the behaviour in larger scale systems where more than two enantiomers are coupled, and to determine whether this process can be applied to realize phase-change metamaterials. To do so, we extend our theoretical study of dimer enantiomers to more complex systems.

One very interesting configuration is a necklace ring composed of $2N$ enantiomeric meta-molecules with the configuration of the whole system satisfying $C_{NV}$ symmetry, as shown in Fig. 6.2 (b). To excite all the meta-molecules uniformly, one can use azimuthally polarized waves. In the following calculation, we use the same initial twist angles $θ_1^{(0)} = 180°$ and $θ_2^{(0)} = ±135°$ for all the necklace rings, and the radius of necklace $R_C$ is chosen such that the center-center distance between nearest neighbouring meta-molecules is $5r_a$.

By calculating the dynamic and stable states of the system, we notice that despite the complexity of nonlinear modes available, these modes still satisfy the same symmetry as the structure. Similar to the dimer enantiomers, the system always occupies the $C_{NV}$ states under low or high power density, in which the system has only one stable point. In the intermediate power level where more than one stable point can exist, various states with reduced symmetry are available, including those with broken mirror symmetry (such as $C_N$ states), reduced rotational symmetry ($C_{NV, n < N}$ states) and completely broken symmetry ($C_1$ states). Within these various types of nonlinear states, the $C_{NV, n > 2}$ states are particularly interesting, since structures with such symmetry are intrinsically isotropic and their corresponding eigenstates of forward/backward radiation are circular polarized. Some examples of these modes are shown in Fig 6.9 (a), in which the direction of the rotation angle $θ_2^{(0)} - θ_1^{(0)}$ is indicated by red open circles and blue solid circles, and its magnitude is represented by the distance between the circle and the center of the polar plot.

Another exotic type of behaviour that the necklace ring can also exhibit is self-oscillations. The mechanism is the same as what we studied in Chapter 5 – when the system has no stable point, it enters a consistent oscillation state, corresponding to the limit cycle on the phase diagram; as has been discussed in Sec. 5.3.2 and thus the oscillations are damping-immune. Interestingly, some of these oscillation states still satisfy $C_N$ symmetry, and an example of $N = 5$ is depicted in Fig. 6.9 (b), which shows the time evolution of the rotation angles of SRRs ($l, 2$). Remarkably, due to the chiral symmetry of the system, the oscillation amplitudes of meta-molecules with $θ_2^{(0)} - θ_1^{(0)} > 0$ and $θ_2^{(0)} - θ_1^{(0)} < 0$ are exactly the same; this means the system actually oscillates back and forth between the unstable left-handed and right-handed $C_N$ states — the “hidden” symmetry of the system is revealed via self-oscillations.
Figure 6.9: Chiral symmetry breaking in necklace rings and 1D arrays. (a) Examples of nonlinear modes with $C_{Nv}$ and $C_N$ symmetry accessed by the necklace rings with $2N$ enantiomeric meta-molecules. The direction of angle rotation of SRRs are denoted with red open circles ($\theta_{l,2} - \theta_{l,2}^{(0)} > 0$) and blue solid circles ($\theta_{l,2} - \theta_{l,2}^{(0)} < 0$), respectively; the distance between the circle and the center of polar plots denote the magnitudes of rotation. (b) Time evolution of self-oscillation states for necklace with $C_5$ symmetry. The pump frequency and power density are 4.105 GHz and 1.8 mW mm$^{-2}$, respectively. The blue solid curve and red dashed curve correspond to the dynamics of SRRs with $\theta_{l,2} - \theta_{l,2}^{(0)} < 0$ and $\theta_{l,2} - \theta_{l,2}^{(0)} > 0$, respectively. (c) Polarization rotation of forward scattered waves in an infinite array of enantiomeric meta-molecules, as a function of pump power density; pump frequency is chosen at 4.1 GHz for comparison with Fig. 6.4 (e). An example of chiral symmetry breaking in a finite 1D array (13 enantiomeric pairs) with (d) a symmetric excitation, and (e) a small perturbation in polarization (0.05 degree). The configuration of meta-molecules and the periodicity are the same as the infinite array. The frequency and power density are 4.1 GHz and 0.8 mW mm$^{-2}$, respectively.
Finally, we study the phase transition in an array of enantiomeric meta-molecules. We first calculate the response of a one dimensional infinite array to check the feasibility of the effect. We employ periodic boundary conditions to simplify the problem, assuming that the electromagnetic and mechanical responses in all the unit cells are identical, and the degrees of freedom of the whole system can be reduced to two. By taking into account the coupling of over 360 neighboring meta-molecules in the multipole expansion model (see Section A.3 of Appendix A), the results converge.

For convenience of comparison, we depict the polarization rotation of the forward scattered wave of an array in Fig. 6.9 (c). The unit cell of the array is a pair of enantiomeric dimers [Fig. 6.2(b)], with configuration the same as the one studied in Fig. 6.4; the pump frequency and the incident polarization (along the x direction) are also identical to the case shown in Fig. 6.4 (e). The array is periodic along the x direction, with a periodicity of 10r_a. Despite the more complex and long-range coupling in an infinite array, the overall behaviour is still similar to that shown for dimers, since the origin of symmetry breaking in our system is inter-molecular interaction. As can be seen, the chiral symmetry is preserved for low and high power, and such symmetry is broken within some intermediate power regime, which leads to the existence of giant polarization rotation. The power regime of symmetry breaking becomes wider than the case of a dimer [see Fig. 6.4 (e)] due to the stronger inter-molecular interaction in the array system.

We note that the periodic boundary condition used above is a simplification which neglects many other possible solutions of symmetry breaking. In general, the non-linear behaviour of an array system, either with finite or infinite size, can be very complicated if the number of degrees of freedom is large, and the spontaneous chiral symmetry breaking effect would occur in the form of domains, as in many natural materials. However, by properly engineering our artificial materials, it is technically possible to exclude the undesirable complexity and achieve uniform chiral response over the whole system. One simple concept is to mechanically connect all the meta-molecules of the same handedness, so that all the left-handed or right-handed meta-molecules can have identical deformation and the degrees of freedom of the whole system can be reduced to two (for conceptual layouts of 2D array, see Fig. 6.10).

Alternatively, it is also possible to access a uniform chiral response by introducing a small perturbation in the polarization state of incident waves, so that the left-handed and right-handed meta-molecules experience a slightly different EM torque. Such variation has little influence when the system is operated in the linear regime, but it can be used to control the symmetry breaking effect, since the system is highly sensitive to small perturbations around critical points. Fig. 6.9 (d) and (e) show an example of the chiral symmetry breaking response of a 1D finite array (13 enantiomeric pairs) under the same pump frequency and power density, but with slightly different polarization states. The configuration of meta-molecules, the periodicity and the pump frequency are the same as the infinite array. As can be seen, under the same pump power density, the original chiral domain response under symmetric excitation (polarization in x direction) turns into uniform chiral response when a small perturbation (0.05 degree) is introduced.

The chiral symmetry breaking effect for the necklace and array systems shown above can be considered as a chiral analogy of the phase transition from the antiferromagnetic state to the ferrimagnetic state found in iron selenide [435, 436]. We emphasize that this analogy is actually based on the similarity of the physical picture (the change of the effective potential of the system), rather than the actual physical
quantity (magnetic field or EM field) involved. In the picture of spontaneous magnetization, temperature is the tuning parameter; when the temperature is below Curie temperature, the effective potential evolves into a double well potential, and spontaneous magnetization occurs. Although in this situation external magnetic field is not required to achieve magnetization, low temperature is still indispensable to maintain the effect. Analogously, input field strength is the tuning parameter in our system, and only when the field strength surpasses a threshold value, the effective potential of the system (determined by the electromagnetic torque) can show instability for the symmetric state, and spontaneous chiral symmetry breaking occurs. In this situation, although circular polarization light or other types of chiral input is not required to induce chirality, input field is still indispensable to maintain the chirality, just as low temperature to spontaneous magnetization. Although there is some difference between the two systems, the physical picture is similar. Therefore, our study shows a new possibility to create and design artificial phase-transition effects on demand in metamaterials, without the need to introduce naturally existing phase-change materials.
6.7 Summary

To understand how the interaction among torsional meta-molecules will influence the system dynamics, in this chapter, we studied the nonlinear behaviour of a complex system with multiple enantiomeric torsional meta-molecules that are electromagnetically coupled. Specifically, we introduced and developed the concept of spontaneous chiral symmetry breaking in metamaterials, and revealed that such a system can lead to a variety of novel effects in the physics of metamaterials.

In particular, we predicted that when the intermolecular coupling becomes sufficiently strong, the system can exhibit a phase-transition by suddenly breaking the original chiral symmetry. By analyzing the evolution of the system stability of a pair of enantiomeric meta-molecules, we revealed that intermolecular interaction is indispensable for this effect – when the intermolecular interaction is sufficiently strong, the threshold powers of bifurcation of asymmetric states become different from those of symmetric states, and this allows the system to transit to asymmetric state when the symmetric state becomes unstable. By introducing a multipole approximation for far-field interaction in the model (Sec. A.3), we also explored such processes in large scale system such as enantiomeric necklace rings and long arrays of meta-molecules, showing that spontaneous chiral symmetry breaking is general in such type of system and the direction of bifurcation can be controlled with the perturbation in incident polarization.

To verify the feasibility of our concept, we performed a pump-probe microwave experiment with a pair of enantiomeric torsional meta-molecules. We successfully observed mode splitting due to chiral symmetry breaking in the intermediate pump power regime, and the results can be reproduced with full wave simulation; this provides a concrete verification of our theoretical predictions. We also observed self-oscillation effects due to the absence of stable equilibrium in the system; the underlying mechanism is identical to the one revealed in Chapter 5 for a single torsional meta-molecule. Thus, the self-oscillations observed here also verified our prediction in Chapter 5.

The study present in this chapter provides a novel and feasible mechanism for creating artificial phase-transitions in assemblies of meta-molecules without naturally occurring phase-change materials.

Statement

This chapter was written based on the work published in the journal paper: **Mingkai Liu, David A. Powell, Ilya V. Shadrivov, Mikhail Lapine, and Yuri S. Kivshar, “Spontaneous chiral symmetry breaking in metamaterials”, Nature Commun. 5, p 4441-9 (2014).**
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7.1 Conclusion

Over the past 15 years, the advances in metamaterials brought in many novel concepts, and most importantly, revolutionized our traditional ideas of how electromagnetic waves can be manipulated. As one of the important classes of metamaterials, chiral metamaterials offer new opportunities in manipulating the polarization of electromagnetic waves on the subwavelength scale, and novel effects such as giant optical activity and negative refractive index have been extensively studied.

While a lot of work has been done on using chiral metamaterials to control electromagnetic waves via strong light-matter interaction, the accompanying effects, such as the electromagnetic force and torque acting on the structure, as well as the nonlinear optomechanical effects are still largely unexplored. This thesis represents a study of the new effects of chiral meta-molecules and chiral metamaterials. In particular, it focuses on the optomechanical properties of such systems, covering several closely related topics, and a number of theoretical and experimental advances have been made.

(1) The mechanism of near-field interaction, giant optical activity and the optimum configuration of polarization rotation were analyzed for a chiral meta-molecule based on twisted cut-wires, using a semi-analytical model.

To understand the basic mechanism of chiral meta-molecules, we introduced a semi-analytical method based on the free-space Green’s function under the eigenmode approximation. We employed the model to simulate the near-field coupling, far-field scattering and optical activity of chiral meta-molecules based on twisted coupled cutwire pairs. Excellent agreement was found by comparing the results from our model and full wave calculation, indicating that the accuracy of our model is in the full wave regime. Our study also confirmed that spatial dispersion is the origin of chirality and strong near-field interaction is responsible for the giant enhancement of optical activity. Moreover, we found that the optimum twist angle for achieving the strongest polarization rotation, varies with frequency, and near the resonance is substantially lower than 45 degrees. The underlying reasons of this “counter-intuitive” effect are the strong phase variation near the resonance and the finite width of the cut-wires. These findings can provide useful insight for the design of chiral metamaterials.

(2) The condition for achieving continuous rotation was determined for a chiral meta-molecule based on a pair of twisted split-ring resonators; this structure can generate strong rotation power and would be a good candidate for sub-wavelength light-driven actuators.
We studied the electromagnetic torque of chiral meta-molecules based on a pair of twisted split-ring resonators, and showed that chiral meta-molecules themselves can experience strong scattering torque due to their strong interaction with electromagnetic waves. We found that the condition for achieving continuous rotation, and the roles played by chirality and anisotropy can be explained explicitly with a simple analytical model, and the rotation power of such a structure is comparable to a previously studied dielectric structure that is three orders of magnitude larger. This structure combines strong chirality and anisotropy, and therefore can support different optomechanical dynamics, working as an optical motor or an optical wrench under different frequencies of incident waves. Our study indicated that this type of chiral meta-molecules is a promising prototype for subwavelength light-driven actuators, and it would find new potential applications in nano-robotics and nano-fluidics.

(3) A new design based on torsional chiral meta-molecules was proposed to achieve strong electromagnetic-elastic coupling; for the first time in such metamaterials, giant bistability was demonstrated experimentally.

Much stronger electromagnetic torque can be found between the constituent meta-atoms within a chiral meta-molecule, and it can be exploited to deform meta-molecules and achieve strong nonlinear optomechanical effects. Previous studies in magnetoeelastic metamaterials already demonstrated a nonlinear frequency shift, but achieving a giant nonlinear response such as bistability was still challenging. To enhance the effect based on electromagnetic-elastic coupling, we introduced torsional chiral meta-molecules based on coupled pairs of twisted split-ring resonators connected with elastic thin wires. Since the elastic feedback is very sensitive, this new design allows giant structural deformation under moderate incident power, and the elastic and electromagnetic properties can be independently designed to optimize the response. We performed a microwave experiment on a prototype structure, and successfully demonstrated a rich range of predicted nonlinear phenomena including self-tuning and bistability. This study indicates that torsional chiral meta-molecules provide an excellent platform to study various strong slow nonlinear effects in metamaterials.

(4) Novel nonlinear dynamics, including damping-immune self-oscillations and nonlinear dynamic optical activity were revealed in torsional chiral meta-molecules with more than one mechanical degree of freedom; for the first time in metamaterials, self-oscillations were predicted and experimentally demonstrated.

Apart from the giant stationary nonlinear response, we also demonstrated the non-trivial dynamic nonlinear response in torsional meta-molecules. Although the retardation of electromagnetic torque with respect to the mechanical motion is negligible in a pair of rings, we showed that it is still possible to achieve a dynamic nonlinear response if we introduce more than one mechanical degree of freedom. The system chosen is a torsional trimer meta-molecule with two mechanical degrees of freedom. The additional degree of freedom introduced allows the system to accumulate electromagnetic energy to compensate the damping loss and achieve nontrivial nonlinear dynamics such as self-oscillations and chaos. Contrary to many previously studied optomechanical systems, self-oscillations of torsional meta-molecules can become damping-immune when the system does not process any stable equilibrium.
As a result of the self-oscillations, the polarization rotation of chiral meta-molecules varies with time and incident power – an effect dubbed dynamic nonlinear optical activity. For the first time in metamaterials, self-oscillations were experimentally demonstrated in a system composed of two coupled torsional meta-molecules.

(5) The concept of spontaneous chiral symmetry breaking was introduced in metamaterials, where intermolecular interaction was found to be indispensable. For the first time in metamaterials, this effect was predicted and experimentally demonstrated with coupled enantiomeric torsional meta-molecules.

When torsional meta-molecules are assembled into large arrays, the intermolecular electromagnetic interaction could bring in qualitatively new effects. We studied a nonlinear system composed of two or more coupled enantiomeric torsional meta-molecules, i.e. torsional chiral meta-molecules with opposite handedness. It was found that intermolecular electromagnetic coupling can change the system stability and lead to spontaneous breaking of the original chiral symmetry. Such symmetry breaking can be found in both the dynamic and stationary responses of the system, and it leads to a giant nonlinear polarization change, energy localization and mode splitting. We also showed how to manipulate such symmetry breaking in a large scale array by introducing a perturbation in the polarization. For the first time in metamaterials, such an effect was predicted and demonstrated successfully in a microwave pump-probe experiment. This novel effect provides a new possibility for creating an artificial phase transition in metamaterials without requiring naturally occurring phase change materials.

\section{7.2 Outlook}

The studies presented in this thesis are of interest from both fundamental and applied points of view, and they could be extended in a number of new directions.

For the methodology part, the near-field interaction model introduced here can be applied to non-chiral structures and can become more sophisticated by taking into account fast nonlinearity, gain media and even quantum effects. It would be particularly useful when dealing with large scale and finite-sized coupled systems, as is often the case in practical devices; the introduction of randomness, special lattices such as quasi-crystalline structures, or gradients in structural geometries can also be taken into account. This would help us to predict and understand novel effects such as Anderson localization, topological states, random lasing, etc. in the context of metamaterials.

For the nonlinear optomechanical effects, although the experimental studies presented here are in the microwave regime, we expect that similar effects can also be found in high frequency regimes such as terahertz, infrared or even visible light. In these high frequency regimes, structures that are easier to fabricate with top-down approaches, such as cantilevers or nano-beams would be more favorable. It is exciting to see that recent advances in bottom-up fabrication techniques, such as DNA origami, already allowed programmable fabrication of complex structures from the molecular level; plasmonic structures similar to the designed torsional meta-molecules in our study have been realized recently [158]. Importantly, since most of the novel effects predicted and demonstrated in this thesis are independent of me-
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Mechanical damping, the liquid environment required for DNA origami will not be a detrimental factor; this could provide a novel bottom-up platform to study various optomechanical effects at visible light frequencies.

The spontaneous chiral symmetry breaking of enantiomeric metamaterials provides a chiral analogy of the antiferromagnetic-ferrimagnetic transition found in magnetic materials. The critical phenomena around the bifurcation points may reveal yet further interesting physics, since unlike many condensed matter systems, the system studied here is non-conservative. The possibility of using such instability around the critical points for ultra-high sensitivity measurements is quite exciting. For example, one can utilize this property as an event counter by measuring the symmetry breaking triggered due to the perturbation of mechanical or electromagnetic environment. An event that can introduce mechanical vibration, or change the input electromagnetic signal could be measured. In addition, the excitation of self-oscillations around the bifurcation point could provide a further enhancement of the sensitivity due to the involvement of periodic oscillating signals – the tiny environmental perturbation can be characterized from the change of oscillating signals in either the time domain or the frequency domain. Furthermore, the achiral-chiral transition shown here is not the only one possible in metamaterials, there are also positive-negative index and elliptic-hyperbolic dispersion transitions which warrant exploration.

From the practical point of view, the coupling of electromagnetic and elastic properties also provides a novel route for fully spatial control of meta-surfaces. It is particularly useful for near infrared and optical frequencies where the introduction of electronic control to each individual meta-molecule becomes increasingly challenging or even undesirable due to the involvement of metals and semi-conductors that are absorptive at optical frequencies. Instead, one can use a spatial light modulator to control the spatial profile of the pump field to achieve active spatial tuning of meta-surfaces. While spatial light modulators widely used today focus on manipulation of far-field wave components, a metasurface with dynamic modulation property could do similar operation to the near-field components, and it would have great impact in a wide range of fields such as super-resolution imaging.
Appendix A

Theoretical Framework of Electromagnetic Interaction in Coupled Meta-atoms

In metamaterials, the electromagnetic (EM) interaction of meta-atoms, such as split rings and cut-wires, etc., can greatly alter the EM properties of the whole metamaterial system, for example, the frequencies and linewidths of resonances as well as the efficiencies and profiles of far-field scattering. When the separation between meta-atoms is much smaller than the operation wavelength, such interaction is in the near-field regime and is thus called near-field interaction. This is usually the case when two or more meta-atoms are closely packed and function as a meta-molecule. This appendix gives an overview of the background and the theoretical framework employed in this thesis. Particularly, the semi-analytical methods introduced here can be used to quantitatively describe the complex electromagnetic interaction of meta-atoms. Such interaction is related to both the energy and momentum aspects of electromagnetic waves.

Below, the first section will focus on the energy aspect of interaction of meta-atoms, a semi-analytical method based on free space Green’s function will be introduced; the second section emphasizes the momentum aspect of interaction, i.e. the electromagnetic force and torque; the third section will introduce the multipole expansion of the model for far-field interaction.

A.1 Electromagnetic Coupling of Meta-atoms

The interaction, particularly the near-field interaction of meta-atoms provides additional degrees of freedom to control the properties of the composed meta-molecules. Such interaction can lead to hybridized modes with different resonant frequencies and bandwidths, and their properties are governed by the energy aspect of the interaction – for example, the amount of electric and magnetic energy that is mutually coupled among meta-atoms and the power lost as scattering and heat.

The calculation and interpretation of these hybridization effects generally rely on full wave simulation in conjunction with intuitive effective circuit models or coupled-oscillators description that require many fitted parameters [150, 357, 366, 437]. Apparently, these approaches are only useful for understanding the effects in relatively simple systems and would become impractical when the number of meta-atoms involved is large. Below, we will introduce the semi-analytical method used in this thesis from the basis of electromagnetic theory. This method can be considered as an
eigenmode approximation of the full wave methods such as Method of Moment and Integral Equation Method. Unlike previous approach based on the effective circuit model, our method can be used to calculate the electromagnetic response of a large scale coupled system with no fitted parameters. This method can provide reasonably good accuracy, while remaining physically insightful and computationally efficient.

A.1.1 Electric and Magnetic Energy

We start from the most basic theory of Lorentz force in harmonic field $\sim \exp(-i\omega t)$. For a meta-atom with electric current and charge distribution $J(\omega, r)$ and $\rho(\omega, r)$ in an electromagnetic field given by $E(\omega, r)$ and $B(\omega, r)$, the complex Lorentz force density experienced by the meta-atom is described as

$$f_{em}^{\text{EM}}(\omega, r) = \rho^*(\omega, r)E(\omega, r) + J^*(\omega, r) \times B(\omega, r).$$ (A.1)

The time averaged force density can be obtained from $\frac{1}{2}\Re[f_{em}^{\text{EM}}(\omega, r)]$. Here, magnetic current and charge are not taken into account since only nonmagnetic materials are used in our study. For a meta-atom composed of homogeneous isotropic lossy material $\epsilon(\omega) = \epsilon'(\omega) + i\epsilon''(\omega)$, the induced current is directly related to the real and imaginary parts of the induced polarization $P(\omega, r) = [\epsilon(\omega) - \epsilon_0]E(\omega, r)$:

$$J(\omega, r) = \frac{\partial}{\partial t}[\Re(P) + i\Im(P)]$$

$$= -i\omega[\epsilon'(\omega) - \epsilon_0]E + i\omega\epsilon''(\omega)E$$

$$= J^P(\omega, r) + J^R(\omega, r).$$ (A.2)

The part corresponds to $\epsilon'(\omega)$ is generally called polarization current $J^P(\omega, r)$; while $J^R(\omega, r)$ corresponds to $\epsilon''(\omega)$, and it includes the effects of both conductive and dielectric losses, leading to Joule dissipation.

Since the magnetic field does not contribute to the work done, the complex work that is done on the meta-atom can be expressed as

$$\int_V f_{em}^{\text{EM}}(\omega, r) \cdot \mathbf{r} \, d\mathbf{r}^3 = \int_V [\rho^*(\omega, r)E(\omega, r) + J^*(\omega, r) \times B(\omega, r)] \cdot \mathbf{r} \, d\mathbf{r}^3$$

$$= \int_V J^*(\omega, r) \cdot E(\omega, r) \, d\mathbf{r}^3.$$ (A.3)

Note that the electric field $E(\omega, r)$ is the total field including the incident field $E^I(\omega, r)$ and scattered field $E^s(\omega, r)$. Suppose there are $N$ meta-atoms distributed in free space, then the complex work which is done on meta-atom $m$ is expressed as

$$\int_{V_m} J^*_m \cdot E \, d\mathbf{r}^3 = \int_{V_m} J^*_m \cdot (E^I + E^s) \, d\mathbf{r}^3$$ (A.4)
with
\[
\int J_m^* \cdot E^* \, d\mathbf{r}^3
\]
\[=
\int_{V_m} J_m^* \cdot (\nabla \phi - \frac{\partial}{\partial t} \mathbf{A}) \, d\mathbf{r}^3
\]
\[=
\int_{V_m} -\nabla \cdot (\phi J_m^*) + \phi \nabla \cdot J_m^* + i\omega J_m^* \cdot \mathbf{A} \, d\mathbf{r}^3
\]
\[=
\frac{\omega}{c^2} \int_{V_m} J_m^* \cdot \mathbf{A} - \rho_m^* \phi \, d\mathbf{r}^3
\]
\[=
\frac{\omega}{c^2} \sum_n \left[ \int_{V_m} \int_{V_n} \left( \frac{J_m^* \cdot J_n^*}{c^2} - \rho_m^* \rho_n^* \right) \frac{e^{i k_0 |r_n - r_m|}}{4\pi \epsilon_0 |r_m - r_n|} \, d\mathbf{r}_m^3 \, d\mathbf{r}_n^3 \right],
\]
(A.5)

where the free space Green’s function \(\exp(ik_0 |\mathbf{r} - \mathbf{r}'|)/|\mathbf{r} - \mathbf{r}'|\) is used for the vector potential \(\mathbf{A}\) and the scalar potential \(\phi\) generated by all the meta-atoms, under the Lorenz gauge condition \([438]\). The integral at the singular point can be evaluated separately with known analytical expressions \([439]\).

The above integral equation is directly related to the electric and magnetic interaction energy between meta-atoms \(m\) and \(n\), and is the foundation of full wave calculation methods such as the Method of Moments, Integral Equation Method and Boundary Element Method, in which the unknown current distribution \(J\) is further discretized into many small current elements \([440–444]\).

### A.1.2 Near-field Interaction Model with the Eigenmode Approximation

Although full wave methods such as the Method of Moments are accurate, they do not provide much physical insight and would become numerically expensive once the number of coupled elements increases. In fact, it is possible to build a simpler model with useful physical insight by sacrificing some accuracy.

In general, a meta-atom can support a series of resonant eigenmodes with different current and charge distributions [see example in Fig. A.1]; the normalized spatial distributions of current \(j(\omega, \mathbf{r})\) and charge \(q(\omega, \mathbf{r})\) for a specific eigenmode vary with frequency. However, such variation can be very small (but not always), particularly when the meta-atom is subwavelength in size (so that the retardation effect is small) and the constitutive material has a very large permittivity (such as good conductors and high index dielectrics). Under such conditions, the current and charge response can usually be well-approximated by separating the frequency-dependent amplitude (mode amplitude) that captures the resonant behaviour, and the spatially-dependent distribution (mode profile, now becomes frequency-independent around the resonance) that can be used to calculate the interaction coefficients \([152,244,445]\):

\[
\rho(\omega, \mathbf{r}) = Q(\omega)q(\mathbf{r}),
\]
\[
J(\omega, \mathbf{r}) = -i\omega Q(\omega)j(\mathbf{r}),
\]
(A.6)

where \(Q\) is the amplitude of oscillating charges, and \(q(\mathbf{r}) = -\nabla \cdot j(\mathbf{r})\).

Based on the above approximation, Eq. (A.4) can be rewritten as
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\begin{align*}
\int \mathbf{J}_m \cdot \mathbf{E} d^3 r &= i \omega Q_m^s(\omega) \left[ -\varepsilon_m + \sum_n \left( \omega^2 L_{m,n} - \frac{1}{C_{m,n}} \right) Q_n^s(\omega) \right] \quad \text{(A.7)}
\end{align*}

with

\begin{align*}
L_{m,n} &= \iint \frac{\mathbf{j}_m \cdot \mathbf{j}_n}{4\pi\epsilon_0^2} \frac{e^{ik_0|r_m-r_n|}}{|r_m-r_n|} d^3 r_m d^3 r_n, \\
\frac{1}{C_{m,n}} &= \iint \frac{\mathbf{q}_m \cdot \mathbf{q}_n}{4\pi\epsilon_0} \frac{e^{ik_0|r_m-r_n|}}{|r_m-r_n|} d^3 r_m d^3 r_n, \quad \text{(A.8)}
\end{align*}

being the effective inductance and elastance (inverse of capacitance) between meta-atoms \( m \) and \( n \), respectively. The real parts of these two quantities are related to the magnetic and electric energy exchanged between meta-atoms, while the imaginary parts are directly related to radiative loss [382]. The electromotive force induced by the incident EM fields \( \mathbf{E}^i \) can be found by overlapping the incident field with the mode profile:

\begin{align*}
\varepsilon_m &= -\int \mathbf{J}_m \cdot \mathbf{E}^i d^3 r_m. \quad \text{(A.10)}
\end{align*}

On the other hand, the complex work can also be separated into real and imaginary parts, corresponding to the contribution of polarization current \( \mathbf{J}^p \) and the dissipation part \( \mathbf{J}^R \):
\[
\int J^*_m \cdot \mathbf{E} \, dr_m^3 = \int (J^P_m + J^R_m) \cdot \mathbf{E} \, dr_m^3 \\
= \frac{1}{-i\omega [\epsilon'(\omega) - \epsilon_0]} \int J^P_m \cdot J^P_m \, dr_m^3 + \frac{1}{\omega \epsilon''(\omega)} \int J^R_m \cdot J^R_m \, dr_m^3 \\
= (i\omega P_m + \omega R_m) Q^*_m Q_m
\]  
(A.11)

with

\[
P_m = \frac{1}{\epsilon'(\omega)} \int j^P_m \cdot j^P_m \, dr_m^3,
\]

(A.12)

\[
R_m = \frac{1}{\epsilon''(\omega)} \int j^R_m \cdot j^R_m \, dr_m^3.
\]

(A.13)

being the “local” terms related to the power stored and dissipated by the meta-atom, respectively. For very low loss dielectric, \(P_m \neq 0, R_m \rightarrow 0\); for good conductors, \(P_m \rightarrow 0, R_m \neq 0\); for perfect electric conductors, since there is no volume current, and the surface current is perpendicular to the local electric field, \(P_m = R_m = 0\).

Combining Eq. (A.4) and Eq. (A.11), the set of coupled equations can be written in a compact matrix form

\[
-i\omega \sum_n Z_{m,n} Q_n(\omega) = \mathbf{E}_m
\]

(A.14)

with the effective impedance

\[
Z_{m,n} = i\omega L_{m,n} + \frac{1}{\omega} \left( \frac{1}{C_{m,n}} + \delta_{m,n} P_m - i\delta_{m,n} R_m \right),
\]

(A.15)

\(\delta_{m,n}\) is the delta function. According to reciprocity, the effective impedance matrix is complex symmetric, i.e. \(Z_{m,n} = Z_{n,m}\). \(Z_{m,m}\) is the self-impedance of a single meta-atom’s eigenmode. To increase the accuracy of calculation, higher orders of eigenmodes can be taken into account. Equation (A.14) is used in the following chapters to calculate the electromagnetic responses of multiple coupled meta-atoms. In practice, the current and charge spatial distributions of the eigenmodes of a single meta-atom can be found numerically with full wave methods, which will be further utilized to calculate the coefficients in Eq. (A.15).

### A.2 Electromagnetic Force and Torque in Coupled Meta-atoms

The momentum and angular momentum of electromagnetic waves can be transferred to meta-atoms via scattering or absorption. Such action is generally weak if only the interaction between the incident wave and a single meta-atom is taken into account (radiative force and torque). However, the EM force and torque can be significantly enhanced when multiple meta-atoms are strongly coupled, creating meta-molecules with properties beyond single meta-atoms; in such cases, the EM force and torque due to near-field interaction between meta-atoms becomes dominant (the so-called gradient force and torque).
A.2.1 Momentum Conservation and Maxwell Stress Tensor

Starting from the expression for Lorentz force density, it can be proved that, the momentum and angular momentum conservation of a system under EM wave illumination are given by

\[
\frac{d}{dt}P_{\text{mech}} + \frac{d}{dt}P_{\text{field}} = \int_S \mathbf{T} \cdot \mathbf{n} \, d\mathbf{r}^2, \tag{A.16}
\]

\[
\frac{d}{dt}L_{\text{mech}} + \frac{d}{dt}L_{\text{field}} = \int_S \mathbf{r} \times (\mathbf{T} \cdot \mathbf{n}) \, d\mathbf{r}^2, \tag{A.17}
\]

where

\[
P_{\text{field}} = \frac{1}{c^2} \int_V \mathbf{E} \times \mathbf{H} \, d\mathbf{r}^3, \tag{A.18}
\]

\[
L_{\text{field}} = \frac{1}{c^2} \int_V \mathbf{r} \times (\mathbf{E} \times \mathbf{H}) \, d\mathbf{r}^3 \tag{A.19}
\]

are the momentum and angular momentum of the EM field, respectively; \(\mathbf{T}\) is the Maxwell stress tensor, \(\mathbf{n}\) is the normal unit vector on the enclosed surface \(S\) surrounding the meta-atom volume \(V\), and \(\mathbf{r}\) is the displacement vector with respect to the centre of rotation [382].

The EM force and torque acting on a meta-atom are given by the time derivative of the mechanical momentum and angular momentum: \(F_{\text{EM}} = \frac{d}{dt}P_{\text{mech}}\) and \(M_{\text{EM}} = \frac{d}{dt}L_{\text{mech}}\), respectively. For a mechanically stable meta-atom under harmonic field illumination, \(\frac{d}{dt}P_{\text{field}} = 0, \frac{d}{dt}L_{\text{field}} = 0\), and the time-averaged electromagnetic force and torque can be expressed as [382]

\[
F_{\text{EM}} = \int_S \langle \mathbf{T} \rangle \cdot \mathbf{n} \, d\mathbf{r}^2, \tag{A.20}
\]

\[
M_{\text{EM}} = \int_S \mathbf{r} \times (\langle \mathbf{T} \rangle \cdot \mathbf{n}) \, d\mathbf{r}^2. \tag{A.21}
\]

For meta-atoms in vacuum, the time-averaged tensor component is given by

\[
\langle T_{ij} \rangle = \frac{1}{2} \operatorname{Re} \left[ \epsilon_0 (E_i E_j^* - \frac{1}{2} \delta_{ij} E^2) + \mu_0 (H_i H_j^* - \frac{1}{2} \delta_{ij} H^2) \right]. \tag{A.22}
\]

A.2.2 Electromagnetic Force and Torque Calculation based on the Eigenmode Approximation

The Maxwell stress tensor provides a general approach to estimate the EM force and torque based on the EM field distribution, and would be particularly useful when accurate full-wave simulation is employed; however, it is also computationally expensive and could introduce undesirable numerical inaccuracy if the surface integral mesh is not dense enough to resolve the highly localized fields. The problem would become even more challenging if one needs to deal with dynamic multi-physics coupling – for example, the coupling between EM resonance and EM force induced mechanical deformation. In fact, after finding the electromagnetic response of the coupled system with the above near-field interaction model, it is much more straightforward and efficient to calculate the force and torque directly from the current and
charge. Importantly, it allows us to explicitly calculate the electromagnetic force and torque between any two meta-atoms, which becomes quite useful when analysing a complex system.

Back to Eq. (A.1), the time-averaged Lorentz force acting on meta-atom \( m \) is now expressed as

\[
F_{\text{em}}^m(\omega) = \frac{1}{2} \text{Re} \left[ Q_m^* (\omega) \int_{V_m} q_m E(\omega, r_m) \, dr^3_m + i\omega j_m \times B(\omega, r_m) \, dr^3_m \right]
\]

\[
= F^E_m(\omega) + F^M_m(\omega), \tag{A.23}
\]

where \( F^E \) and \( F^M \) are the contribution from electric and magnetic components, corresponding to Coulomb force and Laplace force, respectively.

For the Coulomb force, it can be further separated into the external part that comes from incident field \( E_i \), and the internal part that comes from the scattered field \( E_s \) from meta-atoms within the coupled system:

\[
F^E_m(\omega) = F^E_{\text{int}}(\omega) + F^E_{\text{ext}}(\omega), \tag{A.24}
\]

with the external part

\[
F^E_{\text{ext}}(\omega) = \frac{1}{2} \text{Re} \left[ Q_m^* (\omega) \int_{V_m} q_m E^i(\omega, r_m) \, dr^3_m \right], \tag{A.25}
\]

and the internal part

\[
F^E_{\text{int}}(\omega) = \frac{1}{2} \text{Re} \left[ Q_m^* (\omega) \int_{V_m} q_m E^s(\omega, r_m) \, dr^3_m \right]. \tag{A.26}
\]

From

\[
E^i(\omega, r_m) = \sum_n \int_{V_n} \nabla \phi(r_m) - \frac{\partial}{\partial t} A(r_m) \, dr^3_n
\]

\[
= \sum_n \int_{V_n} \nabla \frac{e^{ik_0|r_m-r_n|}}{4\pi\epsilon_0|r_m-r_n|} \rho_n - \frac{\partial}{\partial t} \frac{e^{ik_0|r_m-r_n|}}{4\pi\epsilon_0|r_m-r_n|} J_n \, dr^3_n
\]

\[
= \sum_n Q_n(\omega) \int_{V_n} \frac{e^{ik_0|r_m-r_n|}}{4\pi\epsilon_0|r_m-r_n|} \left[ \left( \frac{1}{|r_m-r_n|} - i k_0 \right) q_n e_R + k_0^2 j_n \right] \, dr^3_n, \tag{A.27}
\]

we have the final expression for the internal part

\[
F^E_{\text{int}}(\omega) = \frac{1}{2} \text{Re} \left\{ \sum_n Q_n(\omega) Q_m^* (\omega) \int_{V_m} \int_{V_n} \frac{e^{ik_0|r_m-r_n|}}{4\pi\epsilon_0|r_m-r_n|} \right. \]

\[
\left. \cdot \left[ \left( \frac{1}{|r_m-r_n|} - i k_0 \right) q_n q_m e_R + k_0^2 j_m j_n \right] \, dr^3_n \, dr^3_m \right\}, \tag{A.28}
\]
where \( \mathbf{e}_R = (\mathbf{r}_m - \mathbf{r}_n)/|\mathbf{r}_m - \mathbf{r}_n| \). Similarly, for the Laplace force

\[
F^M_m(\omega) = F^M_{m,\text{int}}(\omega) + F^M_{m,\text{ext}}(\omega),
\]  

(A.29)

with the external part

\[
F^M_{m,\text{ext}}(\omega) = \frac{1}{2} \text{Re} \left[ i\omega Q_m^*(\omega) \int_{V_m} \mathbf{j}_m \times \mathbf{B}'(\omega, \mathbf{r}_m) d\mathbf{r}_n^3 \right],
\]  

(A.30)

and the internal part

\[
F^M_{m,\text{int}}(\omega) = \frac{1}{2} \text{Re} \left\{ \sum_n \frac{\omega^2 Q_n(\omega) Q_m^*(\omega)}{4\pi c^2 \varepsilon_0 |\mathbf{r}_m - \mathbf{r}_n|} \right\} \cdot \left[ \left( \frac{1}{|\mathbf{r}_m - \mathbf{r}_n|} - ik \right) \mathbf{j}_m \times (\mathbf{e}_R \times \mathbf{j}_n) \right] d\mathbf{r}_n^3 d\mathbf{r}_m^3.
\]  

(A.31)

The time-averaged electromagnetic torque, with respect to the rotation center \( \mathbf{r}_m^{(c)} \), can be expressed as

\[
M^\text{EM}_m(\omega) = M^\text{E,ext}_m(\omega) + M^\text{E,int}_m(\omega) + M^\text{M,ext}_m(\omega) + M^\text{M,int}_m(\omega),
\]  

(A.32)

with the electric components

\[
M^\text{E,ext}_m(\omega) = \frac{1}{2} \text{Re} \left\{ Q_m^*(\omega) \int_{V_m} q_{m(c)}(\mathbf{r}_m - \mathbf{r}_m^{(c)}) \times \mathbf{E}'(\omega, \mathbf{r}_m) d\mathbf{r}_m^3 \right\},
\]  

(A.33)

\[
M^\text{E,int}_m(\omega) = \frac{1}{2} \text{Re} \left\{ \sum_n \frac{Q_n(\omega) Q_m^*(\omega)}{4\pi c^2 \varepsilon_0 |\mathbf{r}_m - \mathbf{r}_n|} \right\} \cdot \left[ \left( \frac{1}{|\mathbf{r}_m - \mathbf{r}_n|} - ik \right) q_{m(c)} \mathbf{e}_R + k_0^2 \mathbf{j}_n \right] d\mathbf{r}_n^3 d\mathbf{r}_m^3;
\]  

(A.34)

and the magnetic components

\[
M^\text{M,ext}_m(\omega) = \frac{1}{2} \text{Re} \left\{ i\omega Q_m^*(\omega) \int_{V_m} (\mathbf{r}_m - \mathbf{r}_m^{(c)}) \times [\mathbf{j}_m \times \mathbf{B}'(\omega, \mathbf{r}_m)] d\mathbf{r}_m^3 \right\},
\]  

(A.35)
A.3 Multipole Approximation of the Interaction Model

The above near-field model based on the eigenmode approximation is much more efficient than full wave simulation and has comparable accuracy. However, since it requires a double volume integral, it is still not efficient enough to study the interaction and complex nonlinear dynamics when a large number of meta-atoms are coupled. For a large system where meta-atoms are coupled in both the near-field and far-field regimes, the effective impedance terms \( Z_{m,n} \) can be calculated with different methods, depending on the separation of the interacting meta-atoms. For closely spaced meta-atoms, the near-field model is required; while for the situation where the separation is much larger than the scale of a meta-atom, a multipole approximation can be developed.

A.3.1 Taylor Expansion of the Green’s Function

We rewrite the displacement vector of two meta-atoms as

\[
\mathbf{r}_m = \mathbf{r}_m^{(c)} + \mathbf{a}_m, \\
\mathbf{r}_n = \mathbf{r}_n^{(c)} + \mathbf{a}_n.
\] (A.37)
Define \( \mathbf{R} = R \cdot \mathbf{n} = \mathbf{r}_m^{(c)} - \mathbf{r}_n^{(c)} \) the displacement between the centres of meta-atoms, when \( |\mathbf{r}| \ll R \),

\[
|\mathbf{r}_m - \mathbf{r}_n| = |\mathbf{r}_m^{(c)} - \mathbf{r}_n^{(c)} + \mathbf{a}_m - \mathbf{a}_n| \\
\approx |\mathbf{R} + \mathbf{a}_m| - \frac{(\mathbf{R} + \mathbf{a}_m) \cdot \mathbf{a}_n}{|\mathbf{R} + \mathbf{a}_m|} \\
\approx R + \mathbf{n} \cdot \mathbf{a}_m - \frac{R \mathbf{n} \cdot \mathbf{a}_m + \mathbf{a}_m \cdot \mathbf{a}_n}{R + \mathbf{n} \cdot \mathbf{a}_m} \\
= R + \frac{R (\mathbf{n} \cdot \mathbf{a}_m - \mathbf{n} \cdot \mathbf{a}_n) + (\mathbf{n} \cdot \mathbf{a}_m)^2 - \mathbf{a}_m \cdot \mathbf{a}_n}{R + \mathbf{n} \cdot \mathbf{a}_m} \\
\approx R + \frac{1}{R} \left( 1 - \frac{\mathbf{n} \cdot \mathbf{a}_m}{R} \right) \left[ R \mathbf{n} \cdot (\mathbf{a}_m - \mathbf{a}_n) + (\mathbf{n} \cdot \mathbf{a}_m)^2 - \mathbf{a}_m \cdot \mathbf{a}_n \right] \\
= R + \mathbf{n} \cdot (\mathbf{a}_m - \mathbf{a}_n) + \frac{1}{R} \left[ (\mathbf{n} \cdot \mathbf{a}_m)(\mathbf{n} \cdot \mathbf{a}_n) - \mathbf{a}_m \cdot \mathbf{a}_n \right] \\
+ \frac{1}{2R^2} \left[ (\mathbf{n} \cdot \mathbf{a}_m)(\mathbf{a}_m \cdot \mathbf{a}_n) - (\mathbf{n} \cdot \mathbf{a}_m)^3 \right]. \quad (A.38)
\]

Note that the above expression for distance should be invariant when interchanging \( m \) and \( n \) (unit vector \( \mathbf{n} \) reverses direction), so the third order term is modified as 

\[
\approx \mathbf{n} \cdot (\mathbf{a}_m - \mathbf{a}_n) - (\mathbf{n} \cdot \mathbf{a}_m)^3 + (\mathbf{n} \cdot \mathbf{a}_n)^3. \quad (A.39)
\]

Substituting the approximation Eq. (A.39) into the Green’s function \( e^{ik_0|\mathbf{r}_m - \mathbf{r}_n|}/|\mathbf{r}_m - \mathbf{r}_n| \), using Taylor expansion again and truncating it by the third order term,

\[
\frac{e^{ik_0|\mathbf{r}_m - \mathbf{r}_n|}}{|\mathbf{r}_m - \mathbf{r}_n|} \\
\approx \frac{e^{ik_0R}}{R} \left\{ 1 + \left( \frac{1}{R} - ik \right) \left( \mathbf{n} \cdot \mathbf{a}_m - \mathbf{n} \cdot \mathbf{a}_n \right) \\
+ \left( \frac{1}{R^2} - \frac{ik}{R} - \frac{k^2}{2} \right) (\mathbf{n} \cdot \mathbf{a}_m - \mathbf{n} \cdot \mathbf{a}_n)^2 + \left( \frac{ik}{R} - \frac{1}{R^2} \right) [(\mathbf{n} \cdot \mathbf{a}_m)(\mathbf{n} \cdot \mathbf{a}_n) - \mathbf{a}_m \cdot \mathbf{a}_n] \\
+ \left( \frac{1}{R^3} - \frac{ik}{R^2} - \frac{k^2}{2R} + \frac{ik^3}{6} \right) (\mathbf{n} \cdot \mathbf{a}_m - \mathbf{n} \cdot \mathbf{a}_n)^3 \\
+ \left( \frac{2k^2}{R^2} - \frac{i2k}{R^2} \right) \mathbf{n} \cdot (\mathbf{a}_m - \mathbf{a}_n) [(\mathbf{n} \cdot \mathbf{a}_m)(\mathbf{n} \cdot \mathbf{a}_n) - \mathbf{a}_m \cdot \mathbf{a}_n] \\
+ \left( \frac{ik}{2R^2} - \frac{1}{2R^3} \right) [(\mathbf{n} \cdot (\mathbf{a}_m - \mathbf{a}_n)(\mathbf{a}_m \cdot \mathbf{a}_n) - (\mathbf{n} \cdot \mathbf{a}_m)^3 + (\mathbf{n} \cdot \mathbf{a}_n)^3] + \cdots \right\}. \quad (A.40)
\]

This expression is the basis of the following multipole expansion of the effective
impedance. As will be shown, the expansion terms with displacement vector $\mathbf{a}$ are directly related to the multipole moments of the system.

### §A.3 Multipole Approximation of the Effective Inductance

Substituting Eq. (A.40) in to Eq. (A.8), we have the Taylor expansion of the effective inductance,

$$L_{m,n} = \frac{1}{4\pi\epsilon_0 c^2} \left[ \iint \mathbf{j}(\mathbf{r}_m) \cdot \mathbf{j}(\mathbf{r}_n) \frac{e^{ik_0|\mathbf{r}_m - \mathbf{r}_n|}}{|\mathbf{r}_m - \mathbf{r}_n|} d\mathbf{r}_n^3 d\mathbf{r}_m^3 \right]$$

$$\approx \frac{e^{ik_0 R}}{4\pi\epsilon_0 c^2 R} \left[ \iint \mathbf{j}(\mathbf{a}_m) \cdot \mathbf{j}(\mathbf{a}_n) \left[ 1 + \left( \frac{1}{R} - i k \right) (\mathbf{n} \cdot \mathbf{a}_m - \mathbf{n} \cdot \mathbf{a}_n) + \cdots \right] d\mathbf{a}_m^3 d\mathbf{a}_n^3 \right]$$

(A.41)

The zeroth order term in the integral gives

$$L^{(0)} = \iint \mathbf{j}_m \cdot \mathbf{j}_n \ d\mathbf{a}_m^3 d\mathbf{a}_n^3$$

$$= \frac{1}{-\omega^2 Q_m Q_n} \iint \mathbf{J}(\mathbf{a}_m, t) \cdot \mathbf{J}(\mathbf{a}_n, t) \ d\mathbf{a}_m^3 d\mathbf{a}_n^3$$

$$= \frac{1}{-\omega^2 Q_m Q_n} \iint (\mathbf{\rho}_m \dot{\mathbf{a}}_m) \cdot (\mathbf{\alpha}_n \dot{\mathbf{a}}_n) \ d\mathbf{a}_m^3 d\mathbf{a}_n^3$$

$$= \frac{1}{-\omega^2 Q_m Q_n} \iint (-i\omega Q_m q_m \mathbf{a}_m) \ d\mathbf{a}_m^3 \iint (-i\omega Q_n q_n \mathbf{a}_n) \ d\mathbf{a}_n^3$$

$$= \mathbf{l}_m \cdot \mathbf{l}_n,$$

(A.42)

where $\mathbf{l} = \int q \ d\mathbf{a}^3$ is the normalized electric dipole moment of an eigen mode. So the above term corresponds to the contribution of electric dipole-dipole interaction.

The first order term

$$L^{(1)} = \left( \frac{1}{R} - i k \right) \iint \mathbf{j}_m \cdot \mathbf{j}_n (\mathbf{n} \cdot \mathbf{a}_m - \mathbf{n} \cdot \mathbf{a}_n) d\mathbf{a}_m^3 d\mathbf{a}_n^3$$

$$= \left( \frac{1}{R} - i k \right) \left\{ \iint \mathbf{j}_m \cdot \mathbf{j}_n (\mathbf{n} \cdot \mathbf{a}_m) d\mathbf{a}_m^3 d\mathbf{a}_n^3 - \iint \mathbf{j}_m \cdot \mathbf{j}_n (\mathbf{n} \cdot \mathbf{a}_n) d\mathbf{a}_m^3 d\mathbf{a}_n^3 \right\},$$

(A.43)

with

$$\iint \mathbf{j}_m \cdot \mathbf{j}_n (\mathbf{n} \cdot \mathbf{a}_m) d\mathbf{a}_m^3 d\mathbf{a}_n^3$$

$$= \mathbf{l}_n \cdot \iint \mathbf{j}_m (\mathbf{n} \cdot \mathbf{a}_m) d\mathbf{a}_m^3$$

$$= \mathbf{l}_n \cdot \left\{ \int \frac{1}{2} [\mathbf{j}_m (\mathbf{n} \cdot \mathbf{a}_m) - \mathbf{a}_m (\mathbf{j}_m \cdot \mathbf{n})] + \frac{1}{2} [\mathbf{j}_m (\mathbf{n} \cdot \mathbf{a}_m) + \mathbf{a}_m (\mathbf{j}_m \cdot \mathbf{n})] d\mathbf{a}_m^3 \right\}$$

$$= \mathbf{l}_n \cdot \left( -\mathbf{n} \times \mathbf{u}_m + \frac{1}{2} \mathbf{n} \cdot \mathbf{l}_m \right).$$

(A.44)

Finally,

$$L^{(1)} = \left( \frac{1}{R} - i k \right) \left[ \mathbf{l}_n \cdot \left( -\mathbf{n} \times \mathbf{u}_m + \frac{1}{2} \mathbf{n} \cdot \mathbf{l}_m \right) + \mathbf{l}_m \cdot \left( -\mathbf{n} \times \mathbf{u}_n + \frac{1}{2} \mathbf{n} \cdot \mathbf{l}_n \right) \right],$$

(A.45)
where \( \mathbf{u} = \frac{1}{2} \int (\mathbf{a} \times \mathbf{j}) \, d^3 \mathbf{a} \) and \( \mathbf{1} = \int q \mathbf{a} \, d^3 \mathbf{a} \) are the normalized magnetic dipole and electric quadrupole moments. This term corresponds to the interaction between electric dipole and magnetic dipole as well as electric quadrupole.

The second order terms include two parts: 

\[
L^{(2)} = L_1^{(2)} + L_2^{(2)}. 
\]

\[
L_1^{(2)} = \left( \frac{1}{R^2} - \frac{ik}{R} - \frac{k^2}{2} \right) \int \int j_m \cdot j_n (\mathbf{n} \cdot \mathbf{a}_m - \mathbf{n} \cdot \mathbf{a}_n)^2 \, d^3 \mathbf{a}_m \, d^3 \mathbf{a}_n, \tag{A.46} \]

The integral is evaluated as

\[
\int \int j_m \cdot j_n (\mathbf{n} \cdot \mathbf{a}_m)^2 + (\mathbf{n} \cdot \mathbf{a}_n)^2 - 2(\mathbf{n} \cdot \mathbf{a}_m)(\mathbf{n} \cdot \mathbf{a}_n) \right] d^3 \mathbf{a}_m \, d^3 \mathbf{a}_n 
= \mathbf{l}_n \cdot \int j_m (\mathbf{n} \cdot \mathbf{a}_m)^2 \, d^3 \mathbf{a}_m + \mathbf{l}_m \cdot \int j_n (\mathbf{n} \cdot \mathbf{a}_n)^2 \, d^3 \mathbf{a}_n 
- 2 \int j_m \cdot j_n (\mathbf{n} \cdot \mathbf{a}_m)(\mathbf{n} \cdot \mathbf{a}_n) \, d^3 \mathbf{a}_m \, d^3 \mathbf{a}_n, \tag{A.47} \]

where

\[
\int j_m (\mathbf{n} \cdot \mathbf{a}_m)^2 \, d^3 \mathbf{a}_m = \frac{1}{-i\omega} \int q_m (\mathbf{a}_m \cdot \mathbf{n})^2 \frac{\mathbf{a}_m}{\mathbf{A}} \, d^3 \mathbf{a}_m. \tag{A.48} \]

From

\[
\mathbf{n} \cdot \frac{d}{dt} (q_m \mathbf{a}_m \mathbf{a}_m \mathbf{a}_m) \cdot \mathbf{n} 
= q_m \left[ (\mathbf{a}_m \cdot \mathbf{n}) \mathbf{a}_m (\mathbf{a}_m \cdot \mathbf{n}) + \mathbf{a}_m \mathbf{a}_m (\mathbf{a}_m \cdot \mathbf{n}) \cdot \mathbf{n} \right] 
= q_m \left[ (\mathbf{a}_m \cdot \mathbf{n}) (\mathbf{a}_m \cdot \mathbf{n}) + (\mathbf{a}_m \cdot \mathbf{n}) \mathbf{a}_m (\mathbf{a}_m \cdot \mathbf{n}) \right] 
= q_m \left[ 2(\mathbf{a}_m \cdot \mathbf{n}) (\mathbf{a}_m \cdot \mathbf{n}) \mathbf{a}_m + (\mathbf{a}_m \cdot \mathbf{n})^2 \mathbf{a}_m \right], \tag{A.49} \]

and

\[
-\mathbf{n} \times \left[ (\mathbf{a}_m \times j_m) \mathbf{a}_m \right] \cdot \mathbf{n} 
= [-\mathbf{n} \times (\mathbf{a}_m \times j_m)] \mathbf{a}_m \cdot \mathbf{n} 
= [-\mathbf{n} \times (\mathbf{a}_m \times j_m)] (\mathbf{a}_m \cdot \mathbf{n}) 
= [j_m \cdot (\mathbf{n} \cdot \mathbf{a}_m) - \mathbf{a}_m \cdot (j_m \cdot \mathbf{n})] (\mathbf{a}_m \cdot \mathbf{n}) 
= q_m \left[ (\mathbf{a}_m \cdot \mathbf{n})^2 \frac{\mathbf{a}_m}{\mathbf{A}} - (\mathbf{a}_m \cdot \mathbf{n}) (\mathbf{a}_m \cdot \mathbf{n}) \mathbf{a}_m \right], \tag{A.50} \]

Eq. (A.48) can be expressed as

\[
\int j_m (\mathbf{n} \cdot \mathbf{a}_m)^2 \, d^3 \mathbf{a}_m 
= -\frac{2}{3} \mathbf{n} \times \left[ (\mathbf{a}_m \times j_m) \mathbf{a}_m \right] \cdot \mathbf{n} \, d^3 \mathbf{a}_m + \frac{1}{3} \mathbf{n} \cdot \int \frac{d}{dt} (q_m \mathbf{a}_m \mathbf{a}_m \mathbf{a}_m) \cdot \mathbf{n} \, d^3 \mathbf{a}_m 
= -\mathbf{n} \times (\mathbf{u} \cdot \mathbf{n}) + \frac{1}{3} \mathbf{n} \cdot (\mathbf{l} \cdot \mathbf{n}), \tag{A.51} \]
where \( \tilde{u} = \frac{2}{3} \int (a \times j) a^3 a \) and \( \tilde{l} = \int q a a^3 a \) are the normalized magnetic quadrupole and electric sextupole moments, respectively. In addition, it can be proved that

\[
\int j_m \cdot j_n (n \cdot a_m)(n \cdot a_n) \, da_m^3 \, da_n^3 \\
= \int j_m (n \cdot a_m) \, da_m^3 \cdot \int j_n (n \cdot a_n) \, da_n^3 \\
= (-n \times u_m + \frac{1}{2} n \cdot \tilde{l}_m) \cdot (-n \times u_n + \frac{1}{2} n \cdot \tilde{l}_n),
\]

and

\[
\int j_m \cdot j_n (a_m \cdot a_n) \, da_m^3 \, da_n^3 = 2u_m \cdot u_n + \frac{1}{4} l_m^3 : l_n^3.
\]

where “:” is the double dot product operation \([446]\). So we have

\[
L^{(2)}_2 = \left( \frac{i k}{R} - \frac{1}{R^2} \right) \left[ (-n \times u_m + \frac{1}{2} n \cdot \tilde{l}_m) \cdot (-n \times u_n + \frac{1}{2} n \cdot \tilde{l}_n) - \left( 2u_m \cdot u_n + \frac{1}{4} l_m^3 : l_n^3 \right) \right].
\]

Finally, the effective inductance up to second order terms can be expressed as

\[
L_{mn} \approx \frac{\mu_0 e^{ik_0 R}}{4\pi R} \left( L^{(0)} + L^{(1)} + L^{(2)}_1 + L^{(2)}_2 \right) \\
= \frac{\mu_0 e^{ik_0 R}}{4\pi R} \left\{ l_m \cdot l_n + \left( \frac{1}{R} - i k \right) \left[ l_n \cdot \left( -n \times u_m + \frac{1}{2} n \cdot \tilde{l}_m \right) \right] \\
- l_m \cdot \left( -n \times u_n + \frac{1}{2} n \cdot \tilde{l}_n \right) \right\} \\
+ \left( \frac{1}{R^2} - \frac{i k}{R} - \frac{k^2}{2} \right) \left\{ l_m \cdot \left( u_m \cdot n \times n + \frac{1}{3} n \cdot (\tilde{l}_m \cdot n) \right) \\
+ l_n \cdot \left( (u_m \cdot n) \times n + \frac{1}{3} n \cdot (\tilde{l}_m \cdot n) \right) \right\} \\
+ \left( -\frac{3}{R^2} + \frac{i 3 k}{R} + k^2 \right) \left( -n \times u_m + \frac{1}{2} n \cdot \tilde{l}_m \right) \cdot \left( -n \times u_n + \frac{1}{2} n \cdot \tilde{l}_n \right) \\
+ \left( -\frac{i k}{R} + \frac{1}{R^2} \right) \left( 2u_m \cdot u_n + \frac{1}{4} l_m^3 : l_n^3 \right) \right\}.
\]
A.3.3 Multipole Approximation of the Effective Elastance

A similar procedure can be applied to the effective elastance

\[
\frac{1}{C_{mn}} = \frac{1}{4\pi \varepsilon_0} \int \int q(a_m)q(a_n) \frac{e^{ik|a_m-a_n|}}{|a_m-a_n|} da_m^3 da_n^3 \\
\approx \frac{e^{ikR}}{4\pi \varepsilon_0 R} \int \int q_m q_n \left[ 1 + \left( \frac{1}{R} - ik \right) (n \cdot a_m - n \cdot a_n) + \cdots \right] da_m^3 da_n^3 \\
= \frac{e^{ikR}}{4\pi \varepsilon_0 R} \left( 1/C^{(0)} + 1/C^{(1)} + 1/C_1^{(2)} + 1/C_2^{(2)} + 1/C_1^{(3)} + 1/C_2^{(3)} + 1/C_3^{(3)} + \cdots \right). \\
\]  

(A.56)

Since the net charge of the resonators \( Q \) is zero,

\[
1/C^{(0)} = \int \int q_m q(a_n) da_m^3 da_n^3 = Q_m Q_n = 0, \\
\]  

(A.57)

Similarly, for the first order term

\[
1/C^{(1)} = \left( \frac{1}{R} - ik \right) \int \int q_m q_n (n \cdot a_m - n \cdot a_n) da_m^3 da_n^3 = Q_n n \cdot l_m - Q_m n \cdot l_n = 0. \\
\]  

(A.58)

For the second order terms

\[
1/C_1^{(2)} = \left( \frac{1}{R^2} - \frac{ik}{R} - \frac{k^2}{2} \right) \int \int q_m q_n (n \cdot a_m - n \cdot a_n)^2 da_m^3 da_n^3 \\
= \left( -\frac{2}{R^2} + i\frac{2k}{R} + \frac{k^2}{2} \right) (n \cdot l_m)(n \cdot l_n), \\
\]  

(A.59)

\[
1/C_2^{(2)} = \left( \frac{ik}{R} - \frac{1}{R^2} \right) \int \int q_m q_n [(n \cdot a_m)(n \cdot a_n) - a_m \cdot a_n] da_m^3 da_n^3 \\
= \left( \frac{ik}{R} - \frac{1}{R^2} \right) [(n \cdot l_m)(n \cdot l_n) - l_m \cdot l_n]. \\
\]  

(A.60)

For the third order terms

\[
1/C_1^{(3)} = \left( \frac{1}{R^3} - \frac{ik}{R^2} - \frac{k^2}{2R} + \frac{ik^2}{6} \right) \int \int q_m q_n (n \cdot a_m - n \cdot a_n)^3 da_m^3 da_n^3 \\
= \left( \frac{3}{R^3} - \frac{3ik}{R^2} - \frac{3k^2}{2R} + \frac{ik^3}{2} \right) [(n \cdot l_m)(n \cdot l_n \cdot n) - (n \cdot l_n)(n \cdot l_m \cdot n)], \\
\]  

(A.61)

\[
1/C_2^{(3)} = \left( \frac{2}{R^3} - \frac{k^2}{R^2} - \frac{2ik}{R^2} \right) \int \int q_m q_n n \cdot (a_m - a_n) [(n \cdot a_m)(n \cdot a_n) - a_m \cdot a_n] da_m^3 da_n^3 \\
= \left( \frac{2}{R^3} - \frac{k^2}{R^2} - \frac{2ik}{R^2} \right) [(n \cdot l_m)(n \cdot l_n \cdot n) - (n \cdot l_n)(n \cdot l_m \cdot n) \\
+ l_n \cdot (l_m \cdot n) - l_m \cdot (l_n \cdot n)], \\
\]  

(A.62)
The corresponding magnetic and electric fields of the electric dipole moment are

\[
\frac{1}{c^3} = \left(\frac{ik}{2R^2} - \frac{1}{2R^3}\right) \int \int q_m q_n \left[ n \cdot (a_n - a_m)(a_m \cdot a_n) - (n \cdot a_n)^3 + (n \cdot a_m)^3 \right] da_m^3 da_n^3
\]

\[
= \left(\frac{ik}{2R^2} - \frac{1}{2R^3}\right) \left[ I_n \cdot (I_m \cdot n) - I_m \cdot (I_n \cdot n) \right].
\]

(A.63)

Finally, the effective capacitance up to third order terms gives

\[
\frac{1}{C_{m,n}} \approx \frac{\mu k q R}{4\pi \epsilon_0 R} \left( \frac{1}{C^{(0)}} + 1/C^{(1)} + 1/C^{(2)} + 1/C^{(3)} + \cdots \right)
\]

\[
= \frac{\mu k q R}{4\pi \epsilon_0 R} \left\{ \left( -\frac{3}{R^2} + i\frac{3k}{R} + k^2 \right) (n \cdot I_m)(n \cdot I_n) + \left( -\frac{ik}{R} + \frac{1}{R^2} \right) I_m \cdot I_n
\]

\[
+ \left( \frac{5}{R^3} - i\frac{5k}{R^2} - k^2 \frac{2}{2R} + i\frac{k^3}{2} \right) [ (n \cdot I_m)(n \cdot I_n) - (n \cdot I_n)(n \cdot I_m) ]
\]

\[
+ \left( \frac{3}{2R^3} - \frac{k^2}{R} - i\frac{3k}{2R^2} \right) [ I_n \cdot (I_m \cdot n) - I_m \cdot (I_n \cdot n) ] \right\}.
\]

(A.64)

By combining the near-field model and multipole approximation for the effective impedance matrix of the system, we can find the EM response \(Q_m(\omega)\) much more efficiently compared to full wave numerical simulation.

### A.3.4 Multipole Approximation of the Electromagnetic Force and Torque

The EM force and torque between closely spaced meta-atoms need to be calculated with the full model shown above. For large separation, they can be approximated by considering the effect of multipole moments. Once the mode amplitude of EM resonance \(Q_m\) is found, the corresponding multipole moments can be expressed explicitly: \(p = Q_m I_m\), \(m = -i\omega Q_m u_m\), \(q_m = Q_m \overline{I}_m\).

The vector potential under the multipole approximation is

\[
A(R) \approx \frac{\mu_0 e^{ikR}}{4\pi R} \left[ p + \left( \frac{1}{R} - ik \right) \left( n \times m + \frac{1}{2} n \cdot q \right) \right] + \cdots.
\]

(A.65)

The corresponding magnetic and electric fields of the electric dipole moment are

\[
B_p = \nabla \times A_p = \frac{\mu_0}{4\pi} \nabla \times \left( \frac{e^{ikR}}{R} \right) p = \frac{e^{ikR}}{4\pi \epsilon_0 R} k^2 \left( \frac{1}{R} - \frac{1}{iR^2} \right) n \times p
\]

(A.66)

\[
E_p = \frac{ic}{k} \nabla \times B_p
\]

\[
= \nabla \times \frac{e^{ikR}}{4\pi R \epsilon_0} \left[ \left( ik - \frac{1}{R} \right) n \times p \right]
\]

\[
= \frac{e^{ikR}}{4\pi \epsilon_0 R} \left\{ k^2 (n \times p) \times n \right. + \left. \left( \frac{1}{R^2} - \frac{ik}{R} \right) [3(p \cdot n)n - p] \right\}.
\]

(A.67)
For the magnetic dipole

\[ \mathbf{B}_m = \nabla \times \mathbf{A}_m = \frac{\mu_0}{4\pi} \nabla \times \left[ e^{ikR} \left( \frac{1}{R} - ik \right) \mathbf{n} \times \mathbf{m} \right] = \frac{\mu_0 e^{ikR}}{4\pi R^2} \left\{ k^2 (\mathbf{n} \times \mathbf{m}) \times \mathbf{n} + \left( \frac{1}{R^2} - \frac{ik}{R} \right) [3(\mathbf{m} \cdot \mathbf{n}) \mathbf{n} - \mathbf{m}] \right\} \]

\[ \mathbf{E}_m = \frac{ic}{k} \nabla \times \mathbf{B}_m = \frac{e^{ikR}}{4\pi \varepsilon_0 c} k^2 \left( \frac{1}{R} - \frac{1}{ikR^2} \right) \mathbf{m} \times \mathbf{n}. \] (A.68)

For the electric quadrupole

\[ \mathbf{B}_q = \nabla \times \mathbf{A}_q = \frac{-i\omega \mu_0}{8\pi} \nabla \times \left[ e^{ikR} \left( \frac{1}{R} - ik \right) (\mathbf{n} \cdot \mathbf{q}) \right] = \frac{-i\omega \mu_0 e^{ikR}}{8\pi} \left( k^2 + \frac{i3k}{R} - \frac{3}{R^2} \right) \mathbf{n} \times (\mathbf{n} \cdot \mathbf{q}) \] (A.69)

\[ \mathbf{E}_q = \frac{ic}{k} \nabla \times \mathbf{B}_q = \frac{1}{8\pi \varepsilon_0} \left( e^{ikR} \left( k^2 + \frac{i3k}{R} - \frac{3}{R^2} \right) \nabla \times (\mathbf{n} \times (\mathbf{n} \cdot \mathbf{q})) \right) + \nabla \left( e^{ikR} \left( k^2 + \frac{i3k}{R} - \frac{3}{R^2} \right) \right) \times (\mathbf{n} \times (\mathbf{n} \cdot \mathbf{q})) \]. (A.70)

The term

\[ \nabla \times (\mathbf{n} \times (\mathbf{n} \cdot \mathbf{q})) = [\nabla \cdot (\mathbf{n} \cdot \mathbf{q})] \mathbf{n} + (\mathbf{n} \cdot \mathbf{q}) \cdot \nabla \mathbf{n} - (\nabla \cdot \mathbf{n})(\mathbf{n} \cdot \mathbf{q}) - (\mathbf{n} \cdot \nabla)(\mathbf{n} \cdot \mathbf{q}) = \frac{1}{R} [\text{tr} (\mathbf{q}) - 2(\mathbf{n} \cdot \mathbf{q}) \cdot \mathbf{n}] \mathbf{n} - \frac{1}{R} (\mathbf{n} \cdot \mathbf{q}), \] (A.71)

where \( \text{tr} (\mathbf{q}) \) is the trace of the quadrupole tensor.

And

\[ \nabla \left( e^{ikR} \left( k^2 + \frac{i3k}{R} - \frac{3}{R^2} \right) \right) \]

\[ = e^{ikR} \left[ k^2 (ik - \frac{1}{R}) + \frac{i3k}{R} (ik - \frac{2}{R}) + \frac{3}{R^2} (ik + \frac{2}{R}) \right] \mathbf{n} \]

\[ = e^{ikR} \left( ik^2 - \frac{4k^2}{R^2} - \frac{i3k}{R^2} + \frac{6}{R^3} \right) \mathbf{n}. \] (A.72)
Finally, we have
\[
E_{q}^{-} = \frac{e^{ikR}}{8\pi\varepsilon_{0}R} \left\{ \left( \frac{k^2}{R} + \frac{i3k}{R^2} - \frac{3}{R^3} \right) \left[ \text{tr}(\tilde{q}) - 2(n \cdot \tilde{q}) \cdot n \right] \cdot n - (n \cdot \tilde{q}) \right\} + \left( ik^3 - \frac{4k^2}{R} - \frac{i3k}{R^2} + \frac{6}{R^3} \right) n \times [n \times (n \cdot \tilde{q})] \}. \tag{A.73}
\]

The field generated by meta-atom \( n \) at meta-atom \( m \) is approximated as
\[
E(r_m) \approx E_p(p_n, r_m) + E_m(m_n, r_m) + E_{q_n}(q_m, r_m). \tag{A.74}
\]

The corresponding EM force and torque acting on meta-atom \( m \) by meta-atom \( n \), expanded up to electric quadrupole terms give
\[
F_{m}^{\text{EM}} = \frac{1}{2} \text{Re} \left\{ \int \rho_m^* E(r_m) + J_m^* \times B(r_m) \, dr_m^3 \right\} \\
\approx \frac{1}{2} \text{Re} \left\{ \int \rho_m^* \left[ E(r_m^{(c)}) + a_m \cdot \nabla E(r_m^{(c)}) + \frac{1}{2} a_m a_m : \nabla \nabla E(r_m^{(c)}) \right] \\
+ J_m^* \times \left[ B(r_m^{(c)}) + a_m \cdot \nabla B(r_m^{(c)}) + \frac{1}{2} a_m a_m : \nabla \nabla B(r_m^{(c)}) \right] \, dr_m^3 \right\} \\
\approx \frac{1}{2} \text{Re} \left\{ \nabla E(r_m^{(c)}) : p_m^* + \frac{1}{2} \nabla \nabla E(r_m^{(c)}) : q_m^* + \nabla B(r_m^{(c)}) \cdot m_m^* \right\}, \tag{A.75}
\]
\[
M_{m}^{\text{EM}} = \frac{1}{2} \text{Re} \left\{ \int (r_m - r_m^{(c)}) \times [\rho_m^* E(r_m) + J_m^* \times B(r_m)] \, dr_m^3 \right\} \\
\approx \frac{1}{2} \text{Re} \left\{ \int \rho_m^* a_m \times \left[ E(r_m^{(c)}) + a_m \cdot \nabla E(r_m^{(c)}) \right] \\
+ a_m \times \left[ J_m^* \times B(r_m^{(c)}) + a_m \cdot \nabla B(r_m^{(c)}) \right] \, da_m \right\} \\
\approx \frac{1}{2} \text{Re} \left\{ p_m^* \times E(r_m^{(c)}) + q_m^* \times \nabla E(r_m^{(c)}) \\
- 2B(r_m^{(c)}) \times m_m^* - \frac{i\omega}{2} B(r_m^{(c)}) \cdot \overline{q}_m - 2\text{tr}(\overline{q}_m) \right\}, \tag{A.76}
\]

where \( \nabla E(r_m^{(c)}) \) is the gradient of electric field around the centre, which is a tensor, and \( \times \) is the dot-cross product operator \([446]\).

As an example, we compare the EM torques presented in Fig. 6.3 (c), in which intermolecular interaction is calculated based on multipole approximation introduced above, and the ones using complete near-field interaction model presented in Sec. A.2.2, very nice agreement can be found (see Fig. A.3).

### A.4 Numerical Simulation

All the full wave simulation in this thesis were performed with the commercial software CST Microwave Studio. Several different types of boundary conditions were utilized in this research.
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Figure A.3: Comparison of EM torques calculated with complete near-field interaction model (full) and multipole approximation (ma) for intermolecular interaction. The configuration is the same as the one studied in Fig. 6.3 (c) of Chapter 6.

Figure A.4: (a) The model used to calculate the electromagnetic response of a pair of twisted split-ring resonators within a rectangular waveguide [2.29 inches (∼ 58.2 mm) × 1.145 inches (∼ 29.1 mm)]. (b) The model used to calculate the electromagnetic response of two pairs of enantiomeric twisted split-ring resonators within a circular waveguide (diameter ∼58.2 mm). Perfect electric conductor boundary conditions are employed in the transverse directions, and the system is excited with the lowest order waveguide mode.

For the simulation of free space scattering, as in Chapter 2 and 3, we use a plane wave to excite the structure and open boundaries are employed in all six directions.
For the modeling of experimental systems measured in a waveguide, as in Chapter 4 and 6, we use perfect electric conductors for the waveguides. The system is excited with the lowest order waveguide mode (as shown in Fig. A.4), and perfect electric conductor boundaries are employed in the transverse directions. For the simulation of periodic arrays, unit-cell boundaries and open boundaries are employed in the transverse and propagating directions, respectively.

The electric and magnetic fields are recorded with field monitors, and the time-averaged torque is calculated with the Maxwell stress tensor, as discussed in Sec. A.2.1.

A.5 Summary

This appendix introduced the semi-analytical model and the numerical simulation methods employed in the thesis. The model can be considered as an eigenmode approximation of the full wave approaches such as Methods of Moments. The parameters introduced are physically meaningful, representing the stored electric and magnetic power, as well as power loss due to scattering and ohmic heat. The matrix form of the model allows one to find out the resonant behaviour and electromagnetic force/torque in a complex coupled system very efficiently. The method is quite general and can be applied to different types of meta-atoms.
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