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An almost unbiased estimator of the coefficient of variation
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Abstract

2A bias correction method for inequality measures is proposed. The coefficient of variation squared (CV ) is
2used as an example and its sampling properties, bias, and mean squared error are provided. CV is shown to be

downward biased for positively skewed distributions. A bias corrected estimator is provided.  2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction

The objective of this paper is to show how the large-n expansion can be used to derive the
2approximate bias and mean squared error (MSE) of the coefficient of variation squared (CV ), an

2inequality index. The approach is to study the sample properties of CV without imposing any
restrictions on the form of the distribution of the economic variable under consideration. I use a

2large-n approximation to derive the approximate bias and MSE of CV . This technique is
straightforward to employ and provides simple expressions.

Inequality indices are popular tools for comparing inequality across regions and over time in the
2evaluation of policy. CV (along with most commonly used inequality measures such as Theil’s

Entropy indices and Atkinson’s measure, see Sen, 1973, and Ravallion, 1994 for reviews) is a ratio of
random variables and is biased in small samples. The expected value of such inequality measures will
be of the form

1ˆ S]DEI 5 I 1 O (1)0 n
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where I is the true population value of the inequality measure and the other terms approach zero as0

the sample size, n, becomes very large. This bias problem is generally ignored in inequality
1estimation.

2The squared coefficient of variation (CV ) has been used as a measure of inequality (see, for
example, Lehrer and Nerlove, 1981; Blackburn and Bloom, 1990, and Cancian et al., 1992) and this

2interest in CV has been justified recently in the Letters by Formby et al. (1999) who have provided
2the relationship between CV and the rankings from second-order stochastic dominance ordering of

2normalized distributions. Despite the use of CV , not much is known about its sampling properties,
especially under non-normality

2 2This note shows that the sample CV is biased – that is it under /over-estimates the true CV – and
a neat analytical condition under which the bias will be positive or negative is provided. Such an
analytical condition, as far as the author is aware, is not available in the literature and it indicates that

2 2the sample CV will generally be an underestimate of the true CV for positively-skewed
distributions. Since income distributions are almost always positively-skewed, income inequality

2estimates based on CV will underestimate the true degree of inequality, a problem that will be
particularly severe in small samples. An almost unbiased estimator is proposed, using the expression
for bias.

22. Bias in sample CV

Let us consider the population mean model as

y 5 m 1 u (2)i i

2where y is the ith observation on the study variable, m and s are the unknown population mean andi

variance, respectively, and u is an unobserved error variable. We assume that the elements u arei i

independently and identically distributed such that

2 2 3 3 4 4Eu 5 0, Eu 5 s , Eu 5 g s Eu 5 (g 1 3)si i i 1 i 2 (3)5 5 6 2 6Eu 5 (g 1 10 g )s , Eu 5 (g 1 10 g 1 15g 1 15)si 3 1 i 4 1 2

where g and g are Pearson’s measures of skewness and kurtosis of the distribution. Likewise the1 2

quantities g and g can also be regarded as measures of deviation from normality. See Kendall and3 4

Stuart (1977, p.72) for expression of (3) in terms of cumulants. For normal distribution, g , g , g and1 2 3,

g are zero while for a symmetric, non-normal distribution only g and g are zero. Thus non-zero4 1 3

values of g to g indicate a departure from normality. We also assume that m ± 0.1 4
2 2 2 2 2 2 2ˆ ¯ ¯Population CV is given by u ; s /m and the sample CV by u ; s /y , where y and s are the

sample mean and variance, respectively, written for a sample of size n as

n n1 12 2¯ ] ]] ¯y 5 O y , s 5 O ( y 2 y ) . (4)i in n 2 1i51 i51

1Maasoumi and Theil (1979) consider the effect of the population skewness and kurtosis on the population value of
Theil’s measures of inequality. However, they do not consider the problem of sample bias of the measures.
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ˆIn what follows, I present large-n approximations for the bias and MSE of u. Exact analytical
results under non-normal distributions are difficult to obtain and depend on the unknown distribution
of u. The results here are for any non-normal distribution having finite moments of at least six.

21 22ˆ ˆProposition 1. If the errors follow (3), the bias of u, up to O(n ), and the MSE of u, up to O(n ),
are respectively given as:

3 / 2
u 1 / 2ˆ ]]Bias(u ) 5 3u 2 2g (5)f g1n

and

2
u n1 / 2ˆ ] ]]MSE (u ) 5 g 1 4u 2 4g u 1 2F G2 1n n 2 1

2
u n n 1 1 n2
]F ]] S]]D ]]1 u(24g 1 20g 1 20 )2 2 1n 2 1 n 2 1 n 2 1n

n1 / 2 2 3 / 2
]]2 4u g 1 4g 1 75u 2 108u g (6)S D G3 1 1n 2 1

The approximate results in the above proposition are for normal (g 5 g 5 0) as well as1 2
2non-normal errors.

ˆFrom (5) it is clear that up to the order of approximation considered, Bias (u ) is positive for
negatively-skewed distributions (g , 0), and it is negative for positively-skewed (g . 0) dis-1 1

tributions provided

3
]g . (CV ) (7)1 2

1 / 2 ˆwhere CV5u . That is u provides an over-estimation of u for negatively-skewed distribution, and
an underestimation for positively-skewed distributions provided (7) holds. When g 5 3/2CV, the bias1

ˆ ˆin u vanishes. Since income distributions are usually positively skewed, the use of u to measure
income inequality will underestimate the extent of income inequality. For example, when u is

s 2 1 / 2 s 2 s 2 1 / 2 ˆlognormally distributed, g 5 (e 2 1) (e 1 2) and CV5(e 2 1) . Thus (7) is satisfied and u1

will underestimate u. Similarly if u were exponentially distributed, g 5 2 and CV51 and hence1

g .3/2 CV .s d1
ˆSince the estimated u may be used in evaluation of policy or in development of rankings of income

distributions, it is useful to develop a bias-corrected estimator. This is given by

2
˜ ˆ ˆu 5 u 2Bias(u ) (8)
2

n 31 3ˆ ˆ ˆ ˆ ] ¯where Bias (u ) is the Bias (u ) in (5) with u replaced by u and g replaced by g 5 o y 2 y /s .s d1 1 in
˜ ˜The estimator u is an almost unbiased estimator of u in the sense that bias of u is zero up to

21O(n ).

2Proofs of Propositions 1 and 3 are available from the author upon request.
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23 / 2˜Proposition 2. If the errors follow (3), the bias of u, up to O(n ), is zero. That is

˜s dBias u 5 0 (9)

r r ]ˆ ŒThe proof of Proposition 2 follows by first noting that, under (3), u 5u 1 O (1 / n) for ap2 2
] ˆ ˆ ˆŒˆconstant r . 0, and g 5 g 1 O (1 / n). Substituting these in Bias (u ) gives Bias (u ) 5 Bias (u ) 11 1 p

2 2ˆO (1 /n ), and hence from (8) Bias (u ) 5 O (1 /n ) which proves the result in Proposition 2.

22˜Proposition 3. If the errors follow (3), the mean squared error of u, up to O(n ), is

2
u n1 / 2˜ ] ]]s dMSE u 5 g 1 4u 2 4g u 1 2F G2 1n n 2 1

5 / 2
u 3n n1 / 2 1 / 2 2
]]H S ]]D ]]1 8u g 1 1 2 8g 1 6g g 2 4u g 2 2 5S D2 2 3 1 2 1n 2 1 n 2 1n

n 2 1 / 2 3 / 2
]]2 4g 6 1 1 48u g 2 108ug 1 8u g 2 12u gS D1 1 1 1 2n 2 1

20n 24n1 / 2 1 / 2 2S]] ]]D J1u 2 12u 1u(66 2 2 48u (10)n 2 1 n 2 1

When the distribution is normal, g 5 g 5 g 5 0, and,1 2 3

7 / 2
u 24n1 / 2 3 / 2˜ ˆ ]]F S ]]D Gs dMSE u 2 MSE(u ) 5 2 12 1u 9 1 1 48u (11)2 n 2 1n

which is clearly negative. Thus even under normality bias will be present and the suggested adjusted
estimator will reduce bias and will have a lower mean squared error. As discussed above, however,
the bias problem is most severe for skewed distributions. For non-normal distributions, it will not in

˜ ˆs dgeneral be possible to show that MSE u 2MSE(u ) is negative. It will in fact depend upon the shape
of the distribution.

ˆFinally, I note from Propositions 1, 2, and 3 that for large samples (n → `), Bias u → 0 and Bias
ũ → 0 and

2 1 / 2˜ˆlimit nV(u ) 5 limit nV(u ) 5u g 1 4u 2 4g u 1 2 (12)f gn→` n→` 2 1

˜ˆwhich is the asymptotic variance of u and u. A consistent estimator of the asymptotic variance can be
ˆ ˆ ˆ ˆwritten by substituting u, g and g for u, g and g , respectively, in (12), where g , is given by1 2 1 2 2

4¯( y 2 y )i21ˆ ]]]g 5 (n 2 1) O 2 3.S D2 4s

3. Conclusions

2The bias corrected estimator (8) can make a substantial difference in the estimated CV even for
relatively large samples. (See Breunig, 1998, for an example using a sample of 2400 households from
Kenya where the correction provides a change of over 5% in the inequality measure.) Frequently
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inequality estimates are calculated using much smaller samples and analysts should be aware of the
large bias possible from such estimates.

It may be possible to improve upon the suggested bias corrected estimator through a simple
˜ˆiterative process. By calculating the bias correction, then replacing u with u in (8) and recalculating

˜ˆthe bias-corrected estimator and repeating this process until u and u converge, we may get an
improved bias-corrected estimator. I propose to explore this question in future research. Another area
for future research is the application of this technique to other inequality measures.
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