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Abstract

Graph-based energy minimization is now the state of the
art in stereo matching methods. In spite of its outstanding
performance, little effort has been made to enhance its ca-
pability of occlusion handling. We propose an occlusion
constraint, an iterative optimization strategy and a mecha-
nism that proceeds on both the digital pixel level and the
superpixel level. Our method explicitly handles occlusion
in the framework of graph-based energy minimization. It
is fast and outperforms previous methods especially in the
matching accuracy of boundary areas.

1. Introduction
We propose a new method for binocular stereo matching.

Our method is based on graph-based energy minimization
algorithms, which were popularized by Boykov et al. [3]
and are now considered as the state of the art among all
methods of stereo matching [15]. We incorporate superpix-
els into stereo matching, propose a new constraint for oc-
clusion and explicitly handle occlusion in the framework of
energy minimization. Our method gives promising results
on the benchmark dataset [15].

Occlusion has long been regarded as one of the most
challenging issues in stereo matching. Since occlusion
usually appears together with depth discontinuity, prop-
erly handling occlusion and accurate boundary detection are
usually two coupled problems. However, most graph-based
methods [3, 4, 5, 8, 9] generally overlook occlusion in spite
of their strong performance. Considering the frequent ex-
istence of occlusion in almost all non-trivial stereo pairs,
especially in the case of wide base-line stereo, developing
a method which can properly handle it in the framework of
graph-based energy minimization is of high value. Note that
the graph-based methods generally model stereo matching
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as a multi-labeling problem. One solution proposed in the
previous approaches to occlusion is to create an extra label
for the occluded pixels [6]. However, as this extra label has
completely different meaning compared to the other dispar-
ity related labels, manipulating them together in the same
energy function cannot guarantee a reliable result, which
has been evidenced by Kang et al. [6] as well. A more
sound solution proposed by Kolmogorov and Zabih [7] is
to use a completely new construction of the energy func-
tion, in which each vertex in the graph corresponds to a
labeling rather than a pixel. Occlusion is no longer a sin-
gular case in that construction. However, as most relevant
work is based on the old construction, this new construc-
tion makes it harder to maintain their advantages, such as
a robust smoothing term. Before the emergence of graph-
based methods, several different mechanisms had been used
for occlusion detection. The order constraint [1] is pow-
erful, but only holds for particular images. The cooper-
ative method [21] detects occlusion through thresholding
the matching strength, which is risky as the false match-
ing generated by the occluded points can be strong as well.
A more classic way to handle occlusion is cross-checking
[2], which explicitly enforces the requirement of unique-
ness. We combine this classic mechanism with our new
proposed occlusion constraint. Occlusion can then be de-
tected during iterative energy minimization following the
old energy function construction. This new mechanism for
occlusion handling is our major contribution. In the output
of our method, occluded pixels will not only be explicitly
marked, but also be assigned probable disparities as well.

Superpixel partitioning, or more generally speaking, seg-
mentation is not new to stereo matching as a preprocessing
step. Under the assumption that pixels in a homogeneous
region should have similar and continuous disparities, pre-
segmentation can largely reduce the sequential computation
load, reduce the ambiguity during pixel matching, espe-
cially in the areas of weak textures, and consolidate object
boundaries, which are vulnerable to the smooth prior. Sev-
eral previous works on stereo matching followed this phi-
losophy [18, 22]. However, segmentation has not been in-
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corporated into the graph-based methods so far. In order
to avoid unnecessary flatting, over-segmentation is usually
preferable to under-segmentation. In particular, superpix-
els [13] split the original image into a large number of small
patches of regular shapes and comparable sizes. Over the
years, more and more faster implementations [10, 11, 19]
have been proposed making superpixels practical for more
and more applications. In our method, we use superpixels to
boost the processing speed as well as to consolidate object
boundaries.

2. Algorithm Outline
1. Initialize an occlusion map for each of the two images

in the stereo pair respectively, with all pixels marked
as zero, meaning not occluded.

2. Over-segment each of the two images into superpixels.

3. Generate the unary and binary terms for the superpix-
els in the two images according to the occlusion map.

4. Implement superpixel-level stereo matching through
graph-based minimization, using each of the two im-
ages as reference respectively.

5. Implement digital-pixel-level cross-checking to update
the occlusion map.

6. Loop Steps 3, 4 and 5 until the occlusion map becomes
stable.

A more intuitive illustration of the general structure of our
method is given in Figure 1, which shows the transforma-
tions between different data. The numbers attached to each
transformation correspond to steps in the outline above.
Several new features can be found in the outline of our al-
gorithm. Firstly, we treat the two images in the stereo pair
symmetrically. Secondly, we work on the superpixels and
the digital pixels alternatively. Lastly, as the algorithm pro-
ceeds, it modifies the energy function according to the in-
formation it acquires and minimizes the function multiple
times. The intention behind this design will be explained in
the subsequent sections. In the following parts of this paper,
we first review the general framework of the graph-based
methods, analyze its limitation, especially how occlusion is
treated, and then explain our new method in details. Exper-
iments and conclusions will then be presented.

3. Graph-based Energy Minimization
To model a stereo matching problem using energy mini-

mization, one first selects a reference image from the image
pair. Each pixel in the reference image is then modeled as a
variable in a Markov Random Field (MRF), whose value or
label corresponds to its disparity. The unary cost (data term)

Figure 1. A diagram showing the transformation between differ-
ent data in the proposed method. The number attached to each
transformation indicates its corresponding step in the algorithm
outline.

Di of this variable is usually determined by the colour dif-
ference between the two pixels matched with by the current
disparity value. The binary cost (smoothing term) Sijwill
be added as well to impose the smooth prior over neighbour
pixels, i.e. causing them tend to have similar value. The dis-
parity of all pixels in the reference image will then be de-
termined through globally minimizing the energy within the
MRF, as show in (1), where N is the set of all neighbours
in the MRF, λ is a positive constant balancing the weight of
the unary terms and the binary terms.

E =
∑
i

Di + λ
∑
i,j∈N

Sij (1)

One notable limitation with the above model is that it
treats the stereo pair asymmetrically. Recall that two impor-
tant constraints were imposed to stereo matching as early as
the work of Poggio et al. [12], i.e. the uniqueness constraint
and the continuity constraint. The uniqueness constraint
states that each pixel in the two images should have a unique
disparity. The continuity constraint requires the disparities
of neighbour pixels to be continuous almost everywhere.
Whereas the above model enforces the continuity constraint
through the smoothing terms, it leaves the uniqueness con-
straint unchecked during its single-way matching. In par-
ticular, when each pixel in the reference image is assigned
a unique disparity, no mechanism prevents them from being
associated with the same pixel in the other image. Hence,
a pixel in the other image might have multiple matches in
the reference image and therefore have more than one dis-
parity. Moreover, as the matching is implemented along
one direction only, occlusion can hardly be detected. All
occluded pixels are treated as visible pixels, forced to find
correspondences that do not really exist in the other image.
A desirable outcome is that the true matches surrounding a
given pixel can somehow help them find their correct dis-
parities, even though the matches cannot be true. How-
ever, things can easily turn out to be the opposite, especially
when a large area of occlusion is present. These occluded
pixels find false matches and further mislead the other pix-
els nearby through the smoothing terms.
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Therefore, we propose to treat the two images in a stereo
pair symmetrically and implement the stereo matching in
both directions. However, graph-based algorithms are not
by nature fast. That is the basic reason why we use super-
pixels.

4. Superpixels for Stereo Matching
As indicated by the algorithm outline, we need to imple-

ment graph-based energy minimization in both directions
for multiple iterations. Therefore, it is necessary to find a
way to implement each single minimization in short time.
The hierarchical MRF optimization algorithm proposed by
Zhang et al. [20] is fast but usually distorts small structures
due to evenly merging neighbour pixels. Instead, we choose
to merge selective neighbour pixels in a more meaninful
way, i.e. through superpixels. The graph-based method [19]
models superpixel cropping as a local small-range labeling
problem, which can be solved much more efficiently than
the original N-Cuts [17] based method and produce com-
parable results. Some segmentation examples are shown in
Figure 2. We incorporate it into our method. In our exper-

Figure 2. Two segmentation examples: the left is the orignal image
and the right is the resulted superpixels.

iment, segmenting a 695 × 555 images into around 4, 000
superpixels takes about 10 seconds on a machine equipped
with a single core 1.6G AMD CPU and 1G RAM. This
speed is acceptable as we only need to implement it once
for each image in a stereo pair. Later we will see, that it is
the main part of the processing time of our method. A larger
number of superpixels can improve the matching accuracy
at the cost of a lower efficiency.

Another reason for using superpixels is to consolidate
the boundary at a depth discontinuity. Although the conti-
nuity constraint is only applicable almost everywhere, what
people really impose is a smoothing term everywhere. Un-

wanted fattening and shrinkage is therefore widely seen in
graph-based stereo matching (see Figure 3). To reduce this

Figure 3. The drifting of the depth boundaries fattens and shrinks
areas of homogeneous depth. The right image is a depth map pro-
duced by α-expansion. The brush next to the jar becomes thicker,
whereas the sticks in the cup partly disappear. Blurry boundaries
are quite common.

side-effect, previous works generally appeal to the idea of
edge-preservation. In our method, superpixels semantically
separate pixels near colour boundaries into homogeneous
groups. As depth boundaries usually coexist with colour
boundaries (otherwise we cannot detect a depth discontinu-
ity), the grouping due to superpixels can confine the drift
of depth boundaries. Superpixels can also remove the small
depth differences within a homogeneous region. However,
we will not worry about it too much, as Zhang et al. has
already shown that details of this size can be retrieved by
cheap local fine tuning [20].

In the next section we discuss the data term and the
smoothing term for a superpixel. We deliberately skip the
content of occlusion map for the moment, because its gen-
eration and usage will become more intuitive in Step 5.

5. Data Term & Smoothing Term

We now discuss the construction of the energy function
for the superpixels. The data term D for a superpixel I hav-
ing label L is simply the aggregation of the data terms for
each of its member digital pixels having label L, as shown
in (2).

DI(L) =
∑
i∈I

Di(L) (2)

However, the smoothing term S for superpixels is a bit more
complex. Whereas the strength of the edge between each
pair of digital pixels is usually constant or only affected by
their colour difference, the edge strength between each pair
of superpixels is also affected by the length of the boundary
between them. We assume the digital pixels in an image
are 4-connected. The connection strength ŝ between a dig-
ital pixel i and a superpixel J is measured by the number
of digital pixels which are the members of J but exist in
the neighbourhood of i, as shown in (3), whereM and N
are both boolean-valued functions judging whether the two
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input pixels are members or neighbours of each other.

ŝ(i, J) =
∑

∀j,N (i,j)=1

M(j, J), (3)

M(j, J) =

{
1 if j ∈ J
0 otherwise (4)

N (i, j) =

{
1 if i and j are neighbours
0 otherwise (5)

Then the connection strength Ŝ between two superpixels
can be defined as

Ŝ(I, J) =
∑
i∈I

ŝ(i, J) . (6)

It can be easily verified that Ŝ(I, J) = Ŝ(J, I). Further
denote the average colour, after normalization, of the digital
pixels in superpixel I as C(I). Our smoothing term S for
superpixel I and J with label LI and LJ respectively is
defined as

Sij(LI , LJ) = S(I, J) |LI − LJ | (1− |CI − CJ | ) (7)

According to (7), the longer the boundary between the
two superpixels is, the stronger their smoothing term is;
the more similar their average colour is, the stronger their
smoothing term is. Furthermore, to preserve sharp edges,
we can modify (7) into a truncated smoothing term by set-
ting an upper boundary. The label range for superpixels is
the same as that for digital pixels.

6. Energy Minimization
After the generation of superpixels, the number of vari-

ables in the MRF generally decreases by two orders of mag-
nitude. The number of edges, due to the regular shapes of
the superpixels, decreases by about the same ratio as well.
Whereas optimizing an MRF of size 1000 × 1000 takes
some time, optimizing an MRF of size smaller than 100 ×
100 will be much faster. It can be expected that all energy
minimization algorithms proposed in recent years can con-
verge quickly. In our implementation, α-expansion takes
approximately 2 seconds to complete a single minimization.
Therefore, implementing bi-direction stereo matching for 3
iterations only takes about 12 seconds.

7. Handling Occlusion
We now explain the core part of our method, the detec-

tion and the disposal of occlusions. After the stereo match-
ing in both directions, we obtain depth maps Pl and Pr for
pixels in both of the images. The two depth maps can be in-
consistent at some of the pixels. We use cross-checking to

detect them and record them with occlusion maps accord-
ing to (8) and (9), where m is a tolerance parameter setting
the maximum allowed error between a pair of consistent
matches.

Ol(u, v) =

{
0 if |Pl(u, v)− Pr(u− Pl(u, v), v)| ≤ m
1 otherwise

(8)

Or(u, v) =

{
0 if |Pr(u, v)− Pl(u+ Pr(u, v), v)| ≤ m
1 otherwise

(9)
Usually, m is usually set to zero, namely no error is allowed
for a pair of matches to be consistent. However, in our
case, as stereo matching is implemented at the superpixel
level, and that it is unavoidable for superpixels to merge pix-
els with small depth difference together, zero tolerance will
cause many pixels to be unable to find a consistent match.
We therefore set the value of m to one. This minor dif-
ference will lead to significant improvement during experi-
ment.

In an occlusion map, the pixels with value zero suggest
that the two disparity maps are consistent; they are visible
in both images, and their current disparities are highly re-
liable. However, pixels with value one have diverse inter-
pretations. They might be occluded pixels, which have no
correspondences in the other image, or simply visible pix-
els with incorrect disparities. We use another iteration of
energy minimization to separate them from each other. To
achieve this target, we modify the energy function based
on the information we collect from the last run of energy
minimization. But first of all, we shall make the occlusion
constraint clear.

7.1. The Occlusion Constraint

Whereas occlusion involves at least two pixels, i.e. the
occluded one and the occluding one, previous work only
paid attention to the occluded ones. That is, they explicitly
identify those occluded pixels without caring what pixels
occlude them. A possible situation might be that a pixel
is labeled as occluded, however, according to the dispari-
ties of the visible pixels no one could possibly occlude it
(see Figure 4). We hence propose an occlusion constraint,

Figure 4. Five horizontally continuous pixels on the right image
are labeled as above. The disparity range in the problem is be-
tween 0 and 1. Whereas two pixels are labeled as occluded, only
the left one can be occluded.

that within the image boundaries each occluded pixel must
be occluded by a visible pixel at a smaller depth. Like the
uniqueness and continuity constraints, our occlusion con-
straint only states a very obvious fact. However, it will
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show impressive power during stereo matching. We next
show how to modify the energy function based on it.

7.2. Energy Function Modification

As claimed by the occlusion constraint, each occluded
pixel must be occluded by a visible pixel. If the disparity
range is from 0 to n− 1, for each pixel there are n− 1 pix-
els that have the chance to occlude it. Therefore to impose
the occlusion constraint without knowing in advance which
pixel will do the occluding we need to add an n-th order
term which uses the labels for all the n pixels in the energy
function. Obviously that will make the energy function too
complex to minimize. Instead, we appeal to the result of
the previous energy minimization iteration. Pixels having 0
value in the occlusion map are those that are visible in both
images with reliable disparities. Assume the pixel at (u, v)
in the right image has value 1 in the occlusion map Or. Its
potential labels can be divided into three groups according
to the criteria below:

G1 = {L|Ol(u+ L, v) = 0,Pl(u+ L, v) > L}(10)
G2 = {L|Ol(u+ L, v) = 0,Pl(u+ L, v) < L}(11)
G3 = {L|Ol(u+ L, v) = 1} . (12)

In (10), Ol(u + L, v) = 0 suggests that the label L asso-
ciates pixel (u, v) with a pixel that already has a reliable
match. Moreover, Pl(u + L, v) > L suggests this reliable
match has a larger disparity, namely a smaller depth, than
pixel (u, v). Therefore, pixel (u, v) is occluded in the left
image according to the occlusion constraint. Differently,
(11) suggests pixel (u, v) occludes a visible pixel, which
is absolutely an improper label. The last group suggests
pixel (u, v) is associated to another pixel that has no reliable
match so far. That really means pixel (u, v) is not occluded
in the left image, otherwise it should not have a match. Ac-
cordingly, we modify the unary cost of the three groups of
labels as follows:

D′
i(L) =

 c if L ∈ G1

+∞ if L ∈ G2

Di(L) if L ∈ G3

(13)

where
c = min

L∈G3

Di(L) . (14)

According to (13), pixels currently having no reliable la-
bels will not occlude pixels currently having reliable la-
bels. It costs the same to be occluded or to have the best
match among unsettled pixels in the other image. Recall
our method uses superpixels. If a superpixel is only partially
occluded, the non-occluded part will help the occluded part
make the decision. If a superpixel is completely occluded,
its smoothing term with the neighbouring superpixels will
help it make the decision. Therefore, whether a single pixel

is occluded is determined by the optimal state of the MRF.
We find our way of finding occlusion more natural than
the usage of an extra label [6] and the new construction of
the energy function [7]. While using an extra label [6], a
heuristic and constant cost is applied to all pixels having
the occlusion label. In the new construction of the energy
function [7], the unary cost for being occluded is still the
colour difference between the two pixels related by the la-
bel, which does not make much sense.

8. Experiment
To demonstrate the capability of our method on stereo

matching, especially with occlusion, we select a set of
stereo pairs from the Middlebury stereo dataset [14, 16].
The selected images all have strong depth discontinuity and
occlusion. The minimum disparity range in the selected im-
ages is 60. On these images the original graph-based meth-
ods generally make the mistake of unnecessary fattening
and shrinkage as shown in Figure 3.

8.1. Superpixel-based Stereo

Let us now see what can superpixels do first. In Figure 5,
we implement α-expansion on both the digital pixel level
as well as on the superpixel level. The same parameters are
used for the two methods when applicable.

Figure 5. Left: the depth map produced by the original α-
expansion. Right: the depth map produced by superpixel level
α-expansion; no occlusion constraint is applied.

The quality of the results of the two methods are in gen-
eral comparable. Compared to the digital pixel level α-
expansion, the superpixel level α-expansion protects small
structures like sticks and cone tops better but sometimes
also makes errors near depth boundaries more distinct. The
blurry boundaries generated by the digital pixel level α-
expansion actually contains errors as well, but can easily
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escape attention. One may propose the use of a smoothing
term other than the linear one we use to improve the bound-
ary accuracy. However, no matter whether it is a convex
or concave smoothing term, they both have their own bias
towards a particular structure and destroy the other types.
For example, a concave term will encourage sharp jumps
but destroy gradual changes and a convex term will do the
opposite. A linear smoothing term appears to be more non-
aligned.

Despite the comparable quality, the superpixel level α-
expansion is significantly faster than the digital pixel level
α-expansion. On the cone image, the running times of the
two methods are 40 seconds and 24 seconds respectively.
On the art image, the running times of the two methods are
88 seconds and 29 seconds respectively. The time of super-
pixel segmentation is counted in. The art image takes longer
because it is larger. However, an interesting observation
is that the time taken by the superpixel level α-expansion
does not increase much. That is because most of the time is
spent on superpixel segmentation but not on stereo match-
ing. The running time of graph-based superpixel cropping is
less sensitive to the image size than the graph-based stereo
matching. This fact will benefit us during iterative stereo
matching.

8.2. Iterative Stereo

Now we show how our iterative method performs on oc-
clusion. We first set them in (8) and (9) to 0. Still, using the
art and the cone image as the examples, Figure 6 shows the
evolution of the depth map and the occlusion map over the
first 3 iterations. The number under each image indicates
what percentage of the digital pixels have reliable matches
according to the current depth estimation.

Significant progress can be observed between the first
and the second iteration. That is, when the first batch of
occlusions were detected, a large number of visible pix-
els, previously misled by those occlusions, find their true
matches. As more visible pixels find their reliable matches,
more occlusion can be detected. Such a chain reaction goes
on. Smaller progress can still be made even after the 5th
iteration. By visually checking, we notice that after the sec-
ond iteration, almost all fattened regions recover to their ac-
tual shape, e.g. the conical flask in the art image, and the
cones in the cone image. Most of the pixels besides these
occluding objects which are to be occluded in the other im-
age have been assigned proper disparity as well. We also
notice that our iterative method improves the matching ac-
curacy on the art image particularly much. That is because
the art image is more complex than the cone image, which
is full of depth discontinuity and occlusion.

Some pixels which should not be occluded remain white
in the occlusion map. This is because of merging pixels
with different depth into the same superpixel, and the usage

51.39 71.98 74.36

68.25 75.57 76.71
Figure 6. Evolution of the depth map (first row) and the occlusion
map(second row) during the first three iterations of the proposed
method. The number below each image records the percentage
of reliable matches (dark points) in the image above. Results for
m = 0.

of a zero tolerance parameter m. The inaccuracy of super-
pixel segmentation can contribute to these mistakes as well.
Future work might improve the accuracy of superpixels.

We now change the value ofm from 0 to 1 and repeat the
same experiment. Figure 7 shows the new results. The per-
centage of reliable matches is increased. This is not surpris-
ing since we are using a larger tolerance parameter. What
really improves is the accuracy of the occlusion map, as
well as the boundary area in the depth map. As shown by
the image, after the 3rd iteration almost all the objects now
have clear and correct boundaries. Moreover, more pixels
which should be occluded by these objects are assigned cor-
rect disparity as well. The white points remaining in the oc-
clusion map almost all correspond to occluded pixels. The
reason why such an improvement can be made has already
been analyzed in Section 7. More results produced by our
method can be found in Figure 8 and 9.

9. Conclusion

Earlier in this paper, we pointed out the three novel as-
pects of our method compared to other graph-based meth-
ods. The intention behind them should be clear by now.
We treat the two input images symmetrically, so that oc-
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75.67 81.75 82.13

80.22 83.16 83.28
Figure 7. The evolution of the depth map (first row) and the occlu-
sion map (second row) during the first three iterations of the pro-
posed method. The number below each image records the percent-
age of reliable matches(dark point) in the image above. m = 1.

clusion and false matches can be detected. We process su-
perpixels and digital pixels alternatively, so that efficiency
and the accuracy can be maintained at the same time. We
make the energy function modifiable so that the occlusion
constraint can be embedded into energy minimization with-
out increasing its complexity. Furthermore, whereas there
is always an ambiguity between occlusion and false match-
ing of visible pixels, our iterative minimization focuses on
the reliable matches to distinguish these cases. We believe
that the modifiable energy function and the alternative pro-
cessing of digital pixels and superpixels will be valuable in
future work as two general strategies in graph-based stereo
matching. The later is a variant of the classic hierarchical
mechanism.

We see future work in a more close collaboration be-
tween superpixel and stereo matching. During the matura-
tion of the depth map, there is a chance to revise the configu-
ration of the superpixels through further division and com-
bining. Improvement to the superpixel segmentation will
then reward the stereo matching, forming another chain re-
action. Higher accuracy on both sides can then be expected.

Figure 8. Each group in clockwise order: right image; occlusion
map after the 3rd iteration; depth map after the 3rd iteration;
depth map produced by the original α-expansion.
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