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ABSTRACT: Scorpion β-toxins bind to the voltage-sensing domain of voltage-gated
sodium (NaV) channels and trap the voltage-sensing domain in the activated state. Two
structurally similar β-toxins from scorpions, Css4 and Cn2, selectively target different
subtypes of mammalian NaV channels. While the receptor site on the channels is known,
the functional surface of the toxins remains to be understood. Here, we predict the
binding modes of Css4 and Cn2 to the voltage-sensing domains of NaV1.2 and NaV1.6,
respectively, with a molecular docking method and molecular dynamics simulations. The
dissociation constants for the predicted toxin-channel complexes derived with umbrella
sampling simulations are in accord with experiment. Our calculations suggest that the
functional surface of Cn2 and Css4 is primarily formed by the loop between positions 8
and 18, centered on the two charged residues Lys13 and Glu15.

■ INTRODUCTION
Voltage-gated sodium (NaV) channels contribute to the rising
phase of action potential. Various NaV channel isoforms of
similar functional properties but different distribution in
mammalian muscle and nerve cells have been identified.1 NaV
channels have also been discovered in bacteria.2,3 Bacterial NaV
channels such as the one from Arcobacter butzleri (NaVAb),
whose crystal structure has been solved,4 are homotetramers,
with each monomer consisting of six transmembrane helices
S1−S6. The four helices S1−S4 of each subunit form a voltage-
sensing (VS) domain, whereas the S5−S6 helices of the four
subunits line the pore domain. Mammalian NaV channels, on
the other hand, are hetro-tetramers consisting of four
nonidentical subunits.5

Scorpion β-toxins are short polypeptides containing 60−80
amino acids, whose backbones are cross-linked by four disulfide
bridges.5−7 Different β-toxins specifically targeting mammalian
or insect NaV channels have been identified.6 Antimammalian
β-toxins such as Cn2 and Css4 selectively target NaV channels
of mammals. Cn2 isolated from Centruroides noxius8 is specific
for NaV1.6 channels,9 whereas Css4 isolated from Centruroides
suf fusus suf fusus10 is sensitive to both NaV1.6 and NaV1.2
channels.9,11 The two toxins share 83% sequence identity
(Figure 1A). Antimammalian β-toxins bind to the periplasmic
top of the VS domain of the II subunit of NaV channels and
interfere with channel activation.9,11−17 Following a transient
depolarization voltage, the addition of β-toxins can cause
sensitive NaV channels to open at less depolarized membrane
potentials, leading to a left-shifted activity−voltage curve.5 The
VS-trapping model has been proposed to describe the
mechanism of action by β-toxins.13 According to this model,
the toxins bind to the II VS domain (IIS1-S4) in the channel
and stabilize the VS domain in the activated state. However,
growing experimental evidence suggests that the pore loop of
the III subunit, spatially in close proximity to the VS domain of
the II subunit,4,18 may also be involved in the binding of
scorpion β-toxins.19−21

The functional surface of antimammalian β-toxins has not
been resolved, although several mutagenesis experiments have
been carried out.15,17,22 These experiments have suggested that
two glutamate residues at positions 15 and 28 and several
neutral residues at positions 19, 22, 24, 40, 42, and 44 of Css4
are important for the binding and function of the toxin. It has
been suggested that the receptor site of Css4 on the NaV1.2
channel contains 10 important residues from the S1−S2 and
S3−S4 linkers, including three glutamates at positions 779, 837,
and 844.11 On the basis of these findings, however, the toxin-
channel interacting residue pairs cannot be readily identified,
because the known possible key residues of both the toxin
functional surface and the channel receptor site comprise only
neutral and acidic residues. From an electrostatic point of view,
we would expect that some of the basic and acidic residues of
the toxin and the channel are also involved in binding (Figure
2).
Here, with a molecular docking method and molecular

dynamics (MD) simulations, we investigate the binding of the
β-toxins Css4 and Cn2 to the II VS domains of NaV1.2 and
NaV1.6, respectively. We show that the loops between positions
8 and 18 of the two toxins wedge into the receptor site formed
by the S1−S2 and S3−S4 linkers of the VS domains. The
binding modes we uncovered are consistent with a wide range
of experimental data and suggest the key roles of two charged
residues, Lys13 and Glu15, which are conserved between
antimammalian β-toxins, in the binding to NaV channels.

■ COMPUTATIONAL METHODS
Homology Models. We construct atomic models of the

isolated IIS1-S4 domains of rat NaV1.2 (NCBI entry
NP_036779.1) and rat NaV1.6 (NCBI entry AAC42059.1)
with the homology modeling server SWISS-MODEL,23−25
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using the crystal structure of the bacterial NaV channel NaVAb
as a template.4 The II VS domains of NaV1.2 and NaV1.6 differ
in only seven residues, primarily located at the S1−S2 and S3−
S4 linkers (Figure 1B). Sequence alignment of NaV1.2 and
NaV1.6 with NaVAb shows a gap of four residues in the S3−S4
linker region of the II VS domain (Figure 1B). Thus, homology
models of the II VS domain of both NaV1.2 and NaV1.6
channels could be readily generated. However, high-quality
homology models of the pore domain could not be obtained,
due to the lack of high sequence similarity between bacterial
and mammalian NaV channels. Therefore, the interactions
between the toxins and the III pore domain of the channels are
not taken into account in the present work. We also construct a
structural model of Css4 using the solution structure of Cn2
(PDB ID 1CN2)26 as a template.
Molecular Docking. We use molecular docking calcu-

lations to generate the most plausible bound complex between
each toxin-VS pair (Css4-NaV1.2 and Cn2-NaV1.6), which is
used as the starting configuration of subsequent unbiased MD
simulations. Ideally, the toxin should be released in water and
allowed to bind to the VS domain spontaneously in the MD
simulations. However, such spontaneous binding requires a
time scale beyond what can be achieved with the MD
simulation technique. Thus, we use docking calculations to
generate crude bound complexes, which can then be refined
with MD simulations.

We dock Css4 to the isolated IIS1-S4 domain of NaV1.2 and
Cn2 to the IIS1-S4 domain of NaV1.6 with the rigid-body
docking program ZDOCK 3.0.1.27 For each toxin-VS pair, 300
configurations are generated. We note that the flexibility of
both the toxin and the VS domain is ignored in the docking
calculations. In addition, the docking calculations are performed
without the presence of the lipids, water, and ions. Thus, we
have expected and indeed found that most of the configurations
generated are unrealistic binding modes. We select the most
plausible configurations according to experimental data rather
than docking scores. A configuration is considered to be
plausible if the residues at positions 7, 8, and 64 of the toxin are
in close proximity to the VS domain. These three positions are
likely to be directly involved in binding, because differences in
these positions render the distinct sensitivities of Css4 and Cn2
to NaV channels observed experimentally.9 In each case, we
only find one unique plausible configuration, which is ranked
between 200 and 300, indicating that the docking method is
grossly adequate in predicting the bound states of the toxins.

Molecular Dynamics Simulations. Each selected toxin-
VS complex (Css4-NaV1.2 and Cn2-NaV1.6) is embedded in a
POPC (2-oleoyl-1-palmitoyl-sn-glycero-3-phosphocholine) bi-
layer and a box of explicit water containing 0.2 M NaCl. The
systems, consisting of the toxin-VS complex, the POPC bilayer
(∼80 lipids/leaflet), ∼16700 water molecules, and 63 NaCl, are
∼77 × 77 × 123 Å3 in size. MD simulations are then carried out
to allow the systems to evolve to a thermodynamically stable
state. Each system is simulated twice with different random
initial velocities, each lasting 20 ns. Similar toxin-VS interacting
residue pairs are observed from the two simulations.
All molecular dynamics simulations are performed using

NAMD 2.828 at 1 atm and 300 K, with periodic boundary
conditions and a 2-fs time step. The CHARMM36 force field is
used to describe the interatomic interactions of lipids, proteins,
and ions.29,30 The TIP3P model31 is used to describe water
molecules. The switch and cutoff distances for short-range
interactions are set to 8.0 and 12.0 Å, respectively. The particle
mesh Ewald method is used to describe long-range electrostatic
interactions, with a maximum grid spacing of 1.0 Å. The
SHAKE32 and SETTLE33 algorithms are used to maintain rigid
bond lengths. Trajectories are saved every 20 ps for analysis.

Figure 1. (A) Sequence alignment of the β-toxins Css4 and Cn2, showing an identity of 83%. Key different residues are highlighted in purple, and
other different residues are in green. Horizontal lines indicate disulfide bridges. (B) Sequence alignment of the IIS1-S4 domains of rat NaV1.2 and
NaV1.6 channels. The sequence of NaVAb is also shown. Horizontal bars indicate the four transmembrane helices S1−S4. Numbering is that of
NaV1.2.

Figure 2. Molecular surfaces of the β-toxins Css4 (left) and Cn2
(right). The important residues in forming the toxin-VS complexes are
shown in red (acidic residues), blue (basic residues), and green
(neutral residues).
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Umbrella Sampling. To measure the dissociation constant
for the binding of the toxins to the VS domains, we construct
one-dimensional potential of mean force (PMF) profiles for the
unbinding of the toxins along the channel axis parallel to the
bilayer normal (z dimension). For each bound complex, a force
of 20 kcal/mol/Å is applied to pull the toxin out from the
binding site along the channel axis. The toxin backbone is
maintained rigid using harmonic restraints during the pulling,
whereas the backbone atoms of the channel are fixed. The
pulling generates the starting structures for the umbrella
windows spaced at 0.5 Å intervals. In subsequent umbrella
sampling simulations, the Cα atoms of the VS domains are
harmonically restrained with a force constant of 0.25 kcal/mol/
Å2, allowing faster convergence of the PMF. Here, we assume
that no major changes in the conformation of the VS domains
are induced by toxin binding, because the maximum rmsd of
the VS backbone with reference to the starting structure is <2.5
Å for NaV1.2 and <3.0 Å for NaV1.6, during the 20-ns
simulations of the bound complexes.
The center of mass (COM) of the toxin backbone is

restrained to the center of each umbrella window using a
harmonic force constant of 30 kcal/mol/Å2, unless otherwise
stated. To improve convergence and reduce sampling errors,34

the force constant for Cn2 at the window z = 29.5 Å is
increased to 50 kcal/mol/Å2, and two extra windows are added
at z = 29.3 Å and z = 29.7 Å. For Css4, the force constant for
the windows between z = 26.5 Å and z = 28.0 Å is increased to
40 kcal/mol/Å2. The COM of the VS domain is at z = 0 Å. The
COM of the toxin backbone is restrained in a cylinder of 8 Å in
radius centered on the channel axis, using a flat-bottom
harmonic restraint (20 kcal/mol/Å2). This radius of 8 Å is
chosen such that the restraint is not felt by the toxin when it is
bound. Each umbrella window is simulated for at least 5 ns until
convergence is obtained. We assume a convergence if the depth
of the PMF profile changes by <0.5 kT over the last 1 ns. The
first 1 ns of each window, considered as equilibration, is
removed from data analysis. The COM coordinate of the toxin
along the z dimension is saved every 1 ps for analysis. The
weighted histogram analysis method is used to construct the
PMF profile,35 based on which a dissociation constant (Kd) is
derived using the following equation:36

∫= π −−K R N W z kT dz1000 exp[ ( )/ ]
z

z

d
1 2

A
min

max

(1)

where R is the radius of the cylinder (8 Å), NA is Avogadro’s
number, zmin = 24 Å and zmax = 45 Å are the boundaries of the
binding site along the reaction coordinate (z), W(z) is the
PMF, k is the Boltzmann constant, and T is the temperature.
The window z = 45 Å is considered as bulk, the PMF of which
is set to zero. The statistical error of the PMF profile is
estimated with a bootstrapping method. From trajectories of
the umbrella sampling simulations, 20 sets of data points (z
coordinates) are randomly generated, allowing repetitive
sampling. For each of the 20 trajectories, a PMF profile is
constructed, resulting in 20 PMF profiles. The standard
deviation of the PMF as a function of z is calculated, which
is zero at the reference point where the PMF is set to a constant
of zero and accumulates to a maximum along the PMF profile.

■ RESULTS AND DISCUSSION

Binding of Css4 to NaV1.2. It has been shown
experimentally that Css4 binds to the S1−S2 and S3−S4

linkers of the VS domain of NaV1.2 and shifts the activity−
voltage curve to the left.11 With docking calculations and MD
simulations, we observe that the loop between positions 8 and
18 of the toxin wedges into the binding groove formed by the
S1−S2 and S3−S4 linkers. The binding is stabilized by
favorable nonbonded interactions between the toxin and the
VS domain.
The position of Css4 bound to the IIS1-S4 domain of NaV1.2

relative to the lipid bilayer after 20 ns of unbiased MD
simulation is shown in Figure 3A. It can be seen that Css4 is

indeed attracted to the periplasmic side of the VS domain,
consistent with the receptor site for β-toxins previously
suggested.11 The two charged residues, Lys13 and Glu15,
penetrate deeply into the binding groove between the S1−S2
and S3−S4 linkers (Figure 3B). These two residues are at the
center of the loop between positions 8 and 18 of the toxin, as
indicated in Figure 3A. Table 1 tabulates the key residue pairs
identified from the bound complex and the average distances
between these residue pairs over the last 15 ns of the sampling
period. The toxin residues Lys13, Glu15, and Glu28 are

Figure 3. (A) Position of Css4 bound to the IIS1-S4 VS domain of
NaV1.2, relative to the lipid bilayer. The surface of the VS domain is
shown in transparent silver. Toxin backbone is in yellow. Horizontal
lines indicate the average position of the phosphorus atoms of the lipid
head groups. The loop between positions 8 and 18 of the toxin is
highlighted in red. (B) Css4 bound to the VS domain of NaV1.2. The
side chains of two key residues of the toxin, Lys13 (blue) and Glu15
(red), are highlighted. The S2 and S4 helices of NaV1.2 are highlighted
in pink and lime, respectively. (C) Css4 bound to the VS domain of
NaV1.2 showing three of the key contacts. Toxin backbone is shown in
yellow. The complexes shown in panels B and C in this and the
following figure are rotated by approximately 90° counterclockwise
from that of panel A.

Table 1. Interaction Residue Pairs between Css4 and NaV1.2
and between Cn2 and NaV1.6 in the Bound States of the
Toxins, Obtained after 20 ns of Simulationa

Css4-NaV1.2 av distance Cn2-NaV1.6 av distance

N7-S851 2.2 ± 0.3 D7-R850 1.9 ± 0.4
K13-E779 2.5 ± 1.0 K13-E779 3.8 ± 0.4
K13-S788 3.5 ± 1.0 K13-E788 2.3 ± 0.3
E15-R853 3.4 ± 0.9 E15-R853 1.7 ± 0.1
Y24-V843 2.9 ± 0.5 Y24-V843 2.4 ± 0.4
E28-R850 1.7 ± 0.2 E28-E844 5.1 ± 1.3
F44-V793 2.8 ± 0.4 F44-L796 2.2 ± 0.3
T64-H780 2.4 ± 0.4 R64-E779 3.1 ± 0.4

aNumbering of channel is that of NaV1.2. The minimum distances (Å)
of each residue pair including hydrogen atoms averaged over the last
15 ns are given. Standard deviations are also shown.
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observed to form electrostatic complexes with several charged
residues of the VS, whereas the residues Tyr24 and Phe44 form
hydrophobic clusters with several hydrophobic residues of the
VS (Figure 3C). The Css4-NaV1.2 complex is very stable in the
sampling period of 20 ns, as reflected in the standard deviations
of the distances, which are ≤1.0 Å for all of the interacting
residue pairs (Table 1). Thus, Css4 binds tightly to NaV1.2 by
electrostatic and hydrophobic interactions with the channel.
Our calculations reveal that the functional surface of Css4 is
primarily formed by the loop between positions 8 and 18 of the
toxin, centered on the two charged residues Lys13 and Glu15,
which are conserved in antimammalian scorpion β-toxins.6

The binding mode between Css4 and NaV1.2 we predicted is
consistent with experiment. For example, the mutation to
glutamine of the residue Glu779, in contact with the toxin
residue Lys13 in our model, completely abolishes the ability of
Css4 in trapping the VS of NaV1.2.

16 The two arginine residues
at positions 850 and 853 of the S4 helices, experimentally
shown to be important for the activity of Css4,16,37 are
observed to form electrostatic complexes with two glutamate
residues of Css4 (Table 1). In addition, the functional surface
of Css4 we observed is consistent with the mutagenesis
experiments of Cohen et al.15 for Css4 and Karbat et al.38 for
the anti-insect β-toxin LqhIT2. For example, the residues
Tyr24, Glu28, and Phe44 of Css4, the single mutation of which
to alanine causes more than 100-fold reduction in binding
affinity according to the mutagenesis experiments of Cohen et
al.,15 are observed to be in direct contact with the channel
(Table 1). However, we note that mutagenesis data should be
interpreted with caution, as both the conformation and the
binding mode of the toxin could be altered by mutation.
Our model is also in agreement with the models of Css4-

NaV1.2 proposed by Catterall and co-workers,11,16 in which the
two key acidic residues, Glu15 and Glu28, are in close
proximity to the receptor site. However, the role of Lys13 in
binding and the toxin-VS interacting residue pairs are not clear
in the previous models.11,16

Binding of Cn2 to NaV1.6. Cn2 has been observed to shift
the activity−voltage curve of NaV1.6 to the left.

9 Here, we show
that, similar to Css4, Cn2 also wedges into the binding groove
on NaV1.6 with the 8−18 loop centered on Lys13 and Glu15
and forms a stable complex with the channel.
The position of Cn2 bound to the IIS1-S4 domain of NaV1.6

relative to the lipid bilayer after 20 ns of MD simulation is
shown in Figure 4A. The toxin is again attracted to the
periplasmic side of the VS domain, similar to that observed for

the Css4-NaV1.2 complex. The two charged residues, Lys13 and
Glu15, protrude into the binding groove formed by the S1−S2
and S3−S4 linkers (Figure 4B). The key residue pairs identified
from the equilibrated Cn2-NaV1.6 complex are given in Table
1. We find that the aspartate residue of Cn2 at the position 7,
where it is an asparagine in Css4, is in close proximity to
Arg850 (Figure 4C). In addition, the toxin residue Lys13 forms
favorable interactions with the glutamate residue of NaV1.6 at
the position 788, where it is a serine in NaV1.2 (see Figure 1B).
Thus, two more electrostatic complexes are formed in Cn2-
NaV1.6, compared with the Css4-NaV1.2 complex. However,
one unfavorable interaction between the residue pair Glu28-
Glu844 (electrostatic interaction energy of 30 ± 16 kcal/mol)
is observed.

PMF Profiles. To verify the bound states of the two toxins
predicted from docking and unbiased MD simulations, we
construct the PMF profile for the unbinding of the toxins along
the bilayer normal and derive the dissociation constant (Kd) for
each toxin-VS complex. The converged PMF profiles are
displayed in Figure 5. The PMF profiles corresponding to the

unbinding of the two toxins are very similar, with the depths of
the two PMF profiles being ∼20 kT. The Kd values derived
from the PMF profiles with eq 1 are 20 nM for Css4-NaV1.2
and 70 nM for Cn2-NaV1.6, respectively. The maximum errors
of both PMF profiles measured with the bootstrapping method
are ∼0.4 kT, which lead to an uncertainty of approximately 2.2-
fold in the Kd values derived.
Experimentally, the Kd value for the binding of Css4 to

NaV1.2 has been shown to be dependent on the state of the
channel.13 In the inactivated state of NaV1.2, the Kd value is
0.2−3.4 nM for Css4, whereas in the resting state the Kd value
is substantially higher (1−5 μM).11,13 In the inactivated state,
the VS domain may be more exposed to the extracellular space,
such that it is easier for toxins to bind. Since the VS domains
examined in this work are modeled on the NaVAb channel
crystallized in the inactivated state,4 the Kd values measured on
the inactivated state are used for comparison. Similar Kd values
of 0.1−1.0 nM for the binding of Css4 to the inactivated state
have also been reported.15−17 Thus, it can be concluded from
experiment that the Kd value for the binding of Css4 to
inactivated NaV1.2 is ∼1 nM, which is about 1 order of
magnitude lower than the value of 20 nM we predicted. The Kd
value for Cn2-NaV1.6 has not been reported. However, the
EC50 value for Cn2-NaV1.6 has been estimated to be about 40
nM.9 If assuming that Kd is similar to EC50 in this case, our

Figure 4. (A) Position of Cn2 bound to the IIS1-S4 VS domain of
NaV1.6, relative to the lipid bilayer. (B) Cn2 bound to the VS domain
of NaV1.6. The side chains of two key residues of the toxin, Lys13
(blue) and Glu15 (red), are highlighted. (C) Cn2 bound to the VS
domain of NaV1.6 showing three of the key contacts.

Figure 5. PMF profiles for the unbinding of Css4 from NaV1.2 and
Cn2 from NaV1.6. The maximum errors of both PMF profiles are
approximately 0.4 kT.
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prediction of 70 nM would be in reasonable agreement with
experiment. Therefore, the Kd values we predicted are in broad
agreement with experiment, suggesting that the models are
good representations of the bound states by the toxins and
channels.

■ CONCLUSIONS
Using computational tools, we reveal the most likely bound
complexes of Css4-Nav1.2 and Cn2-Nav1.6 and identify the
functional surfaces of the two toxins. We find that the binding
groove is formed by the S1−S2 and S3−S4 linkers in both
channels, consistent with experiment.11 Both toxins wedge into
the binding groove of the channel with two central residues,
Lys13 and Glu15, which form favorable electrostatic
interactions with the channel. The Kd values for the dissociation
of the toxins from the channels derived from umbrella sampling
simulations are in broad agreement with experiment. Moreover,
the functional surface of Css4-NaV1.2 and Cn2-NaV1.6 we
predicted has been found to be critical for the recognition of
these toxins by antibodies.39,40 Thus, our calculations suggest
that the functional surface of antimammalian scorpion β-toxins
is conserved, with Lys13 and Glu15 being the key central
residues.
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