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Discrete quadratic solitons with competing second-harmonic components
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We describe families of discrete solitons in quadratic waveguide arrays supported by competing cascaded
nonlinear interactions between one fundamental and two second-harmonic modes. We characterize the existence,
stability, and excitation dynamics of these solitons and show that their features may resemble those of solitons in
saturable media. Our results also demonstrate that a power threshold may appear for soliton formation, leading
to a suppression of beam self-focusing which explains recent experimental observations.

DOI: 10.1103/PhysRevA.84.053843 PACS number(s): 42.65.Tg, 42.65.Jx

I. INTRODUCTION

In the past decade, discrete optical systems and
especially waveguide arrays (WGAs) have been a major area
of research in optics [1–3]. Due to their tunable diffraction
properties [4,5] WGAs are proposed for various applications,
including interferometry [6], and are used to tackle funda-
mental questions of wave transport [7]. WGAs in nonlinear
materials further enhance the possibilities of optical wave
manipulation [8] with promising applications in all-optical
signal switching, storing, and routing [9–13]. The realization
of these functionalities builds on the fundamental features of
nonlinear beam propagation in WGAs, including in particular
the properties of discrete spatial solitons [2]. These localized
stationary wave packets can form when the diffraction of
an optical beam is compensated by the nonlinearity. Spatial
solitons have been predicted and experimentally observed in
one- (1D) and two-dimensional (2D) WGAs with Kerr [14–16]
and photorefractive nonlinearity [17]. Moreover, in 2D arrays
with Kerr nonlinearity three-dimensional (3D) spatiotemporal
solitons have been observed [18]. In 1D, WGAs with second-
order (χ (2)) nonlinearity spatial solitons were also observed
[19,20]. In these quadratic systems, the nonlinear phase shift
responsible for self-focusing is generated by the cascaded
interaction of a long-wavelength fundamental wave (FW) with
a second harmonic (SH) of half the wavelength [21]. Because
the WGAs are usually multimode at the SH wavelength, higher
order SH modes can be employed to excite discrete quadratic
solitons with new properties [22].

Interesting phenomena occur when two nonlinearities
act simultaneously in one optical system. Such competing
nonlinearities can lead to unusual ways of light propagation
[23] and also to new features in the propagation and stability
properties of optical solitons [24]. Different combinations of
nonlinearities have been explored, including quadratic and
photorefractive [25], cubic-quintic [26], or quadratic-cubic
nonlinearities [27]. Experimentally, these systems are very
challenging due to the required precise balance between the
participating nonlinear effects and experiments showing soli-
ton formation have, as far as we know, not been reported yet. A
promising platform for experimental realization of these kind
of solitons are quadratic WGAs where a competition between
the interaction of a FW with two different SH waves has
been observed [28] which in this particular case led to a
cancellation of nonlinear phase shifts. Discrete solitons were

observed in the same system for slightly different input
conditions [29]. The aim of this contribution is to establish
a generalized theoretical basis which helps to explain the
experimental results of Refs. [28,29]. Therefore, we analyze
the stationary soliton solutions which can exist in such
quadratic WGAs and explore the soliton stability and dynamic
properties. These results enable us to show that the experi-
mentally observed phenomenon of self-focusing suppression
indeed results from the competition of the distinct cascaded
nonlinear processes which corresponds to large parameter
domains where solitons cannot exist.

The system we are considering here exhibits two different
coupling mechanisms [see Fig. 1(a)]. All participating modes
show linear interwaveguide coupling. Additionally, the FW
modes (Un) at each site are coupled nonlinearly to two
different SH modes (Vn, Wn) which do not interact directly
with each other. This system can be realized in a periodically
poled lithium niobate waveguide array [30,31] as sketched in
Fig. 1(b). Here the intrinsic χ (2) nonlinearity of the material
induces nonlinear interactions between the propagating FW
mode at wavelengths of ≈1500 nm with SH modes at ≈750 nm
in each waveguide. The nonlinear interaction is strongly
dependent on the phase mismatch, which is

β1,2 = 2κ0
FW00 − κ0

SH02,SH10 + 2π

�QPM
(1)

for the interplay between FW00 and SH10 or SH02 modes
[plotted in Fig. 1(b)], respectively. Here the κ0

i are the
propagation constants of the modes in a single waveguide and
�QPM is the period of the phasematching grating. The
magnitude of the phase mismatch strongly depends on the
wavelength, as shown in Fig. 1(c) for both pairs of modes.
The strongest interaction between a pair of modes takes place
if the phase mismatch is zero. Nevertheless, for sufficiently
high laser intensities strongly pronounced nonlinear effects
due to cascading have also been observed for finite phase
mismatches [19,32]. Experimentally it was also demonstrated
that the fundamental FW00 mode can interact with several
SH modes simultaneously [33] and that this leads to nonlinear
competition and suppression of spatial nonlinear effects in
WGAs [28]. Here we study such a system with two competing
nonlinear interactions. We focus on the existence of spatial
solitons and their properties, with emphasis on the stability and
the excitation dynamics. This article, which presents the results
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FIG. 1. (Color online) (a) Scheme of the system under inves-
tigation. (b) Sketch of the experimental system with the refractive
index profile of the periodically poled waveguide structure and the
array modes. (c) Simulated phase mismatch between FW and SH02
(solid line) or SH10 (dotted line) mode versus the FW wavelength.
(d) Dispersion relations of FW (left) and SH (right) modes.

of our studies, is organized as follows. The model equations are
introduced in Sec. II, where we also identify analytically the
general features of competing nonlinearities by considering
the limit of large phase mismatches. In Sec. III we derive
exact stationary solutions of the propagation equations for
a single waveguide and discuss their properties. In Sec. IV
we numerically analyze the solitons in the presence of
waveguide coupling. The dynamic properties of the established
families of solutions are explored in Sec. V where we
discuss the propagation behavior of unstable solitons subject
to perturbations. We further show how our findings can explain
the beam dynamics in the case of excitation with an FW input
beam corresponding to recent experimental studies [28,29].
Finally, we summarize our results in Sec. VI.

II. BASIC EQUATIONS

The linear coupling between the closely spaced waveguides
is a result of the evanescent mode overlap of neighboring
waveguide modes. For weak linear and nonlinear coupling
strengths light propagation in the investigated discrete system
can be described by the following normalized coupled mode

equations [22,33]:

i
dUn

dz
+CU (Un+1 + Un−1)+(γ1Vn+γ2 Wn) U ∗

n = 0,

i
dVn

dz
+ CV (Vn+1 + Vn−1) − β1Vn + γ1U

2
n = 0, (2)

i
dWn

dz
+ CW (Wn+1 + Wn−1) − β2Wn + γ2U

2
n = 0.

Here Un, Vn, and Wn are the amplitudes of the FW00, SH02,
and SH10 modes in the n-th waveguide, respectively. The
linear coupling strength is determined by the real coefficients
CU,V,W and the nonlinear coupling strengths between FW00
and SH02 (SH10) by the coefficient γ1 (γ2). The total power

P =
∑

n

(|Un|2 + |Vn|2 + |Wn|2) (3)

and the Hamiltonian

H = −
∑

n

(
2CUUnU

∗
n+1 + CV VnV

∗
n+1 + CWWnW

∗
n+1

+ γ1U
2
nV ∗

n + γ2U
2
nW ∗

n + 1

2
β1|Vn|2 + 1

2
β2|Wn|2 + c.c.

)

(4)

are conserved quantities of this system.
We note that in Ref. [34], multimode periodic systems

with quadratic nonlinearity have been described starting from
a continuous ansatz. However, the discrete-type equation
obtained there to describe nonlinear phenomena accounts for
only one SH mode.

In the linear regime, the propagation dynamics of the system
is governed by the linear Bloch modes

�n(z) = �0(z = 0) exp(ik�n + iκ�z), � ∈ {U,V,W } (5)

with the transversal and longitudinal wave numbers being k�

and κ� , respectively. The wave numbers are determined by the
dispersion relation

κU = 2CU cos(kU ), κV = −β1 + 2CV cos(kV ),
(6)

κW = −β2 + 2CW cos(kW ).

Figure 1(d) schematically shows the characteristic dispersion
relations of the three components described with Eqs. (2).
In the following we will analyze the nonlinear localized
stationary solutions of Eqs. (2), which can exist only for
propagation constants outside the bands of linear Bloch waves
[35] marked with the shading in Fig. 1(d).

To get insight into the mechanism of the two SH nonlinear-
ities acting on the same FW it is instructive to analyze Eqs. (2)
in the cascading limit [21,32,36]. In this approximation the
mismatches are assumed to be rather large. Additionally,
we assume that SH coupling is vanishing (CV = CW = 0)
such that the nonlocality of the cascaded nonlinear processes
[37] can be neglected. Then, following a standard procedure
developed for cascaded quadratic nonlinear interactions [38],
we derive a discrete nonlinear Schrödinger equation [14] with
effective Kerr-type nonlinearity for the FW amplitudes:

i
dUn

dz
+ CU (Un+1 + Un−1) + 	 |Un|2 Un = 0. (7)
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Here the effective nonlinear coefficient is

	 = γ 2
1 β2 + γ 2

2 β1

β1β2
. (8)

The resulting effective nonlinearity is focusing (	 > 0) or
defocussing (	 < 0) when both mismatches are positive
(β1,2 > 0) or negative (β1,2 < 0), respectively. However, for
mismatches of different signs [sgn (β1) �= sgn (β2)] the coeffi-
cient 	 may have either sign and it crosses zero for

(
γ1

γ2

)2

= −β1

β2
. (9)

The vanishing of the nonlinear coefficient is a feature which is
not possible in a system with Kerr nonlinearity or cascaded
nonlinearity involving only one SH mode. Hence, in this
parameter region, where the signs of the two mismatches
differ, the nonlinear propagation will be defined through
the competition between the two SH interactions, and the
beam’s self-interaction and soliton formation are expected to
demonstrate novel features.

Whereas in deriving Eq. (7) we have assumed that CV =
CW = 0, under practical experimental conditions [28,29] the
FW and SH coupling coefficients are of the same order.
Therefore, in the rest of the article we consider the case
of equal coupling coefficients, CU = CV = CW . We also
consider equal values of the nonlinear coefficients γj , which
can then both be scaled to unity by an amplitude transformation
{U,V,W }n → {U,V,W }n/γ1, such that γ1 = γ2 = 1. Addi-
tionally we assume the difference between the two mismatches
to be a constant, which is experimentally justified over a
wide range of mismatches as evidenced in Fig. 1(c). The
difference between the normalized dimensionless mismatches
is β1 − β2 = 9.

III. THE SINGLE WAVEGUIDE

To get physical insight into the properties of the stationary
solutions of Eqs. (2), we first consider the case of CU = CV =
CW = 0. This describes the situation of a single waveguide
but may also serve as an approximation for the case of
strong nonlinear interactions, when the solitons are effectively
localized in a single waveguide. Equations (2) then simplify to

i
dU

dz
+ (γ1V + γ2 W )U ∗ = 0,

i
dV

dz
− β1V + γ1U

2 = 0, (10)

i
dW

dz
− β2W + γ2U

2 = 0.

Since the neighboring waveguides are decoupled, we have
dropped the waveguide number n. We note that these equations
are mathematically equivalent to the model considered previ-
ously in Ref. [33], where the mode dynamics was analyzed
numerically and compared with experimentally measured
tuning curves. Here, we consider the stationary solutions which
have the following form:

U (z) = U 0 exp(iβz), V (z) = V 0 exp(2iβz),
(11)

W (z) = W 0 exp(2iβz).

β2

β

FIG. 2. (Color online) Existence and stability domains of station-
ary solutions for a single uncoupled waveguide with CU = CV =
CW = 0. Stable solutions are indicated by blue and unstable by red
shading. In the white domains no stationary solutions exist. The
dashed lines indicate the soliton families shown in Fig. 3.

The real parameter β defines the propagation constant of all
three components due to nonlinear synchronization and the U 0,
V 0, and W 0 are the real valued stationary amplitudes. After
inserting this ansatz into Eqs. (10), we derive the following
solutions for the amplitudes:

(U 0)2 = 2β(β − β1/2)(β − β2/2)(
γ 2

1 + γ 2
2

)
(β − β0)

,

V 0 = β(β − β2/2)γ1(
γ 2

1 + γ 2
2

)
(β − β0)

, (12)

W 0 = β(β − β1/2)γ2(
γ 2

1 + γ 2
2

)
(β − β0)

,

where β0 = [(β1α + β2(1 − α)]/2 and α = γ 2
2 /(γ 2

1 + γ 2
2 ).

The stationary solutions exist only when (U 0)2 � 0. We
plot the regions of existence of stationary solutions versus the
propagation constant β and the mismatch β2 in Fig. 2. For
all β2 real solutions can be found in three domains of the
parameter β.

For the two semi-infinite domains β < min(0, − β1/2) and
β > max(0, − β2/2), the solutions resemble those of a system
with only one SH resonance [35]. Both nonlinear processes act
in the same way, mimicking a single nonlinear resonance and
we call the ensuing localized states cumulative solitons. A new
solution domain is introduced due to competition between
the two nonlinear processes for −β1/2 < β < −β2/2 and
|β| � |β0| and, consequently, we will call solutions in this
domain competition solitons. For β2 = −β1 (β2 = −4.5 in our
examples) this solution domain becomes a δ distribution since
β0 = 0. The δ peak coincides with the propagation constant of
the FW mode, and, hence, no nonlinear stationary state exists
in this central domain.

In the first row of Fig. 3 we plot the power of the
calculated families of stationary solutions for (a) β2 = −7.5
and (b) β2 = −4.5. For β2 = −7.5 three branches of the
solutions exist for distinct ranges of the propagation constant.
If β → β0 the powers of all components go asymptotically to
infinity, which is in sharp contrast to normal SHG (only one
SH component, γ2 = 0) where all powers are finite for any
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FIG. 3. (Color online) Families of stationary solutions for the
single uncoupled waveguide with CU = CV = CW = 0 for [(a), (c),
and (e)] β2 = −7.5 and [(b), (d), and (f)] β2 = −4.5. [(a) and (b)]
Total power (black dotted line) and power of the U (solid blue line),
V (dashed green line), and W (dash-dotted red line) components.
[(c) and (d)] The imaginary part and [(e) and (f)] the real part of the
instability parameter ρ. Stable solutions are indicated by blue and
unstable solutions by red shading.

propagation constant. The boundary of the existence and the
singularity in the power are features also found for solitons in
WGAs with saturable nonlinearity [39]. Hence, in the vicinity
of a propagation constant where the nonlinearities compensate
each other, they mimic a saturable system. The cumulative
solution branches for this mismatch both bifurcate from the SH
modes and, hence, exhibit a nonzero power threshold [34,35].
However, the solution branch introduced through competition
extends to zero power where it bifurcates from the FW band.
For all families with −(β1 − β2) < β2 < 0 the only branch
of solutions with zero power threshold is generated through
competition of the two phase-mismatched SHG processes.
However, for β2 = −(β1 − β2)/2 only the solutions on the
cumulative branches exist, and no thresholdless solution can
be obtained [see Fig. 3(b)]. This corresponds to the condition
in Eq. (9) obtained in the cascading approximation for γ1 =
γ2 = 1.

We investigate the stability of the calculated solutions by
linear stability analysis using the ansatz

U = eiβz(U+eiρ∗z + U−e−iρz + U 0),

V = ei2βz(V +eiρ∗z + V −e−iρz + V 0), (13)

W = ei2βz(W+eiρ∗z + W−e−iρz + W 0),

where the (U 0,V 0,W 0) are the stationary solutions, variables
with the superscript ± denote the perturbations, and the insta-
bility parameter ρ characterizes the perturbation dynamics.
Inserting this ansatz in Eqs. (10) and taking into account
only the first-order terms of the small perturbations leads to
an eigenvalue problem for the value of ρ which we solve
numerically. For linearly unstable solutions the imaginary part
of the instability parameter is positive, Im(ρ) > 0. We find

regions of instability for the solution branch with competition,
which we plot with red shading in Figs. 2 and 3. The imaginary
part of the instability parameter Im(ρ) is shown in Fig. 3(c).
The reason for the instability is the collision of two eigenvalues
ρ at β � 1 as seen in the real part Re(ρ) which is presented in
Fig. 3(e). For the competition branch of the solutions, we can
clearly distinguish two different eigenvalues in the domain of
stability whose collision marks the onset of instability.

IV. COUPLED WAVEGUIDES

After we deduced the basic properties of the stationary
solutions of Eqs. (2) for the analytically solvable case of
decoupled equations we now analyze the full coupled system.
The ansatz for localized stationary solutions reads

Un(z) = U 0
n exp(iβz),

Vn(z) = V 0
n exp(i2βz), (14)

Wn(z) = W 0
n exp(i2βz).

Insertion of this ansatz into Eqs. (2) leads to a nonlinear system
of equations which we solve numerically for U 0

n , V 0
n , and W 0

n .
We calculate the fundamental solutions which are centered
at a lattice site, the so-called odd solutions. After obtaining
the stationary solutions we investigate their linear stability by
inserting the perturbed solution

Un = eiβz
(
U+

n eiρ∗z + U−
n e−iρz + U 0

n

)
,

Vn = ei2βz
(
V +

n eiρ∗z + V −
n e−iρz + V 0

n

)
, (15)

Wn = ei2βz
(
W+

n eiρ∗z + W−
n e−iρz + W 0

n

)
into Eqs. (2) and solving the eigenvalue problem for the
instability parameter ρ, taking into account only the first-order
terms in the small perturbations.

β2

β

FIG. 4. (Color online) Soliton existence domains for (a) CU =
CV = CW = 0.2 and (b) CU = CV = CW = 1.0. Stable solutions are
indicated by blue and unstable solutions by red shading. In the
white domains no stationary solutions exist. Light and dark gray
shading indicates the FW and SH bands, respectively. The dashed
line indicates the soliton family shown in Fig. 5.
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We plot the domains of soliton existence and stability in
Fig. 4 for two different coupling strengths where domains
of stable (unstable) solutions are blue (red) and the extended
linear bands are gray. Similarly to the case of the isolated
waveguide analyzed in Sec. III above, we find three different
solution branches for a wide domain of the mismatches.
Cumulative solutions which resemble the staggered or
unstaggered solitons of a WGA with only one SHG resonance
[35] are found for β < min(−2CU, − β1/2 − CV ) or
β > max(2CU, − β2/2 + CW ), respectively. The third branch
is formed due to nonlinear competition for −β1/2 + CV <

β < −β2/2 − CW and |β| � |β0|. However, solutions in this
domain can now only exist for |β| > 2|CU | due to the extended
linear bands which prevent the formation of nonlinear localized
states. This leads to a gap in the existence of the solutions for
the competition branch and, hence, to a range of mismatches
where no solutions with zero power threshold exist.

In Fig. 5 we show numerically calculated properties of the
soliton family at β2 = −7.5 for a coupling strength of CU =
CV = CW = 0.2. In Fig. 5(a) we plot the power of the solutions
and the powers of its constituents versus the propagation
constant β. Again, we find a power threshold for the cumulative
branches of the solutions. The existence of the only branch
of solutions with zero power threshold is induced by the
competition between the two phase-mismatched nonlinear
processes. In Fig. 5(b) we plot the width of the components
of the solutions which we calculate as the second moment
of the power distribution in the waveguides. Both cumulative
branches of the solutions bifurcate from the linear SH bands,
hence, their width is diverging when β approaches the
boundary of their existence domain. Although the peak power
of these localized waves is decreasing with increasing width,
the total power grows. According to the Vakhitov-Kolokolov
criterion [40], we expect that these solutions are unstable close
to the cutoff.

The branch of the solutions due to competition bifurcates
from the FW band and the width diverges at the threshold
propagation constant. For increasing propagation constant the
soliton power increases monotonically; however, the width
of all components first decreases and then increases to a
finite value at the upper existence boundary. This can be
explained by the competition of the two nonlinear processes.
The increasing propagation constant moves toward the center
between the two SH bands, hence, the effects of the two
nonlinear processes are almost compensated by each other.
The net action of both processes is again similar to a system
with saturable nonlinearity. Indeed, in waveguide arrays with
saturable nonlinearities solitons can feature simultaneously
increasing width, peak power, and total power [39], similarly
to what we observe here.

The imaginary and real parts of the perturbation eigenvalue,
Im(ρ) and Re(ρ), are plotted in detail for the competition
branch in Figs. 5(c) and 5(d), respectively. Similarly to the
case of the single uncoupled waveguide analyzed in Sec. III
above, we find a range of propagation constants between β = 1
and β = 1.5 where collisions between the eigenvalues lead
to instability. Additionally, for a small band of propagation
constants around β = 0.85 we reveal soliton instability due
to coupling to a linear band [41,42]. Here the propagation
constant 2β − Re(ρ) of the instability mode is phase matched
to the SH band defined by CW , hence, energy exchange
between the soliton and the linear band can take place. We
note that due to the spatially extended nature of the linear
states, the numerical calculation for the instability growth
rate Im(ρ) is sensitive to the finite number of waveguides
of the simulated WGA which was 128 in our simulations. For
higher coupling constants, many small domains of instability
appear, as seen in Fig. 4(b). These are induced by the three
mechanisms described above, where the Vakhitov-Kolokolov
type instabilities are only found close to the bifurcation

β β

ℑ
ρ

ℜ
ρ

FIG. 5. (Color online) Soliton families for CU = CV = CW = 0.2 and β2 = −7.5 (dashed line in Fig. 4). (a) Power and (b) width of the
calculated solutions. Plotted are the overall power (dotted black line) and the respective quantities for the individual components, U (solid blue
line), V (dashed green line), and W (dash-dotted red line). Stable solutions are indicated by a blue and unstable solutions by a red background.
(c) The imaginary and (d) the real part of the instability parameter for the solutions showing competition of cascaded nonlinearities.
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points of the solutions from the SH bands (dark gray).
In Sec. V below we investigate the propagation dynamics
of perturbed unstable solutions for the different types of
instabilities.

V. SOLITON PROPAGATION
AND EXCITATION DYNAMICS

We now investigate the different types of propagation
dynamics associated with the various instabilities by numer-
ically solving Eqs. (2) with slightly perturbed stationary so-
lutions as starting conditions, (Un,Vn,Wn) = (U 0

n ,V 0
n ,W 0

n ) ±
0.01(U 0

n ,V 0
n ,W 0

n ), where either plus or minus is applied to all
components of the excitation. The intensity distributions of all
three components are plotted in Fig. 6 versus the propagation
distance for typical instability regimes of the soliton family
with CU = CV = CW = 0.2 and β2 = −7.5 (as in Fig. 5).
Figure 6(a) shows results for the Vakhitov-Kolokolov type in-
stability at β = −0.95 and an input with decreased power. The
perturbed soliton input is quickly decaying into linear waves.
A completely different dynamics is observed for the same
stationary solution with slightly raised input power, plotted
in Fig. 6(b). Here the intensity oscillates during propagation.
These two types of instability dynamics have been described
earlier for the Vakhitov-Kolokolov-type instability of quadratic
solitons with one SH component in bulk lithium niobate [43].
The oscillation for raised input power can be explained as
pulsations around a new stable solution which can be excited

FIG. 6. (Color online) Evolution of |Un|2 (left panels), |Vn|2
(center panels), and |Wn|2 (right panels) of perturbed solutions for
CU = CV = CW = 0.2 and β2 = −7.5. Shown are the dynamics
for the Vakhitov-Kolokhov type instability at β = −0.95 for input
powers (a) smaller and (b) larger than the powers of the solutions.
(c) Dynamics for the band instability at β = 0.89 and (d) for the
collision induced instability at β = 1.43.

due to the higher power. The other types of instabilities show
qualitatively the same behavior for increased and decreased
input power; hence, we plot only results for decreased power.
At β = 0.89 [Fig. 6(c)] the solution interacts with an SH band.
For this instability the energy oscillates rapidly between the
different components of the soliton without evident changes
in the shape of the excitation. Only after long propagation
one can recognize that energy is slowly radiating away from
the soliton via linear waves in the Wn component of the SH.
This is consistent with the very small calculated values of
Im(ρ) for this case [see Fig. 5(d)]. For the collision caused
instability at β = 1.43 we plot the propagating intensities
in Fig. 6(d). Here the soliton decays abruptly through all
three components after initial propagation without apparent
changes.

After investigating the dynamics of the solutions upon
slight perturbations we connect our findings to experimental
results by considering a typical experimental excitation. In
experiments it is practically impossible to excite the WGA with
the exact intensity distribution of a soliton. Usually the sample
is excited with a broad Gaussian beam of the FW only. The
most common schemes feature excitation at the top (bottom)
of the linear FW band corresponding to a phase difference of
0 (π ) between adjacent waveguides. To shape this excitation
toward a soliton, the SH components must be generated and
the beam diffraction must be arrested [19]. To achieve the latter
the spatial nonlinear effects have to be focusing. For excitation
at the top of the band (normal diffraction) this is achieved for
a focusing nonlinearity; hence, the propagation constants of
experimentally accessible solitons have to be above the linear
FW band in this case. Similarly, for excitations at the bottom
of the band, only solitons with propagation constants below
the band can be excited. We note, however, that this may differ
for other classes of nonlinear stationary solutions, e.g., flat-top
or truncated nonlinear Bloch waves [44–46].

We model the experimental excitation scheme by numer-
ically integrating Eqs. (2) for an FW input beam of five
waveguides full-width at half maximum width. As in the
previous dynamical simulations, we consider CU = CV =
CW = 0.2. We propagate the beam for 10 coupling lengths, i.e.,

β2

β2=−9 β2=−7

FIG. 7. (Color online) (a) Width of the FW component after
propagation of 10 coupling lengths versus FW input peak power and
mismatch β2. Only the FW was excited with zero phase difference
between neighboring sites. The simulated power dependence of the
FW output profile is shown for (b) β2 ≈ −9 and (c) β2 ≈ −7.
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β2

β2=0 β2=3.5

FIG. 8. (Color online) (a) Width of the FW component after
propagation of 10 coupling lengths versus FW input peak power
and mismatch β2. Only the FW was excited with π phase dif-
ference between neighboring sites. The simulated power depen-
dence of the FW output profile is shown for (b) β2 ≈ 0 and (c)
β2 ≈ 3.5.

the total normalized propagation length is zmax = 10/CU =
50. In Fig. 7(a) we plot the width of the output beam versus
the mismatch and the input peak power. The width as a
comprehensive parameter to describe the output beam was cal-
culated as the second moment of the FW intensity distribution.
Focusing, and, hence, the excitation of solitons, is observed
for mismatches β2 ≈ −9 and β2 > 0. This corresponds to
the regions of mismatches where the solutions bifurcate from
the upper boundary of the FW band in Fig. 4. Figure 7(b)
shows the output intensity distribution of the FW wave versus
the input power for a mismatch of β2 = −9. This mismatch
is between the two phase-matching resonances. Hence, the
focusing of the FW beam with increasing power indicates
the excitation of competition solitons in this regime. For all
other mismatches between the phase-matching resonances,
no thresholdless soliton solutions exist. Therefore, we do not
see focusing and soliton propagation for the simulated power
levels. In agreement with Ref. [28] we also find a value of the
mismatch where spatial reshaping is suppressed completely
and the beam propagates like a linear beam even for high
powers, as shown in Fig. 7(c). Similar results for staggered
excitation are plotted in Fig. 8. Here cumulative solitons can
be excited for mismatches β2 < −5 and we find the generation
of competition solitons for β2 = 3.5 [see Fig. 8(c)]. Again,

we can identify large domains of input mismatches where no
focusing and, hence, no solitons can be observed. Specifically,
we observe almost complete inhibition of nonlinear spatial
beam reshaping for β2 = 0.

VI. CONCLUSIONS

In conclusion, we have analyzed solitons in a WGA
with quadratic nonlinearity and two phase-mismatched SHG
processes. We find three regions of existence for stationary
nonlinear waves or solitons in both our analytical analysis
for a single waveguide and our numerical results for a WGA.
Two of them stem from so-called cumulative solitons, where
the nonlinear contributions of the two nonlinear processes act
in the same way. They are qualitatively similar to solitons in
quadratic WGAs with only one SHG interaction. The third
existence domain is introduced by the competition of the two
nonlinear processes. We find large parameter ranges of the
mismatches where all cumulative solitons feature a nonzero
power threshold for their existence. For these mismatches, the
only solitons with a zero power threshold are introduced by the
competition. If no thresholdless solitons exist, then for a power
below the soliton threshold self-focusing is effectively arrested
which might be of interest for applications where nonlinear
beam reshaping needs to be suppressed. We further find that
the power of the competition solitons goes to infinity at the
existence boundary, which resembles the properties of discrete
solitons in WGAs with saturable nonlinearity. Linear stability
analysis shows that an upper power limit for the stability of
competition solitons exists. We identify different instability
scenarios and show various decay mechanisms of the localized
solutions by numerical simulations. Finally, we use our results
to explain the recent experimental observations [28,29] of
suppressed nonlinear beam self-focusing.
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