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Abstract

The estimation of motion of multi-camera systems is one of the most important tasks in computer vision research. Recently, some issues have been raised about general camera models and multi-camera systems. Using many cameras as a single camera is studied [60], and the epipolar geometry constraints of general camera models is theoretically derived. Methods for calibration, including a self-calibration method for general camera models, are studied [78, 62]. Multi-camera systems are an example of practically implementable general camera models and they are widely used in many applications nowadays because of both the low cost of digital charge-coupled device (CCD) cameras and the high resolution of multiple images from the wide field of views. To our knowledge, no research has been conducted on the relative motion of multi-camera systems with non-overlapping views to obtain a geometrically optimal solution.

In this thesis, we solve the camera motion problem for multi-camera systems by using linear methods and convex optimization techniques, and we make five substantial and original contributions to the field of computer vision. First, we focus on the problem of translational motion of omnidirectional cameras, which are multi-camera systems, and present a constrained minimization method to obtain robust estimation results. Given known rotation, we show that bilinear and trilinear relations can be used to build a system of linear equations, and singular value decomposition (SVD) is used to solve the equations. Second, we present a linear method that estimates the relative motion of generalized cameras, in particular, in the case of non-overlapping views. We also present four types of generalized cameras, which can be solvable using our proposed, modified SVD method. This is the first study finding linear relations for certain types of generalized cameras and performing experiments using our proposed linear method. Third, we present a linear 6-point method (5 points from the same camera and 1 point from another camera) that estimates the relative motion of multi-camera systems, where cam-
eras have no overlapping views. In addition, we discuss the theoretical and geometric analyses of multi-camera systems as well as certain critical configurations where the scale of translation cannot be determined. Fourth, we develop a global solution under an $L_\infty$ norm error for the relative motion problem of multi-camera systems using second-order cone programming. Finally, we present a fast searching method to obtain a global solution under an $L_\infty$ norm error for the relative motion problem of multi-camera systems, with non-overlapping views, using a branch-and-bound algorithm and linear programming (LP). By testing the feasibility of LP at the earlier stage, we reduced the time of computation of solving LP.

We tested our proposed methods by performing experiments with synthetic and real data. The Ladybug2 camera, for example, was used in the experiment on estimation of the translation of omnidirectional cameras and in the estimation of the relative motion of non-overlapping multi-camera systems. These experiments showed that a global solution using $L_\infty$ to estimate the relative motion of multi-camera systems could be achieved.
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Chapter 1

Introduction

In this thesis, we investigate the relative motion estimation problem of multi-camera systems to develop linear methods and a global solution. Multi-camera systems have many benefits such as rigid motion for all six degrees of freedom without 3D reconstruction of the scene points. Implementations of multi-camera systems can be found in many applications but few studies have been done on the motion of multi-camera systems so far.

In this chapter, we give a general introduction to multi-camera systems and their applications, followed by our contributions and an overview of this thesis.

Recently, the popularity of digital cameras such as digital SLR (single-lens reflex) cameras, compact cameras and mobile phones with built in camera has increased due to their decreased cost. Barry Hendy from Kodak Australia [29] plotted the “pixels per dollar” as a basic measure of the value of a digital camera and used the information to recommend a retail price for Kodak digital cameras. This law is referred to as “Hendy’s Law”. On the basis of this law, it can be concluded that the resolution of a digital camera is becoming higher and the price per pixel of the camera sensor is becoming lower every year. It is no longer difficult or expensive to set up an application that uses several cameras.

It is considered that multicamera systems (a cluster of cameras or a network of cameras) have many benefits in real applications such as visual effects and scientific research. The first study on virtualized reality projects that use virtual views captured by a network of cameras was conducted by Kanade et al. in 1995 [54]. Their system was used to capture touchdowns in the Super Bowl, which is the championship game of professional American football, and it was used to look around the event from other point of virtual views. In 1999, a similar visual
A software controlling 120 cameras using 5 laptops. [www.breezesys.com](http://www.breezesys.com) (Courtesy of Breezesystems, Inc)

Effect known as “bullet time” was implemented in the film “The Matrix”, where the camera appears to orbit around the subject of the scene. This was done by placing a large number of cameras around the subject of the scene. Digital Air is a well-known company that produces Matrix-like visual effects for commercial advertisements [9]. Another company, Breezesys, Inc. [6], sells consumer-level software that allows the simultaneous capture of multiple images by multiple cameras controlled by a single laptop, as shown in Figure 1.1. Thus, the use of multi-camera systems in various applications is becoming popular and their use is expected to increase in the near future.

In the last two decades, many studies have been conducted on the theory and geometry of single-camera systems which are used to capture images from two views, three views and multiple views [11, 10, 27]. However, the theory and geometry of multi-camera systems have not been fully studied or clarified yet. This is because in addition to recording multiple views of a scene using a network of cameras or an array of cameras, there are more challenging tasks such as obtaining spatial and temporal information as the multi-camera system moves around the environment.

This process of obtaining the orientation and position information is known as the “visual odometry” problem or “the problem of estimation of relative motion of multi-camera systems”. A good example of this is as follows: The Mars Exploration Rovers, Spirit and Opportunity,
Figure 1.2: The Mars Exploration Rovers in motion. The rovers are equipped with 9 cameras: four Hazcams are mounted on the front and rear ends for hazard avoidance, two Navcams are mounted on the head of the rovers for navigation, two Pancams are mounted on the head to capture panoramas, and one microscopic camera is mounted on the robotic arm. (Courtesy NASA/JPL-Caltech)

landed on Mars in January 2004. As shown in Figure 1.2, these rovers were equipped with nine cameras distributed between their heads, legs and arms. Although the rovers were equipped with navigation sensors such as IMU (inertial measurement unit) and odometry sensors on their wheels, the estimated distance travelled by the rovers on Mars was not very accurate. This could have been due to several reasons, for example, the rover wheels could not obtain a proper grip on the ground on Mars, which caused the wheels to spin without moving. This resulted in the recording of false measurements by the odometry unit. Another reason could have been the accidental failure of the IMU and odometry equipment. In such a case, visual sensors such as the nine cameras might be used to determine the location of the rovers on Mars. To our knowledge, no research has been conducted on getting an optimal solution to predict the
motion of multi-camera systems. Hence, if we develop an optimal solution, it can be applied to control the motion of planetary rovers, UAVs (unmanned aerial vehicles), AUVs (autonomous underwater vehicles) and domestic robots such as Spirit and Opportunity on Mars, Aerosonde, REMUS and iRobot’s Roomba.

In general, the motions of camera systems can be considered to be Euclidean motions that have six degrees of freedom in three-dimensional (3D) space. So, the main aim of this study is to estimate the motion for all six degrees of freedom. However, in single-camera systems that capture two images, the relative motion can be estimated for only five degrees of freedom: three degrees for rotation and two degrees for translation direction. The scale of translation cannot be estimated from the single-camera system unless 3D structure is recovered. However, in the case of non-overlapping multiple rigs, 3D structure recovery problem is not as easy as in the case of systems with overlapping views such as stereo systems and monocular SLAM (Simultaneous Localization and Mapping) systems.

1.1 Problem definition

In this thesis, we investigate the motion of multi-camera systems. We investigate motion estimation problems such as the translational motion of an omni-directional camera, the motion of a non-overlapping 8-camera system on a vehicle using a linear method and the motion of a 6-camera system (Ladybug2 camera) using second-order cone programming (SOCM) or linear programming (LP) under $L_\infty$ norm.

In general, the motion of multi-camera systems is a rigid motion. Therefore, there are 6 degrees of freedom for rotation and translation. Taking advantage of the spatial information (exterior calibration parameters) of cameras in multi-camera systems, we can estimate the relative motion of multi-camera systems for six degrees of freedom.

Given known camera parameters, we capture image sequences using a multi-camera system. Then, pairs of matching points are detected and found using feature trackers. Using these pairs of matching points, we estimate the relative motion of multi-camera systems for all the six degrees of freedom.
1.2 Contributions

In this thesis,

1. We show that if the rotation of the camera across multiple views is known, it is possible to estimate the translation more accurately using a constrained minimization method based on singular value decomposition (SVD).

2. We also show that the motion of non-overlapping images can be estimated from a minimal set of 6 points of which 5 points are from one camera and 1 point is from another camera. Theoretical analysis of the critical configuration that makes it impossible to solve the relative motion of multi-camera systems is also studied.

3. A linear method to estimate the orientation and position of a multi-camera system (or a general camera model) is studied by considering the rank deficiency of equations and experiments. To our knowledge, no experiments using linear methods have been performed by other researchers in the field of computer vision.

4. Using global optimization and the convex optimization techniques, we solved the problem of estimation of motion using SOCP.

5. We solved the problem of estimation of motion using LP with a branch-and-bound algorithm. Approaches 4 and 5 provide a framework to obtain a global solution for the problem of estimation of relative motion in multi-camera systems (even with non-overlapping views) under the $L_\infty$ norm.

We performed experiments with synthetic and real data to verify our algorithms, and they mostly showed robust and good results.

1.3 Overview

In chapter 1, we provide a general overview of the problems in the estimation of multi-camera systems and demonstrate how multi-camera systems can be used in real applications.
In chapters 2 to 4, we provide brief overviews of the single-camera system, two-camera system, three-camera system, multi-camera system and their motion estimation problems. In chapter 5, we discuss previous related works.

The main work of this thesis is presented in chapters 6, 7, 8, 9 and 10. In chapter 6, we show how constrained minimization allows the robust estimation from omnidirectional images. In chapter 7, we show how using six points, we can estimate the relative motion of non-overlapping views, and we also show that there is a degeneracy configuration that makes it impossible to estimate the motion of non-overlapping multi-camera rigs. In chapter 8, we reveal a linear method for estimation of the motion of a general camera model or non-overlapping multi-camera systems along with an intensive analysis of the rank deficiency in generalized epipolar constraint equations. In chapter 9, we study the geometry of multi-camera systems and demonstrate how using their geometry, we can convert the motion problem to a convex optimization problem using SOCP. In chapter 10, we attempt to improve the method proposed in chapter 9 by developing a unified framework to derive a global solution for the problem of estimation of camera motion in multi-camera systems using LP and a branch-and-bound algorithm. Finally, in chapter 11, conclusions and discussions are presented.