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Abstract 
 
This thesis describes research on methods for Ubiquitous/Pervasive Computing to better 
suit users in an Intelligent Environment. The approach is to create and equip a computing 
environment, such as our Active Office, with technologies that can identify user needs 
and meet these need in a timely, efficient and unobtrusive manner. 

The critical issues in the Intelligent Environment are how to enable transparent, 
distributed computing to allow continued operation across changing circumstances and 
how to exploit the changing environment so that it is aware of the context of user 
location, the collection of nearby people and objects, accessible devices and changes to 
those objects over time.  

Since the Intelligent Environment is an environment with rapid and rich computing 
processing, the distributed context processing architecture (DiCPA) was developed to 
manage and respond to rapidly changing aggregation of sensor data. This architecture is a 
scalable distributed context processing architecture that provides: 1. continued operation 
across changing circumstances for users, 2. the collection of nearby people and objects, 3. 
accessible devices and 4. the changes to those objects over time in the environment. The 
DiCPA approach focuses on how the Intelligent Environment provides context 
information for user location, user mobility and the user activity model. Users are 
assumed mobile within the Intelligent Environment and can rapidly change their access to 
relevant information and the availability of communications and computational resources.  

Context-Aware Computing is a new approach in software engineering for Intelligent 
Environment. It is an approach in the design and construction of a context-aware 
application that exploits rapid changes in access to relevant information and the 
availability of communication and computing resources in the mobile computing 
environment. The goal of Context-Aware Computing is to make user interaction with the 
computer easier in the smart environment where technology is spread throughout 
(pervasive), computers are everywhere at the same time (ubiquitous) and technology is 
embedded (ambient) in the environment. Context-aware applications need not be 
difficult, tedious or require the acquisition of new skills on the part of the user. They 
should be safe, easy, simple to use and should enable new functionality without the need 
to learn new technology. They should provide relevant information and a simple way for 
a user to manage. 

The Intelligent Environment requires a context-aware application to improve its 
efficiency and to increase productivity and enjoyment for the user. The context awareness 
mechanism has four fundamental cores i.e. identity (who), activity (what), location 
(where) and timestamp (when). Based on DiCPA architecture, the model of user location 
(where), user mobility (where), user activity (what) and Intelligent Environment response 
(what) were developed. Prototypes were also developed to proof the Context-Aware 
Computing concept in the Intelligent Environment.  

An Intelligent Environment uses the multi-disciplinary area of Context-Aware 
Computing, which combines technology, computer systems, models and reasoning, social 
aspects, and user support. A “good quality” project for Context-Aware Computing 
requires core content and provides iterative evaluation processes, which has two types of 
iteration: design and product iteration of the evaluation. The aim of the development of 
an evaluation program in Context-Aware Computing is to determine what to test, how to 



 

 

xi 

test and the appropriate metrics to use. This work presents the metrics for a good quality 
project in the Context-Aware Computing area, which is followed by the evaluation of the 
prototypes of this work. 
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Chapter 1  

INTRODUCTION 

1.1 General Description of  an Intelligent Environment 

In the past decade the computer environment has changed over time, with user situations 
in a computing environment also becoming more complicated. The changes have affected 
the user profile, going from a single profile for a single device to many profiles and many 
devices for many users, as well as in the configuration of the network. One of the impacts 
on the enabling technology sees movement from a wired network to a wireless network, 
from a Local Area Network to a Personal Area Network or to a Wide Area Network.  

The big issue in the Intelligent Environment is how to enable transparent distributed 
computing to allow continued operation in a seamless manner across a changing 
circumstance: how to exploit the changing environment so that it is aware of the context 
of user location, the collection of nearby people and objects, accessible devices and 
changes to those objects over time.  Distributed computing in this context is the computer 
environment where data and processing are distributed among several computing systems 
(nodes) but control, such as network control, process coordination, synchronisation and 
scheduling, is centralised (Berson 1996: p64). 

Scientists in the Intelligent Environment area are researching ways to make 
embedded and Ubiquitous Computing work better for users by creating and equipping a 
computing environment, such as an active home or an active office, with technologies 
that can identify user needs and meet them speedily, efficiently and unobtrusively. 

One of the new approaches in software engineering is Context-Aware Computing. 
Context-Aware Computing is an approach in the design and construction of a context-
aware application that exploits rapid changes in access to relevant information and the 
availability of communication and computing resources in the mobile computing 
environment. The goal of Context-Aware Computing is to make user interaction with the 
computer easier in the smart environment where technology is spread throughout 
(pervasive), computers are everywhere at the same time (ubiquitous) and technology is 
embedded (ambient) in the environment. It need not be difficult, tedious or require the 
acquisition of new skills on the part of the user. It should be safe, easy, simple, and 
should enable new functionality without the need to learn a new technology. It should 
provide relevant information and a simple way for a user to deal with it. 

A context-aware application in the ubiquitous environment requires the location of a 
person within an environment (Jiang and Steenkiste 2002, Schilit  et al. 1994). This can 
be obtained using wireless connections in devices that are normally carried for other 
purposes, for example, a mobile phone, PDA or smart phone. The location of these 
devices, and hence the person with them, is determined by a mixture of precise, 
proximate and predicted location sensors. The data from these sensors is turned into a 
predictor to precisely locate the device, and thus the person. Once a user is located, 
services and responses can be delivered based on the current situation.  

An Intelligent Environment is an environment with rapid and rich computing 
processing using distributed context processing architecture. We have designed DiCPA as 
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an example architecture to manage and respond to the rapidly changing aggregation of 
sensor data. This architecture is a scalable distributed context processing architecture that 
provides continued operation across changing circumstances for users, the collection of 
nearby people and objects, accessible devices and the changes to those objects over time 
in the environment. This approach focuses on how the Intelligent Environment provides 
context information for user location, user mobility and the user activity model. The 
context information of user activity can be used to characterise the user situation which 
enables the smart environment to respond to the user. With users moving around the 
Intelligent Environment, they can rapidly change their access to relevant information, and 
the availability of communications and computational resources.  

There are four important variables in a context awareness mechanism i.e. identity 
(who), activity (what), location (where) and timestamp (when). Location is the most 
crucial aspect of context awareness for mobile users (Jiang and Steenkiste 2002, Schilit  
et al. 1994), such as finding nearest resources, navigation, locating objects and people. 
Location awareness will be discussed in detail in Chapters 4 and 5. 

In a context-awareness mechanism, the scope of the ‘who’ question could be user 
identity, persona, profile, personalisation and user model. The scope of the ‘what’ 
question is the user’s activity. These ‘who’ and ‘what’ questions are the most complex 
part in the Intelligent Environment, and they can be represented by user mobility, for 
example by finding patterns in the user’s changing locations. Thus, a context awareness 
mechanism, based on user’s locations and time stamps, could lead to a user’s activity. 
User Mobility is discussed in Chapter 6, followed by the discussion of User Activity in 
Chapter 7. 

These awareness-mechanisms bring the computer into the user’s daily activity. This 
thesis explores computer capabilities in the recognition of user location, user activity and 
social context, as defined by the presence of other people, and the assistance of people 
with a variety of activities at work. 

A model of an Intelligent Environment can be an Active Office, Active Home, 
Active Store or Active Supermarket. In this work, an Active Office is introduced as an 
implementation model of an Intelligent Environment. An Active office is defined as a 
normal office, which consists of several normal rooms with minimal additional 
decoration (minimal intrusive detectors and sensors), and with no requirement to attach 
devices (badging) on the user. An Active Office uses wireless communication, i.e. 
Bluetooth and WiFi, to enable user mobility. Wireless sensors that sense based on 
proximate visibility and received signal strength and signal quality in these wireless 
systems (PAN – Bluetooth - and WLAN - 802.11b,b+,g) were investigated to detect users 
in an Active Office. 

Our Active Office uses a scalable distribution context processing architecture 
(DiCPA) to manage and respond to rapidly changing aggregation of sensor data.  This 
architecture is based on the Merino service layers architecture (Kummerfeld, Quigley et 
al. 2003). The Merino architecture has four tightly coupled layers to manage the 
interaction between users and the environment in the Active Office, by detecting the 
user’s change of location and transformation of the raw sensors data through application 
programs to deliver service while the user is on the move. The infrastructure supports 
interoperability of context-sensors/widgets and applications on heterogeneous platforms 
(Dey, Abowd et al. 1999; Kummerfeld, Quigley et al. 2003).  
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In order for an Active Office to provide services to users, it must be able to detect its 
current state/context and determine what responses to take based on that context. This 
thesis shows  ‘proof of concept’ and ‘proof of performance’ of an Intelligent 
Environment by developing an architecture with a scalable distribution context 
processing capability to manage and respond to rapidly changing aggregation of sensor 
data in Chapter 3, and showing how the environment gives responses in Chapter 8.  

Intelligent Environments use the multi-disciplinary area of Context-Aware 
Computing, which combines technology, computer systems, models and reasoning, social 
aspects, and user support. A “good quality” project for Context-Aware Computing 
requires core content (Section 9.2) and provides iterative evaluation processes (Section 
9.7), which has two types of iteration: design and product iteration of the evaluation. The 
aim of the development of an evaluation program in Context-Aware Computing is to 
determine what to test, how to test and the appropriate metrics to use. Section 9.5 
presents the metrics for a good quality project in Context-Aware Computing area and 
Section 9.10 appraises the evaluation of this work. 

1.2 Problem Definition 

Dealing with an Intelligent Environment where the computer environment changes with 
time and user situations become more complicated presents two sets of problems. Firstly, 
the interaction of the user with the changing environment must be considered. Secondly, 
the design of response to the change of user situation in the dynamic environment 
capability must be considered.  

As Intelligent Environment has the capability to detect, respond and assist users with 
a variety of activities, one of the problems is the determination of responses based on a 
user’s current state/context. Other problems include the determination of user location, 
user mobility, user activity, and user situation such as below:  

• How to enable transparent distributed computing to continue operation across 
changing circumstances in a seamless manner. 

• How to exploit changing environments to produce an awareness of the context of 
the location of use, the collection of nearby people and objects, accessible 
devices, and changes to those objects over time. 

• How to evolve a new way of thinking for developing applications that are aware 
of the context to which the environment is sensitive and reactive to the presence 
of the user. 

1.3 Scope of Study 

This thesis is in an early stage of the study of Context-Aware Computing as a new 
paradigm in software engineering,  a paradigm for the development of a software 
framework that is aware of the user context in the smart environment, which has 
capability to detect, assist, guide and respond to the presence of the user. 

This thesis covers: 1. the design of the distributed architecture for Intelligent 
Environment, 2. a user location model including location resolution, 3. a user mobility 
model, 4. a user activity model, and 5. the provision of an intelligent response to the user.  
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A proposed symbolic (hierarchical) user location is also presented. The model is 
implemented in an indoor area, i.e. an Active Office. 

Various fields of study of Context-Aware Computing have included on a superficial 
level and  there is limited discussion of issues such as 1. localisation (the distributed data 
processing to find relevant local information when the user is on the move). This deals 
with the problem of discrete localisation, which resolves the user's location to a specific 
location, rather than the continuous localisation, 2. user navigation, 3. personalisation. 
This is a computing service based on context identity (user profile) and the presence of 
the user (presence awareness), 4. security and control service, 5. provision of  user-
context within the office, home and remote environments, and 6. any user activity in an 
outdoor environment.  

1.4 Research Aims 

The primary aims of this thesis are to prototype and evaluate complementary 
infrastructure (or tools) in an distributed environment to demonstrate how the provision 
of the user with ubiquitous access to information, communication and computation 
resources may be made as simply and easily as is possible in the Intelligent Environment.  
For this purpose, a scalable distributed context processing architecture is developed to 
manage and respond to rapidly changing aggregation sensor data in the Intelligent 
Environment. 

Secondary aims include: 
• The provision of the capability to survey the computing environment and react to 

changes to that environment. 
• The provision of the capability to access or release resources without shifting the 

user’s mode of interaction from one resource to other resources. 
The distributed systems architecture is developed to support portable and mobile 

devices/users in Intelligent Environments, leading to seamless connectivity in multiple 
environments.  An environment model (Active Office) of Context-Aware Computing is 
developed to be ready-at-hand for everyday use. 

This thesis focuses on user location model, user-context service delivery based on the 
user’s changing location (mobility), user activity model and Intelligent Environment 
response model as “proof of concept” and “proof of performance” of distributed 
architecture in an Intelligent Environment. 

1.5 Methodology 

The preliminary approach of this thesis is by understanding the concept of an Intelligent 
Environment, which required the understanding Context-Aware Computing. The aim of 
this preliminary study is to understand the concept of context, context awareness and 
connectivity between environment, location awareness, software architecture, context 
system interfacing, and precise and proximate sensors. The concepts of 
Ubiquitous/Pervasive Computing, Ambient Technology, Nomadic Computing, and 
Sentient Computing were also studied in characterising the Intelligent Environment. 

From the understanding of the computing concepts above, the methodology to 
provide distributed support for Intelligent Environment was continued by the following:  
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a. developing a distributed context processing system architecture for an Intelligent 
Environment to present information and services to a mobile computer user. 

b. designing models of user location, user mobility and user activity based on precise 
and proximate sensor data aggregation.  

c. studying and analysing patterns of user mobility in an Active Office based on the 
user location history of sensor data. This offers the potential for the study of user 
behaviour and the prediction of the most probable user location when precise and 
proximate sensors cannot provide a user’s location. 

d. studying how the environment can provide intelligent responses to the presence of 
the user. 

1.6 Contributions  

This thesis’s principal contribution is the development of Distributed Support for 
Intelligent Environments to solve important problems in Ubiquitous/Pervasive 
Computing, Ambient Intelligent Computing, Nomadic Computing and Sentient 
Computing areas, i.e. to enable transparent, distributed computing, and to allow 
continued operation in a seamless manner across changing circumstances, and contributes 
to the art of evaluation such systems. 

The study further contributes to:  
• The generic construction of distributed context processing architecture for an 

Intelligent Environment. The Intelligent Environment system would require the 
distributed architecture of the context-service system to be a globally scalable, 
locally efficient, secure service by identifying users and providing user context 
in the office environment. 

• The solution of the problem of symbolic (hierarchical) user location by 
proposing the use of ηk-Nearest Neighbour in instance-based learning methods 
to estimate current-user location based on WiFi’s signal strength and signal 
quality. 

• Models of location awareness, by proposing a model that fuses the use of precise 
and proximate location sensors to estimate, to find and to detect ‘current’ user 
(or object) location and to predict ‘future’ user location based on user location 
history.  

• Models of user mobility which is based on user mobility patterns and can be 
used for predicting future user movement based on regularity of user mobility 
and a proposed pattern of accuracy to adjust the degree of  the regularity to 
actual user mobility. 

• Models of user activity with the influence of context identity and context 
location as a practical characteristic to deduce the user situation. 

• Methods for handling a large number and variety of fixed and proximate sensor 
data using a spatio-temporal data base approach. 

• The design of a context layer architecture as an integrated part of DiCPA 
architecture for the context-aware environment that has the capability to respond 
physically to user activity.  

• The provision of proof of the concept of how an environment response can be 
delivered to the user. 
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• The evaluation strategy for Context-Aware Computing to be used as a standard 
evaluation for better understanding the quality of Context-Aware Computing 
systems in objective and meaningful measurement.  

• The changing of a paradigm: provision of service directly to where the user is 
located. The current paradigm is delivering service without knowing the user 
location and the new paradigm is the delivery of service directly to user location 
based on the profile of the user. 

1.7 Outline of the Thesis 

This thesis has ten chapters, the remaining chapters are organised as follows: 
Chapter 2 presents the background of Context-Aware Computing. This includes; the 

relation from ‘context’ to an Intelligent Environment; the relation between Intelligent 
Environments and Ubiquitous Computing/Pervasive Computing, Ambient Intelligent 
Computing, Nomadic Computing, and Sentient Computing. This chapter also presents the 
characteristics of the Intelligent Environment and related work in the Intelligent 
Environment, user mobility and user activity. 

Chapter 3 develops a distributed architecture, DiCPA, which is a Distributed 
Context Processing Architecture for Intelligent Environments. The Merino Service layer, 
and context layer architecture are also explained in detail and include Intelligent 
Environment domain, Intelligent Environment repository, Intelligent Environment 
resolution, resources manager and knowledge-based context. 

Chapter 4 develops an understanding of Location Awareness in the Intelligent 
Environment. The first step is to investigate user location categories based on precise and 
proximate sensors, the self organising approach for user location by using Bluetooth and 
WiFi’s signal strength and signal quality. Based on this investigation, a User’s Precise, 
Proximate and Predicted Location model is developed. 

Further understanding of location awareness in the Intelligent Environment is the 
estimation of symbolic user location that will be presented in Chapter 5 and User 
Mobility Model in Chapter 6.  

In Chapter 5, to estimate Symbolic User Location, the use of Instance-Based 
Learning Methods using ηk-Nearest Neighbour is proposed in a machine learning 
algorithm for location awareness. The algorithm has been compared to other ηk-Nearest 
Neighbours and shows promising results. Since the quality of the training data-set has 
direct impact upon the estimation of user-location results, the Boolean MaxMin algorithm 
has been developed to evaluate the quality of data-sets. 

The User Mobility Mode, based on history sensor data of changing user location, is 
investigated in Chapter 6. The pattern of User Mobility can be used to predict current 
user location when precise and proximate sensor data is not available. 

User Activity in the Intelligent Environment is presented in Chapter 7. Studies are 
done of User Location History, User Identification and Authentication, User Profile, User 
Terminal and Access Network Characteristic, and Service Adaptation to User 
Environment. 

Chapter 8 brings it all together, to provide intelligent responses in the smart 
environment. The intelligent response can be delivered based on user being (presence), 
user location and user activity. This chapter discusses how the environment recognises 
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the  user being (presence) in the environment, which requires user identity and location 
identity, followed by user location which leads to user mobility, then user activity which 
leads to user situation, and finally the response of the environment to the user which leads 
to action from the environment. The intelligent response is based on user patterns in the 
various precise and proximate sensors data. The problems in the Intelligent Environment 
are two-fold: every sensor has its own format and the volume of sensor data grows very 
quickly. To solve these problems, standardised formatting of sensor data and the fusion of 
sensor data using a spatio-temporal database are proposed in this chapter. Fusing sensor 
data as evidence of interaction between users and environment, can be used to develop a 
basis knowledge for the environment to provide response to the user.  

Chapter 9 describes how this work is evaluated and it is also argued that good 
quality research for Context-Aware Computing requires core content and provides 
iterative evaluation in design process and product. This chapter also discusses the 
software product quality metrics for the evaluation of the Context-Aware Computing 
application which is influenced by two aspects: the technological and the social aspects, 
and two dimensions: the user and environment dimensions.  

The thesis closes with a summary of proof-of-concept and proof-of-performance of 
this work, followed by conclusions and future research, which is presented in Chapter 
10. 
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Chapter 2 

CONTEXT-AWARE COMPUTING BACKGROUND 

 
This chapter presents a review of the previous research done in areas that contribute to the 
understanding of “context” and Context-Aware Computing and which have wide 
acceptance in the area of Ubiquitous Computing/Pervasive Computing, Ambient 
Intelligent, Sentient Computing and Nomadic Computing. This chapter also describes the 
relations from “context” to an Intelligent Environment and reviews prior and related work 
in an Intelligent Environment. At the end of this chapter the background research on the 
current development of Active Office, User Mobility and User Activity and the 
evaluation in the Intelligent Environment are also presented. 

2.1 A Brief of Context 

The term “context awareness”, was first introduced by Schilit and Theimer (Schilit and 
Theimer 1994). Their definition of “context” is “the locations and identities of nearby 
people and objects and changes to those objects”. This definition is useful for mobile 
computing. It defines context by examples, and thus is difficult to generalise and apply to 
other domains. 

Winograd points out that context are composed of “con” (with) and “text”, and that 
context refers to the meaning that must be inferred from the adjacent text. Such meaning 
ranges from the references intended for indefinite articles such as “it” and “that” to the 
shared reference frame of ideas and objects that are suggested by a text (Winograd 2001). 
Context goes beyond immediate binding of articles to the establishment of a framework 
for communication based on shared experience. Such a shared framework provides a 
collection of roles and relations with which to organise meaning for the phrase. 

Other researchers have defined context in terms of the situation and user activity. 
Cheverst et al. describes context in anecdotal form using scenarios from a context-aware 
tourist guide (Cheverst, Davies et al. 2000). Their work is considered as one of the early 
models for context-aware applications. Pascoe defines context as a subset of physical and 
conceptual states of interest to a particular entity (Pascoe 1998). This definition has 
sufficient generality to apply to a recognition system. Dey reviews definitions of context 
and provides a definition of context as any information that characterises a situation 
related to the interaction between humans, application and the surrounding environment. 
Situation refers to the current state of the environment. Context specifies the elements 
that must be observed to model a situation. An entity refers to a person, place, or object 
that is considered relevant to the interaction between a user and an application, including 
the user and applications themselves (Abowd, Dey et al. 1999; Dey, Abowd et al. 2001). 

In this thesis, context is defined as predicate relation (see Section 8.2.1), focused on 
the relationship between two entities, i.e. an interactive user mobile computing device 
and surrounding elements of the environment.  
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2.2 Context-Aware Computing 

Context-awareness is the use of context to provide task-relevant information and 
services interactively between a user mobile computing device and surrounding elements 
of the environment.  A system is context-aware if it uses context to provide relevant 
information and services to the user, where relevancy depends on the user’s task (Abowd, 
Dey et al. 1999). 

The taxonomy of context-aware features is (Pascoe 1998): 
• Contextual sensing (the ability to detect contextual information and present it 

to the user, augmenting the user’s sensory system). 
• Contextual adaptation (the ability to execute or modify a service 

automatically based on current context) 
• Contextual resources discovery (to allow context-aware applications to locate 

and exploit resources and services that are relevant to the user’s context). 
• Contextual augmentation (the ability to associate digital data with the user’s 

context – a user can view the data when he is in that associated context). 
The key mechanism of context-awareness is (Abowd, Dey et al. 1999; Mantoro and 

Johnson 2003): 
• Identity Awareness (Who), the awareness of the environment to user identity; 

included in these categories are user profile, persona, personalisation and user 
model. 

• Location Awareness (Where), the capacity of the environment to recognise 
user location in open or closed space. 

• Mobility Awareness, the capacity of the environment to use distributed 
systems and mobile communication to recognise the changing of a user’s 
location to another location. 

• Activity Awareness (What), the awareness - sensitivity and responsiveness - 
of the environment to the user’s daily activity. 

Many researchers offer contributions to the understanding of Context-Aware 
Computing. In 1997, Hull and Neaves et al. proposed that Context-Aware Computing is 
the ability of computing devices to detect and sense, interpret and respond to aspects of a 
user’s local environment and the computing devices themselves (Hull, Neaves et al. 
1997). In contrast, Dey et al. point out three current shortcomings in the field that include 
(Dey, Abowd et al. 2001): 

• the notion of context is still ill defined 
• there is a lack of conceptual models and methods 
• no tools are available  

Moreover they stated that there is no consensus in the field as to what “context” 
should include, and, as a result, it is hard to compare research directions and 
accomplishments across different researchers and groups. It is unlikely that a single 
definition will be accepted by all, but we can learn to understand the differences in 
approaches and how those differences shape the ways problems are addressed. 

As a new software engineering approach, there is no common of conceptual model in 
Context-Aware Computing, Dey et.al proposed a “widget” model (Dey, Abowd et al. 
2001), Hong and Landay proposed an “infrastructure” model (a “blackboard” model) 
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(Hong and Landay 2001), and other HCI researchers have a variety of models chosen 
from the understanding of tradeoffs among them.  

Along with each model, new tools are being developed.  Although they are all in 
early states of development, their tools can be expected to become part of the developers’ 
context toolbox over the next few years. 

From the description above, Context-Aware Computing, in this thesis, is defined as a 
new software engineering approach in the design and construction of a context-aware 
application which exploits rapid changes in access to relevant information and the 
availability of communication and computing resources in the mobile computing 
environment. 

2.3 Ubiquitous Computing and Pervasive Computing 

The concept of Ubiquitous Computing is computers everywhere. In 1988, Mark Weiser 
first articulated Ubiquitous Computing (UbiHome 1996) as invisible computation, 
making many computers available throughout the physical environment, while making 
them effectively invisible to the user. Ubiquitous computing is held by some to be the 
third wave of computing. The first wave was many people per computer, the second wave 
was one person per computer. The third wave will be many computers per person.  The 
three technical issues are power consumption, user interface, and wireless connectivity 
(Weiser 1991; Weiser 1998). 

Gregory Abowd proposes three key principles in Ubiquitous Computing which are:  
• transparent interfaces, 
• awareness, and 
• automated capture.  

Transparent interaction techniques include handwriting and gesture recognition, 
freeform pen interaction, speech, computational perception, tangible user interfaces 
(using physical objects to manipulate electronic information) and manipulation interfaces 
(embedding sensors on computational devices to allow for additional modes of 
interaction). Context-awareness allows for rapid personalisation of computing services. 
Automated capture records everyday experiences and makes those records available for 
later use (Abowd 1999). Roger Pressman put a Ubiquitous Computing as new software 
challenges in creating software to allow machines of all sizes to communicate with each 
other across vast networks (Pressman 2005). 

Satyanarayanan defines Ubiquitous Computing as pervasive computing 
(Satyanarayanan 2001). He states that after a decade of progress, many critical elements 
of Ubiquitous Computing that were exotic in 1991 are now viable commercial products: 
handheld and wearable computers, Wireless LANs, and devices to sense and control 
appliances. He examines the predecessors of pervasive computing, distributed systems 
and mobile computing, and identifies four new research thrusts: effective use of smart 
spaces, invisibility, localised scalability and masking uneven conditioning of 
environments. Masking uneven conditioning is the technique to reduce the degree of 
variation of the huge differences in the ‘‘smartness’’ of different environments - what is 
available in a well-equipped conference room, office, or classroom may be more 
sophisticated than in other locations - in the user’s view. 
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Characteristics. The essence of pervasive computing vision can be characterised as the 
creation of environments saturated with computing and communication capability, yet 
gracefully integrated with human users so that it becomes a “technology that disappears” 
(Satyanarayanan 2001). 

A pervasive computing system has to be context-aware. It must be cognisant of its 
user’s state and surroundings, and must modify its behaviour based on this information. 
A user’s context can be quite rich, consisting of attributes such as physical location, 
physiological state (e.g. body temperature and heart rate), emotional state (e.g. affective 
computing) (Picard 1995), personal history, daily behaviour patterns, and so forth. 

2.4 Ambient Intelligence 

Ambient Intelligence (AmI) is the vision that in the future technology will become  
invisible, embedded in natural surroundings, present whenever it is needed, enabled by 
simple and effortless interactions, attuned to all our senses, adaptive to users and contexts, 
and acting autonomously. High quality information and content must be available to any 
user, anywhere, at any time and on any device (Lindwer, Marculescu et al. 2003). 

In 2001, the Information Society Technologies Advisory Group (ISTAG), proposed a 
longer-term perspective in preparation for the next European Community Framework 
Programme for Research and Technology Development. The aim  is to improve quality 
of life by creating desired atmosphere and functionality via intelligent, personalised, 
interconnected systems and services that might be enjoyed by ordinary people by 2010 
(ECIS-Directorate-General 2001; Lindwer, Marculescu et al. 2003; Loenen 2003). 
 
Characteristics. AmI refers to electronic environments that are sensitive and responsive 
to the presence of people. It stems from the convergence of three key technologies: 
Ubiquitous Computing, Ubiquitous Communication and Intelligent User-friendly 
Interfaces (ECIS-Directorate-General 2001).  It can be defined as the merger of two 
important visions: “Ubiquitous Computing” and “Social User Interfaces”. Key 
characteristics of such environments are: ubiquity, awareness, intelligence and natural 
interaction (Loenen 2003). 

AmI implies a seamless environment of computing, advanced networking technology 
and specific interfaces.  It is aware of the specific characteristics of human presence and 
personalities, takes care of needs, and is capable of responding intelligently to spoken or 
gestured indications of desire, and can even engage in intelligent dialogue. AmI should 
also be unobtrusive, often invisible, everywhere yet invisible unless people need it. 
Interaction should be relaxing and enjoyable for the citizen, and not involve a steep 
learning curve (ECIS-Directorate-General 2001).  

2.5 Nomadic Computing 

In 1995, Kleinrock introduced Nomadic Computing. His idea focuses on a major shift to 
nomadicity i.e. Nomadic computing and communication. He defines nomadicity as the 
system support needed to provide a rich set of computing and communication capabilities 
and services to nomads as they move from place to place in a transparent, integrated and 
convenient form (Bagrodia, Chu et al. 1995; Kleinrock 1995; Kleinrock 2000; Kleinrock 
2001). He recognised that users are nomads. The nomad is characterised by always being 
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on the move - between different groups of friends, work rooms, conference rooms, 
meeting rooms and so forth. The user often finds himself decoupled from “home base” 
computing and the communication environment (Bagrodia, Chu et al. 1995; Kleinrock 
1995; Kleinrock 2000; Kleinrock 2001).  Weiser mentioned that access to computing and 
communications is necessary not only from one’s “home base” but also while one is in 
transit and when one reaches one’s destination (Weiser 1991). Moreover, one may have 
more than a single “home base”, in fact, there may be no well-defined “home base” at all 
(Bagrodia, Chu et al. 1995) or it may be that there is a “virtual home base” on their device 
so no matter where the users may be physically they are still in one place digitally 
(Satchell and Singh 2004). 

Kleinrock proposed a shift from a “connection-centric” view to a “service-centric” 
view  (Kleinrock 2000) in which his focus is on providing services over broadband pipes. 
 

Characteristics. Kleinrock also stated that desirable characteristics for nomadicity 
include independence of location, motion, computing platform, communication devices, 
and communication bandwidth with widespread presence of access to remote files, 
systems, and services. The notion “independence” refers not only to the quality of 
services but also to the perception of a computing environment that automatically adjusts 
to the processing, communication, and access available at the moment (Kleinrock 2000). 

2.6 Sentient Computing 

Sentient Computing can be understood as a synonym of similar terms found in the 
research literature, such as Context-Aware Computing (Ipina 2000; LCE 2002), pervasive 
computing, invisible computing or intelligent spaces (LCE 2002). This term is adopted to 
stress the use of sensors as a means to add perception, i.e. capability to see or hear, to 
computer systems (LCE 2002).  

Sentient computing is the proposition that applications can be made more responsive 
and useful by observing and reacting to the physical world (Hopper 1999). The goal of 
sentient computing is how to deliver benefits to users, enabling them to interface directly 
to devices and express complex configuration requirements in a simple way (Hopper 
1999). 

It stems from the basic idea that to make computerised services pervasive in our 
lives, the devices providing such services must be given perception, i.e. the capability to 
recognise (see or hear) what entities are around them, what those entities are doing, 
where they are and when something is happening. Only then it is possible for the 
underlying computing system to undertake suitable actions to match end user 
expectations. For example, when a user enters his office, depending on the time and day 
of the week, the sentient environment could automatically initiate the playback of a 
specific kind of music. If a colleague then later comes into the room, the music volume 
could be automatically adjusted to facilitate communication. In order to do so, Sentient 
Computing must collect data from a variety of sensors in the environment and act upon 
those stimuli according to previously specified user preferences (Hopper 1999; Ipina and 
Lo 2001). 

Many of the goals of Ubiquitous Computing are encompassed by the challenge to 
create a sentient building on a large scale (1000-10,000 people). Such a building would 
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be equipped with sensors, with associated processing machinery integrated into systems 
that simplify and enhance its everyday use. This poses a grand challenge, because the 
construction of mobile and ubiquitous systems on this scale and with this degree of 
complexity and universality, has many unresolved problems (Harle and Coulouris 2002).  

AT&T’s Sentient Computing project (Hopper 1999) aims to replace human-
computer direct interaction (through mouse or keyboard) by enabling users to instead 
interact with their surrounding spaces based on the precise location and orientation 
provided by the Active Bat Location System (Harter, Hopper et al. 2001). This project  
has been explored with several sophisticated sentient applications. 

Sentient Computing is more than trying to realise Ubiquitous Computing vision. It is 
an intuitive physical action approach that initiates an appropriate response by an 
underlying computer system in which location and status data extends throughout the 
physical environment (Hopper 1999; Ipina and Lo 2001).  

The challenge in sentient computing is to determine the appropriate meeting point 
between the physical notation of space and the logical constructs of our computer system 
(Hopper 1999). Sentient computing needs to make computer systems aware of the 
physical environment – shifting part of the onus of understanding from user to machine. 
Awareness comes through sensing, and that implies the need for appropriate sensor 
technologies to collect status and location data. Applications can be aware of their 
physical environment. They know where people and devices are and what devices can do. 
Sentient Computing also needs systems that react to users’ actions with no perceptible 
delay, necessitating the updating of spatial information in real time, or near-real time 
(Hopper 1999). 

A Sentient Computing system, as an application that shares the user’s perception of 
the environment, uses wireless radio transceiver sensors to maintain a software model of 
the location of a set of laboratory users and objects. This model is then used for a number 
of intelligent “follow-me” applications. L´opez de Ipina  (2000/1) defines sentient 
systems as systems that respond to stimuli provided by sensors distributed throughout the 
environment, by triggering actions that are appropriate to the changing context of the user 
(Ipina 2000; Ipina 2001) 

Fitzpatrick, Bregel et al. proposes a sentient object which is an entity that consumes 
software events, and reacts by attempting to change the state of the real world via some 
hardware device (Fitzpatrick, Biegel et al. 2002). The possible applications of sentient 
objects are both numerous and diverse and include such areas as intelligent vehicles, 
smart buildings and mobile robotics.  

In order to promote the use of the Sentient Computing paradigm in living spaces, it is 
not sufficient to make computing systems aware of the user’s presence, movement or 
precise location, it is important that these systems are provided with the capability to 
automatically activate services on behalf of the user when the appropriate contextual 
conditions are met (Ipina and Lo 2001). 

Research teams across the world have produced sentient spaces (Hopper 1999) 
encompassing one or two prototype rooms that detect the locations of people and devices 
and sense lighting, sound, temperature and other signals. Handheld or wearable 
computers with attached sensors and wireless connectivity provide users with 
continuously updated contextual information relevant to their current activity. Appliances 
and everyday artefacts sense and respond to changes in their human and physical 
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environments. To expand to larger scale deployments and environments populated with 
non-specialist users requires a coherent effort from the Computer Science community to 
develop robust, convenient and efficient methods for the use of such sensory data and its 
integration with the digital environment (Harle and Coulouris 2002). 
 
Characteristics. Sentient Computing concerns the ability of computing systems to detect, 
interpret, and respond to aspects of the user's local environment (LCE 2002). It uses 
sensors and resources status data to maintain a model of the world which is shared 
between users and applications. The goal is to augment computer applications with 
knowledge of the real world, allowing aspects of the environment to affect an application. 
The system employs sensors distributed throughout the environment to capture and 
maintain a detailed model of the real world and make it available to applications. 
Applications can respond to the environment and autonomously change their functionality 
- without explicit user intervention - based on observations such as who or what is around 
them, what they are doing, and where they are when something happens (Hopper 1999; 
AT&T-Lab-Cambridge 2001; LCE 2002).  

2.7 Intelligent Environment 

According to Weiser’s vision, an Intelligent Environment is an environment with rich and 
rapid computing processing, which is highly aware of its inhabitants (Weiser 1991). The 
physical spaces of an Intelligent Environment are enhanced by computing capabilities to 
act intelligently: to observe, interact and react to inhabitants in a meaningful way. An 
Intelligent Environment understands human reasoning, analyses behaviours and infers 
intensions. Intelligent Environments actively collaborate with their inhabitants to assist 
them in making their surroundings more pleasant. Intelligent Environments even take 
decisions and execute actions based on their own learning. Intelligent Environments 
become integral participants in daily human activity. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1 The Relationship between Context and Intelligent Environment. 
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background of everyday life is dependent on their ability to correctly interpret the state of 
the environment and act accordingly. 

An Intelligent Environment, as shown in Figure 2.1, adopts the capability of 
Ubiquitous Computing, Pervasive Computing, Ambient Intelligence, Nomadic 
Computing and Sentient Computing. The basis of these computing technologies are  
Context-Aware Computing, which require the technology to be cognisant of the state and 
surrounding of the users and capable of determining what actions to take based on the 
context. Context-Aware Computing uses context to provide task-relevant information or 
services by giving computing devices the ability to detect and sense, interpret and 
respond to the computing environment.  

Sections 2.1 to 2.7 are summarised by the user and technology/environment 
viewpoints and the characteristics of an Intelligent Environment, as shown in Figure 2.2.  
The user viewpoint is based on two variables; invisibility and capability/scalability, and 
the technology/environment viewpoint is based on three variables; network connectivity, 
embedded device and sensor/actuator.  

The way in which an Intelligent Environment adopts the capability of Ubiquitous 
Computing, Pervasive Computing, Ambient Intelligence, Nomadic Computing and 
Sentient Computing from technology/environment viewpoint are as follows: 

a. Network connectivity uses wireline and wireless connectivity, mobile devices, 
handheld connectivity and intermittent connectivity. 

b. Embedded device uses network appliances embedded in natural surroundings, 
embedding intelligence into devices, into the environment (a room), and into 
portable device such as an Active Bat. 

c. Sensor/Actuator can recognise user precise location and orientation (such as 
Active Bat location system), detect who and what in the Intelligent Environment, 
recognise the state and surroundings of the user, be unobtrusive, and sensitive and 
responsive to the presence of people.  

The way in which an Intelligent Environment adopts the capability of Ubiquitous 
Computing, Pervasive Computing, Ambient Intelligence, Nomadic Computing and 
Sentient Computing from user viewpoint are as follows: 

a. Invisibility:   
 Technology that disappears. 
 Invisible computation. 
 Some visible, many hidden away, but all networked. 
 Often invisible: everywhere yet invisible unless we need it. 
 Always available and always on. 

b. Capability and scalability:  
 Present whenever it is needed, enabled by simple and effortless 

interactions, attuned to all our senses, adaptive to users and context and 
autonomously acting. 

 Physical location, physiological state (e.g. body temperature and heart 
rate), emotional state, personal history, daily behaviour patterns.  

 Responding intelligently to spoken or gestured indications of desire. 
 Independence of location, motion, computing platform, communication 

devices, and communication bandwidth with widespread presence of 
access to remote files, systems, and services. 
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Technology/Environment View User View  
Networked 
connectivity 

Embedded 
Device 

Sensor/ 
Actuator 

Invisibility Capability and scalability 
 

Characteristics 

Pervasive 
Computing 
(Ubiquitous 
Computing) 

Mobile 
devices. 
Wireline and 
Wireless 

Portable 
devices. 

Recognise 
user’s state 
and 
surroundings. 
Unobtrusive. 

Technology that 
disappears. 
Invisible computation. 
Some visible, many 
hidden away, but all 
networked. 

Physical location, physiological 
state (e.g. body temperature and 
heart rate), emotional state, 
personal history, daily behaviour 
patterns 

Computer 
everywhere (spread 
out), 
Computing and  
Communication on 
the move 

Ambient 
Intelligence 

Wireline and 
Wireless. 
Seamless. 

Network 
Appliances 
embedded in 
natural 
surroundings. 
Embedding 
intelligence into 
devices. 

Sensitive and 
responsive to 
the presence 
of people. 
Unobtrusive. 

Often invisible: 
everywhere yet 
invisible unless we 
need it. 
 

Present whenever it is needed, 
enabled by simple and effortless 
interactions, attuned to all our 
senses, adaptive to users and 
context and autonomously acting. 
Responding intelligently to spoken 
or gestured indications of desire. 

Embedded in the 
environment. 
Ubiquity, awareness, 
intelligence and 
natural interaction. 
User empowerment. 
 

Nomadic 
Computing 

Intermittent 
connectivity. 
Wireline and 
Wireless.  
 

Embedding to 
the nomadic 
environment (a 
room) 

Detect who 
and what in 
the nomadic 
environment. 

Invisible, ubiquitous, 
always available, and 
always on. 

Independence of:  location, motion, 
computing platform, 
communication devices, and 
communication bandwidth  with 
widespread presence of access to 
remote files, systems, and services 

The nomad moves in 
a transparent and 
convenient form. 
Shift from a 
“connection-centric” 
view to a “service-
centric” view. 

Sentient 
Computing 

Wireless radio 
transceiver. 
Handheld 
wireless 
connectivity. 

Portable device 
(Active Bat). 

Recognise 
user precise 
location and 
orientation 
(Active Bat 
location 
system). 

Invisible computing. Large scale capability (1000-
10,000 people) in a Sentient 
building. 
Enabling users to interact with 
their surrounding space based on 
the precise location and 
orientation. 
Meeting point between physical 
notion of space and the logical 
construct of the computing 
environment. 

Targeting sentient 
object such as: 
intelligent vehicles, 
smart building and 
mobile robotics. 
To augmented 
computer 
applications with 
knowledge of the real 
world. 

Figure 2.2  Intelligent Environment Characteristics 
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 Large scale capability (1000-10,000 people) in a sentient building. 
 Enabling users to interact with their surrounding space based on the 

precise location and orientation. 
 Meeting point between physical notion of space and the logical construct 

of the computing environment. 
 
Characteristics. An Intelligent Environment can be characterised as a computing 
environment in open (outdoor) and closed (indoor) spaces with significant processing 
done by various fixed and mobile sensors, and which at least contains an Intelligent 
Environment repository, a resources manager, a knowledge base and a global/local 
resolution object naming scheme. The Intelligent Environment has the capability to 
recognise the user’s location, activities and the social context defined by the presence of 
other people. 

As in an Intelligent Environment, most of the significant process work is done 
electronically by fixed/precise and proximate sensors while the user is on the move. This 
situation allows the user to move (nomad) in a transparent and convenient form and shift 
from a “connection-centric” view to a “service-centric” view. As a consequence, 
computing and communication is also on the move, the computer in an Intelligent 
Environment should be everywhere (spread out) and always on, sensors and smart 
sensors could be embedded in the environment. Within these type of environments, users 
can be empowered, they are able to access the Intelligent Environment in ubiquity 
(apparent existence everywhere at the same time), awareness, intelligence and natural 
interaction. 

2.8 Prior and Related Work in an Intelligent Environment 

Since 1992, Mozer have been developing intelligent behaviour in an entirely adaptive 
environment in the University of Colorado (Mozer 1999).  In 1996, while Coen  were 
starting to build intelligent rooms in the MIT AI Lab. (Coen 1998; Coen 1999), in 1997 
Kidd built the “aware home” in the Georgia Tech (Kidd, Orr et al. 1999), and at the end 
of 2000 Cisco Inc. built a broadband internet home (ihome) (Cisco-Inc. 2000). 

Mozer’s focus is on adaptability, building intelligence into various sensors (such as 
thermometers) and effectors (such as a heating and ventilation systems) so that it can 
adapt to the preferences of the house residents. One of his important questions is how 
intelligence can infer the preferences of its residents, such as by learning patterns in its 
occupants’ behaviour, to adjust the setting of lights, ventilation and thermostats (Mozer 
1999). 

Much of Coen’s efforts centre on the two intelligent rooms he built in the MIT AI 
Labs dealing with the integration of various sensing modalities such as vision and speech 
(Brooks 1997; Coen 1998; Coen 1999). In the aware home, Kidd focuses on finding 
frequently lost objects such as keys, wallets, glasses and remote controls using small 
radio-frequency tags attached to each object, and how to track the object using long-range 
indoor positioning systems. The aware home allows support of “everyday cognition” for 
the elderly using sensing technology (Kidd, Orr et al. 1999).  

The Broadband Internet Home built by Cisco Inc. is essentially a home with 
broadband connections that provided an application to monitor and control the house 
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from virtually anywhere, anytime, over the internet (Cisco-Inc. 2000). It does not use 
context-aware applications. 

Abowd (1996) and Flanagan (1999) showed it is not only offices and homes that can 
be intelligent, but also rooms with large numbers of people such as lecture 
halls/classrooms and conference venues. Abowd and Atkeson et al. made substantial 
efforts to develop an educational environment, such as Classroom 2000, at Georgia 
University, that automatically creates records linking simultaneous streams of 
information, such as what the teacher is saying, while a student is writing her notes on a 
digital pad (Abowd, Atkeson et al. 1996; Abowd 1999), whereas Flanagan focuses on 
automatically recognising who in the audience is asking a question, pointing the video 
camera to that position and person and using a microphone array to filter out sounds 
coming from elsewhere in a large lecture hall at CAIP Center, Rutgers University 
(Flanagan 1999). He divides the problem into two parts, identifying the spatial location of 
the sound source, and then extracting the desired sound signal out of the collection of 
sounds being received by the microphones. He points out how microphone and digital 
signal processing technologies are enabling the creation of such intelligent rooms. 
 

2.9 Active Office: Action Office for Knowledge Worker 

Office and home domains offer different significant behaviours for habitants. Office 
as workplace is a place of productivity and home is a place for enjoyment and relaxation, 
but now it becomes possible for different forms of work to be performed within the 
physical space of the home. 

The “workplace” is synonymous with a stereotyped notation of the “office”. Closer 
analysis of the office as a container for work itself is not fixed (Churchill and Munro 
2001). For example, in 1904 when Frank Lloyd Wright’s Larkin Building was completed 
in Buffalo, USA, it was in many people’s opinions the epitome of the concept of the 
office of that era.  It represented the state of the art in special-purpose, design spaces for 
knowledge workers. The space was laid out efficiently as an assembly line of the 
document. 

In this setting, workers were not mobile, not even locally. Documents were mobile 
and mobility of the worker was confined to supervisors. 

Later in the 1960’s Robert Probst proposed the Action Office, offering workers 
“power over the walls”, where office interiors could be redesigned by moving walls and 
furniture as the need arose. Similarly, 1960s Germany, the Schnelle brothers introduce 
Burolandschaft, offering moveable furniture for the landscape office with information 
flow that led to the 70s cubicle culture and cube farms. 

In the 1990s “hotdesking” arrived as furniture once again become immobile, but its 
“ownership” was highly mobile, with people and personal artifacts barely “touching the 
ground”. 

Work often takes place “out of the office”. Much work takes place in other non-
official locations. Some people had home offices, while others talked of appropriating 
space in an ad hoc manner.  An example is “the corner of the kitchen table”, a location 
that feminist designers have long noted represents a place where the domestic zone (the 
home) becomes an economic zone (a place of work). Work also possibly takes place in 
public places,  a central issue that arises is the unpredictability of the environment and 
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how technology including ubiquitous/pervasive computing technology can fit into this 
situation. 

Technologies like the elevator affected the structure of the workplace, making the 
skyscraper possible and making for great concentrations of workers in one place. Further, 
innovations such as lighting and air conditioning affected the hours people were able to 
work effectively and comfortably. 

Nowadays, communication technologies have affected the landscape of interaction, 
making communications between distant locations possible. Communication technologies 
like wireless technologies affected the way in which work gets done in terms of 
information flow without any wiring. Computer technologies and network infrastructures 
that have taken work out of a single place and into multiple places are one target of 
invisible computing. 

In an Active Office, the worker will be mobile while information is available 
everywhere and every time in the office. The user also can be seen logically in several 
locations. The user mobility manages to provide relevant information at the right time 
and in multiple places. Our approach is by understanding user mobility patterns, 
understanding user tasks which lead to user activity in the corridor of Active Office 
criteria. The Active Office has three criteria i.e. high productivity, efficiency and comfort. 
The questions to designers are: 

• What kind of working environment is it that the knowledge worker is expecting? 
• How do the workers interact with their physical environments? 

2.10 Related Work in User Mobility 

In the current literature, the term ‘user mobility’ can be found in three research areas;  1. 
Immersive Virtual Environment, 2. cellular phone wireless mobile networks and 3. 
Intelligent Environment including nomadic computing, ubiquitous and pervasive 
computing. User mobility in this thesis has only a small relationship to user mobility in 
an Immersive Virtual Environment, which deals with how the users control their 
viewpoints to move in virtual space (Frees and Kesser 2003). This study also has only a 
loose relationship to user mobility in cellular phone wireless mobile networks, which 
enable a mobile user to communicate with others regardless of location. User mobility in 
this area has more mature technology than in the Intelligent Environment area. This 
cellular environment uses user mobility information as follows: 

• assisted user mobility management (traffic routing) (Shen, Mark et al. 2000; 
Kravets, Carter et al. 2001),  

• managed network resources, such as resources allocation, call admission control, 
congestion and flow control (Bellavista, Corradi et al. 2000; Shen, Mark et al. 
2000),  

• predicted user mobility (Liu, Bahl et al. 1998; Chan and Seneviratne 1999; 
Akyildiz and Wang 2004),  

• user mobility patterns or movement pattern schemes (Zonoozi and Dassanayake 
1997; Chan and Seneviratne 1999; Cayirci and Akyildiz 2002) 

• User cell change processes in micro-cells and macro-cells (Liu, Bahl et al. 1998; 
Cho, Chung et al. 2000; Del-Re, Fantacci et al. 2000) 
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Most research into user mobility in the Ubiquitous Computing area focuses on the 
problem of host mobility, to allow the user access to the same service while moving. 
However, to do this the user needs to carry the same mobile host. Cui et al.  argue that 
this is only a special case of user mobility (Cui, Nahrstedt et al. 2004). In the Intelligent 
Environment, user mobility not only includes host mobility, but also includes the case 
where a user is free to switch from one host to another as well and move from one 
location or computing environment to another. Further, in the case of user mobility, a 
user is free to access his personalised service anytime, anywhere, through any possible 
mobile or fixed device (Sousa and Garlan 2002). 

While the use of movement prediction seems to be a promising approach for 
improving the efficiency, reliability and adaptability of wireless networks, the actual user 
mobility client patterns are not yet well understood (Chan and Seneviratne 1999). 

In the literature, current approaches to user mobility in ubiquitous computing are 
based on one of five techniques, none of which fully achieves the ubiquitous computing 
goal. One approach is to support as much of a user’s computing needs as possible on a 
mobile machine. A second approach is to compute via remote access to a computing 
server that stores a user’s personal state and preferences, as much as can be done with 
VNC or XDM (X-terminals). A third approach is to provide standard applications that are 
ported to and installed in all environments. Those applications are extended to become 
aware of user intention and mobility. A fourth approach provides standard virtual 
platforms (such as the Java Virtual Machine) that enables mobile code to follow the user 
as needed (Sousa and Garlan 2002). The last approach is to provide user access from one 
terminal to another actual terminal, which is not a virtual terminal such as VNC does, in 
his working environment. This fifth approach requires the system to authenticate a user 
entering the system and to organise a user’s working environment accordingly. 

There are two problems with these approaches. First, since to some degree the 
assumption of homogenous computing baseline is used, this cannot take full advantage of 
the diverse capabilities of each environment, such as external displays, processors, and 
I/O devices. Second, the lack of ability to handle dynamic variations to capabilities and 
resources in the context-aware environment without overburdening the user with manual 
tuning and reconfiguration (Sousa and Garlan 2002; Cui, Nahrstedt et al. 2004). 

A user mobility use mostly in wireless environment, which  the availability of large 
bandwidth, low error rates and always-on connectivity exists as it has in a wired 
environment. Mobile user devices need to quickly detect and adapt to drastic changes in 
the characteristics and available resources of the wireless environment. In this study, 
middleware technology is considered for this purpose, as intermediary to providing 
higher-level network services and abstract service environments for distributed 
applications. 

The middleware technology supports transparent service to users. This transparency 
builds a new form of awareness of an environment that allows the execution context and 
adapts to middleware behaviour. Unfortunately in executing resources and execution 
environments from direct application participation often results in premature termination 
of the problematic application if available resources are depleted. An alternative approach 
is to develop an event-driven mobile middleware that supports a degree of flexibility by 
allowing direct participation of applications in adapting to changes in resources. In the 
formulation of a context-aware middleware, suitable control mechanisms were required 
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to directly participate in resources adaptation in response to the dynamic operating 
environment (Chan, Chuang et al. 2004). The scripting of an event service including the 
declarative language can be developed based on XML, which supports synchronous event 
call-backs, to express the conditions that are bound to a specific event in order to build a 
composite event from a set of primitive events. 

The early event model has been introduced on agent-oriented software engineering, 
such as ROADMAP (Juan, Sterling et al. 2002), Gaia (Wooldridge, Jennings et al. 2000; 
Juan, Pearce et al. 2002), Prometheus (Padgham and Winikoff 2002). In event model, the 
object abstractions are on the flow and the processing of events is applied across different 
levels leading to the ultimate notification of events to the service objects. For example, 
Chuang et al. developed event platform in WebPADS (Chuang, Chan et al. 2002). When 
the WebPADS client starts executing, a default-service chain is created, which is based 
on the description in XML configuration. The service-chain map is attached to an 
environment monitor, which regulates the time and conditions that determine when 
reconfiguration of the service is to take place (Chan, Chuang et al. 2004), which can be 
used for monitoring user mobility. 

The user mobility problem in Ubiquitous Computing has significant challenges in 
developing Active Office, for example, developing infrastructure with a variety of wired 
and wireless sensors, fusing sensor data using a spatio-temporal database (see Section 
8.4.1), and the use of machine learning (see Section 5.2) for a variety of user locations 
and user activities, the use of event-driven mobile middleware for a variety of user 
mobility. In developing context aware systems, it also challenges because of the use of 
already existing devices (old sensors and networks) and new embedded devices, to 
develop context-aware applications, which require toolkits designed to enable maximum 
capability of the devices/sensors. The toolkit design should follow the requirements of the 
context aware applications, which are: 

a. ease of deployment 
b. network and sensor scalability through sensor fusion rather than in precision 
c. enabling wider acceptance through better design for user needs 
d. increasing human trust in the system’s care for user privacy and security. 
This study contributes to user mobility in the Ubiquitous Computing area, especially 

in indoor space, which is a user mobility model based on user mobility patterns in the 
history of the predicted and proximate users’ locations in an Active Office. The location 
history that was collected used wired and wireless sensors and scalable context 
processing.  

2.11 Related Work in User Activity 

In the current literature, researchers who work in the area of user activity fall into three 
categories, they: 1. develop equipment using wearable devices to be worn by the user to 
sense user activity and recognise user location, 2. study user behaviour in the workplace 
area and home, and 3. develop a system/device to equip the environment. The tree 
structure of research categories in the area of user activity is described in Figure 2.3.  

Firstly, in the area of wearable devices, it  is possible to determine the user’s location 
using a dead-reckoning method to detect the transition between preselected locations and 
recognise and classify sitting, standing and walking behaviours (Lee and Mase 2002).  
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Secondly, in the study of user behaviour, user activity changes in work and society 
are impinging on the place where the user works and how the work gets done. For 
example, the increasingly international nature of work has led to a growing amount of 
travel despite the use of advanced collaboration technologies (Churchill and Munro 
2001). It has been argued that many more people are experiencing a blurring of the 
division between ‘home’ and ‘work’ domains as different forms of work become possible 
within the physical space of the home.  

While Koile proposes activity zones to construct an activity area, Crabtree introduces 
communication places. Activity zones have a physical form – e.g. wall, furniture – which 
partition places into zones of human activity and places of communication that are 
familiar in the home as areas of production, management and consumption of 
communication. Activity zones were constructed by tracking systems to observe people’s 
activities over time. Crabtree considers three different properties: ecological habitats, 
activity centers and coordinate displays, where Activity centers are places where media 
are actively produced and consumed and where information is transformed (Crabtree, 
Rodden et al. 2003; Koile, Toolman et al. 2003). 

 

 
Figure 2.3 Research Categories in the Area of User Activity 

 
Thirdly, in the area of developing a system/device to equip the environment, Prekop 

and Burnett  developed an Activity-Centric context (Prekop and Burnett 2002), i.e 
context-aware applications that are capable of supporting complex and cognitive user 
activities in a smart room. Mantoro studied user mobility based on user location leading 
to user activity in the Active Office (Mantoro and Johnson 2003). Currently there are a 
number of smart environments already in use in research organisations, for example, 
MIT’s Intelligent Room (Benerecetti, Bouquet et al. 2000), Stanford iRoom Project 
(Brown, Bovey et al. 1997), NIST’s Smart Space Lab (Budzik and Hammod 2000), 
Georgia Tech’s Aware Home project (Kidd, Orr et al. 1999) and ANU’s Active Office 
(Mantoro 2003; Mantoro and Johnson 2003; Mantoro and Johnson 2003; Mantoro and 
Johnson 2004). 

To provide a dynamic environment of located-objects, Schilit proposed Active Map 
Geographic Information to manage information about the relationship that exists between 
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locations (Schilit 1995). In people’s daily lives two kinds of spatial relationships are 
commonly used: containment and travel distance. Schilit mentioned that Euclidian 
distance between positions within a coordinate system are not suitable for human activity 
(Schilit 1995). 

Related study in user activity also considers the social aspect of the user. This 
research is mostly study in user dimensions, instead of environment dimensions or 
technological aspects, such as the study of the use of time (Szalai 1972). Time use studies 
typically have a single focus: to study the frequency and duration of human activities 
(Stinson 1999).  

According to Stinson, the use-of-time for Canada’s telephone administration can be 
places into two categories, i.e. first in places, such as a respondent’s home, a workplace, 
at someone else’s home, at another place (include park, neighborhood); and second  in 
transit, such as in a car (driver or passenger), walking, in a bus or subway, on a bicycle, 
other (airplane, train, motorcycle). Throughout the world, most of the currently used 
activity classification systems have evolved from the original structure developed by 
Alexander Szalai for the Multinational Time-Use Project of the 1960s. These activity 
codes are typically arranged into mutually exclusive behaviour groups that cover all 
aspects of human activity. These primary divisions of behaviour, which may be 
considered for the study of user activity in the Intelligent Environment, generally include: 

• Personal care activities 
• Employment related activities; 
• Education activities 
• Domestic activities 
• Child care activities 
• Purchasing goods and services 
• Voluntary work and care activities 
• Social and community activities 
• Recreation and leisure 
• Travel time 
However, the recent technically advanced studies in Active Badge/Bat (Cambridge), 

Wearable Computing (University of South Australia), Cricket (MIT), and Smart Floor are 
also enabling the creation of such Intelligent Environments in capturing and 
understanding user activity (Thomas, Demczuk et al. 1998; Orr and Abowd 2000; 
Priyantha, Chakraborty et al. 2000; Harter, Hopper et al. 2001) These advances in 
technology to equip the environment have demonstrated the potential to observe user 
activity, but have also shown that these kinds of systems are still extremely difficult to 
develop and maintain (Hong and Landay 2001; Mantoro and Johnson 2004). 

2.12 Evaluation in the Context-Aware Computing 

Evaluation in the Context-Aware Computing area is essential to provide objective and 
meaningful measurement and understanding of performance. Evaluation assesses the 
processes of analysis, design and the result/product of new computing technology 
innovation and concerns all system components, especially computing technology and 
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human components. Systemic evaluation should appear as a first step overhead activity 
for all components.  

Context-Aware Computing currently lacks a systematic user-centered evaluation 
methodology for interactive systems, but many evaluation methodologies have been 
developed in the Human Computer Interaction (HCI) area and used within the 
community. Unfortunately Context-Aware Computing evaluation lacks the higher-level 
evaluation methodology that can increase overall understanding and help advance HCI 
research (Scholtz 2001). 

The evaluation techniques of Context-Aware Computing are borrowed from other 
fields. In particular, context acquisition systems are often evaluated using methods known 
from Artificial Intelligence and Neural Networks, whereas context-aware user interfaces 
are evaluated using standard HCI methods. It is clear that the evaluation of sub-parts of a 
system does not necessarily provide an overall assessment of the system, as long as the 
essential components of sub-parts fulfil the requirements (Schmidt 2002).  

As more new methods are introduced, the variety of alternative approaches and a 
general lack of understanding of the capabilities and limitations of each have intensified 
the need for practitioners and others to be able to determine which methods are effective 
in what ways and to what purposes. In reality, researchers find it difficult to reliably 
compare the evaluation methods (Hartson, Andre et al. 2003) because of the lack of : 

• standard criteria for comparison. 
• standard definitions, measures, and metrics on which to base criteria. 
• stable, standard processes for usability evaluation and comparison. 
There is no single standard for direct evaluation comparison, resulting in a 

multiplicity of different measurements used in the studies, capturing different data in 
different ways. Consequently, very few studies clearly identify the target criteria against 
which to measure the success of an evaluation being examined. As a result, evaluation 
comparison studies are not accurate, are reported as not complete or otherwise fall short 
of the kind of science contribution needed (Gray and Salzman 1998; Hartson, Andre et 
al. 2003). 

Evaluation serves two purposes (Scholtz 2001):  
 helping researchers better understand research issues and enabling researchers to 

measure progress in a field. 
 produce a more focused effort to overcome particular difficult research problems  

and make research progress. 
Evaluation in Context-Aware Computing targets how well systems can reason about 

context, especially in relation to user-centered evaluation. This evaluation includes how 
to deliver useful information to the user at the right time and in the right form, as well as 
how the user’s cognitive load can be lessened by Context-Aware Computing for work, 
entertainment or education. If it is an entertainment task, does a context-aware system 
increase the user’s enjoyment (Scholtz 2001) If the enjoyment is below the user’s 
expectation the redesigning process should be repeated until it reaches the required 
specification. Thus, the evaluation needs to be iterative. 

The evaluation of Context-Aware Computing may be in one or more of 
• Computer technology. 
• Usability.  
• Usage.  
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• System and social implications. 
The criteria for evaluation are not onerous. Computer technology can be evaluated for 

novelty; by its description, such as architectural, structural; or measured, as power, 
precision, robustness, reliability, battery life, cost and possibly performance, though 
description or measurement does not appear to be significant for most technologies at this 
stage in the area.  

Usability in HCI and usage of acceptability or user responses are based on small 
samples in this discipline. A usability evaluation report on as few as six users is common. 
Sometimes, it is not thought necessary to do an extended social survey, a broad spectrum 
user study or double blind trials. The basic criterion for an acceptance evaluation is that 
more is done than simply present a new implementation with the implied statement "Isn't 
this great, take it or leave it". 

Evaluating at the system level means taking a step back from project achievements 
and being critical of the quality, how well does it cover the area of the targeted 
application or infrastructure, what shortcomings does it have, what possibly unexpected 
bonuses? System software qualities could be composed of correctness, reliability, error 
tolerance, robustness, modularity, eases of extension, and ease of re-use. External 
considerations could be social implications, acceptability to users, economics, personal 
trust and security.  

Context-Aware Computing systems are designed to develop the full potential “in 
context” especially to help users in certain situations and to provide relevant and useful 
information for particular tasks. The best option for the evaluation of such a system is 
where the evaluation occurs when the user is in context. The problem is that such a 
situation may not happen very frequently and forcing a situation to happen has the 
potential to change the usage experience, with the result not necessarily reflecting real 
usage in the situation. On the other hand, prolonging the experiment to make sure that the 
situation will occur is not practicable, as such a user study could take years (Schmidt 
2002). 

Most often the goal of the evaluation in a conventional system is proof of 
performance in computer run-time and space. Variables associated with the performance 
in a context-aware systems, include the time to complete the task and the number of 
errors while fulfilling the task. In Ubiquitous Computing when a system augments an 
environment, the evaluation goal includes the case of enabling a user to do new things or 
to make boring tasks more interesting or more pleasurable, the metric1 is not directly 
measuring only the environment or user performance but also evaluating user usability as 
well as his social context. This is relatively different to the evaluation of system design in 
Structured Analysis and Design Technique (SADT) which focuses more on the 
breakdown of the bubble process and data modeling and not sufficiently on the evaluation 
of system usability. 

When a task is made more interesting, exciting and pleasurable, evaluation depends 
on the subject doing the task, therefore the result will not be objective. In this case, 
qualitative evaluation is needed instead of quantitative evaluation. Multi Criteria Decision 
Making (MCDM) (Tabucanon, 1988;Triantaphyllou, 2000) can be considered as the best 

                                                 
1  A standard of numeric measurement of the product and process especially in software development. 
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candidate for use in the evaluation, using a well defined group of subjects (selected users) 
to achieve a good insight evaluation. 

In evaluating a ubiquitous system, understanding the evaluation goal is important in 
the preliminary stages of evaluation. The goals can be in qualitative evaluation of the 
concept, to demonstrate the feasibility of the concept, proof of the quality of the system 
design, to enhance user experience and user interface concepts. It can also be in 
quantitative evaluation, showing the ease of use, and proving the efficiency or stability of 
implementation. All these issues require different evaluation procedures. Identifying what 
should be evaluated before commencing the evaluation can assist in providing a good 
result. Unfortunately many developers don’t use evaluation carefully because the 
evaluation methods are too time consuming, costly and the techniques are often 
intimidating in their complexity. 

Chapter 9 discusses notions of “good quality” in Context-Aware Computing followed 
by evaluation criteria, metrics evaluation and usability evaluation for Context-Aware 
Computing. This evaluation section discusses evaluation for experimental for 
experimental in Context-Aware Computing followed by evaluation of the prototype, 
iterative evaluation of the design process and of the product/device, impact of user 
factor/characteristics; the damaged merchandise and the discount engineering concept in 
Context-Aware Computing.  

 

2.12.1  Evaluation for experimental in Context Aware Computing  

As a human creation (artefact), good quality research in Ubiquitous Computing is an 
important part of experimental computer science and engineering (ECSE). ECSE 
fundamentally is a synthetic discipline to study the phenomena that are entirely the 
product of human creation (artefact). This discipline concerns how research in ECSE is 
evaluated. According to Snyder et al. (1994), as a proof-of-performance for artefact, it 
should demonstrate that the artefact is better because it is objectively faster or consumes 
fewer resources. However, it may be harder to prove the greater worth of artefacts 
serving a proof-of-concept or a proof-of-existence role, because the advancement may be 
qualitative, as in increased functionality, where the production of computing artefacts 
depends on a substantial infrastructure. However, the evaluation for ECSE can be in one 
or more proving processes  as follows (Snyder, Baskett et al. 1994):  

1. Proof-of-performance.  
Proof-of-performance relates to the performance of the system itself, typically 
space (memory) and time (response time, throughput rates). An artefact acting in 
the proof-of-performance role provides an apparatus or test bed (prototype) for 
direct measurement and experimentation. The Artefact can be constructed and the 
result is usually quantitative. 

The artefact is usually the apparatus and better can mean more efficient. 
Efficiency metrics include higher speed, smaller memory requirements, less 
frequent disk references, and so on. Better in this sense is determined by direct 
measurement and is quantitative. Better also means more functional or enhanced 
functionality or more expressive. 
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The size and complexity of artefacts are constrained by the resources that can 
be invested in them - researcher time, funding, equipment, infrastructure, and so 
on. 

2. Proof-of-Concept. 
An artefact acting in the proof-of-concept role demonstrates (prototype) by its 
behaviour that a complete assembly of components can accomplish a particular 
set of activities, behaviour that could not be argued simply by logical reasoning or 
abstract argument from first principles. This type of artefact is usually itself the 
subject of the research. 

Proof in terms of a demonstration/prototype is necessary. The working 
system, the artefact, is a witness “proving” that the concepts in at least one 
configuration are correct. Experimental computers are good examples of proof-of-
concept. 

3. Proof-of-Existence.  
An artefact playing the Proof-of-Existence role conveys the essence of an entirely 
new phenomenon. Because computation is synthetic, human creativity can 
produce phenomena never before imagined, which are often explained better by 
demonstration/prototype than by description. 

“Good quality” in Context-Aware Computing must have interesting core content and 
iterative evaluation in both, user and environment dimensions including evaluation of the 
design for robustness of the context-aware system. The social aspect and interesting 
computer technology aspect can be considered as principles criteria of core content for 
“good research” in Context-Aware Computing. The metrics evaluation and demonstrator 
are the requirement for establishing the proof-of-performance, proof-of-concept and 
proof-of-existence. The design metrics evaluation for Context-Aware Computing 
discussed in Section 9.3. The use of prototype as demonstration can be the best proving 
for the good artefact. The evaluation of prototyping as demonstrator for Context-aware 
Computing will be described in Section 2.12.2. This study performs the evaluation of the 
prototyping in Section 9.5 and the proof-of-concept and proof-of-performance is 
discussed in Chapter 10. 

2.12.2  Evaluation of the Prototype  in Context Aware Computing 

Communicating novel ideas and concepts can very difficult as there is often little 
common understanding of issue and problems between research communities and their 
non-technical and non-research counterparts.  However, potential customer and 
ultimately buyer feedback at this early stage is very beneficial to the development of 
technologies. If there is no communication between potential users there is the serious 
risk that research will explore issues that are of no interest to anyone (Schmidt 2002). The 
prototype can be used to demonstrate the core content of computer technology in  
Context-Aware Computing area. The use of a prototype, a rapid prototype and 
demonstrations can be the best communication by which the researcher can show 
technology, and for potential users to imagine the technology in their daily lives, to assess 
its impact on everyday tasks, and discriminate between the novelty effect of having a new 
device and the added value of a new artefact.  

Because of the abstract nature of technology, potential users may sometimes not fully 
consider their needs and requirements, instead of choosing to accept descriptions that are 
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more from the world of science fiction than reality. Evaluation of the prototype is needed 
for this purpose even when functionality is not fully implemented. 

Prototyping obviously can make life much easier, but it can also just delay tackling 
difficult aspects (Schmidt 2002) that require resolution. The advantages of prototyping 
are as below: 

• A prototype provides a usage experience, similar to the system envisaged. 
• By simulation of the real system, it has the potential to offer insight into many 

different aspects of user experience and usage. 
• Useful in the creation of a final system, especially where the prototype adheres to 

real conditions i.e., power constraints, weight constraints, cost, size and to some 
extent includes the effect of future development. 

• Compiling Results. 
The use of interviews, questionnaires and statistics are standard tools in the 
acquisition of outcomes of the evaluation of a prototype in a living lab 
experiment. 

The disadvantages of prototyping are as below: 
• Generation Incompatibility.  

Often a prototype develops gradually, as knowledge is gained, systems are 
improved or at least altered over generations. These changes lead to 
incompatibility between artefacts, i.e., makes program complexity worse, a 
problem that can only be resolved by updating the whole system. 

• External Dependencies.  
When a system is used for a long period, different problems may occur, as a 
system is not isolated from changes to other parts of the system. This problem is 
beyond the reach of the developer to force such system changes. This problem 
may be solved by the re-implementing of a sub-system. 

• Maintenance and Support. 
Prototypes are very often not maintenance free, even if the envisioned system will 
have this property. It needs people to maintain and support it. Maintenance is a 
time-critical issue, and it is important to get systems going quickly after a 
breakdown so that users will keep using the system. 

• Incomplete System. 
A prototype is obviously not a complete system. However, it is useful to deploy 
working parts of a system in the living lab. This requires part of the system to be 
built in a way that it can run without the rest of the system, optimally providing 
some benefit, even in an incomplete state. 

In the evaluation of prototypical systems, where the primary goal is to explore the 
implications of a new user experience and a new relationship between the user and the 
computer, the actual technology used in the production of the prototype is not of central 
interest (Schmidt 2002). This is assumed that at the point when such installations will be 
widely available the technology will have changed over time. 

One of the important problems that remain beyond evaluation as well is how to 
extract valid knowledge beyond a single case that is useful in further development. Many 
published results are taken from a very specific prototype system and while results may 
be valid in most cases they are not reproducible (Schmidt 2002). Proving the validity of a 
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more general claim, itself abstracted from a single case or from a few applications, is in 
many cases difficult or even impossible. 

2.12.3  Iterative Evaluation of the Design Process and of the Product/Device  

As mentioned in Section 9.2 that in the production phase of Context-Aware Computing, 
design errors require a redesign of the hardware and/or software and also redesign of the 
tool-kit and equipment involved in the production life-cycle. The programming 
complexity to develop the context aware application also requires a highly qualified and 
motivated staff and good working condition; otherwise software projects may be delayed. 
Therefore, the earlier the human-factor issues in the design can be addressed, the less the 
cost to be incurred in correcting any errors and misconceptions. 

To encounter this problems, our approach are to develop two phases evaluation for 
Context-Aware Computing, which contains: design evaluation and product evaluation. 
Both evaluations have iterative processes involving design, design evaluation, redesign, 
product, and product evaluation (Figure 2.4). The major iterative design process can be in 
three stages: initial design, prototype and final design, with iterative product evaluation 
following product development life-cycle, which is introduction, product growth, mature 
stage, saturated stage, decline stage and vanish stage. 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.4: Iteration of the Design and Product Evaluation 

The purpose of design evaluation is to avoid unwelcome surprises before the system 
goes into production. This is an iterative design, which begins with determination of 
quality characteristics for the design, is followed by measurement of design 
characteristics to define the degree of characteristic quality. This stage can be achieved 
with the involvement of the users/buyer/customer. When the system’s design is finished, 
design evaluation sees comparison of the determination and the realisation of quality 
characteristics. The design evaluation process continues in an iterative process until the 
user is satisfied with the realisation of the redesign.  

The final stage of redesign is the determination of the quality characteristics of the 
product. The quality characteristics at this stage can be external characteristics from 
another product or environment that may have direct or indirect impact on the product. 
Then the process continues to the measurement of characteristics that define the quality 
characteristics of the product. Again, at this stage, the user/customer or buyer will have 
more involvement in the process. Section 2.12.4 shows how the user type has direct 
involvement in final design product.  
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When the product is ready, product evaluation begins by comparing the 
determination and the realisation of product quality characteristics. The product 
evaluation process continues iteratively until the user is satisfied with the realisation of 
the redesign. The purpose of product evaluation is the avoidance of unwelcome surprises 
in acceptance testing for both technical and user social aspects. 

2.12.4  The Impact of User Factors/Characteristics on Context-Aware Computing 
Design  

Evaluation processes, especially the software and device product evaluation processes, 
should deal with the user. The evaluation process includes user situation, user preference, 
user profile, as well as user mental effort in understanding and learning the software and 
device product. The user is the most important aspect to consider in a Context-Aware 
Computing product, because user characteristics have direct impact on the design of 
context-aware applications. The most common user characteristics are as follows: 

• type of user (end user, remote user, disability user). 
• experience (business process, automation, inexperienced user). 
• knowledge level (education background). 
• Age. 
• Gender.  
• number of users (individuals, groups). 
In a situation where many of the users are inexperienced and have relatively low 

education backgrounds, the requirements for learnability in the design of context-aware 
application will be high. On the other hand, in a situation when many managers and users 
have relatively high levels of experience, the requirements for time behaviour 
(performance, response time) in the design of a context-aware application will be high. 

2.12.5  Damaged Merchandise and Discount of Engineering 

Gray and Salzman (1998) introduced the concept of “damaged merchandise”, specific to 
concerns about the validity of evaluation comparison studies. This concept is a reference 
to the lack of attention given by researchers to rigorous experimental design for the 
evaluation of a software product.  

They made the case that, when the results of a study that is not rigorously designed 
and executed according to the prescripts of experimental design methodology for a 
statistical approach are used to inform the choice of which usability evaluation to use, the 
consequence is damaged merchandise.  

They made the point that numerous small problems can be found in research design 
and conduct. If these small problems were to have only small effects on the research area, 
they could be ignored. Unfortunately, these small problems have the potential to produce 
large effects from an experimental study. In Context-Aware Computing, this can bring 
into question what is acceptable to the research design and usability evaluation. A key 
concern is the issue of the use of the right measurements in comparing design and 
usability evaluations in the determination of effectiveness. 

Some of the incomplete results in context-aware applications were sometimes 
understandable because researchers were using data that became available through means 
designed for other ends, i.e., usability testing small devices within a real development 
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project where additional resources were not available to conduct a complete, 
scientifically valid experiment. These partial results have merit as indicators of relative 
usability evaluation values in a field in which complete scientific results are scarce.  

In many engineering contexts, including usability for Context-Aware Computing, the 
concept of damaged merchandise is not always a bad thing. For example, most usability 
evaluation represents a conscious trade-off of performance for savings in cost. As long as 
“buyers” know what they are getting, and that it will be sufficient for their needs, they 
can often get a good “price” for damaged merchandise. This is a sound principle behind 
what has been called discount engineering (Nielsen 1994) and which has always been 
part of the legitimate difference between science and engineering.  

However, as pointed out by Gray and Salzman (1998), damaged merchandise is far 
less acceptable in the realm of usability science, especially when found in the form of 
poorly designed usability evaluation comparison studies. There is certainly a need for 
more carefully designed comparison experiments, both to contribute to the science of 
usability and to provide practitioners with more reliable information about the relative 
performance of various usability evaluations as used for various purposes.  

Some authors in the discussion sequel to the Gray and Salzman article, as compiled 
by Olson and Moran, have suggested that some science is better than none, and resource 
limitations that preclude complete scientific results should not prevent attempts at modest 
contributions (Olson and Moran 1998). These discussants have argued that this is 
especially true in a relatively new field in which any kind of result is difficult to come by. 
On balance, Gray and Salzman would probably caution that sometimes bad science is 
worse than none. However, as Lund pointed out in his commentary on Gray and 
Salzman, the danger may not loom so darkly to practitioners, making the case that 
practitioners will quickly discover if a recommendation is not useful (Lund 1998). In any 
case, the argument made previously, which applies to the acceptance of any merchandise, 
was based on the buyers knowing what they are, and are not, getting for their money. 

2.13 Summary 

Chapter 2 presents the background of this thesis. This chapter describes the relation 
from “context” to Context-Aware Computing and to Ubiquitous Computing, Pervasive 
Computing, AmI, Nomadic Computing and Sentient Computing and to Intelligent 
Environment.  

Context is about predicate relations. As will be discussed in Section 8.2.1, context is 
defined as rich and rapidly changing predicate relations between objects (user and 
environment entity) that contain information relevant to the current local domain while an 
object  (user entity) is on the move. This information is used to recognise the presence, 
location, mobility, activity and situation of the user entity and to respond and take action 
toward the environment entity.  

In this thesis, a context-aware system is a system that uses context to provide task-
relevant information and services interactively between a  user mobile computing device 
and surrounding elements of the environment.  These definitions of “context” and 
context-aware systems lead to the definition of Context-Aware Computing as a new 
software engineering approach in the design and construction of a context-aware 
application that exploits rapid changes in access to relevant information and the 
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availability of communication and computing resources in the mobile computing 
environment. 

To summarise Section 2.2 to 2.6; Context-Aware Computing is the basis technology 
of Ubiquitous Computing, Pervasive Computing, Ambient Intelligence, Nomadic 
Computing and Sentient Computing. All the capability of these technologies, such as 
networked connectivity, embedded device, sensor/actuator, invisibility, capability and 
scalability, are absorbed and adopted by an Intelligent Environment.  

Prior and related works in an Intelligent Environment have been discussed, including 
the background and current development of Active Office, User Mobility and User 
Activity and the evaluation in the Context-Aware Computing area. 
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Chapter 3 

DISTRIBUTED ARCHITECTURE FOR INTELLIGENT 
ENVIRONMENTS 

This chapter describes distributed context processing architecture for an Intelligent 
Environment. The architecture contains at least an Intelligent Environment repository, an 
Intelligent Environment resolution, a knowledge base and a resources manager as an 
integrated part of a context awareness mechanism in an Intelligent Environment. How the 
scalable distribution of context and user model information might be managed in an 
Intelligent Environment is also described in this chapter. An implementation model of the 
architecture is also illustrated by providing automatic connection to an unfamiliar 
Intelligent Environment domain. 

3.1 Introduction 

The future of the Intelligent Environment is based on the premise that computing and 
sensing devices will become ubiquitous.  Context-awareness mechanisms are the best 
way for computer applications to operate in such a computing-rich environment (Abowd 
1999, Satyanarayanan 2001).  Until recently, the availability and cost of devices – sensors 
– and networks have been practical barriers to the ubiquitous deployment and widespread 
acceptance of Context-Aware Computing.   

Context-Aware Computing research has been driven by the development of devices, 
mainly in the form of various sensors of location, proximity and presence. The enticing 
device appears as important as enhanced functionality, which continues to drive 
development of higher resolution by means of numerous robust and easily deployed 
sensors. However, in seeking the goal of making everyday interactions with computers 
and communications devices unobtrusive and effectively smarter through context 
awareness, sufficient hardware devices as the means towards this end already exist.   

The significant challenges in achieving this lie in making use of already existing 
devices, through the design of systems and software which enable ease of deployment, 
network and sensor scalability; through sensor fusion rather than through precision; and 
enabling wider acceptance through design for user needs by human factored interfaces 
and increased human trust in the systems’ care for privacy and security. 

IROS, Aura and DiCPA architectures are different to some degree. IROS is designed 
to move data between devices, remote access and to coordinate these devices to work 
together. IROS uses a centralized architecture (Ponnekanti, Johanson et al. 2003) for 
programming abstraction, maintainability/deployment and a fast-recovery strategy. Aura 
is designed to minimise distraction when the users access ubiquitous computing 
applications. DiCPA is designed to provide the interactive and interaction process 
between user and the environment in their own domain or in an unfamiliar domain to 
recoqnise user location, user mobility and user activity and how the environment 
responds to user situation. DiCPA design is a distributed architecture; the recognition 
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between familiar domains and unfamiliar domains is resolved using triangle resolution 
server (See Figure 8.1). 

IROS is an Interactive Room (iRoom) Operating System. IROS can be defined as a 
ubiquitous computing environment where groups come together to collaborate on solving 
problems (not a toolkit). IROS contains embedded devices; large display screens, table-
top display, and other output devices, and mobile devices; mobile devices brought into the 
space can be used with embedded facilities (Johanson, Fox  et al. 2002, Johanson and  
Fox 2001). 

The Aura Project builds an architecture framework for User Mobility in Ubiquitous; 
Computing by allowing users to move computational tasks from one place to another, 
maximize the use of available resources, minimize the user distraction and drains on 
attention. Personal information in Aura spans wearable, handheld, desktop, and 
infrastructure devices (Sousa and Garlan 2002). 

An Intelligent Environment as a Ubiquitous Computing environment is an 
environment which has significant processing done by various fixed and mobile sensors. 
The Intelligent Environment in this thesis was built using DiCPA architecture. The 
DiCPA architecture is based on Merino services layer architecture as explained in 
(Kummerfeld, Quigley et al. 2003). The DiCPA architecture was designed to be a 
scalable context-processing architecture, which contains at least an Intelligent 
Environment repository, a resources manager, a knowledge base and a global/local 
resolution object naming scheme. It manages the interaction between users and the 
environment in the Intelligent Environment domain by handling raw sensor information 
and making transformations between the raw physical devices/sensors within the 
environment and the application programs. The infrastructure supports interoperability of 
context sensors/widgets and applications on heterogeneous platforms. 

An Intelligent Environment infrastructure can be implemented by a wireless data 
communication network such  as a WVLAN combined with a General Packet Radio 
Service (GPRS) or a Universal Mobile Telecommunications System (UMTS). The WiFi 
(802.11b,b+,g), Bluetooth, IrDA and GPRS (GSM network) were implemented to 
integrate them with a local wired network. A MAC address of WiFi and Bluetooth were 
used to identify users, with these technologies also making it possible to determine user 
location in an indoor environment (Mantoro and Johnson 2003; Mantoro and Johnson 
2003; Mantoro and Johnson 2004). 

The term “Active Office” is used as an implementation model of an Intelligent 
Environment. An Active Office can be defined as a normal office, which consists of 
several normal rooms with minimal additional decoration (minimal intrusive detectors 
and sensors, without explicitly badging people) and using DiCPA architecture to manage 
and respond to rapidly changing aggregated sensor data. For the Active Office an 
Intelligent Environment is the collection of detectors and sensors in a local physical 
vicinity which corresponds to a “local domain” of the Intelligent Environment, with 
descriptions and communication for these entities regarded as services. In order for an 
Active Office to provide services to the users, the Active Office can be designed to detect 
the user’s current state/context and to determine what actions should be taken based on 
that context. 

This chapter also describes the requirement for recognition of user locations and 
activities in an Active Office environment.  First, an overview of the Merino architecture 
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is presented which is followed by descriptions of the DiCPA distributed context 
processing architecture, Intelligent Environment domain, Intelligent Environment 
resolution, Intelligent Environment repository, user modeling, resources manager, 
knowledge base, and user’s activities. The user’s activities describe how a user model is 
characterised by user identification and authentication, user profile, network access and 
service adaptation to user environment. There is discussion of a scenario which 
recognises the user’s location and activities.  A summary will be presented in the final 
part of this chapter. 

3.2 Merino Service Layer Architecture 

The Merino architecture has two important parts (Figure 3.1). The first part is the 
management of the interaction between physical devices/sensors within the Intelligent 
Environment and the program application, the management of the interaction between the 
user and the environment. This part contains its abstraction layers: Core Sensors and 
Device Layers, Device Abstraction Layers, Context and the highest abstraction level, i.e., 
Smart Environment Agent Layers (Kummerfeld, Quigley, et al. 2003). 

The Sensor Layer is the innermost service layer and represents the range of sensors 
which detects the physical environment.  The next layer is the Context Layer, which 
performs the core task of filtering and aggregating the raw data from the Sensor Layer 
and also ensures interoperability between sensors. 

The second part consists of an Intelligent Environment Repository and a User Model. 
An Intelligent Environment Repository is a key element that unifies and manages the 
whole collection of objects in the environment. The Context Layer interacts with the 
Intelligent Environment Repository. This handles a global name structure for objects and 
manages the naming/subnaming authority. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.1 Merino Service Layer Architecture for the Intelligent Environment 

A User Model overlaps with the Intelligent Environment Repository. The Merino 
architecture treats them almost the same; the main difference is that the User Model 
concerns people data only. The User Model contains personal identity, which is subjected 
to security and privacy to conform to the emerging environment, in a local and a global 
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space. On the other hand, the Intelligent Environment Repository holds context 
information from the Context Layer. Data from the Intelligent Environment Repository 
which is associated with the user will be stored in the User Model.  

For example, data from a movement detector, a WiFi or a Bluetooth proximity 
detector, and a keyboard activity monitor will be held in the Intelligent Environment 
Repository, but once it is associated with an individual user, it will be kept in the User 
Model. The device and the Device Abstraction Layer are motivated by the need to send 
data to low level devices in the Intelligent Environment using some device attribute, e.g. 
a phone number or a Bluetooth MAC address in a mobile phone. A Smart Environment 
Agent may determine that the context implies that “a meeting is in progress”, and 
communicates with the phone to change its state, e.g. to request switching to a silent 
mode. 

3.3 DiPCA: Distributed Context Processing Architecture 

An Intelligent Environment is a computing environment (indoor or outdoor space) with 
significant processing done by various fixed and mobile sensors, which contains at least 
an Intelligent Environment domain and a global/local resolution object naming scheme. 
An Intelligent Environment is also a computing environment with capability to recognise 
user location, activities, and the social context defined by the presence of other people. 
As an implementation model of an Intelligent Environment, Active Office is developed as 
an office equipped with various (wireline and wireless) sensors networks and using 
scalable context processing architecture. 

DiCPA is a mobile distributed context-aware processing architecture for an 
Intelligent Environment. In this architecture, an Intelligent Environment domain plays an 
important role in distributed context processing that are managing and administering one 
or more domains. In an Intelligent Environment domain, a resources manager is a 
network management map application that provides information about the status of an 
object (device/sensor) in the Intelligent Environment network. The resources manager 
detects, controls, manages and concludes the functionality of all objects in the Intelligent 
Environment domain (Mantoro and Johnson 2004). 

Context layer architecture is designed as the basis for and an integral part of DiCPA 
architecture to enable the system to recognise user activity. Four layers are introduced, 
i.e., Context Application Layer, Context-based Layer, Abstraction Layer and Transport 
Layer (Figure 3.2). For more technical detail as to how a scalable distribution context 
processing architecture was designed please refer to (Mantoro and Johnson 2004).  

The Context Application Layer is a layer that interacts directly with a variety of user 
activities, therefore it needs to address several issues including “security”, “access right” 
and “privacy rules”. In this layer “security” is considered to be who has access to the 
information and “access right” is considered to be the degree of accuracy/detail which 
may be accessed and “privacy” is considered to be to what extent information may be 
used. 

This layer also considers a flexible and scalable interaction mechanism for 
interactions between user and the Intelligent Environment. Different clients can have 
different requirements for the mode of interaction (pull/push) and granularity of location 
information, for example (Indulska and Sutton 2003).  
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The Context-based Layer is a layer that contains many functions such as managing 
Intelligent Environment resources, providing resolution between Intelligent Environment 
domains and resolution servers, and managing the knowledge base. The knowledge base 
in this layer has the capability to merge with other Intelligent Environment domains and 
its growth could be controlable.  This layer is responsible for  shrinking, extracting and 
filtering the rules to produce better performance without losing their essential integrity 
(Mantoro and Johnson 2004). This layer has the capability of retrieving history data from 
the Intelligent Environment repository and of building relationships which employ user 
models to form user mobility patterns. It can be used for the prediction of user location 
(Indulska and Sutton 2003). 
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Figure 3.2 Context Layer Architecture 

The Abstraction Layer is a layer which deals with the transformation of raw sensor 
data from the Intelligent Environment Repository to a standard format, and then 
aggregates the formatted sensor data. The data can be synchronised between the personal 
user device and the Intelligent Environment local server in the Intelligent Environment 
domain. This layer also manages the relationship between different places in Intelligent 
Environment domains. 

The Transport Layer is a layer which manages reception and connectivity between a 
sensing device and the user device. It has the capability to accept a new type of sensor 
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easily. A physical sensor agent collects raw sensing data stored in a local Intelligent 
Environment repository (e.g. WiFi signal strengths and Mac Address of the device).  

3.3.1 Intelligent Environments Domain  

DiCPA  is defined as a scalable context processing architecture with the capability of 
delivering service while the user is moving about in an Intelligent Environment. DiCPA 
architecture uses an Intelligent Environment domain as a key role in communication 
between domains. More over, an Intelligent Environment domain is also an 
administrative domain, which contains at least an Intelligent Environment repository, a 
resources manager, a knowledge base and various sensors (above the level of dumb 
sensor that communicates by using a standard protocol).  

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.3 DiCPA: Distributed Context Processing Architecture for an Intelligent 
Environment 

A resources manager uses sensor/widget agents to have direct communication 
between sensors and devices to the Intelligent Environment repository. A resources 
manager also distributes the sensor data or the aggregated sensor data to other Intelligent 
Environment repositories in other Intelligent Environment domains. The structure of an 
Intelligent Environment domain can be hierarchical (it can have a single higher level 
Intelligent Environment domain or have several lower level Intelligent Environment 
domains) or be scattered without any level (Figure 3.3). In DiCPA architecture, the 
communication between Intelligent Environment domains is based on a request from 
each resource manager (peer-to-peer basis). The resources manager will send a request to 
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the resolution server to get all information about an object. The resolution server accepts 
the object’s global name and uses persistent mapping from the object’s global name to 
send the persistent location (persistent URL) of the object to the resources manager. 
Finally, the resources manager sends a request to a relevant resources manager in another 
Intelligent Environment domain to get the object. 

Every object in the Intelligent Environment domain is defined as being a self-
describing data-structure. This means that the structures as well as the value are always 
included in the object’s content. This approach has two advantages: first, it avoids the 
complexity of separate schemes and the maintenance of objects across multiple 
distributed servers, and second, it permits meta-tools, e.g. a browser, to manipulate the 
object without knowledge of specific content (Schilit 1995). A particular object has a 
unique identifier and is located using a search that starts in the local Intelligent 
Environment domain, and expands to an adjacent and higher level Intelligent 
Environment domain such as a resolution server (using persistent URL or Handle 
system). 

Communication within an Intelligent Environment domain uses logical multicasting. 
This means that communication between an Intelligent Environment repository and 
sensors could be implemented using IP multicast with well known group-content-filtering 
in the receivers or message server distributed content-routing and filtering (such as Elvin 
or Spread) for an automatic update of object content (Segall, Arnold et al. 2000).  

For example, consider a person moving between locations. Anna works in the 
Computer Science Department. The CS department (IE) domain contains the home server 
for her personal user model. When she walks to the nearby Department of Engineering 
building, the CS department context layer will use aggregated sensor data to determine 
that Anna is not present, and other aggregating sensors in the Department of Engineering 
will detect her presence as an unknown object and ask their local resources manager for 
the address of the server for this object. The local resources manager multicasts the 
request to the resolution server and discovers the correct home server for the object – her 
user model. The object’s location information in the home server is then updated 
accordingly. 

3.3.1.1 Intelligent Environments Repository 

The Intelligent Environment’s repository keeps all objects and their characteristics. It 
holds the rapidly changing state of the objects. It contains all relevant data within the 
Intelligent Environment domain, e.g. sensor data, aggregated sensor data, context data 
and rich context data. The Intelligent Environment repository uses a distributed object 
database for Context Repository and User Model purposes. It also contains user profiles, 
registered devices (server, workstation, bridge, router, switch, printer, phone, fax), 
sensors, network (type - wired or wireless, subnetting, segmentation), data management, 
location mapping (sensors/devices signal-strength mapping to physical location), and 
other services data (monitoring data (SNMP/MRTG/ntop), hosts). 

Every object in the Intelligent Environment repository has an identifier which is 
registered in the resolution server for Intelligent Environment resolution purposes, e.g. 
from URN to URLs. 

The resources manager manages communication between Intelligent Environment 
repositories and sensors/devices using logical multicasting, with communication between 
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Intelligent Environment repositories using peer-to-peer (P2P) systems. These P2P 
systems use a distributed hash table (DHT) functionality and exact-match query facility. 
These systems are extremely scalable; lookups can be resolved in log n overlay routing 
hops for an overlay network of size n hosts. Exact match lookups are suitable for fetching 
objects or resolving domain names (Harren, Hellenstein et al. 2002). To do the lookups, 
extended SQL can be used. 

DHTs are used not only as an indexing mechanism for all objects in the Intelligent 
Environment domain, but also as a network routing mechanism. 

3.3.1.2 Intelligent Environments Resolution 

In the Intelligent Environment domain, all objects can be distributed to another physical 
location or logical location. Every object has a global resolution name and the global 
resolution name needs to be registered in the resolution name server, e.g. PURL or 
Handle Server for persistent global mapping/resolution purposes. The resolution 
mechanism is identical to the DNS for the Naming Authority Pointer (NAPTR) 
Resources Record (RR) to delegate the lookup’s name (Daniel and Mealling 1997; 
Mealling and Daniel 2000). The Unique Resolution Name (URN) is used as a global 
unique name and the Unique Resolution Locator (URL) as a locator which locates any 
object, anywhere, at anytime. 

The purpose of Intelligent Environment resolution is to determine object identity 
when the object or the user changes its location, especially for recording dynamic 
location due to user mobility in an unfamiliar Active Office. 

3.3.1.3 Resources Manager 

A resources manager is a network management map application that provides information 
about the status of the object (devices/sensors) in the Intelligent Environment network. 
The resources manager detects, controls, manages and concludes the functionality of all 
objects in the Intelligent Environment domain.  

The resources manager will show any failures in the devices/sensors, access points, 
hubs, bridges and routers. Furthermore, the resources manager will detect any traffic 
problems and will identify what, where, cause and time-length of problems.  

The resources manager has the capability of controlling and managing the 
functionality of an IP network using the Internet Control Message Protocol (ICMP) and a 
‘trap’ mechanism using the Simple Network Management Protocol (SNMP), so that a 
failsafe mechanism procedure can be implemented. To set up the resources manager, a set 
policy (knowledge-based context), that determines acceptable levels of traffic, and which 
broadcasts errors on any devices/sensors at any segments, needs to be established. 

The resources manager knows all existing objects in the Intelligent Environment 
domain by querying the Intelligent Environment repository (context repository or user 
model layer). If the object does not belong to its Intelligent Environment domain, the 
resources manager has the mechanism to find the object by querying the resolution server 
to get the ‘home server’ and continue querying the ‘home server’ about the details and 
characteristics of the object if it exists. If it does not exist, the resources manager will tag 
it as an unidentified object. 
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3.3.1.4 Resources Manager Applications 

Resources manager applications consist of user agents which include email agent, 
calendar agent, banking agent, news agent and office agent. The application will be in the 
users’ handheld computer and will communicate to the Active Office through the 
resources manager. As shown in Figure 3.2, the application lies outside the Intelligent 
Environment domain. It makes it easier for the user to move from one room to another, 
even to another and unfamiliar Intelligent Environment domain.  

The resources manager manages service delivery to the user. All information in the 
user model can be retrieved from the Intelligent Environment repository and be stored 
directly in the user’s application by the resources manager and applications agent. The 
application allows the user to use available features in the Active Office based on the 
users’ role. The user could also make an enquiry by using the context user interface.  

3.3.1.5 Knowledge-Based Context  

A complex infrastructure and service environment requires more shared knowledge for 
the entities to be able to invoke communication sessions. The knowledge base service 
must lead to the growth of services in an Intelligent Environment. The entities require a 
knowledge-based context, i.e. an advanced knowledge base founded on context service 
and a shared knowledge base. The knowledge-based context requires a protocol, e.g. 
JINI, JXTA, and UPnP, to invoke the services. 

Entities are able to support a knowledge-based context which represents the 
capability of the entities and associated objects to create relations between them. Entities 
can exchange knowledge bases, merge with existing knowledge bases and then interpret 
the knowledge-based context at the end of the services.  

When knowledge bases are merged, the new knowledge base will have the potential 
to grow considerably, then the knowledge base will need to shrink, extract and filter to 
achieve better performance but without losing the essence. Multiple Classification Ripple 
Down Rules (MCRDR) (Dazeley and Kang 2004) and Self Organizing Map (SOM) of 
Artificial Neural Network (ANN) components can be the best candidates to filter ‘rules’ 
to produce knowledge maps while capable of extracting raw and semantic rule features 
from sensors/devices. 

The knowledge-based context contains context rules for interaction between the user 
and the Active Office environment. Rules are used to represent heuristics which specify a 
set of actions that need to be performed in a given situation. 

A generic rule is composed of an if portion and a then portion. The if portion of a rule 
is a series of patterns which specify the facts from sensors in the Intelligent Environment 
where the rule would be applicable in the Intelligent Environment domain. The process of 
matching the facts to the patterns (pattern-matching) is done by an inference engine 
agent, a specific agent in the resources manager. The inference engine agent will 
automatically match the facts against the patterns and determine which rules are 
applicable to the context.  

The then portion is a set of actions that needs to be executed when the rule is 
applicable to the situation (context). The actions of applicable rules are executed when 
the inference engine agent is being instructed to begin the execution. The inference 
engine agent selects the rules, and then the actions of the selected rule are executed. The 
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if portion detects current status and the then portion determines what actions are to be 
taken based on the context. 

The knowledge-based context also has dynamic knowledge cooperation that allows 
the rules and the sensor/devices to dynamically affect the actions-service selection 
process within the Intelligent Environment domain or the inter Intelligent Environment 
domain. The mechanism of the knowledge-based context described above can be 
implemented by using a rule engine and a scripting language, e.g. a Java Expert System 
Shell (JESS), a Prolog (such as SICtus prolog), CLIPS, or other function languages. 

3.3.2 Subject and Environment Role-Based Access Control  

A very important aspect of an Intelligent Environment is providing users with security 
and privacy, which models access control with richer contextual information. 

A variant of role-based access control (RBAC) was developed for the Intelligent 
Environment. Given the sensitivity of information that is generated and stored in such an 
environment, as well as the many complex interactions that will take place in the 
Intelligent Environment, security policies can be potentially quite complex and access 
control must take into account the richer contextual information. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.4 Block Diagram of Role-based Transactions for a Distributed 
Intelligent Environment 
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Traditional RBAC offers an elegant solution to the problem of managing complex 
access control-rule sets. The basis of RBAC is the concept of a role, where a role is a 
grouping mechanism that is used to categorise subjects based on various properties. Such 
properties include user functions or responsibilities. 

Although RBAC is very useful for modeling access control in a variety of 
applications, its roles are inherently subject centric (Sandhu, Coyne et al. 1996; 
Covington, Long et al. 2001). It cannot be used to capture security-relevant contexts from 
the environment, which could have an impact on access decisions. In this work, the 
RBAC model is extended to allow policy designers to specify such environmental 
contexts through a new type of role, namely the environment role. It means that the 
RBAC model has two fundamental roles, a subject role and an environment role. Figure 
3.4 shows the design of the RBAC model, which can be used and implemented to enable 
the user to have correct access to context-aware applications. 

3.4 The Application Scenario  

In this part, a scenario where users and devices create a connection in an unfamiliar 
Intelligent Environment domain is described. 

 

Figure 3.5 Making Connections with an Unfamiliar Intelligent Environment 
Domain 

In the Active Office, assume that the user brings a portable computer, i.e. a mobile 
host (smart PDA), rather than a simple personal assistant or a pager or phone. The user’s 
mobile host has reasonable capabilities in processing power and memory/storage, remote 
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access and an execution mechanism such as Remote Procedure Call (RPC) so that a fixed 
local server could run any applications which are unavailable on the mobile host. A user, 
for example, wants to deliver a presentation from a file at a remote server using facilities 
in an unfamiliar Active Office with an Intelligent Environment domain.  

How this unfamiliar Active Office responds to the user’s presence and requests will 
be described. An unfamiliar Active Office can be assumed to have a fixed server through 
a wired LAN which connects to the Internet and the server having a reasonable service to 
connect to the mobile host through a wireless connection, e.g. IEEE 802.11b, 802.11g, 
Bluetooth or IrDA, as part of the network infrastructure. 

First, the user logs in to his PDA. When the user arrives at an unfamiliar Active 
Office, his PDA will broadcast its unique hardware identifier, i.e. vendor-supplied MAC 
or BDA address. The local server has a non-authoritative DHCP and a Network Address 
Translation (NAT) service.  The NAT uses IP Masquerading to translate IP addresses. 
After a handshaking process, the server will send a local IP address to the PDA. At this 
stage the PDA has established a connection to the network (Figure 3.5). 

There are several ways to get connected to the home server, e.g. using NIS(YP), 
NIS+, or mounting a directory to the home server.  However, these ways are not 
appropriate for Active Office purposes since it has only limited information, i.e. a MAC 
address, instead of home server, login ID and password which are required for use of 
NIS+ or a mounting directory.  Therefore the resolution server is used to get connected to 
the ‘home server’. When the Intelligent Environment domain identifies an unknown 
object (the MAC address of the PDA), its resources manager will send this MAC address 
in a query to the resolution server to retrieve a URN.  

For example (based on RFC 2168 an Updated RFC 2168): 
   
   http://resolution.anu.edu.au/1030.52/00-80-BD-08-08-08 
 
protocol      resolution-          subnaming-     MAC-address/ 
                      server                 authority               BDA 
 
The response from the resolution server, for example is jblog@inul.org.   
 
The resources manager will send another query using this URN to get URL 

resolution.  
 
For example: 
   GET /usi-res/N2L?urn:1030.52:jblog@inul.org HTTP/1.0 
 
The result would be: 
# urn: 1030.52:john.blog@inul.org 
http://www.inul.org/people/john.blog.html 
http://www.inul.org/pub/presentation.pdf 
ftp://ftp.inul.org/pub/presentation.ppt 
 
The resources manager in the unfamiliar Active Office then will get information, 

such as the person’s name and administrative domain and where the file for the 
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presentation is available. When the resources manager stores the location information to 
the user’s PDA, at the same time the resources manager in the ‘home’ domain changes 
the location status in the Intelligent Environment repository (user model layer) (Mantoro 
and Johnson 2003; Mantoro and Johnson 2003). 

The user’s location has been implemented based on history data (predicted user 
location) and a simple user interface using speech recognition called SpeechCA 
developed using Java Speech API (Mantoro and Johnson 2003). Further details of 
SpeechCA are given in Chapter 4. Service delivery, based on user location and user’s 
mobility in an Active Office, has been studied where the user has moved to ‘another’ 
Intelligent Environment domain: he still has full access to resources including the 
internet, but for incoming and outgoing data he has to  use his local Intelligent 
Environment domain using WiFi while he can print to the closest printer in ‘another’ 
Intelligent Environment domain using Bluetooth (Mantoro and Johnson 2003; Mantoro 
and Johnson 2003).  

3.5 Summary 

This chapter proposed DiCPA architecture - a distributed context processing architecture 
- for an Intelligent Environment which is simple, efficient, scalable, fault tolerant and 
applicable to be implemented across a range of heterogeneous computing platforms. 

This chapter also described the requirement for scalable context processing in an 
Active Office using DiCPA architecture as an implementation model of an Intelligent 
Environment. An overview of the Merino service layer architecture and distributed 
context processing architecture has been presented followed by a description of 
Intelligent Environment domain, Intelligent Environment resolution, Intelligent 
Environment repository, user modelling, resources manager, knowledge base, application 
and interoperation between sensors. 

The scalable distribution of the context is shown as well as how user model 
information is managed in the recognition of user activities. An illustration was provided 
to show how users get connected in an unfamiliar Active Office to another Intelligent 
Environment domain and how to monitor user activities. 
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Chapter 4 

LOCATION AWARENESS IN INTELLIGENT 
ENVIRONMENTS 

Location awareness is a crucial part of the context-awareness mechanism for Ubiquitous 
Computing. The problem is how the Intelligent Environment determines user location 
from a variety of sensors which have different precision and data types. This chapter 
describes a user location model, the model that uses various sensors to find, to detect and 
to predict user location in an Intelligent Environment. In an Intelligent Environment, user 
locations are categorised by three location types i.e. Precise Location, Proximate 
Location and Predicted Location. The Precise Location and Proximate Location 
categories are based on the sensor’s capability in covering an area. Predicted Location is 
based on history sensor data from Precise Location and Proximate Location. 

4.1 Introduction 

Location-awareness is a very important aspect of context-awareness for mobile 
computing systems.  The off-the-shelf availability and everyday use of a number of 
moderate-cost mobile devices (PDA, smart phone, handheld and laptop computers), 
installed wireless and wired networking, and associated location information, leads to a 
focus on Context-Aware Computing that rests lightly on everyday environments, and 
which asks in particular: “What effective location-aware computing can be achieved with 
minimal, unobtrusive, commodity hardware and software?” 

The indoor office environment is a promising target for location-awareness and still 
presents research challenges.  Many everyday tasks performed by people in the office are 
mediated by quite low-precision knowledge of other people’s locations, such as whether 
the users are in the building, in an area of rooms, in a specific room, and so on.  For 
example, deciding how to contact someone (by email, by phone, face to face); timing the 
issuing of a reminder for a scheduled event depending on the expected travel time of the 
event, given locations of person and event and some knowledge or model of the time 
needed; determining how to deliver an incoming message notification, depending on 
physical and social location of addresses.  The human decisions associated with these 
traditional tasks can be assisted by the evolutionary step of providing people with 
information from location-aware systems, without taking the revolutionary and less 
acceptable step of their total replacement by computer-mediated communication.   

The department-office environment at ANU with its existing installed network of 
numerous desktop and mobile computers can itself become our laboratory, in the usual 
research paradigm of Context-Aware Computing.  With additional sensors and network 
hardware, this laboratory environment can demonstrate that software incorporating low 
levels of reasoning supported by lightweight knowledge is able to provide such helpful 
location-awareness services. 

The experimental environment for an Active Office is deployed to provide the 
location-context awareness communication service application. The development of this 
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application is mainly motivated by the need to demonstrate the effectiveness of 
communication between user and environment. It uses speech recognition technology. It 
gives assistance with existing everyday tasks, location and time elements of context in a 
multiple-room, multiple-linked building office environment available as a tool across 
currently used office-wide devices, desktops, semi-mobile laptops, and highly mobile 
PDAs (Smart PDA). The speech recognition application for location awareness service 
application is called SpeechCA. 

The SpeechCA is a prototype of location context agent using speech recognition 
technology. This prototype is in the first stage of a system combining location sensing 
and deduction, and speech technology. The camera and voice input and sound output, 
releases users from keyboard, stylus and mouse and allows them to interact with their 
computational environment more in the way that they do with other people. However, in 
the physical Intelligent Environment model, any interaction has to have an object location 
and object identity. In this chapter the object location and the prototype of location 
awareness service is discussed and for the fusing of sensor data from various types of 
sensors is discussed in Chapter 8. 

4.2 Location Context-awareness 

Location is a very important aspect of context for mobile users, when finding the nearest 
resources, navigation, and locating objects and people.  Location in the context-
awareness application needs the modelling of the physical environment and the 
representation of the location (Harter and Hopper 1994; Schmidt, Beigl et al. 1999). 

Numerous location models have been proposed in different domains, and can be 
categorised into two classes (Jiang and Steenkiste 2002): 

• Hierarchical (topological, descriptive or symbolic, such as a room name). 
• Cartesian (coordinate, metric or geometric, such as GPS). 
The location representation in most context-aware applications adopts a distributed 

collaborative service framework that stores location modelling data in a centralised data 
repository (Strang and Linnhoff-Popien 2004). Location related queries issued by end-
users and other services are handled by a dedicated location service. This distributed 
service paradigm is attractive because of its scalability and modularity (Jiang and 
Steenkiste 2002). However an effective and efficient location representation method is 
needed to make this work.  

In an Intelligent Environment there may be thousands of known places, devices, 
sensors and services. For one location/place there maybe many way to refer. Any set of 
referents for location reference is called location authority (Shafer 2003). The location 
representation needs a single framework to manage the variation of location in how to 
refer and use locations. Location authorities in use today are so varied that it seems 
unlikely to define a universal data representative (Shafer 2003; Johnson, Carmichael et al. 
2004). Shafer propose the use of a location-authority-independent representation of a 
location as a data object and a “universal federation” in which all location authorities 
combine to create a “virtual location authority” to achieve the world in one framework 
(Shafer 2003). The location authority can be described as the relative static properties and 
simple static relationships related to a spatial region in 1. a coordinate system, 2. a place 
naming system (symbolic/hierarchical location), 3. a landmark system, and 4. 
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displacement from landmark or named location, e.g. 19 meters north of  
N101.csit.anu.cbr.au (room no N101, CSIT building, The Australian National University, 
Canberra, Australia) 

Both the Hierarchical and Cartesian location models can be used for representing 
locations and enabling the rapid changes of location information between distributed 
context services within a space.  

The Hierarchical location model has a self-descriptive location representation. It 
decomposes the physical environment to different levels of precision. A tree structure to 
handle location structure is implemented and the location data is stored as an object/entity 
in a relational database model (Figure 4.1).  

 

 
 

Figure 4.1 Example of Hierarchical Location Structure: Rooms in a Cluster of 
Buildings 

An example of Hierarchical location is the reference location or landmark address 
from Table 4.1: Room database. The database uses a location-id rather than a room-no 
because in each of the three buildings, they have their own standard room names. The 
location id is needed to identify/tag the location properly in this system. 

 
landmark_address=IE://Australia/Canberra/TheAustralianNationalUniversity/FEIT/DCS

/2ndFloor/ Room 235. 

Table 4.1 Example of Room Database 

RoomNo LocationID Level Building … 
235 125 2 DCS … 
103 323 2 DE … 
… … … … … 
211 121 2 DCS … 
223 123 2 DCS … 
237 124 2 DCS … 
… … … … … 
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Cartesian location uses a grid on a physical environment and provides a coordinate 
system to represent locations. GPS uses a coordinate system that is defined by relative 
location in a space using the Cartesian system (longitude, latitude, altitude), e.g. Joe is 
located in (x, y, z). This chapter will not explore the shape and other extension location of 
the object. 

Any simple mobile device has a physical location in space. At the spatial dimension, 
there are some devices (e.g., GPS-based map systems) where the Cartesian position is 
important in defining 2D or 3D space in a sense of absolute physical location. If location 
information is sufficient in understanding position, the location is considered in relation 
to other existing objects or sensors.  

Unfortunately, GPS does not work precisely in an indoor Active Office environment, 
it has approximately 15 meters accuracy and its signal is too weak in an indoor 
environment. Newest GPS with WAAS (Wide Area Augmentation System) has 
approximately 3-5 meters (Garmin. 2005). GPS information is neither commonly 
available nor very accurate in the indoor environment. It works only for an outdoor space. 

4.3 User Location Categories  

In an Active Office, user location can be categorised as follows: 
• Precise Location. 
• Proximate Location. 
• Predicted Location. 
The Precise Location and Proximate Location sensors, as shown in Figure 4.2, are 

based on the sensor’s capability in covering an area and Predicted Location is based on 
the history data of both Precise Location and Proximate Location.  

 

 
Precise location sensors:  RFID, Chair Sensor, Phone Sensor, Mouse Sensor, 

Keyboard Sensor, Door Sensor. 
Proximate location sensors: WiFi AP, Bluetooth AP. 

Figure 4.2 The Example of Sensors to Detect Precise Location and Proximate 
Location 
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The main problem in user location is how to combine these known location data to 
determine the user’s actual location for office activity purposes; this is a matter of 
different precision and sometimes user location data is not available at arbitrary times 
because of hardware failure or on purpose by a user. How to characterise the pattern of 
user location based on aggregate current sensor data and history sensor data is also a 
problem. 

The approach chosen is to aggregate the sensor data of Precise Location and 
Proximate Location and put priority on the determination of user location based on the 
precision of the sensors. When the Precise Location and Proximate Location are not 
available the history sensor data for Predicted Location is used. 

4.3.1 Precise User Location 

Precise location is user location based on sensors that cover less than a one-meter range, 
for example, swipe card, keyboard activity, mouse activity, biometric sensor/finger-print, 
iButton, RFID-tag, chair sensor, phone sensor, door sensor. 

By registering the location of desktop computers, swipe cards, iButtons, fingerprints, 
RFID-tag, chair sensor, phone sensor, door sensor in an Active Office, the Active Office 
will have more precise user location information than from proximate sensors, i.e. WiFi 
or Bluetooth. 

Fixed sensors such as a pressure chair sensor, a phone sensor and a keyboard activity 
sensor are very straight forward for user location. The information which the sensors 
capture is precise and correct. When a user sits on a chair with an embedded chair sensor 
in a certain room, the sensor data can be collected and stored to push to the spatio-
temporal database. Unfortunately the pressure chair sensor in the Active Office 
implementation was not designed to recognise user identity. The Active Office needs 
another sensor to capture user identity from user profile such as a mobile phone with 
Bluetooth capability that is carried by the user. 

4.3.2 Proximate User Location 

Proximate location is user location based on a sensor that covers more than a one-meter 
range, for example, WiFi, Bluetooth, WiMedia, ZigBee, active/passive badge (depending 
on the range), voice recognition (microphone), face recognition (digicam), smart floor. 

Proximate user location in an Active Office is detected by WiFi and Bluetooth 
sensors/devices. WiFi is an interesting proximate sensor because it can be used to access 
the network and also to sense user location within the scale of a room or an office. 
Bluetooth and IrDA (Infrared) can be used as a wireless personal area network. Both 
favour low cost and low power consumption, over range and peak speed.  On the other 
hand, WiFi as a wireless local area network, favours higher speed and greater range but 
has higher cost and power consumption. The range of Bluetooth to sense another 
Bluetooth in a closed space, such as an Active Office, is about 3 meters for class 2 and 25 
meters for class 1. The range of WiFi to sense a user with a WiFi device is about 25 
meters (Mantoro and Johnson 2003).  

Sometimes IrDA is not very useful in sensing a user’s location because when there 
are many users in the area that is covered by IrDA, only one user will be recognised and 
only within 1 m range covering area. IrDA connections are limited to two devices at a 
time with direct line of sight (Hallberg and Nilsson 2002; Käppeli 2003). Bluetooth class 
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1 permits scanning about 25 meters (100 m in open space) between devices, Bluetooth 
signal strength can then be used for sensing user location. WiFi does not only have a 
higher speed and longer range than Bluetooth but the signal strength and signal quality of 
WiFi can also be used to detect user location in a room precision. 

Bluetooth permits scanning between devices: when Bluetooth-capable devices come 
within range of one another, the location of one Bluetooth will be in the range of the 
other Bluetooth to allow scanning each other to form an ad-hoc network or other purpose. 
Bluetooth-capable devices can be used as sensors or an access point to sense a user with 
Bluetooth capable devices. Experiments unfortunately show that Bluetooth class 2’s 
signal strength is not useful enough to sense a user’s location. The signal is too weak. The 
Bluetooth can be used as an access point to sense several rooms within the range without 
measuring any signal strength. For example, when a user is close to a certain access 
point, the user’s location will be proximately close to the access point. The result is not 
precise, because it could represent user location from several rooms.  

 

Figure 4.3 Device Measurement of WiFi APs’ Signal Strengths 

WiFi does not only have a higher speed and longer range than Bluetooth but the 
signal strength of WiFi can also be used to detect user location. Two scenarios are 
described as follows: First, the WiFi capable device determines the signal strength and 
signal quality. The signals data is stored to a local Intelligent Environment repository. 
The Intelligent Environment local server responds by sending the current user location. 
Second, the WiFi access point determines signal strength and signal quality. The signals 
data is stored in the local Intelligent Environment repository (Figure 4.3). The Intelligent 
Environment local server responds to a user device request by sending the user location. 
The difference between these scenarios is that in the first scenario the process of sensing 
is in the devices, with a user’s mobile device with a high capability as the requirement, 
whereas in the second scenario the process of sensing is in the access point, hence it does 
not require a high quality of user’s mobile device. 

The problem in proximate location is combining the Bluetooth and WiFi known 
locations to determine the user’s actual location for office activity purposes, this a 
different precision matter. Our approach has been to study signal behaviour in several 

AP1 AP2   … APn

Room 235

Local IE

“ device  is at location room 235”

signal strength
AP1 = -35
AP2 = -66
APn = -99

AP1 AP2   … APn

Room 235

Local IE

“ device  is at location room 235”

signal strength
AP1 = -35
AP2 = -66
APn = -99
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rooms and corridors. The signal strength and signal quality of 802.11b/g is measured, 
collected and sent to an Intelligent Environment repository. A triangulation method 
cannot be used to estimate symbolic user location because WiFi signal strength and 
quality are easily changed, even by a very simple disturbance. The detail of the changing 
signal and also the cause was described in Section 5.5. The WiFi signal strength and 
signal quality need to cluster to estimate user location. A self organising map (Kohonen 
map) approach of an artificial neural network is used for these purposes. 

Kohonen has reported an interesting and useful result when a self organising map is 
used for pattern recognition tasks (Kohonen 1995). These maps classify a pattern 
represented by a vector of values in which each component of the vector corresponds to 
an element of the pattern. Kohonen’s algorithm is based upon an unsupervised learning 
technique. Once trained, input data  from a given class will produce excitation that 
represents the classification (Mantoro 1994).  

Table 4.2 Example of Signal Strengths and Signal Qualities from Six WiFi Access 
Points 

Signal Strength Signal Quality 
AP1 AP2 AP3 AP4 AP5 AP6 AP1 AP2 AP3 AP4 AP5 AP6 Room No 

… … … … … … … … … … … … … 
58 66 99 99 99 99 36 28 0 0 0 0 N323 
66 68 99 99 99 99 27 26 0 0 0 0 N323 
99 99 99 73 99 99 0 0 0 21 0 0 DCScafe 
99 99 65 78 99 99 0 26 26 14 0 0 DCScafe 
… … … … … … … … … … … … … 
99 99 57 82 99 99 0 0 38 4 0 0 DCScafe 
99 99 56 84 99 99 0 0 37 7 0 0 DCScafe 
99 99 99 73 99 99 0 0 0 19 0 0 Seminar 
99 99 99 77 99 99 0 0 0 17 0 0 Seminar 
… … … … … … … … … … … … … 
99 99 99 75 99 99 0 0 20 20 0 0 Seminar 
99 99 60 80 99 99 0 0 35 13 0 0 Wedge 
71 83 76 81 99 99 23 12 19 15 0 0 Wedge 
… … … … … … … … … … … … … 

 
In this implementation, the WiFi’s signal strength and signal quality are used to 

estimate user location from several access points. The building has 7 access points, but 
only the first 6 access points that provide the best signal strengths and signal qualities are 
used. The graphics on Figure 4.4 shows an example of the signals received in the case 
where a user changes his location within 7 hours (working hours for a day). It shows the 
variation of signal strengths and signal qualities from all 7 access points, from 0 dBm to 
99 dBm on the y axes and time on the x axes. Table 4.2 shows examples of signal 
strengths and signal qualities from the 6 best access points.  

A self organising map using a Kohonen map is suitable to cluster locations based on 
signal strength and signal quality data measurements in the local Intelligent Environment. 
The process to cluster signal strength data gives random weight to the artificial neural 
network followed by normalisation, calculation of Euclidian distance, and finding the 
winner for clustering. Training is continued until the learning rate is zero and the final 
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weight is obtained, which leads to output activation and cluster-winner allocation to 
determine user location. 

 

0

20

40

60

80

100

1 67 133 199 265 331 397 463 529 595 661 727 793 859 925 991 1057 1123 1189 1255 1321 1387 1453 1519 1585 1651 1717 1783 1849

Time

Si
gn

al
 Q

ua
lit

y ap1

ap2

ap3

ap4

ap5

ap6

ap7

 
WiFi’s Signal Strength of User Activity 
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WiFi’s Signal Quality of User Activity 

Figure 4.4  Example of Signal Activity from WiFi Sensors Within 7 Hours 

In an experiment using WiFi, 13 access points are set up in two buildings to measure 
signal strength, 7 in the Department of Engineering and 6 in the Department of Computer 
Science. The detail of the building size and the spacing is described in Section 6.3. The 
results were good enough to estimate current user location in the Active Office area. On 
the 2nd level of the Department of Computer Science, most places had a good signal from 
more than two access points and could achieve accurate estimates (96%) in rooms of 3 
meters width. On the 3rd level, where not all rooms/locations were covered by more than 
one access point, it could obtain only a reasonable degree of accuracy (75%) in predicting 
a user’s current location (Mantoro and Johnson 2003). 

The implementation of a self organising map strategy above is based on a cluster 
algorithm to cluster signal strength and signal quality, in the next chapter (Chapter 5) the 
signal strength and signal quality is grouped by room number, so clustering is not 
necessary anymore. To estimate user location, an instance-based learning algorithm using 
ηk-Nearest Neighbour is developed which eliminates clustering. This approach is simpler 
but reliable (see Chapter 5). 

4.3.3 Predicted User Location (Location Context-aware History) 

In an Intelligent Environment, ubiquitous sensors and actuators, simple push buttons and 
sliders, and computer access will be available in every area. Users can be identified by 
mobile computing devices (PDA/handheld), vision image recognition, active/passive 
badge, or by the activity of accessing available resources at physical static locations. 

When user location is not available from Precise Location and Proximate Location 
sensors, the user’s location can be identified by creating a history database of events, 
whenever the user accesses to identify himself (such as when using iButton or login to the 
network) or whenever the receptor/sensor/actuator (such as webcam, handheld, 
active/passive badge) captures the user’s identity in a certain location. The following 
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(Table 4.2) is an example of a location history database for a user. Based on this 
historical data, the regularity and pattern of accuracy of user mobility and user activity 
such an in Chapters 6 and 7 can be analysed. 

Table 4.3 Example of Location History Database 

UserID LocationID Date Time Device 
Joe 125 13/8/02 04.02 IButton 
Joe 323 20/8/02 05.01 PDA 
… … … … … 
Joe 125 26/8/02 03.02 Sun15 
Joe 125 26/8/02 03.58 Ibutton 
Joe 125 27/8/02 04.05 PC5 
… … … … … 

 
History data from precise and proximate users’ locations is collected and stored in 

the Intelligent Environment repository (see Sections 3.4.1 and 3.4.2). The pattern of user 
location based on aggregated history sensor data can be used to characterise predicted 
user location. 

Table 4.3 is an example of location history data in an Intelligent Environment 
Repository, with history data above used to predict user location. Based on this data, a 
probabilistic model to find the most probable location of a user can be developed. History 
data also can be used to set policy in the log of history data to predict user location.  

Aggregate precise location has first priority in determining user location and is 
followed by proximate and predicted locations respectively. This means that when the 
Active Office receives a query of user location, aggregate precise location will be used to 
determine user location, with the current user’s location then determined.  If the user 
precise location is not available, the aggregate proximate location data will then be used. 

In the case of there being no user location in aggregate Precise Location or 
Proximate Location then Predicted Location will be used, as in the case, for example, 
where Joe works in room E213 which is not covered by WiFi or Bluetooth access points, 
and there is only a workstation present. If at the time of query Joe is not accessing the 
workstation, the history data is used to find, which is the Joe’s most probable location 
based on history data for the same day at the certain time of the week or using all the days 
at the certain time in a one week range. 

Experiments using Wireless LAN, i.e. WiFi and Bluetooth as proximate location, 
gave significant results in sensing a user’s proximate location. 

4.4 User Location Aggregation 

This section discusses how the Active Office determines user location based on three 
location categories: precise location, proximate location, and predicted location. Figure 
4.5 shows that an Active Office processes the information to determine a user’s location 
by putting the priority to the user’s location data or aggregating the user’s location data 
from various sensor’s data. 
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Aggregate precise location has first priority in determining user location and is 
followed by proximate and predicted locations respectively. This means that when the 
Active Office receives a query of user location, aggregate precise location will be used to 
determine user location, with the current user’s location then determined.  If the user 
precise location is not available, the aggregate proximate location data will then be used. 
 

Figure 4.5 Aggregate Users’ Locations in an Active Office 

In the case of there being no user location in aggregate Precise Location or 
Proximate Location then Predicted Location will be used, as in the case, for example, 
where Joe works in room E213 which is not covered by WiFi or Bluetooth access points, 
and there is only a workstation present. If at the time of query Joe is not accessing the 
workstation, the history data is used to find, which is the Joe’s most probable location 
based on history data for the same day at the certain time of the week or using all the days 
at the certain time in a one week range. 

Experiments using Wireless LAN, i.e. WiFi and Bluetooth as proximate location, 
gave significant results in sensing a user’s proximate location. 

4.5 The Prototype of Location Context Agents using Speech Recognition 

As generally known, for communication purposes, humans accept “input” information 
from eyes and/or ears, and have a special output “device” which is the mouth. The 
Intelligent Environment mimics this by having vision cameras for eyes and microphone 
for ears and the monitors and speakers are used as the output devices for communication 
between users and environments. In the Intelligent Environment, the user interfaces are 
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not only pop-up menus, keyboards or mice but also gesture, speech, and movement (Coen 
1998). It will communicate through context resources management for the availability of 
communications and computational resources in the Intelligent Environment. This will 
incorporate computers’ capability into the real world by embedding the computer 
technology in regular environments and allowing people to interact with their 
computational environments in the same way they do with other people. 

While users exist in certain locations and times, they are able to request some tasks 
using speech recognition based on available resources and at the same time are free to 
carry out other functions. In this section, the users or objects location information will be 
communicated by the speech recognition approach.  

In the Intelligent Environment research area, gesture and speech are becoming a new 
form of human interaction with the computer environment. Adding speech recognition 
and speech synthesis to the architecture of this Ubiquitous Computing environment can 
be crucial in improving the distribution of context information. Speech interaction also 
allows hands-free access to the Intelligent Environments, even when the user is away 
from the computer (Nieuwoudt and Botha 2002; Rebman, Aiken et al. 2002). 

A prototype context agent was developed using Automatic Speech Recognition 
(ASR), which is called Speech Context Agent (SpeechCA), especially for the user to 
communicate the object’s location to the environment. The cross platform Java Speech 
API (JSAPI) is used to implement speech synthesis and voice recognition. JSAPI 
supports command and control recognisers, dictation systems and speech synthesizers as 
shown in Figure 4.6. 

 
Figure 4.6 Block Diagram Speech Context-aware Prototype 

 
SpeechCA needs a grammar to control the recognition and to inform the speaker 

what vocabulary and pattern will be recognised. A grammar contains a list of objects and 
instructions to generate query. The grammar has the advantage of making the recognition 
faster and more accurate.  

4.5.1 The Use of Predicted User Location in SpeechCA Commands  

A user can give a speech command to SpeechCA and SpeechCA can interpret the 
instruction using its “dictate” capability. The instruction will be interpreted as an SQL 
query to a location awareness history database. The result will be in text data type and it 
can be sent to a speech synthesizer as the Intelligent Environment reaction from this 
speech command.  

The example below is the scenario of locating people using a speech context agent: 
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At 04.10 pm on 27 August 2004, John tried to locate Mary. He asked the SpeechCA 
as below: 

 
John :  Locate Mary, please … 
SpeechCA : Mary was located at room 235 in DCS building, 5 minutes ago. The 

most probable location of Mary is in Room 235 in DCS or Room 103 
in DE. 

 
When a user gives the instruction locate /name/, SpeechCA will respond by 

generating a query concerning Mary’s location to the location history and room database. 
It uses SQL to query his whereabouts, at a given time, and extends the queries to try to 
find an allocation logged with the minimum time difference in the set for the same day. 

If the minimum time difference is close to zero, it means that SpeechCA found 
Mary’s location and will respond with /name/ is located at room /r.Room/ in /r.Building/ 
building. If it is not close to zero, SpeechCA’s response will be /name/ is located at room 
/r.Room/ in /r.Building/ building, /difftime/ minutes ago. Assume that  if the different 
time is close to zero, the user is still in the same place. In an office environment, close to 
zero can be maximum 10 seconds for example: 

 
# 5 minutes ago …. 
Select r.Room, r.Building,  

difftime as min(time() -  h.time) ; 
From RoomDB r, HistoryDB h  ; 
Where  h.userid = ‘teddy’ and   

h.date = date() and  r.LocationID = h.LocationID ; 
Order  by difftime 

 
When SpeechCA finds that the minimum time difference is not close to zero, 

SpeechCA  will try to find where the most probable location is in the log history database 
based on certain policy. For example, the policies for location checkpoints are: 

1. The same day of the week  
(assume regular work schedules, to find Mary’s location based on the history data 
of her location in almost the same time and same day of the week). 

2. All the days in a one week range  
(to find Mary’s location based on the history data of her location in almost the 
same time during a week). 

 
It can be implemented by requesting the following query:  

 
Select r.RoomNo, r.Building ; 
From RoomDB r, HistoryDB h ; 
Where r.userid = ‘teddy’ and ; 
     r.LocationID = h.LocationID and ; 
     (r.LocationID in {  ; 
          Select h1.LocationID ;  
          From HistoryDB h1 ; 
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          Where dayofweek(h1.Date) = day(Date()); 
                 and (h1.Time <= Time() + 15 and ; 
                 h1.Time >= Time() – 15) } or ; 
                 h1.LocationID in {  ; 
                        Select LocationID  ; 
                        From HistoryDB h2  ; 
                        Where (daynumber (Date())- ; 
                                daynumber(h2.Date) <= 8) and ; 
                                (h2.Time <= Time() + 15 and ; 
                                h2.Time >= Time() – 15) }) 
Order By h.Date, h.Time 

 
If the result delivers many hits, taking the most common location or the most recent 

can be considered. Based on the results of the query above, Intelligent Environment will 
then respond with: The most probable location of /name/  is in Room / r.Room / in 
/r.Building/ {or Room  in / r.Room / in /r.Building/}. 

 
By simple extension of the SQL query, further conditions can be discovered, e.g.: 
• Find simple user information without aggregation from the location-history data. 
 

User: What is Mary’s extension number? 
SpeechCA: Mary’s extension number is 58179 
 
User: What is Mary’s phone number? 
SpeechCA: Mary’s phone number is 61258179 

 
User: What is Mary’s occupation? 
SpeechCA: Mary’s occupation is Computer System Administrator 

 
• Find people if they have a meeting (two or more people in the same location, at 

the same time). 
 
User: Where did Mary and John meet last time? 
SpeechCA: They are in Room 235 at DCS building 5 minutes ago. 

4.5.2 Finding the Nearest Object Using SpeechCA. 

The Intelligent Environment in our implementation was designed to have similar 
behaviour to humans in response to user request. When a user gives the instruction where 
is /deviceDB.name/’s printer? the Intelligent Environment responds by giving the query 
where the printer location is to the SpeechCA. It uses SQL to query the where-about of 
the printer. For example: 

 
User: Where is mclw’s printer ?  
(Local pronunciation of  “mclw” is to say the letters: “emm-cee-ell-double you”)2 
SpeechCA: mclw’s printer is located at Room 211 in DCS building 

                                                 
2 The training of the speech recogniser includes such local vocabulary. 
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The query is:  

Select r.RoomNo, r.Building 
From deviceDB d, roomDB r 
Where d.Name = ‘mclw’ and d.type = ‘Printer’ and 
           d.LocationID I = r.LocationID 

 
Entity: DeviceDB 

DeviceID LocationID Type Name … 
P1 121 Printer mclw … 
P2 123 Printer dcsHPps … 
P3 124 Printer dcsKYO … 
… … … … … 

 
Based on the results of the SQL query above, an Intelligent Environment will then 

respond by sending the following text: /deviceDB.name/’s printers located at room / 
roomDB.Room / in /roomDB.Building/ building to the speech synthesizer as a part of 
SpeechCA. 

The same responses will happen when a user requests a set of printers’ locations in a 
certain location.  For example: 

 
User: Where are all the printers on level 2 of DCS building? 
SpeechCA: All printers on level 2 of DCS are  
             dcshpps’s is located at room 223 in DCS building 
 and  dcskyo’s is located at room 237 in DCS building 
 and   mclw’s is located at room 211 in DCS building 
 
When the user gives the instruction where are {all}  printers on /varlocation/ in 

/varBuilding/ building? the Intelligent Environment will respond by giving SQL query 
where all printers are in a given variable to the device and room database. It uses SQL to 
query the where-abouts of all the printers such as below: 

Select d.Name, d.Level, r.RoomNO, r.Building ; 
From deviceDB d, roomDB r ; 
Where d.Type = ‘Printer’ and r.Building = ‘DCS’ and 
            r.LocationID = d.LocationID and r.level = 2 ; 
Order by d.Name 
 
The Intelligent Environment will then respond based on the set of SQL query results 

above, by sending the following text: /deviceDB.name/’s printers located at room 
/roomDB.Room / in /roomDB.Building/ building {and at room /roomDB.Room / in 
/roomDB.Building/ building} to SpeechCA. 

By moving around the Intelligent Environment, an authorised user could rapidly 
change their access to the relevant information, the availability of the communications 
and the computational resources. 

To find the closest object (printer) to user location, the first thing to know is the 
absolute location of the user and the distance from the user to the object. However, this is 
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not enough. When a coordinate location is available in an indoor environment, the 
wall/room, level of building, the queue job in the spool printer and the accessibility of the 
user to the printer may need to be considered. The term “closest” has many possible 
connotations. It can be a distance or may be the earliest time for the user to finish his 
task/request. However, it is possible that the closest printer is just on the other side of the 
wall but the user doesn't have access to it.  

Thus, in the process of finding the closest printer, the variables that are required to be 
considered, could be: 

a. The distance to the printer 
b. The level of the building. The weight level can be used for distance calculation of 

a different level, such as 
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c. The dividing wall/room. The weight wall can be used for distance calculation to 

the different wall/room, such as: 
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d. The spooling of the printer. Time duration for the job sitting in the queue spool 

printer before it sends to the printer. 
e. The degree of accessibility of the users. 
 
The resources have two statuses: accessible and inaccessible. A user can access the 

resources, it may be because the resources are either not shared or shared but because the 
user doesn't have authorised access to it. Accessible resources should have shared status 
and the user authority to use it. 

Assume that the user’s coordinate location is known as (18, 5, 15), by considering 
distance, walls/rooms, level of building, the queue job in the spool printer and the 
accessibility of the user to the printer to respond to the query below: 

 
User: Where is the closest printer to me? 
SpeechCA:  the closest printer to you is /d.Name/ at /r.roomNo/ in / r.Building/ 

building. 
When user gives instruction where is the closest /DeviceDB.type/ to me? SpeechCA 

will first query all location printers in the area, by checking to the  location database. 
 

Entity: Location1DB 
DeviceID X Y Z 

P1 22 15 12 
P2 12 15 12 
P3 12 0 25 
P4 15 30 13 
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Based on the printer locations available, SpeechCA calculates the relative location by 
using the different weight level and wall/room level, such as below: 

 
Entity: Location 2DB 
DeviceID X Y Z Wlevel Wrx Wry 

P1 22 15 12 0 0 0 
P2 12 15 12 0 3 0 
P3 12 0 25 5 3 3 
P4 15 30 13 5 0 0 

 
Then, that process is followed by the consideration of the accessibility of the printer 

and the duration of the print jobs on the spooler. 
 

Entity: Location3DB 
Device ID X Y Z Access Qspool 

P1 22 15 12 0 N/A 
P2 12 18 12 1 5 
P3 17 3 28 1 0 
P4 20 30 13 1 5 

 
Where Access = 0  ( inaccessible -  not share or share but has no authority) 

Access = 1  (accessible  - share and has authority to print) 
 
Based on all considerations above, the closest printer can be found by creating the 

SQL query below: 
 

Select r.RoomNo, r.Building, d.Name  ; 
From DeviceDB d ; RoomDB r  ; 
Where d.Type = ‘printer’ and r.LocationID = d.LocationID and  
            d.DeviceID in {  
                   Select lw.DeviceID, 
                              min((sqrt((lw.x-varx)^2 +(lw.y-vary)^2+(lw.z-varz)^2) )) 
                   From Location3DB lw  ; 
                   Where lw.access = 1  }  ; 
order by r.RoomNo, r.Building 

 
Based on the results of this query, SpeechCA responds by sending the following text: 

/DeviceDB.Name/ at /RoomDB.roomNo/ in /RoomDB.Building/ building  to speech 
synthesizer as the final result to the user query.  

4.6 Location Scalability 

Location Scalability discusses the structure of location information, object location of the 
user, devices and sensors, and how the location-aware application responds to the query 
that implied the user location. In responding to the user location query, an Active Office 
considers four variables, i.e.:  
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• “location hierarchy” which is the location structure of the environment,  
• “input query” level which is the location level of a user who does the query, 
• “request query” level which is the location level of the query in respect of the 

object being searched 
• “scope query” which is the scope of “input query” and/or “request query”. 

In responding to the user location query, by default, the location information will be 
in the lower level of location of the user except where it is mentioned otherwise in the 
query. For example, John’s location is in the north corridor of building A and he is asking 
the Active Office: Where is Geoff? The answer to this location query could be varied.  
However, in an Active Office, it will be translated into a single interpretation, which, by 
default should go to the same building and the same hierarchical/level of John’s location, 
which is room/corridor level. The location hierarchy in this case for example is university 
level, the highest level, followed by building level and room/corridor level. Room and 
corridor has the same level, which is the lower level. 

The question above in an Active Office can be interpreted as the present location of 
John is in the north corridor of building A and looking for the room/corridor location of 
Geoff in building A. The “input query”, which is John’s location, is in corridor level and 
the “request query” is in corridor or room level and the “scope query” is in building A, 
which is the default building of the current user location. When Geoff’s location is found, 
the answer will be: Geoff is in room E119, if not then the answer will be: Sorry John, 
Geoff is not in building A. Since the query is in room level, the answer by default will be 
in room level as well. 

When a user needs to expand the answer of the query to the building, university, city, 
country or continent level, the response will depend on the level of the query. The level 
of location should be indicated in the query. In the example below three questions each 
have ambiguous interpretation, whereas an Active Office needs a single interpretation to 
answer the query: 

1. I am in building A, where is Geoff? 
2. In which building is Geoff? 
3. I am in building A, in which room is Geoff? 
John: I am in building A, where is Geoff?  This is a sample query where “input 

query” is in building level, the “request query” is, by default, following “input query”, in 
building level and the “scope query” is not only in building A but also in any building of 
the university. The Active Office interprets that John is in building A, and wants to know 
in which building is Geoff? So, the Answer: Geoff is in building B. 

However, in the question below, the Active Office has “input query”, which is not 
defined in the query, by default, followed from a lower level of user location up to 
“request query” level, which is in room and building level, the “request query” is in 
building level only and the “scope query” is in any building of the university.  

John: In which building is Geoff?  
The Active Office interprets that John is in the north corridor of building A, and wants to 
know in which building is Geoff? The interpretation is different but the result is the same 
as above. 

John: I am in building A, in which room is Geoff? This is a sample query where 
“input query” is in building level, the “request query” is, as indicated in the question, in 
room level and the “scope query” is in any building of the university. The Active Office 
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interprets that John is in building A, and wants to know in which room and building is 
Geoff? Answer: Geoff is in room xyz of the building B 

First, it will search in the current building and then, search the surrounding buildings. 
If Geoff is found in a different building, then the building reference has to be mentioned.  

In an Active Office, location scalability can be shrinking and may not be considered 
when the location hierarchy is defined only in a single level or it is also possible to be 
extended to several levels as discussed on evaluation of location scalability in Section 
9.10.3. By changing the query and location hierarchy, the response from the Active 
Office can be extended, for example the changes in the three queries above, from 
building level to university level, can expand the scope of the query and as a result, will 
expand the response in answering the query.  

4.7 Discussion 

The known and ignored issues are discussed in this section. The issues in relation to the 
use of location context-awareness are shown below: 

a. The precision and amount of identification and location information can be 
obtained and made available by: 
• Desktop computer login and activity can be captured for user identity and 

location information. 
• The office environment is an indoor environment, there is no off the shelf 

GPS location, but wireless and wired LAN location are sufficient. 
• The use of very few special purpose sensors, in low-cost and adaptable setup 

experimental environment. 
b. The results from the speech context agent are used to achieve what users would 

assess as effective and useful location-aware computing for their purposes. 
c. The design parameter for the distributed software architecture and system 

architecture location: cheap and indoor means low precision information using 
existing information sources. 

d. Unobtrusive for users with minimised privacy concerns: use own computing and 
information appliances (desktop, PDAs) little additional wiring, no badges, few 
cameras. 

e. Common database tools are used for fusion of current sensor data and historical 
sensor data. 

f. Compression/inference of history data (Deductive or extract database techniques 
can be used to reduce the growth of history data). The purpose of this technique 
is to make sure that the data will not grow without control. 

This part ignored several issues such as: 
a. Resource discovery, resource description, and zero configuration deployment of 

new resources such as printers. 
b. Scalability of the database to thousands of sensors. 
c. Extending the user location application to campus and further geographical 

scope. 
d. Security: privacy and sensitivity of location information. 
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4.8 Summary 

This chapter showed location awareness as a crucial part of the context-awareness 
mechanism for Ubiquitous Computing. How the Intelligent Environment determines user 
location is a complex problem. A user location model is described, with the model using 
various sensors to find, to detect and to predict user location in an Intelligent 
Environment.  

The users’ locations in an Active Office can be placed in three categories, i.e. precise 
location, proximate location, predicted location. The categories are based on sensor 
capability to sense the area and the use of history data. The priority order in deciding 
current user location is first precise location followed by proximate location, and then 
predicted location. 

Experiments using WiFi and Bluetooth in determining proximate location in an 
Active Office have shown promising results in sensing user location. At present, WiFi 
seems to be the better way to determine precise user location by using proximate sensors 
rather than Bluetooth or IrDA. Results can be improved by developing interoperability 
between sensors to yield aggregated sensor data. 

This chapter investigates user location; this approach can be used to determine 
equipment and user location in an Active Office. 
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Chapter 5 

INSTANCE-BASED LEARNING METHODS FOR 
ESTIMATION OF SYMBOLIC USER LOCATION 

This chapter introduces a novel algorithm for the location-awareness problem of 
estimating symbolic user location for indoor spaces using IEEE 802.11 (WiFi) wireless 
signals. The characteristic of the problem is that the signals fluctuate greatly, not only 
across perturbations in space, but also in time (diurnally), which leads to poor location 
estimation.  

The ηk-Nearest Neighbour (ηk-NN) Algorithm is an instance-based learning 
algorithm which normalises the sample data set of the WiFi signal strength and signal 
quality to achieve the best correct result for symbolic user location at a room scale. Data 
normalisation is found to play an important role in determining the quality of the training 
data-set which has direct impact on the estimation result. The algorithm has been 
compared to other k-Nearest Neighbour (k-NN) and shows promising results. 

5.1 Introduction 

The variety of mobile devices such as Notebook, PDA, and Smart Phone in the market 
are still lacking in satisfactory location technology. Location-Aware computing, which 
promises accuracy, economic and easy deployment, always seems to be under 
construction. Numerous location models have been proposed in different domains and 
can be categorised into two classes, i.e. a symbolic (descriptive, hierarchical, topological) 
locations such as a city or a named room, and a coordinate (Cartesian, metric or 
geometric) location such as GPS, as described in Section 4.2. 

As user location is an important part in Ubiquitous Computing, symbolic location is 
preferred to coordinate location to make daily communication easier on the more natural 
human location scale. However, coordinate locations can be converted into symbolic 
location. 

The latest mobile devices (Notebook, PDA or Phone PDA) provide embedded 
wireless technology such as Bluetooth, IEEE 802.11 (WiFi) and mobile phone network 
(GSM/GPRS) to access location and network in the Ubiquitous Computing environment.  
In estimating symbolic user location, WiFi signals can provide less than a meter location 
precision. This could locate a user at the room scale in indoor spaces (home or office). 

There are three main strengths in this work. First, real-life experiments and readings 
are provided to illustrate the fact that WiFi signals from Access Points can vary 
unpredictably, not only across perturbations in space, but also in time (diurnally). The 
reading of signal strength between Morning and Afternoon was found to be significantly 
different. It reached a difference of -33 dBm  in a range of -99 to 0 dBm. This variation 
can clearly introduce errors in techniques based on un-normalised signal strengths. 
Second, this work proposes a simple but effective technique of normalising the WiFi 
signals readings and using a k-Nearest Neighbour strategy to improve the localisation 
accuracy. Third, as the quality of the training data-set plays an important role in 
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estimating symbolic user location, this work proposes the use of the Boolean MaxMin 
algorithm to evaluate the quality of the training data-set and proposes the normalisation 
of the signal strength and signal quality of the training data-set. It would give a 
determination to produce a correct location as a result.  

The machine learning approach, in particular instance-based learning methods, is 
used to estimate user location. It has two processes: learning and estimating. The 
problem in the learning process is how to define a good quality training data-set to get a 
good result in estimating user location? This follows the question in the estimating 
process: What kind of approach is needed to achieve the most correct results? 

To answer those questions, two algorithms were proposed. The ηk-Nearest 
Neighbour algorithm is proposed to be used in instance-based learning methods of the 
machine learning algorithm.  This approach used normalised training data, which is a 
transformation applied uniformly to each element in a set of WiFi’s signals so that the 
training data-set has some specific property. The property is signal determination in room 
scale in this case. First the Boolean MaxMin algorithm was used to resolve the problem 
of how to define good quality data before the learning process. Second, to achieve a good 
result, the maximum number of locations that appeared from the first nearest ten of the 
the ηk-Nearest Neighbour Algorithm is proposed for use in the estimation process. From 
our experiments, the recommended numbers to get the highest accuracy should be greater 
than four. However the bigger the number is not a guarantee to getting the best 
correctness, it depends on the sensitivity of the area being examined. Ten is one of the 
recommended numbers that reach the best correctness in this case.  

This techniques focuses on the problem of discrete localisation which resolves the 
user's location to a specific room, rather than the continuous localisation goals of 
previous work such as RADAR, Nibble, Ekahau, CMU-TMI (Bahl and Padmanabhan 
2000; Castro, Chiu et al. 2001; Smalagic and Kogan 2002; Ekahau 2005). This technique 
is not based on triangulation, interpolation or mapping algorithm such as in (Smalagic 
and Kogan 2002; Hightower and Borriello 2004), but it uses a ‘trapping method’ to trap 
radio signals that lead to symbolic user location.  

In this experiment, the machine learning algorithm focus on the 6 closest WiFis’ 
access points among 21 access points covering the three connected building. The access 
points come from different brands and also have different standards (802.11 b, b+ and g). 
The hot-spot areas from the access points overlap and the two attributes of signal strength 
and signal quality were measured at many points in a building, representing multivariate 
data. Generally, the signals are available from WiFi driver software. The user used a Dell 
Inspiron 600m notebook with Dell TrueMobileTM Wireless LAN adapter and a Linux 
Fedora Core 1 operating system. The program to measure signal strength and the machine 
learning algorithm is written in Python language. 

In general the process in the estimation of user location can be described as follows: 
• collect the WiFi’s signal strength and quality data 
• develop algorithm to estimate user location 
• test the algorithm and evaluate the result 
In the Active Office, machine learning is implemented using the k-Nearest 

Neighbour algorithm (Brumit, Meyer et al. 2000) which is improved by normalising the 
data set by using the standard deviation. The result of this approach is quite promising, 
the more the algorithm learns the better the result it gives.   
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This chapter presents an overview of instance-based learning and k-Nearest 
Neighbour in Section 5.2, followed by proposed algorithms, the ηk-Nearest Neighbour 
algorithm, the Boolean MaxMin algorithm to evaluate the quality of the training data set 
and finding the best k (maximum common value) to achieve the best correct result in the 
estimation of symbolic user location. Discussion and analysis of the result of the 
algorithm is also presented, followed by a summary and further study which may arise 
from this work. 

5.2 Machine Learning for Location Awareness 

The Intelligent Environment requires systems that are able to learn, adapt and interact 
intelligently with the environment in which users operate in ‘situated intelligence’. The 
behaviour of these systems could be characterised by intelligent algorithms, especially 
the Intelligent Environment’s tasks that involve some kind of learning and adaptation. 

Machine learning which deals with programs that learn from experience is 
implemented to estimate user location in the Intelligent Environment, which improves or 
adapts the performance of a certain task or group of tasks over time. The goal of machine 
learning in this implementation is the design of agents/programs that learn and/or 
discover an algorithm that is able to estimate user location, also automatically improving 
their performance on certain tasks and/or adapting to changing circumstances over time 
(Mitchell 1997; Leeuwen 2002). 

5.3 Training: The Description of the Learning Process 

An on-line supervised learning scenario is used in which the program is fed examples and 
must predict the label of every next example before a ‘teacher’ gives the answer. In on-
line learning, the program is given examples one by one, and it recalculates its hypothesis 
of what it has learnt after each example. Examples are the signal quality and signal 
strength that are randomly picked up from the access point in the whole building (a 
random source), according to a normal probability distribution. An on-line scenario is 
interactive learning, in which case new examples are supplied depending on the 
performance of the program on previous examples (Leeuwen 2002). An off-line learning 
scenario can also be used, in which the program receives all examples at once and not in 
an interactive mode.  

Training scenarios are typically finite but, in this work, are designed to continuously 
learn to improve and adapt forever. In other words, it is an inductive inference, a program 
fed an unbounded amount of data.  

When the data was tested, the reinforcement learning method was also implemented. 
The inputs come from unpredictable WiFi signal strength and signal quality, when 
positive or negative feedback is given at the end of every small sequence of learning 
steps, and which are part of the process of learning an optimal strategy. If in our approach 
it were wrong three times successively, reaching -3 of the feedback, the data that causes 
the problem will be removed from the learning data-set and the hypothesis modified.   

At the learning stage, signal strength and signal quality gather and put together all 
possible information on numerous variables to make location estimation. On an off-line 
training method a multivariate data-set is used, in which the set of observed values of 
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several variables is taken from the same subjects or experimental units. Experimental 
units are referred to as occurrence or records and variables as fields. 

When the online training method is being used, the algorithm learns the unknown 
concept, i.e. a minimum and maximum of the Boolean function, which classified signal 
examples. The program first estimates the user location in the building based on its 
current hypothesis. Following that, it compares the hypothesis and the concept, if the 
hypothesis is right then no changes are made, but if it is wrong, the program subsequently 
revises its hypothesis based on the knowledge of the example so far. The process 
continues until the hypothesis is consistent with the concept by suitable choice of 
learning. Any correction of a hypothesis is the classifier of the concept.  

5.4 Instance-Based Learning and the k-Nearest Neighbour 

Instance-based learning methods are conceptually straightforward approaches to 
approximate real-valued or discrete-valued target functions. Learning these algorithms 
consists of simply storing the presented training data set. When a new query instance is 
encountered, a set of similarly related instances is retrieved and used to classify or 
estimate the new query instance.  

Instance-based learning can be designed to perform approximation well by 
constructing only local approximation to the target function that applies in the 
neighbourhood of the new query instance without processing the entire instance space. 
This is the significance of the advantages of instance-based learning, especially when the 
target function is very complex, it can still be described by the collection of less complex 
local approximations. The advantages of instance-based methods include the ability to 
model a complex target function from a collection of less complex local approximations 
and the fact that the information present in the training example is never lost because the 
examples themselves store explicitly. The main practical difficulties include the 
efficiency of labelling new instances. All processing is done at the query time rather than 
in advance, difficulties exist in determining an appropriate distance metric for retrieving 
related instances, especially when examples are represented by complex symbolic 
descriptions and the negative impact of irrelevant features on the distance metric 
(Mitchell 1997). 

The disadvantages of this approach are  
a. The computation of classifying new instances can be very high, due to the fact 

that nearly all computation takes place at classification time rather than when 
training examples are first encountered. 

b. When attempting to retrieve similar training examples, this approach considers all 
attributes of instance space. If the target concept depends on only a few of the 
many available attributes, then instances that are truly most ‘similar’ may well be 
a large distance apart. 

The k-Nearest Neighbour family is an instance-based algorithm for approximating 
real-valued or discrete-valued target functions, assuming instances correspond to points 
in an n-dimensional Euclidian space. The target function value for a new query is 
estimated from known values of the k-Nearest training examples. 

Numerous algorithms for k-Nearest Neighbour queries are proposed. This type of 
query is extensively used in geographical information systems, shape similarity in image 
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databases or pattern recognition. A majority of the algorithms are aimed at m-
dimensional objects and are based on utilising one of the variations of multidimensional 
vector or metric index structures (Kolahdouzan and Shahabi 2004). 

In the vector index structure approach, Roussopoulos et al. proposed a branch-and 
bound R-tree traversal algorithm to find the nearest neighbour of a query point 
(Roussopoulos, Kelly et al. 1995). The main disadvantage of this approach is the depth-
first traversal of the index that incurs unnecessary disk access. Korn et al. proposed a 
multi-step k-Nearest Neighbour search algorithm (Korn, Sidiropoulos et al. 1996) and 
Seidl and Kriegel proposed an optimal version of this multi-step algorithm by 
incrementally ranking queries on index structure (Seidl and Kriegel 1998). The 
disadvantage of this approach is that the number of candidates obtained in the filter step 
is usually much more than necessary, making the refinement step very expensive. 

Metric-index structure approaches are also based on a filter and refinement process, 
but as opposed to vector index structures, the indexing and filtering of the objects 
considers their metric distance. Berchtol, Ertl et al. proposed pre-calculating, 
approximating and indexing the solution space for the nearest neighbour problem in m-
dimensional spaces (Berchtold, Ertl et al. 1998). This approach is only appropriate for the 
first nearest neighbour problem in high-dimensional spaces. Jensen, Kolarvr et al. 
proposed a data model and definition of abstract functionality for nearest neighbour in 
spatial network database (Jensen, Kolarvr et al. 2003). They use algorithms similar to 
Dijkstra to calculate the shortest distance from query to an object on-line. Papadias, 
Zhang et al. proposed a solution for nearest neighbour queries in a network database by 
introducing an architecture that integrates network and Euclidian information and 
captures pragmatic constraints (Papadias, Zhang et al. 2003), and Kolahdouzan and 
Shahabi proposed pre-calculating the network Voronoi polygon and pre-computing 
network distance (Kolahdouzan and Shahabi 2004). The advantages of this approach are 
that it offers a method that finds the exact distance in networks while the architecture can 
support other spatial queries like range search and closest pairs.  

5.5 The ηk-Nearest Neighbour Algorithm 

The k-Nearest Neighbour algorithm is used in the instance-based learning method to 
classify and then estimate symbolic user location in the Ubiquitous Environment. This 
algorithm assumes all instances correspond to points in the n-dimensional space nℜ  of 
WiFi’s signal strength and signal quality. 

The proximate sensors such as Bluetooth and WiFi scanner sensors are not accurate 
in estimating the user location. In the case of the WiFi sensor, the sensor has signal 
strength, signal quality and noise. Noise is relatively a constant variable in the whole 
building, this is not significant for the estimation of user location. The most significant 
variable in the estimation of symbolic user location is signal strength, but the problem is 
that it tends to fluctuate greatly. This makes it difficult to correctly estimate symbolic 
user location. 

This problem occurs when these measures change even though there are no objects 
moving in the hot-spot area. Figure 5.1 shows how the signal changes. The dots represent 
signal strength when it is measured in point b, while the signal itself has the possibility of 
interfering up to points a and c.  
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Figure 5.1 The Changing of the Signal Strength 

 
The nature of radio communication at microwave frequencies requires line of sight 

for optimal performance. This means that between two or more antennas there should be 
an unobstructed view which is impossible in an indoor environment. The possible causes 
of the changing WiFi’s signal strength, signal quality and noise (Flickenger 2002) are as 
below: 

• Objects that absorb microwave signals, such as trees, earth, brick, plaster walls, 
and people. 

• Objects that reflect or diffuse signals, such as metal, fences, mylar, pipes, 
screens, and bodies of water. 

• Sources of 2.4 Ghz noise, such as microwave ovens, cordless phones, wireless X-
10 automation equipment, and other 802.11 networks. 

The estimation of user location is not always correct and, to minimise this problem, 
the machine learning technique could be chosen. In estimating the user location, the 
approach is to develop an instance-based learning algorithm that is used with the k-
Nearest Neighbour algorithm to deal with multivariate data of WiFi’s signal strength and 
signal quality. The nearest neighbours of a WiFi’s instance can be defined using the 
standard Euclidian distance. 

More clearly, let an arbitrary instance x be described by the feature vector: 

f(x) = (a1(x),a2(x),…an(x), an+1(x)) 

where ar(x) denotes the value of rth WiFi’s signal and an+1(x) is the symbolic location 
(room-no) attribute of instance x. In the case of 6 access points covering the building, rth 
between 1 and 6 is a signal strength attribute and rth between 7 and 12 is a signal quality 
attribute of instance x, therefore n is 12. The example of signal strength and signal quality 
from 6 access points can be seen in Table 4.2. Then the distance between two instances xi 
and xj is defined to be δ(xi,xj), where 

∑ −≡
=

n

r
jrirji xaxaxx

1

2))()((),(δ  

 
In nearest-neighbour learning the target function may be either discrete-valued of 

off-line or on-line data. Consider learning the discrete-valued target function of the form 
Vf n →ℜ: , where V is the finite set (v1, v2 …,vs). The k-Nearest Neighbour algorithm for 

approximating a discrete-valued target function is shown in Table 5.1, the value f(xq) 
returned by this algorithm as its estimate of f(xq) is the most common user location value 
of f among the k training examples nearest to xq. If k=1 is chosen, then the 1-Nearest 
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Neighbour algorithm assigns to f (xq) the value f(xi) where xi is the training instance 
nearest to xq. For larger values of k, the algorithm assigns the most common value among 
the k-Nearest training examples. 

The estimation of symbolic user location by calculating the minimum of the k-
Nearest Neighbour is not precise, it can be improved by adding the functionality of the 
algorithm to find the list of the first ten (k=10) of the locations closest to the target where 
the symbolic user location is the most common that appears on the list. Table 5.1 shows 
the complete step of the algorithm. 

Table 5.1 The k-Nearest Neighbour Algorithm for Estimating a User Location 
Valued Function Vf n →ℜ:  Using WiFi’s Signal Strength and Signal Quality 

Training algorithm: 
• Let a1(x),a2(x)… a13(x) denote the list of examples data-set of instance x that 

contains signal strength (a1-6), signal quality (a7-12) and location (room-no) (a13) of 
instance x. Let a1(x) to a6(x) represent signal strength from access point 1 to 
access point 6, and a7(x) to a12(x) represent signal quality from access point 1 to 
access point 6. Let a13(x) be a room name where instance x is measured. For each 
training sample (x,f(x)) that contains signal strength, signal quality and location 
(room-no), add the sample to the list training data-set. 

 
Estimate algorithm: 

• Given a query instance xq to find the estimated location, let a1(xq),a2(xq) … a12(xq) 
denote the list of data query instance xq value that contains signal strength (a1-6), 
signal quality (a7-12) and let the estimation location be  denoted in a13(xq). 

• Finding the first ten (k=10) nearest Euclidian distances signals of the k-Nearest 
Neighbour:  

Vxxxxf vvq
Vv

q ∈∀←
∈

,),(minarg)( δ  

where 0),( =vq xxδ  if xq = xv and 0),( >vq xxδ otherwise. 
• The user location is given by the highest number (most common value) of 

locations that appear from the nearest ten (k=10) Euclidian distances of the k-
Nearest Neighbour.  

• Return the user location as a a13(xq) 
 
The WiFi’s signals’ data fluctuates greatly, which makes it difficult to find the 

determination between rooms. A problem occurs when user location is estimated and the 
signal can lead to more than one room. The fluctuating signal greatly increases the 
probability of getting the wrong estimation. Finding the determination eliminates this 
problem. From the experiments, the normalisation of the signal strength and signal 
quality data produces significant determination between rooms, closely approaching the 
correct symbolic estimation location. The data normalisation for this machine algorithm 
uses mean and standard deviations (Brumit, Meyer et al. 2000) in room scale.  These 
approaches can significantly reduce noise but it does not mean there is no noise at all 
because of the fluctuating quality of the WiFi’s signals. 
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Table 5.2 ηk-Nearest Neighbour Algorithm:  The Algorithm to Estimate a User 
Location Valued Function Vf n →ℜ: Using Normalisation (η) of the WiFi’s Signal 

Strength and Signal Quality 

Training algorithm: 
• Let a1(x),a2(x)… a13(x) denote the data-set of measurement instances x that 

contains signal strength, signal quality and location (room-no) of instance x. Let 
a1(x) to a6(x) represent signal strength from access point 1 to access point 6, and 
a7(x) to a12(x) represent signal quality from access point 1 to access point 6. Let 
a13(x) be a room name where instance x is measured. For each training sample 
(x,f(x)) that contains signal strength, signal quality and location (room-no), add 
the sample to the list training data-set. 

• Group the examples data a(x) by room-no a13(x) and calculate mean a  of the 
signal-strength and signal quality for each group. 

)(

)(
)(
)( kn

xa
a ix

ij
k
j

∑
= , ix∀  such that a13(xi)=Rk, j∀ such that [ ]12,1∈j . 

where: 
 n(k) denotes the number of instances of x (number of measurements) in 

the same room Rk. 
 aj denotes the signal-strength or signal quality from WiFi access point 1 to 

6. 
 Rk denotes location (room-no). 
 aj(xi) denotes the value of jth signal strength or signal quality attribute of 

instance xi. 
 )(

)(
k
ja  denotes the mean value of jth signal strength or signal quality over all 

instances in room Rk .  
• Calculate the standard deviation σ  of the signal-strength and signal quality for 

each group. 
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jσ , ix∀  such that a13(xi)=Rk, j∀  such that [ ]12,1∈j . 

 
where: 

 )(
)(

k
jσ  denotes the standard deviation jth signal strength or signal quality 

over all instances averaged in room Rk .  
• Normalisation of the training-data-set based on mean and standard deviation 

above. 
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where: 
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k

jiη  denotes the normalisation of the value of jth signal strength or signal 

quality attribute of instance )( )(
)(
k
ij xa . 
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 For each training example (x,f(x)), add the example to the list training 
data-set of the normalisation of the data-set (x). 

 
Estimate algorithm: 

• Given a query instance xq to find the estimated location, let a1(xq),a2(xq) … a12(xq) 
denote the list of data query instance xq value that contains signal strength (a1-6), 
signal quality (a7-12) and let the estimation location be  denoted in a13(xq). 

• Normalise the instance xq which is )( q
k
j xη  against each room Rk in turn using 

mean k
ja  and standard deviation )(

)(
k
jσ . 

• Select the measurement instances xi for which the distance ))(),(( i
k

q
k xx ηηδ  is 

the 10 smallest distances. 
• The estimated room number for the query xq is the majority room number a13(x) 

for this set of 10 nearest measurement instances. 
Note:  in the event of tie for the majority count the lower-numbered room is taken 

as an arbitrary tie-breaker. 
 
The use of Euclidian distance without data normalisation in finding user location is 

very straight forward, i.e. calculate the first ten nearest neighbours and find the maximum 
number of the location as the estimation location. However, the use of Euclidian distance 
with normalisation is quite a different approach. It needs to consider the group or the 
classifier for a new instance to normalise and find to which classification the new 
instance belongs. It is based on mean and standard deviation for each group. It is then 
followed by calculation of the first ten (k=10) nearest neighbours and finding the 
maximum number of locations as the estimation location.  

The operation of the k-Nearest Neighbour algorithm for the case where the instances 
are points in a two-dimensional space and where the target function is a user location 
which can be deduced from: 

a. the minimum of the k-Nearest Neighbour (k-NN) 
b. the minimum of the ηk-Nearest Neighbour (ηk-NN) 
c. the maximum number of locations that appear from the nearest ten Euclidian 

distances of the k-Nearest Neighbour (k-NN(10)) as shown at Table 5.1. 
d. the maximum number of locations that appear from the nearest ten Euclidian 

distances of the ηk-Nearest Neighbour(ηk-NN(10)) as shown at Table 5.2. 
The results were analysed and discussed in Section 7. 

The ηk-Nearest Neighbour algorithm is easily adapted to approximate continuing 
value target functions. To accomplish this, the algorithm calculates the mean value of the 
ηk-nearest training examples rather than that of their most common value.  

5.6 The Algorithm to Evaluate the Training Data Set 

The performance of the k-Nearest Neighbour algorithm can be determined by two 
variables: the sample training data set and the algorithm itself. The algorithm has been 
studied in Section 5. This part will discuss how to determine a good quality training-data 
set. The training data-set is good quality input data if there is a determination that 
narrows it to a single location.  
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Table 5.3 The Boolean MaxMin Algorithm to Determine the Quality of the Training 
Data Set 

The Boolean MaxMin algorithm: 
1. For each training example (x,f(x)) add to the list data-set evaluation 
2. Grouping the data-set based on the classifier, which is the location (in room-no 

based). 
3. Finding the maximum and minimum of the instance signals. Let x1,x2, …xk denote the 

k instance of signal strength and signal quality, where x1 …. xk ∈  C, and C is  a 
classifier for the user location in C space. 

)min()( ii xxf ←    for i ∈k and xi ∈C  and 
)max()( ii xxg ←    for i ∈k and xi ∈C 

4. Finding the maximum of the minimum (maximin) signal from location classification 
(room based). 

))(max()( ii xfxg ←    for i ∈k and xi ∈C 
5. Finding the minimum of the maximum (maximin) signal from the location 

classification (room based). 
))(min()( ii xgxf ←    for i ∈k and xi ∈C 

6. The data set is a qualified data set if and only if a minimum one ‘false’ value is found 
in the target Boolean function. The target function is a Boolean value achieved by 
comparing the maximin and the minimax of the WiFi’s signals instance data-set for 
training. 
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To date, to the best knowledge of the author no literature exists which discusses the 

method of evaluating the training data-set.  In this work, we design an algorithm to 
evaluate the training data-set, a Boolean MaxMin algorithm, to determine the quality of 
the training data set (Table 5.3). 

It can be seen from the algorithm above that once the ‘false’ value is found from the 
target function in the training data, then the data set will be a good quality training data 
set. 

5.7 Discussion 

In this part, the result of the four variations of k-Nearest Neighbour algorithms that are 
explained in Section 5.5 will be discussed, followed by a discussion of the Boolean 
MaxMin algorithm in the evaluation of the training data set. 
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5.7.1 The Result of the Four Variations of k-Nearest Neighbour Algorithms 

The four variations of k-Nearest Neighbour algorithms use the training data-set that is 
collected by measuring the WiFi’s signal strength and signal quality in room E213, room 
E214, Corridor 1, Corridor 2 and the long Corridor 3 in a building with 6 access points 
for the learning process. For the estimation process, the user location is estimated by 
measuring the user’s current signal strength and signal quality and comparing it with the 
training data set. The algorithm returns the estimated user location, and calculates the 
percentage of correctness over time. 

The algorithm k-NN and ηk-NN were tested together. The process started at 19:38:55 
for 14 hours and produced 104988 measurements. The results were of 79.59% and 
90.30% correctness respectively. The algorithm k-NN(10) and ηk-NN(10) were also 
tested together. The process started at 19:37:31 for 14 hours on a different day. It 
produced 69128 measurements. The results were of 80.89% and 95.82% correctness 
respectively. Details are shown in Table 5.4.  

Table 5.4 The Comparative Results of the Four Algorithms for 14 Hours 
Measurements 

Location No. of 
Measurement E213 E214 Cor1 Cor2 Cor3 

Algorithm 

104988 79.5867 2.4706 15.9098 1.3075 0.72440 k-NN 
104988 90.2988 0.6464 4.84960 3.1270 1.07730 ηk-NN 
69128 80.8949 1.07583 0.68901 0.0583 0.08737 k-NN(10) 
69128 95.8165 0.0376 3.53110 0.6148 0 ηk-NN(10) 

 
In general, as shown from Figures 5.2 to 5.5, machine-learning algorithms work very 

well. The longer the algorithm was tested the more stable the result. During the testing of 
k-NN and ηk-NN, other WiFis’ signals that scan the rooms were found and the location 
category for this signal data was the ‘Other’ room. The numbers in this category are very 
small so it can be disregarded. 
 

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%

100%

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Time (Hours)

Co
rr

ec
tn

es
s

Other
Cor3
Cor2
Cor1
E214
 E213

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%

100%

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Time (Hours)

C
or

re
ct

ne
ss

Other
Cor3
Cor2
Cor1
E214
 E213
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Figure 5.3 The Minimum of the ηk-Nearest 
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Figure 5.5 The Maximum Number of 
Locations from the Nearest Ten of the ηk-

Nearest Neighbour 

5.7.2 The Boolean MaxMin Algorithm 

The purpose of the Boolean MaxMin algorithm is to determine the quality of the training 
data-set. If it is a good quality data set it can be then fed to the learning stage on the 
machine learning algorithm. The training data-sets are first collected by measuring each 
point (about a meter) six times within a room or a corridor. In this case, the signals were 
measured in the surrounds of the 2 rooms (E213 and E214) and 3 corridors (Cor1, Cor2 
and Cor3), which have 66 points, hence the training data-set has 396 data measurements. 
Following this, the maximum and the minimum of the signal strength and signal quality 
were calculated based on room scale for two types of data sets: the regular data set and 
the normalisation data set. Table 5.5 shows the results of the calculation of the maximum 
of the signals without data normalisation and the last data table shows the minimum of 
the maximum (MiniMax) from access point 1 to access point 6.  

The same process used to find the maximum of the signal strength and signal quality 
are also used to calculate the maximum of the minimum (MaxiMin) of the signal 
strength. Next, the MiniMax and the MaxiMin for every signal strength and signal quality 
were compared. The Boolean value was used for this purpose. If the signal strength of the 
MaxiMin from access point 1 was less than the signal strength of the MiniMax from 
access point 1 then the ‘false’ value is given, otherwise it is a ‘true’ value. The same 
process was also followed for all signal strengths and signal qualities from access point 1 
to access point 6 as explained in the Boolean MinMax algorithm in Section 4.  

If all the Boolean values of the MaxiMin and MiniMax  are ‘true’ (shown in Table 
5.6), it means that the training data-set is a poor quality training data set. It means that 
given an instance x between the MaxiMin and MiniMax data to the k-Nearest Neighbour 
algorithm, it would easily give a wrong location as a result.  

Both algorithms, the Boolean MinMax and ηk-Nearest Neighbour, can be used by a 
mobile’s client application to estimate the user location and as based of a data distance. 
This can be used to find relevant localisation information. Dar, Franklin et al., and also 
Ren and Dunham proposed a Manhattan distance and Further Away Replace (FAR) to be 
used as the data distance especially for cache replacement policies (Dar, Franklin et al. 
1996; Ren and Dunham 2000). The data distance can affect the performance of local 
queries, depend on the mobile client’s movement and query patterns.  
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Table 5.5 Example of the Maximum of the WiFi’s Signal Strength and Signal 

Signal Strength Signal Quality 
AP1 AP2 AP3 AP4 AP5 AP6 AP1 AP2 AP3 AP4 AP5 AP6 

Room 
No 

-48 -79 -84 -99 -82 -73 1.391 0.348 0.696 0 2.087 2.435 Cor1 
-45 -76 -93 -99 -60 -60 1.391 0.348 0.696 0 2.087 2.435 Cor2 
-56 -80 -99 -99 -80 -71 1.391 0.348 0 0 2.087 2.435 E213 
-52 -90 -83 -99 -81 -74 1.391 0.348 0.696 0 2.087 2.435 E214 
-56 -90 -99 -99 -82 -74 1.391 0.348 0 0 2.087 2.435 MiniMax

Table 5.6 The Boolean MaxiMin and MiniMax for the Analysis of WiFi’s Signal 
Strength and Signal Quality 

Signal Strength Signal Quality 
AP1 AP2 AP3 AP4 AP5 AP6 AP1 AP2 A3 AP4 AP5 AP6 

Max/Min 

-56 -90 -99 -99 -82 -74 1.391 0.348 0 0 2.087 2.435 Maximin 
-70 -99 -99 -99 -99 -87 1.391 0 0 0 0 2.435 Minimax 

True True True True True True True True True True True True True 

Table 5.7 Example of the Minimum of the Normalised WiFi’s Signal Strength and 
Signal Quality 

Signal Strength Signal Quality 
AP1 AP2 AP3 AP4 AP5 AP6 AP1 AP2 AP3 AP4 AP5 AP6 

Room 
No 

-3.713 -0.967 -0.494 0 -0.668 -2.770 -4.007 -1.087 -0.519 0 -0.687 -4.007 Cor1 
-1.873 -2.040 -0.174 0 -1.545 -2.968 0.985 -5.570 -0.174 0 -1.898 -0.985 Cor2 
-5.917 -0.613 0.000 0 -1.164 -0.865 -0.993 -0.733 0.000 0 -1.223 -0.964 E213 
-2.585 -0.435 -0.222 0 -1.120 -2.330 0.986 -0.441 -0.239 0 -1.167 -0.986 E214 
-1.873 -0.435 0.000 0 -0.668 -0.865 0.986 -0.441 0.000 0 -0.687 -0.964 MaxiMin

Table 5.8 The Boolean MaxiMin and MiniMax for Analysis of the Normalised 
WiFi’s Signal Strength and Signal Quality 

Signal Strength Signal Quality 
AP1 AP2 AP3 AP4 AP5 AP6 AP1 AP2 AP3 AP4 AP5 AP6 

Max/Min 

0.862 1.484 0 0 1.323 1.670 -0.993 0.174 0.000 0 0.511 -0.986 MaxiMin 
-1.873 -0.435 0 0 -0.668 -0.865 0.986 -0.441 0.000 0 -0.687 -0.964 MiniMax 
True True True True True True False True True True True False False 

 

5.7.3 Finding the Best k (Maximum Common Value) to Achieve the Maximum 
Correct Result in the Estimation of Symbolic User Location 

Section 7.1 shows that the ηk-Nearest Neighbour is the best algorithm among the four of 
the k-Nearest Neighbour algorithms.  However, to achieve the maximum correct result of 
the ηk-Nearest Neighbour strategy, it needs a proper k value for the most common value 
in estimation of user location. The following experiments were performed in finding the 
best k value for the ηk-Nearest Neighbour algorithm: 
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1. Measurement of training data at different times. 

This used three types of WiFi signal strengths and signal qualities in the morning 
(9am), afternoon (1pm) and late afternoon (7pm). 

2. Measurement of signal for estimation of user location in a building.  
This estimated a user’s location using WiFi signal strengths and signal qualities at 
six arbitrary points, for 14 hours testing each point, in certain locations in a 
building. 

3. Evaluated the most common value of k where k = 1, 2, 3, ... 
This is tested for k=1 to 11 for 14 hours measurement each, from 6 access points 
and 6 points (P1 to P6 in Figure 5.6). The correctness to accept the result shall be 
greater than 90%. Because of the observed continuing fluctuation in correctness 
with increasing k, we made a pragmatic choice of k = 10, well above the region k 
= 4 where correctness dropped below 90%.  

 
In the nk-NN algorithm, k = 10 indicates the most frequent room number that appears 

in the list of ten locations which is closest to the target location (most common value). In 
that case, it has several same values; the algorithm will sort on the alphabetical order of 
the room name and choose the first one. For example, k = 10, and in the list of the first 
ten nearest locations 3 in room A, 3 in room B, 3 in room C and 1 in room D, then the 
estimation will goes to the first room, which is room A.  

 
 
 
 
 
 
 
 
 
 
 

Figure 5.6  The Arbitrary Six Points at Which Measurements Were Taken in a 
Building 

In this experiment, six points have been measured in a building as shown in Figure 
5.6. The building has 7 access points, but the algorithm will only be using the first 6 
points that provide the best signal strengths and signal qualities. 

Figure 5.7 shows the fluctuation of the most common value of k = 1, 2, 3, … , 11, 
using the nk-NN algorithm. To find the most stable result, each process from k=1, 2, 3, 
…, 11 is tested for 14 hours on the estimation of user location using WiFi signal strength 
and signal quality. Points 1, 2, 3 were found to fluctuate in the results, whereas points 4, 
5, 6 have stable results for nearly 100% of correctness.  

 

p 1 p 5

p 6

p 4

p 3

P 2
C orridor 2

C orridor 1

C orrid or 3

p 1 p 5

p 6

p 4

p 3

P 2
C orridor 2

C orridor 1

C orrid or 3



 

 
 

83

0

0.2

0.4

0.6

0.8

1

1.2

1 2 3 4 5 6 7 8 9 10 11 12

(k)

C
or

re
ct

ne
ss

Point 1
Point 2
Point 3
Point 4
Point 5
Point 6

 

Figure 5.7 Fluctuation of the Most Common Value of k =1, 2, 3, … , 11, Where Each 
was Processed for 14 Hours on the Estimation of User Location Using WiFi Signal 

Strength and Signal Quality 

From the experimental results, it can be seen that the results can be classified into two 
kinds of zones involved in estimating user location using WIFI signals, i.e. 

• Noise zone, which is the zone with fluctuating results that make estimation 
difficult 

• Stable zone, which is the zone with stable results that may be easily estimated 
In Figure 5.6, points 1, 2, and 3 fluctuate between 0.4 and 1, which is in the noise zone 

and points 4, 5, and 6 fluctuate between 0.96 and 1, which is  in the stable zone. This 
figure shows that the noise zone is usually located between rooms and/or in corridors 
near the edge of rooms or corridors. The stable zone is usually located in the central part 
of the room, which has good determination to other rooms/locations. These types of 
points have a stable result during the estimation process. The locations of the access 
points also have influence on the sensitivity of the location. 
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Figure 5.8  The Average Estimation of User Location Using the Most Common 
Value of k =1, 2, 3, … , 11 from Both the Noise Zone and the Stable Zone 

Figure 5.8 shows the average of the correct percentages in the estimation of user 
location using the most common value of k =1-11 for both the noise zone and the stable 
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zone. As mentioned earlier, in order to accept the result, the correctness shall be greater 
than 90%, for example, k=9 results in 90.4 % correctness and k=5 results in 92.7% 
correctness and when k greater than 4, the graph is always greater than 90%. 

From the experiments, it can be concluded that:  
1. the bigger the k number does not always mean the better the result (the best 

correct result) 
2. k greater than 4 is recommended to allow a reasonable average of the best correct 

results to be reached. 

5.8 Evaluation 

The performance of machine learning in estimating symbolic user location has numerous 
variants; the result depends on the sensitivity of the area being examined. The algorithm 
can be tested in an extreme situation. For example, in estimating the location the 
notebook is placed next to a printer in a small area which is in conjunction with 3 
corridors. The printer has a sleep mode and wakes up every 10 minutes for a few seconds 
when not in use. The interference in power from the printer changes the signal strength 
and signal quality and the result of the estimation of user location drops in correctness 
from 79% in the first hour to 34% in the next 14 hours. 

In a normal situation, the testing of the estimation of user location reaches up to 96% 
correctness in the estimation of user location using WiFi’s signal strength and signal 
quality for 14 hours. The estimation result may be improved in two ways: 

• Improve the signal strength and signal quality by minimising noise in the 
building. This can be done by finding a better quality WiFi access point and 
installing uniform access points in the building.  

• Improve the machine learning algorithm. Machine learning application in our 
implementation may be improved by adding more semantics, such as spatio 
(place), time and activity patterns, to the algorithm. 

 

 

Figure 5.9 Normalisation of Signal Strength and Signal Quality Data Using Mean 
and Standard Deviation of Signal Strength and Signal Quality in the Room Scale. 
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From Section 5.5, it is obvious that ηk-Nearest Neighbour has a better result than k-
Nearest Neighbour and that ηk-Nearest Neighbour(10) is the best algorithm among the 
four k-Nearest Neighbour algorithms, as shown in Table 5.4. On the other hand, it also 
shows that ηk-Nearest Neighbour(10) is slower than ηk-Nearest Neighbour. The ηk-
Nearest Neighbour(10) produces an average result of 1.37 estimations per second and ηk-
Nearest Neighbour produces 2.08 estimations per second, but the ηk-Nearest 
Neighbour(10) increases correctness by 5.5 % in estimating symbolic user location. 

The performance of machine learning in estimating symbolic user location also 
depends on the training data set and the variety of the sensors. The wider the area covered 
by the use of a variety sensors (WiFi, Bluetooth, RFID, UWB, GSM/GPRS, and GPS) 
the more data collected. Bloggings technology and a spatio-temporal database location 
can be used to manage the fusing of such sensor data.  

Table 5.9 The Difference (in dBm) Between Maximum Signal Strength in the 
Morning (08.50)  

AP1 AP2 AP3 AP4 AP5 AP6 Room
1 4 3 0 0 0 Cor1 
-3 4 4 0 12 2 Cor2 
-4 -3 0 0 2 1 Cor3 
1 -3 -13 0 -6 -5 E213 
2 4 2 0 3 0 E214 

Table 5.10 The Difference (in dBm) Between Minimum Signal Strength in the Early 
Evening (19.00) 

AP1 AP2 AP3 AP4 AP5 AP6 Room 
4 0 0 0 0 0 Cor1 

18 0 0 0 0 0 Cor2 
17 0 0 0 15 0 Cor3 
33 0 0 0 0 0 E213 
4 0 0 0 0 0 E214 

 
As mentioned above, weakness of the signal strength is seen to fluctuate greatly in an 

indoor environment. Differences in signal strength can be analysed by measuring the 
signal at different times. In this experiment, signal strength was measured in the morning 
(08.50) and early evening (19.00) in springtime (Sept 2004). The measurement of the 
signal strength is in the room scale and calculates the difference between the maximum 
and minimum signal in the morning and the early afternoon. Table 5.9 for the maximum 
and Table 5.10 for the minimum show that the differences were quite significant. The 
maximum data of the signal strength in the room scale reached -13 dBm and for the 
minimum data reached -33 dBm in the signal range 0 to -99 dBm.  

Based on this problem, the Boolean MaxMin algorithm can be used to evaluate the 
data set if it has good or poor quality in estimating user location. If the data was found to 
be of poor quality the next step would be normalisation of the data set. This can be done 
by calculating the mean and standard deviations in the room scale data. Figure 5.9 
illustrates the normalisation process. Normalisation can significantly determine signal 
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strength and signal quality which is applicable to a single location classifier, in this case a 
room.  

The use of the Boolean Maxmin Algorithm to evaluate a training data-set before it 
will be used by the instance-based learning algorithm to estimate user location, is one 
example of the formal evaluation methodology, as described in Section 9.3. The purpose 
of the evaluation using the Boolean Maxmin Algorithm is to avoid a “snowball effect”3 to 
the artefact (user location systems). This “snowball effect” can be avoided from the 
source of the problem investigated and solved from the beginning of the process, as early 
as possible.  

In the case of the estimation of symbolic user location, which used nk-Nearest 
Neighbor, the main problem is how to avoid the possibility of multiple locations in the 
estimation of user location which will cause ambiguity.  The training data-set needs to be 
converged to a single room or location.  Thus, the training data set needs to be evaluated 
to avoid the occurrence of the “snowball effect” during the estimation process in the 
instance-based learning algorithm.  

The Boolean MaxMin algorithm, as a formal evaluation algorithm, is designed to 
evaluate the training data-set whether it is a good quality data-set or not, i.e. the training 
data-set that converges only to a single room/location. 

When the training data-set is evaluated, and the result shows that it is not a good 
quality training data-set, then the data-set can be normalised in an effort to convert it to a 
good quality training data-set. After the normalisation process, if ambiguous data still 
exists in the training data-set, the training data set cannot be used.  The main problem in 
the estimation of user location is in the training data, which in this case, has no good 
determination.  

The value of the lesson learnt from this case is that, the formal methodology of 
statistical analysis in machine learning can be used to evaluate the problem from the very 
beginning. It means that an objective evaluation can be achieved. However, without using 
the methodology, there is a high potential of getting the wrong location estimation, 
causing the weak estimation process, which can lead to the worst case scenario: wrong 
estimation. 

When nk-Nearest Neighbor estimated correctly, the symbolic location algorithm is 
sufficient for many applications of location awareness, e.g.: 

• As the basis of such user mobility patterns.  
Symbolic location history is useful when collected to form user mobility patterns 
by examining their semantic relationships with the current query in the local 
semantic region (Mantoro 2003; Mantoro and Johnson 2003; Mantoro and 
Johnson 2003), which can be used in future references. For example, it can be 
used for an automatic to-do list based on location information in the user location-
aware schedule. When a user with his mobile device is close or matched to a 
certain location, his device can send an alert elegantly, to remind him of his task 
in his current location. More discussion of user mobility pattern based on user 
location is presented in Chapter 6. 

                                                 
3 The snowball effect is present in any process that starts from an initial small state and builds upon itself, becoming 
larger perhaps potentially dangerous or disastrous (a "spiral of decline" or "vicious circle"), but might be beneficial (a 
virtuous circle, or often a self-fulfilling prophecy) (sources: http://encyclopedia.laborlawtalk.com). 
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• Instance group meeting based on location information.  
Exact location information can sometimes be helpful for a person in one situation 
but may be disturbing to others. Consider the scenario of a student struggling with 
home work and who knows precisely where other students are who are also taking 
the same course and who could provide help quickly, it would be possible to 
develop a meeting or study group by using videoconferencing which supports 
remote conferencing through video and audio streaming, such as GroupSys to  
support student group work which is described in (Alam, Walker et al. 2004). 

• Being used as blurred location information. 
Sometimes a blurred location is useful for someone who wants other people to 
think that he is not where he is actually located. Consider the scenario in which 
someone leaves a home unoccupied for a time. The smart home can construct a 
model to present reasonable sequences of behaviour, which are executed in the 
owners’ absence, giving the impression that they are at home. What is desirable in 
obscuring location for the home may be undesirable in the office environment: no 
single practice will fit all situations. 

The accuracy of the symbolic user location in indoor environment (Active Office) is 
in room scale. If the external wireless provider is available in the same building, and the 
provider has more stable signals, which are in different channels (non-adjacent channel) 
and allow to be used, it may increase the accuracy of the estimation of the symbolic user 
location. Overlapping cells and frequency is no problem at all. However, the worse 
scenario, when the provider sets up his wireless signal in the same channel, a collision of 
signals will occurs and no wireless network will run.  

In the use of this kind of quality location information in office or campus work, any 
mobile device with wireless capability can be used, as long as the type of wireless card 
used is the same class in receiving signal quality and signal strength. A user with this 
particular personal device will know his location and it may know other user locations 
and be possible to carry out group activity in an indoor environment. 

5.9 Summary  

This chapter focuses on the problem of estimating symbolic user location for closed 
(indoor) spaces using WiFi sensors. This work has three main strengths. First, real-life 
experiments and readings are provided to illustrate the fact that WiFi signals from access 
points can vary unpredictably, not only across perturbations in space, but also in time 
(diurnally). Second, this work proposes a simple but effective technique of normalising 
WiFi signals readings and using a k-Nearest Neighbour strategy to improve localisation 
accuracy. Third, as the quality of the training data-set plays an important role in 
estimating symbolic user location, this chapter proposes the Boolean MaxMin algorithm 
to evaluate the training data-set and prove whether or not the training data-set is good 
quality. 

The WiFi has signal strength, signal quality and noise. The most significant of these 
three in the estimation of symbolic user location is signal strength, but the problem is that 
it tends to fluctuate greatly. This makes it difficult to correctly estimate symbolic user 
location. The solution to this problem proposes use of the machine learning algorithm 
using ηk-Nearest Neighbour in normalising the training data set and by combining it with 
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‘the finding process of the maximum number of the locations that appear from the first 
nearest ten’ of Euclidian distance.  The normalisation of the training data set is an 
important process for two reasons: it develops the determinant for room scale and it 
increases correctness of estimating user location by 12.82%. The use of ‘the finding the 
maximum number of locations that appear from the nearest ten’ is also important because 
it also increases the correctness of location estimation by 3.4%. 
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Chapter 6 

USER MOBILITY MODEL IN AN ACTIVE OFFICE 

In an Active Office, user mobility has a direct implication for user activity, which is 
context-aware to the computing environment. Most often user location is the first variable 
to be considered when user activity is detected. Precise, proximate and predicted user 
location using a variety of sensors (e.g. WiFi and Bluetooth) was investigated in Chapter 
4 and the algorithm using instanced-based learning to estimate user location was 
investigated in Chapter 5. This chapter discusses user mobility, which used the history of 
user location, by detecting the user’s changing locations, and developing user mobility 
patterns. The user mobility pattern can be formed based on the number of visits and the 
use of time in a day’s observation and also using a direct graph of user mobility. This 
pattern can be used for the prediction of future user movement based on regularity. The 
user’s mobility pattern can continue to be improved by the pattern of accuracy, i.e., how 
sensitive is the accuracy of actual user mobility in the degree of regularity necessary to 
increase the level of the pattern of accuracy. This work is based on scalable context 
processing architecture for an Intelligent Environment as discussed in Chapter 3. 

6.1 Introduction 

Computers and communications systems today are underused because the range of 
control mechanisms and application interfaces are too diverse. It is necessary to consider 
the mechanism that might allow users to manipulate systems in simple and ubiquitous 
ways and to make computers more aware of the facilities in their surroundings (Weiser 
1993; Harter and Hopper 1994). Context awareness mechanisms could be the best option 
to implement computer applications in an Intelligent Environment. 

The Intelligent Environment is an environment with rapid and rich computing 
processing. The embedded sensing devices within the ubiquitous and ambient intelligent 
environment could be an important point in the Intelligent Environment, this is because 
the significant processing necessary to recognise user location and user mobility would 
be done by sensors. As a consequence, the environment with embedded sensing devices 
provides current information anywhere-anytime in the Active Office, which, covered by 
the sensors, then allows a user to access information on an anywhere-anytime basis as 
well. 

This chapter discusses a known problem in ubiquitous computing: user mobility 
which is designed for an Active Office to allow a user to know his mobility patterns 
while allowing access to the local environment. The Active Office uses a variety of 
sensors/devices such as IEEE 802.11 or Bluetooth. to detect user location which then 
leads to user mobility.  

The user mobility model discussed in this chapter is based on user’s mobility patterns 
of the history of the predicted and proximate users’ locations in an indoor space. The 
location history was collected using wired and wireless sensors and scalable context 
processing. This user mobility model has no relationship with user mobility in an 
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Immersive Virtual Environment and also has a loose relationship to user mobility in 
cellular phone wireless mobile networks, which enables a mobile user to communicate 
with others regardless of location. User mobility in this chapter is based on location 
awareness, as a part of context-aware mechanism which is aware of user location and all 
objects surrounding the user. The detail of the related work in user mobility presents in 
Section 2.10. 

In a context-aware mechanism, the fundamental question of Who, Where, What and 
When for the Intelligent Environment is responded to by Identity, Activity, Location and 
Timestamp respectively. In this system the scope of ‘Who’ deals with user identity, 
persona, profile, personalisation and user model. The scope of ‘Where’ deals with user 
location. The scope of ‘What’ deals with user activity that can be represented by user 
mobility, i.e. the changing of a user’s location to another location. Thus, a context 
awareness mechanism could deduce a user’s activity based on the user’s locations and 
time stamps where time stamp has responded to the “When” question. 

These awareness-mechanisms in Active Office bring the computer into the user’s 
daily activity and assist people with a variety of activities at work. A context-aware 
application has the capability to recognise user location, user mobility and social context 
where the social context is defined by the presence of other people. 

6.2 What is an Active Office? 

An Active Office is an implementation model of an Intelligent Environment. It uses 
scalable distribution context processing architecture to manage and respond to rapidly 
changing aggregation of sensor data (DiCPA architecture). The infrastructure supports 
interoperability of context sensors/widgets and applications on heterogeneous platforms. 
In order for an Active Office to provide services to users, an Active Office must be able 
to detect its current state/context and determine what actions to take based on the context, 
as also mentioned in (Dey, Abowd et al. 1999; Kummerfeld, Quigley et al. 2003).  

User location is the most important part of user mobility because without 
understanding user location there will be no understanding of user mobility. In an Active 
Office, the terms of changing user location need to be clearly defined, since this work is 
not using coordinate mapping for the Active Office. The user is considered to be not 
significantly moving when he is typing on his computer, or opening the drawer of his 
desk. The user needs to change location significantly to be considered as having changed 
location. A “significant” movement means moving from room to room or moving from 
one side of the room to the centre or to the other side.  The changing user location can be 
used to find the user moving from one location to another location and to explain user 
mobility. In an Active Office two important variables are considered, i.e.: user speed and 
location resolution, both variables that determine the quality of voice, video streaming, 
and email delivered to a user nomad moving from one location to another. This has an 
impact on the connection to a server such as an email server (IMAP/POP3) especially 
when the email carries multi-media files.  

An Active Office is defined as a normal office, which consists of several normal 
rooms with minimal additional decoration (minimal intrusive detectors and sensors), and 
without explicitly badging people. An Active Office uses wireless communication, i.e. 
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Bluetooth and WiFi, to enable the understanding of user location, user mobility and user 
activity. 

An Active Office environment should be simple, efficient, scalable, fault tolerant and 
applicable to a range of heterogenous computing platforms. 

6.3 Hotspots and User Mobility 

A user mobility application can be the basis of a future wireless system, especially in an 
Active Office, by providing multiple overlay networks, which have different 
characteristics. The networks require support for the seamless delivery of popular desktop 
services such as web services, video streaming, email (IMAP) or even updating a meeting 
schedule in the user mobility device. This support can increase the nomadic lifestyle of 
the user (Chan and Seneviratne 1999). 

In understanding the pattern of user mobility, user nomadicity in an Active Office 
can be studied as a user moves from one hotspot to another hotspot, or in the intersection 
of two or more hotspot areas. The possibility of a user moving in the WiFi’s hotspot areas 
in an indoor environment needs to be investigated. Most often the hotspots have 
intersection between rooms. Figure 6.1 shows the possible movements of a user in a 
hotspot area that may cover several rooms. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.1. The User’s Possible Movements in the WiFi’s Hotspot Areas 

Consider two different points of user location: inside and outside a hotspot area. The 
possibilities for the user to move from outside the hotspot include: 

• moving into the hotspot area 
• moving into the hotspot area and moving back out of the hotspot 
• moving around the Active Office without going through the hotspot 

The possibilities for the user to move from inside of the hotspot include: 
• moving around inside the hotspot 
• moving out of the hotspot area 
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When the number of hotspots is increasing, the impact may be that the number of 
intersections also increases. As a consequence, a context-aware application to handle user 
mobility also becomes more complex since the possible number of user movements is 
also increasing. This complexity brings other problems which need to be solved by a 
context-aware application, such as overlapping frequencies, channelling and degradation 
noise, with the user roaming seamlessly between cells and experiencing differing network 
performance. 

6.4 The Active Office Area of Study 

Every office within an organisation has its own characteristics in the management of the 
office’s activities, such as finance/budgeting, human resources, computing resources, 
even though the offices all exist within the same organisation. These characteristics have 
direct impact on the design of an Active Office and complex design can appear to be the 
result when it is implemented for the office’s daily activities. 
 

Department of Computer 
Science 

Faculty of Engineering and 
Information Technology 

Department of Engineering 

 
Figure 6.2. Three Buildings Housing the Faculty of Engineering and Information 

Technology as an Area of Study of the Active Office. 
 

For example, one characteristic of the management of office activity in The 
Australian National University (ANU) is that each of its offices has its own budget to be 
managed each year, including hardware and software network budgets. The Faculty of 
Engineering and Information Technology (FEIT) – ANU has 3 such offices shown in 
Figure 6.2. Each office is in its own building, i.e., Department of Engineering (3 floors, 
81 rooms), Faculty Office (2 floors, 50 rooms) and Department of Computer Sciences (3 
floors, 90 rooms). The three buildings are connected to each other at the second floor 
level. Each of the buildings has wired and wireless network connection, so that, when a 
user moves along the second floor corridor from one office to another, the user will 
always have connection to the network. There is a problem, however, in that when a user 
who belongs to the Department of Engineering walks through to the Department of 
Computer Science and downloads a large file, the charges will bill to the Department of 
Computer Science, which is not appropriate. Another problem is that each building has its 
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own servers and most of the servers have different operating system platforms i.e, 
Windows 2000, RedHat/Fedora, and Solaris. Each office is also managed by different 
system administrators. 

From the problem examples above, it is obvious that a context aware network 
application is needed to allow a user to connect to the network in his current location as 
well as when he moves (changing locations) from an area in one building to an area in 
another building, but one by which the incoming and outgoing data should access and 
calculate the budget in the local server of the user’s base office. 

To develop this application, several public domain software applications were 
deployed, such as Winbind, VPN (Virtual Private Network), DHCP (Dinamic Host 
Configuration Protocol), NAT (Network Address Translation), and LDAP (Lightweight 
Directory Access Protocol). Security is one of the crucial aspects to be considered for this 
purpose. The software applications below were implemented: 

• Winbind is a module to map windows NT domain databases to Unix and is the 
lastest development of the Samba application in Unix. 

• VPN is implemented using PoPToP/PPPd and CIPE (Crypto IP Encapsulation) 
which works by tunnelling IP packets in encrypted UDP packets 

• Login id and password uses LADP from university-wide services 
• NAT to provide firewall using iptables (IP Masquerading) 
• DHCP is setup in two different modes: non-authoritative for wireless users by 

registering all users’ MAC address wireless devices and authoritative for wired 
user devices (laptop/notebook, PDA, Smart Phone, PDA Phone) 

Points A and B, in Figure 6.2, illustrate person A, who belongs to the Department of 
Engineering, meeting person B, who belongs to the Department of Engineering, in a 
room in the Faculty Office. When they have connection to the network in the Faculty 
Office, their incoming and outgoing data do not go to the Faculty Office but to each 
department as appropriate. 

Further context-aware applications need to provide user-facility not only to connect 
to the network but also to access the variety of general public resources in the local 
network, such as burning cd/dvds and printing in another building, while the budget 
calculation is in the user’s base office. The traditional approach is to access the variety of 
general public resources in applications by imposing uniformity on the environments. 
This approach is not adequate. The described alternative architectural distributed 
processing framework which was discussed in Chapter 3 is better matched to the needs of 
ubiquitous computing, especially when the configuration changes or the resources come 
and go. The computing environment is designed to have capability to adapt appropriately. 

A context-aware application for user mobility purposes has the capacity to connect at 
different points of attachment in other Intelligent Environment domains to run context-
aware applications to access resources and services while the user is in motion. The case 
example is a user working on his PDA phone that can change its network interconnection 
transparently with regards to the applications. When the user is in motion from one 
location to another, a context-aware application has the capability to maintain all 
previously established connections and make them usable at the new location. 
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6.5 The Pattern of User Mobility Based on History Data  

This section discusses user mobility in an Active Office, where the user changes from one 
location to another location. The user location data is collected and managed as describe 
in Chapter 5, including the algorithm and the design of the databases. This area in 
ubiquitous computing is called location management or location tracking and 
incorporates the set of mechanisms with which the system can locate particular user 
mobility at any given time. Two strategies are available: location update and location 
prediction. 

Location updating is a passive strategy in which the system periodically records the 
current location of the mobile users in a database that it maintains. Tracking efficiency is 
based on the frequency of updates that are initiated by the user’s mobile devices. 

Location prediction is a dynamic strategy in which the system proactively estimates 
the mobile’s location based on a user-movement model. Tracking capability depends on 
the accuracy of the model and the efficiency of the prediction algorithm.  

As described in Section 8.2.2.1, location estimation is different from location 
prediction. Location estimation is the use of proximate sensor data using machine 
learning algorithm to estimate a user location. Location prediction is the use of 
probabilistic method to predict user location based on patterns of historical data of fixed 
sensors and proximate sensors data. 

Table 6.1. History Data Summary of a User’s Mobility for One Day 

Room No. Duration 
(Second) 

Duration 
(9am-5pm) 

Room visit  
(times) 

Duration (%) 

DCScafe 1868 0.518889 5 7.412698 
N314  2177 0.604722 5 8.638889 
N323 2692 0.747778 6 10.68254 
N326 780 0.216667 1 3.095238 
N329 1721 0.478056 1 6.829365 
N330 3148 0.874444 4 12.49206 
Reading room 1324 0.367778 1 5.253968 
Resources room 1324 0.367778 1 5.253968 
Seminar room 1663 0.461944 3 6.599206 
Stairlevel1 1088 0.302222 3 4.317460 
Stairlevel2 2207 0.613056 7 8.757937 
Wedge/Corridor 2339 0.649722 6 9.281746 
Working groups 
room 

2869 0.796944 6 11.38492 

 25200  49 100% 
 
The motivation of location prediction is simple, when precise sensors and proximate 

sensors data is not available, user may turn off his service location and the system needs 
to supply user location information, location prediction is the only close approach to 
know user location. So, when precise location from precise sensors and location 
estimation from proximate sensors is not available, the location prediction using history 
data will predict user location based on user mobility pattern. 



 

 
 

95

Location management is generally perceived as purely a database updating and query 
procedure from a spatio-temporal database. This is quite different from location 
management in a cellular wireless phone network, which requires paging cells. The new 
location area consists of a number of cells with the exact location of the user device while 
in motion determined for call delivery in paging the cell in the last registered location 
area. The primary goal of the location update is to reduce paging costs (Cayirci and 
Akyildiz 2002). Paging only occurs when the phone is not making a call. During a call it 
is tracked. Paging usually only occurs during call set up. 

As also described in Chapter 5, the accuracy in estimation of user location reached 
96% within 14 hours for every single user; the task of locating the user given his last 
location would be substantially efficient considering the speed and the system resources 
used while the user was in motion. 

The representation of user mobility patterns can be created by calculating a summary 
of the user-location history and then generating a line chart of the number of users 
visiting rooms, the number of users spending time in each room and a direct graph of user 
mobility. 
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Figure 6.3. The Pattern of User Mobility Based on the Number of Rooms Visited 
and Time Spent (in Seconds). 

Two voluntary users are observed in the study of user mobility. The first user has a 
room on the third floor of the DCS building, where his mobility pattern will be observed 
using a line chart, while the second user has a room on the second floor of the same 
building, his mobility and his activity will be observed using a graph approach. Table 6.1 
shows the summary of user mobility data for one day. This table summarises actual 
sensors data in the office of the first user, which recorded up to 25200 seconds. The first 
user was very active on that day changing location 49 times in room scale. The table does 
not show his activity. Figure 6.3 shows the pattern of user mobility relating to the number 
of rooms visited and time spent within a 7-hour observation period. 

The summary of the second user’s observation data, including possible activities, is 
shown in Table 6.2. This data summary is also based on user location data history. The 
user activity in this table is recognised in the reports of the available sensors, such as 
keyboard or mouse sensor or a note taken manually when he visit rooms, in the corridor 
or on the stairs. The technology to recognise user activity in an Active Office was still in 
the early stages of development when this experiment was performed. 

The user arrived at his office about 9am and left the office about 5pm, he was 
undetectable for about one hour during his lunchtime outside the office, he possibly had 
lunch.  
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Table 6.2. User Mobility Sample Data with Activities in One Day 

Room Activities Time Duration 
(minutes) 

Stair Level 1 Walk through 08.58-08.59 1 
Corridor Walk through 08.59-09.00 1 
N235 Work on the desktop 

computer (work with email, 
programming) 
Read papers 
Makes notes 

09.00-10.12 72 

Toilet Using the toilet 10.12-10.16 4 
N235 Work on the desktop 

computer (work with email, 
programming) 
Reading email 

10.16-11.02 46 

Corridor Walk through 11.02-11.03 1 
DCS café Morning tea 11.03-11.19 16 
Corridor Walk through 11.19-11.20 1 
Resources Room Pick up printing 

Check email 
11.20-11.23 3 

Corridor Walk through 11.23-11.24 1 
N235 Reading a Paper 

Making a note 
11.24-12.31 67 

Corridor Walk through 12.31-12.31 1 
Stair Level 1 Walk through 12.31-12.32 1 
Undetectable Out for lunch 12.32-13.28 56 
Stair Level 1 Walk through 13.28-13.29 1 
Corridor Walk through 13.29-13.30 1 
N235 Work on the desktop 

computer (work with email, 
write a paper) 
Read papers 
Make a note 

13.30-15.35 125 

Toilet Using the toilet 15.35-15.38 3 
N235 Work on the desktop 

computer (work with email, 
write paper) 
Write a paper 

15.38-15.55 17 

Corridor Walk through 15.55-15.56 1 
Stair Level 1 Walk through 15.56-15.57 1 
Seminar Join DCS Seminar 15.57-16.50 53 
Stair Level 1 Walk through 16.50-16.51 1 
Corridor Walk through 16.51-16.52 1 
N235 Work on the desktop 

computer (check email) 
Clean up tables 

16.52-17.02 10 

Corridor Walk through 17.02-17.03 1 
Stair Level 1 Walk through 17.03-17.04 1 
Undetectable Not reported 17.04 - …...  
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The direct graph at Figure 6.4 shows the pattern of user mobility, how the user gets in 

to the office and moves around his office. The vertices represent rooms that the user visits 
with the edge representing user movement from one location to another. All user 
movements in the Active Office are recorded 3-4 times continuously using WiFi, and 
other sensors (Bluetooth, keyboard activity sensors, mouse activity sensors and pressure 
sensors) that recognise possible user locations and user activities. All possible activities 
are also recorded including toileting. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.4. Pattern of User Mobility using Direct Graph in the Active Office. 

In the design of a user interface for tracking user location, the user has the capability 
to turn off their location tracking system. This capability is built in for the purpose of user 
privacy. For example, toileting may indicate that the user location system tracks the user 
and broadcasts the fact that user is in the toilet. Some users who may not wish to be 
tracked for privacy reasons, they can turn off their location tracking system. However, the 
tracking individual users to the toilet has several advantages, for example, it can be used 
to monitor how many times a user goes to toilet for user health purposes and also it can 
be used to show the toilet location as part of the building plan for security purpose. 

By collecting patterns of user mobility from histories of user location over a long 
period of time, patterns allow significant understanding of user behaviour in the Active 
Office, such as: 

• the most probable user location 
• measurement of productivity 

User productivity measurement may be based on how long the user works with his 
computer within a given week, how many guests visited him, depending upon the user’s 
type of work. This could lead not only to greater user productivity in the Active Office, 
but also has implications for other activities, such as work distribution, that relate to the 
office work cycle, such as high end activity at the beginning or end of the financial year 
and before Christmas. High end activity can be recognised by the time spent by the user 
in his office, especially after office hours, outside his normal time schedule. 

In an Active Office once a user’s location is captured patterns of user mobility can be 
mapped. The dynamic map of user mobility shows the regularity of user activity, which 
can be used in the prediction of user activity. The user’s mobility pattern (map) can be 

S tairLvl1 C orridor ToiletN 235

D C Scafe

R esouces
R oom

StairLvl1 C orridor ToiletN 235

S em inar

in

out

in

out

a) m orn ing

b) A fternoon  (after lunch)

S tairLvl1 C orridor ToiletN 235

D C Scafe

R esouces
R oom

StairLvl1 C orridor ToiletN 235

S em inar

in

out

in

out

a) m orn ing

b) A fternoon  (after lunch)



 

 
 

98 

improved by increasing the level of pattern accuracy by adjusting the degree of the 
regularity of user mobility to actual user mobility. Regularity is the probability of user 
mobility in following the user’s daily habits. Regularity basically monitors user mobility 
and follows the user’s regular movements in the Active Office. 

The pattern of user mobility may be used for future reference, for example when a 
user is found to be sick, the pattern of the user’s mobility for several days before he is 
sick can be studied. Once a mobility pattern is created an early warning system can be 
created to warn the user when is the time for him to sit back and relax or even to take a 
break. The pattern can be created as a dynamic pattern by validating and using the 
regularity and pattern of accuracy concept. 

The user mobility pattern can also be used to predict what a user will do for a short 
period. A possible future application, for example, is a reminder for a user not to drink 
too much several hours before an important meeting.  

Other possible future applications using this method could see the implementation of 
plans for the user’s dietary, body training, and sleep behaviour needs and require the user 
to take his small device (smart phone/PDA phone) everywhere with him.  

This could be a contentious proposition and see disagreement with the idea of being 
monitored and nagged by personal devices. 

6.6 Summary 

This chapter proposed a user mobility model in an Active Office based on significant 
changes to user location. In an Active Office the users have regular work schedules and 
routine activities at specific times. Based on the history of the user’s location, user 
mobility patterns can be developed and can be used to predict the user’s location and his 
future activity in a specific time frame.  

A user’s activity can also be represented by user mobility, which can be seen from 
the user’s changing location. Thus, in an Active Office, the collection of user’s locations 
represent user mobility and the collection of user mobility can be mapped as a pattern of 
user mobility. The dynamic map of user mobility shows the regularity of user activity for 
the prediction of user mobility. The user’s mobility pattern (map) can be improved by 
increasing the level of the pattern of accuracy by adjusting the degree of the regularity of 
user mobility to actual user activity. 
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Chapter 7 

USER ACTIVITY BASED ON LOCATION IN A 
DISTRIBUTED CONTEXT-AWARENESS ENVIRONMENT 

The capability of a computing environment to capture user activity is very limited, while 
the computer environment itself changes over time, making user activity the most 
complex part of the context awareness mechanism in an Intelligent Environment. The 
problem for the user is how to enable transparent distributed computing to continue 
operation across changing circumstances in a seamless manner while the environment 
recognises that a particular user activity is different from others which can be in serial or 
parallel activity.  

This chapter describes an approach to the determination and recognition of user 
activity based on user location. Human activity is extremely complex (Crowley 2003) and 
determining user activity is not simple. Some activities are continuations of previous ones 
and sometimes one activity depends on another activity which belongs to another user. 
One such unique situation is the activity that occurs when a user has a guest in an Active 
Office and how the Active Office deals with an “unregistered” user or unknown device in 
the social model and how a guest user, a user without enough knowledge of the local 
network, gains access to the Active Office. User activity of a guest depends on the host 
who provides access for the guest. A guest user could have limited access to the resources 
of an Active Office, which is a non-familiar domain for the user. For this purpose, a 
mobile access point for guest users was introduced. This work is based on DiCPA 
architecture, a distributed context processing architecture for an Intelligent Environment 
as discussed in Chapter 3. The characterisation of user activities in an Intelligent 
Environment, which can be seen from sensor activity on the scalable distribution of 
context and context information, is also discussed. 

7.1 Introduction 

Scientists in the Intelligent Environment area are researching ways to make embedded 
computing and Ubiquitous Computing work better for people by creating and equipping 
an Intelligent Environment, such as an active home or an active office, with technologies 
that can identify the user’s needs and meet them speedily, efficiently and unobtrusively. 

The goal of Context-Aware Computing in general is to make user interaction with the 
computer easier in the Intelligent Environment where technology is spread throughout 
(pervasive), computers are everywhere at the same time (ubiquitous) and technology is 
embedded (ambient) in that environment. A context-aware application should reduce the 
load of the user and adapt to them seamlessly (Kern, Schiele et al. 2003; Lukowicz, Ward 
et al. 2004). While a user is doing his daily activities, his access to the Intelligent 
Environment should not be difficult, tedious or need considerable learning on the part of 
the user. The interaction should be safe, easy, simple and enable new functionality 
without need to learn a new technology. As human activity is a central part of the user 
context (Kern, Schiele et al. 2003), the context-aware system would provide relevant 
information and a simple way for a user to deal with the computing environment. Context 
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information cannot be supplied by the user. It should be sensed automatically using 
sensors in the computing environment, in making these smart environments have the 
capability to assist and help people with a variety of activities by detecting a users’ 
current state/context to determine what actions to take based on that context. 

In an active home, the benefit of such technology might simply be convenience in the 
home, for example, knowing when the occupant wakes up and what radio station they 
like to listen to without waking up the rest of the house. On the other hand the active 
home could be life saving by detecting when an occupant has fallen and needs medical 
help. 

So how can technology identify exactly where a person is in an environment, so that 
the environment can anticipate and meet the user’s needs, perhaps even before the user 
knows what those needs are? Consider a system that can identify when users are getting 
too hot, and which can automatically adjust the temperature of a room to a cooler 
temperature. However, this system will behave differently if a user is exercising (by 
blowing air at the user) than if a user is at his desk working (by cooling the air in the 
whole room, without strong breezes to blow papers around). The environment should not 
waste energy heating or cooling empty rooms. This calls for a smart system that not only 
knows where the user is, but what he is doing. 

This approach to locate a person within an environment uses the wireless connections 
in devices that are normally carried for other purposes, for example, a mobile phone, 
PDA or a laptop computer. The location of these devices, and hence the person with 
them, is determined by a mixture of precise, proximate and predicted location sensors. 
The data from these sensors is turned into a predictor to precisely locate the device, and 
thus the person. Once a user is located such services can be delivered based on the current 
situation from a resources manager.  

User activity can be shown from sensor activity in capturing changes in state, time 
and location. To manage and respond to rapidly changing aggregated sensor data, DiCPA 
architecture is used, as discussed in Chapter 3. This scalable distribution context 
processing architecture in the Intelligent Environment allows continued operation across 
changing circumstances for users, the collection of nearby people and objects, accessible 
devices and changes to those objects over time in the environment. The DiCPA 
architecture is used in the implementation of user location and user activity model. The 
understanding of user location and user mobility leads to the understanding of the concept 
of user activity. The context information of this user activity can be used to characterise 
the user situation. 

7.2 User Activity Concept 

In the Context-Aware Computing or pervasive computing discipline, user activity is not a 
well defined concept, this may be because of: 

• the transition between activities is sometimes not very clear,  
• an activity can be seen as part of another activity,  
• an activity can be in parallel mode, in sequence mode or both together,  
• different views can be deduced from different activities.  

For example, the difference between running and walking activity; it needs clear 
variables to be defined, several variables  which may involve, e.g., the length of the 
user’s leg, the speed of movement or the number of steps taken in each minute. When a 
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user cleans his house, he needs to walk or move. Thus, it may not be clear whether the 
activity of the user is walking or cleaning the house. A different view and a different 
perspective can lead to the assumption of a different user activity. 

User activity in the Intelligent Environment can be divided into 4 categories: 
a. activity as association between a user and smart sensors in the environment 
b. activity as a node in a work flow or job breakdown 
c. activity as a physical movement mode or state 
d. activity as a mode of state of human intent 
In this study, user activity is defined as any association between a user and smart 

sensors in the environment or any sensors being in active use to access the resources.  
Smart sensor can be one or more sensors (array sensors) with the integrated application 
that has the capability to make decisions for certain purposes. Aggregation of sensor data 
is only one of the processes in the sensor application to characterise user activity.  

To recognise a user’s activity while accessing resources, a context-aware application 
requires user identification. A user’s identity can be captured from the user’s mobile 
computing devices or user’s image/voice recognition. Users can be characterised by 
several means, i.e., identification and authentification, user profile, user’s terminal and 
user’s access network characteristics, and service adaptation to user environment. 

User characteristics can be recognised when any association exists between a user and 
smart sensors, and the association is recorded in a sensor database which contains 
information relating to user identity, sensor identity, location identity, time and state. The 
collection of this data, user activity history data, can be used to form a pattern of the 
user’s mobility, as discussed in Chapter 6, with the regularity of a user’s activity pattern 
also capable of being recognised.  This pattern can be used to predict a future user 
activity based on a user routine activity by querying the user activity pattern. 

Many earlier projects acknowledge the need for the capability to capture user activity 
in the complex relationships between a user and the environment:  

a. the activity as an essential ingredient for determining appropriate reactive 
behaviour as requirement for Response Offices at Xerox PARC (Elrod, Hall et al. 
1993) 

b. The need for tracking activity such as EasyLiving at Microsoft acknowledges 
(Brumit, Meyer et al. 2000), or tracking activity of daily living to identify the 
short- and long-term changes in the health of elderly people (Patterson, Fox et al. 
2003). 

c. the utilisation of the activity based approach such as in the second generation of 
iRoom at MIT (Kulkarni 2002). This approach is similar to the activity-centric 
context model at DSTO, which have agents and activities as key components. 
The activity centric context model adopts a knowledge management approach to 
support the hand-over of artefacts from one individual or group to another. For 
example, to hand over a system design it is necessary to pass the formal artefacts 
of the design activity but it is also important to pass the tacit system design 
context, the mental models, assumptions  and other factors that exist when the 
design was developed (Prekop and Burnett 2002). 

In this work, the capability to capture user activities outlined above was considered 
and followed the prediction of future user activity by the use of history data to form an 
activity pattern. 
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7.3 Activity-based Processing Model 

An activity based approach uses the abstraction of the sensor data that is accessed by a 
user in the computing environment. In this part, the activity-based processing model will 
be discussed. The model has 5 stages as shown in Figure 7.1, i.e. Sensors, Smart Sensor, 
Resolver, Resources Manager, and Presentation.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.1 User Activity Processing Model 

7.3.1 Sensors 

In recognising user activity, the principal questions are: How many sensors are needed to 
recognise a user activity and at what precision? Can activities be recognised using simple 
sensors that detect changes to the states of objects and devices in a complex office 
setting? For a simple activity, a single simple sensor can often provide powerful clues to 
activity. For instance, a keyboard activity sensor can capture user typing activity and a 
pressure chair sensor can strongly suggest that a user is sitting on the chair, both types of 
sensors can show user location as well. However, these sensors cannot show other 
activity, such as that a user has a meeting activity. In essence, there is no one answer to 
the question posed above; the number of sensors needed to recognise user activity 
depends on the type, function and precision capability of the sensors used to capture the 
user data 

As mentioned earlier in Chapter 4, an Active Office has two types of sensors, i.e., 
proximate and fixed sensors. It uses proximate sensors, such as WiFi, Bluetooth, RFID 
and IrDA.  These sensors have been used to sense user activity. The other sensors can be 
added as required by the room in an Active Office to capture user activity, such as UWB, 
or eye-movement sensors. For fixed sensors, magnetic phone sensors, pressure chair 
sensors, magnetic door sensors, keyboard activity sensors, mouse activity sensors and 
swipe cards are used. Fixed sensors can also be extended to other sensors such as 
biometric/finger print sensor, iButton sensor.  

In this model, both sensors provide the raw data recorded in spatio-temporal 
databases, as discussed in Chapter 8. 

Sensors Presentation

Proximate Sensors:
WiFi, Bluetooth, 
RFID, IrDA, 
UWB, etc

Fixed Sensors:
Phone’s sensor,
Chair’s sensor,
Door’s sensor,
Keyboard and mouse 
activity,
Swipe card,
Keyboard activity,
Biometric 
sensor/finger-print, 
Ibutton sensor, etc.

‘Who’ 
IE-lookup

Web Server

Raw sensor 
Databases

Activity Evident User Location:

User Activity:

User data-table, 
Location data-
table, etc

Resources 
Manager

current user location or 
the most recent appear

On the Phone or 
Sitting in the chair

Who is Bob ? 

Monitoring and 
responds to Bob’s 
(recent) location

Monitoring and 
responds to
Bob’s activities

User Identity

Aggregate 
sensor data

Rich context data
(standard format)

Resolver Resources 
Manager

‘Where’ 
IE-lookup

‘What’ 
IE-lookup

Smart SensorSensors Presentation

Proximate Sensors:
WiFi, Bluetooth, 
RFID, IrDA, 
UWB, etc

Fixed Sensors:
Phone’s sensor,
Chair’s sensor,
Door’s sensor,
Keyboard and mouse 
activity,
Swipe card,
Keyboard activity,
Biometric 
sensor/finger-print, 
Ibutton sensor, etc.

‘Who’ 
IE-lookup

Web Server

Raw sensor 
Databases

Activity Evident User Location:

User Activity:

User data-table, 
Location data-
table, etc

Resources 
Manager

current user location or 
the most recent appear

On the Phone or 
Sitting in the chair

Who is Bob ? 

Monitoring and 
responds to Bob’s 
(recent) location

Monitoring and 
responds to
Bob’s activities

User Identity

Aggregate 
sensor data

Rich context data
(standard format)

Resolver Resources 
Manager

‘Where’ 
IE-lookup

‘What’ 
IE-lookup

Smart Sensor



 

 
 

103

7.3.2 Smart Sensor 

The smart sensor in this model is based on three kinds of data, i.e., raw sensor data, 
activity-evident data, and data-tables, such as user data-table, location data-table. The raw 
sensor data which is recorded in a spatio-temporal database is a key entity for the smart 
sensor to deduce what kind of user context information is needed in any situation. 
Aggregate sensor data is the extracted data from a raw sensor database. This type of 
database can be used for two purposes, i.e.: speeding the process query and showing the 
scalability of the query. 

7.3.3 Resolver 

Resolver is the procedure for looking-up user identity, location and activity. This 
approach is similar to the DNS server lookup host table. DNS server can resolve host 
name to ip-address and vice versa. In this model, the resolver uses the DNS idea more 
widely, it resolves three variables i.e., User Id, Device Id and MAC address. It is possible 
for a user to have several devices and possible for each device to have several MAC 
addresses, and hence possible for a user to have many identities in the environment. 
There are three functions of the resolver in this work that have been designed for Active 
Office purposes, i.e. for user identity purposes, it uses user identity lookup tables; for 
location purposes, it uses scalability of location lookup tables and for user activity 
purposes, it uses several entities (databases) to deduce user activity. 

7.3.4 Resource Manager 

In Active Office’s network management, a resource manager acts as the coordinator. It 
maps available resources. It contains agents such as resolution agent, inter-domain agent, 
ICMP agent, SNMP agent, Content Routing agent. For user activity purposes, some of 
the resources manager’s functions may not be used much, such as accepting the object’s 
global name from the resolution server or the use as persistent mapping to request 
persistent location from the resolution server. In this part, the resource manager’s 
function is to coordinate the resources based on the status of the sensor data including the 
aggregated sensor data to provide a complete set of context-aware information which 
contains user identity, location and activity information. 

7.3.5 Presentation 

The presentation, response or action is based on data processing from the resource 
manager. User activity can be shown whether virtually, in a web page, in computer 
monitoring, or in direct action to the user. 

7.4 The Role of Location to User Activity 

An important problem in an Intelligent Environment is how the system can characterise 
user situation based on user activity, where user activity is based on any objects (such as 
smart sensors) being in action relating to a particular person’s use. It could provide 
complex and rich information which is relevant to the situation/domain being examined.  

This information is used to characterise the situation of user entity and environment 
entity, where user entity is a person being in the environment and an environment entity 
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is an indoor or outdoor space that is embedded/equipped with smart sensors. A complete 
set of user activities can be identified by reading and interpreting any association between 
a user (user entity) and smart sensors (in the environment entity). 

When smart sensors sense a user and recognise a user location, the possible activity of 
the user can be estimated based on the user location itself. For example, in Table 7.1, 
when a user is found in his office (N235), the possible activities in his room are working 
on the computer, working on his table, using the telephone, or having a meeting. Table 
7.1 is the summary of Table 6.1 in Chapter 6. In Chapter 6 user activity is reported by the 
user while he is on the move. In this part, how to recognise user activity based on sensor 
data will be discussed. This approach does not need the subject to label his activities such 
as in (Tapia, Intille et al. 2004), where it could be difficult to adapt to individual patterns 
of activities. 

The activity can be structured such as in Figure 7.2, this will clarify the tree of the 
user activity. When a user is working on the computer, the mouse and keyboard activity 
sensors can be used to detect in which windows and with which applications the user is 
engaged. Hence, when the location sensor found his location is in room N235, the mouse 
and keyboard sensor can then report an activity such as user id, windows and application. 
These could then be used to deduce the type of user activity. 

In the case of a user working with email, there are many ways to access email, such as 
remote access and open mail agent, create a pop email script and convert to special word 
format. This is not recommended in the Active Office, because it will lead to difficulties 
in recognising user activity. In the Active Office, working with email is only recognised 
when a user makes common use of a regular mail agent (such as Microsoft Outlook, 
Mozilla, Netscape, Eudora, Pine) or web-mail (such as mail.yahoo.com, 
www.gmail.com). 

Recognising user activity when the user may be working on his table is not simple, so 
far in the Active Office only user location data have been recognised from WiFi signals, 
and chair sensor data using a pressure sensor that is embedded in the chair (see Chapter 
4), but as yet no sensor has been embedded in the table. Once the Active Office has a 
pressure sensor covering the whole table, the Active Office will be able to deduce when 
the user is working on his table. However, the situation where a user works on his table is 
a different situation from that where the user is on the phone, since, as the Active Office 
has a phone sensor, it can be easily recognised when the user is having a phone call.  

In the case where the user has a meeting, when it is found that other users are also in 
the same location (room) for a certain period, it can be deduced that the user has a 
meeting with other people. If the other users status is recognised as student then it is a 
meeting with a student, the same thing can happen when the user identity is found to be 
his supervisor. A context-aware application will deduce the activity based on the 
recognition of the user’s identity. However, when there is a user/guest and his location is 
recognised but no identity is available, then the Active Office needs to find a way to 
recognise the existence of that user/guest, one option is by identifying his mobile device 
using resolver as discussed on Section 7.3.3. 

When a user leaves his office, user activity status will be undetectable. This status 
will be the same when the user does not allow the Active Office to detect his location. 
When a user’s location is found to be in a seminar room, and it is also matches with the 
seminar schedule, it can be deduced that joining the seminar is his user activity status.  
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• Working on the computer 

o Office Application 
 Word processing 
 Spreadsheet 
 Presentation software 

o Mail agent 
 Read email 
 Forward and write email 
 New email and write email 

o Web application 
 Download paper/image 
 Searching information 
 Web email 

• Read email 
• Forward and write email 
• New email and write email 

 Monitoring equipment 
• Working on the table 

o Read a paper 
o Make a note or writing a paper 

• On the phone 
o Internal call 
o Local call 
o Inter-local call 
o International call 

• Meeting 
o Meeting with other staff 
o Have a guest 
o Meeting with supervisor 

Figure 7.2 Example of Tree Structure of User Activity 

A similar deduction may be made when a user is found in the DCS café; if he has 
stayed for more than 5 minutes and the time is in the morning about 11am, then it can be 
deduced that he has a morning tea activity. This applies also for afternoon tea activity. 

When a user’s location is found to be in a corridor or on the stairs, and his location 
changes at a reasonable speed, it can be deduced that he walks in a corridor/on stair 
activity. When a user’s location is found in toilet for more than 3 minutes, it also can 
deduce that he may be so engaged. 

Table 7.1 shows the summary of the duration of a staff member’s activities on a 
certain day, sorted by the duration of visits to rooms. This also shows that the user spent 
69% of his office hours on that day in his office. This approach proposes the tagging of 
each room with the function of the room and how often the users have activities in a 
particular room. 

To have a better understanding of the recognition of user activity based on location, 
activity zones can be created, as explained in (Koile, Toolman et al. 2003). Activity zones 
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can be mapped by including observed location features in regions corresponding to 
activities or sets of activities. In this study, a 3-D pattern of user locations is not further 
explored, instead short-range sensors, such as an RFID sensor, which can be embedded in 
any Active Office object is used to allow recognition of user activity. 3-D location of 
users or an RFID sensor is useful but alone is insufficient as context information. In this 
study the raw RFID sensor data is combined with raw WiFi data. 

Table 7.1 Summary of a Staff Member’s Activities on a Certain Day. 
Room Visit 

(times)
Duration 
(minutes)

Possible Activities 

N235 7 337 Working on the Computer  
Reading a paper  
Make a note or writing a paper 
Telephone 
Meeting  

Undetectable 1 56 Out of office 
Not allowed to detect 

Seminar 1 53 Join DCS Seminar 
DCS café 1 16 Afternoon Tea 

Morning Tea 
Corridor 9 9 Walk through 
Toilet 2 7 Toileting 
Stair Level 1 6 6 Walk through 
Resources 
Room 

1 3 Picking up print out 
Check mail 
Fax 
Binding 
Pick up stationery/paper 
Pick up reading material 
Photocopy 

 
The partition space/zone is based on simple proximity or relies on user specified maps 

of regions. Location regions can be learned from observed activity, including user 
changes to location/motion. Each zone corresponds to a region in which a person is likely 
to be engaged in similar activities. Activity zones can overlap in space, since motion can 
indicate a different activity. This activity map can be used at run time to contextualise 
user preferences, such as allowing “location-notification” settings of messaging, 
environmental control and multi-media delivery (Koile, Toolman et al. 2003). 

For example in the case of a resources room in the department of Computer Science, 
ANU, as shown in Figure 7.2, if a user’s location is found by WiFi sensors to be in the 
resources room, and RFID sensors in front of the Reading Material zone sense that a 
book has just been moved from the shelf, the Active Office can deduce that the user is 
picking up a book.  

A more complex application allows the recognition of a complex user activity by the 
addition of the semantics of an object (knowledge of objects such as chair, desk, and 
computer) and the semantics of human behaviour (such as people come to the office 
around 9 am, read and write at a desk). In an Active Office, user activity depends on the 
type of organisation and the location/position. In the case of the University organisation, 
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especially in the head of department room at department level, the most frequent 
activities are working on the computer, talking on the phone, having a guest, a staff 
meeting, or meeting with a student.  According to Stinson, the use-of-time can be placed 
into two categories; in places and in transit (Stinson 1999), the details have been 
explained in Section 2.11. Any user activities in Active Office are in places activities. 
Table 7.2 shows the list of possible activities in places, based on observation of location 
(room) function in a University organisation. This list can be added to, but the list in 
Table 7.2 is the representative of the major activities based on room type. For example, 
the most possible activities in a Head of Department room are; working on computer, 
talking on telephone, having a guest, staff or student meeting. 

 

     

Figure 7.3 Access Zone in the Resources Room 

Some activities in the Active Office, such as in the University, could easily be 
detected, for example working on the computer or talking on the phone. However, 
recognising the difference between when the Head of Department is having a guest, the 
Head of Department is meeting with a staff member or a student, is a still problem, since 
at the moment not all people have an identity that can be recognised by the Active Office. 
If user productivity is a goal of the Active Office, it can be measured by counting the 
number of tasks completed per unit of time, and can also convert these measurements to 
measurements of time per task (Nielsen and Levy 1994).  

The most complex activity occurs when a group of people share their activities. The 
social exchange and actions within a group of people have direct impact on group 
activity. A working group is situated in a rich context of organizational strategies and 
objectives, job roles and responsibilities, interpersonal relationships, task assignments 
and interdependencies and tool-handling and material resources (Carroll, Neale et al. 
2003) and makes the group’s activities harder to understand than that of a single user’s 
activity. This context is in the domain of user activities. 

Group activity implies knowledge of how task components are identified, coordinated 
and carried out. Task components must be understood and pursued in the context of the 
overall purpose of a shared activity, the goals and requirements for completing it, and 
how individual tasks fit into the group’s overall plan.  
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Table 7.2  Possible Activities Based on Location in the University Organisation 
Room type Possible activities 
HoD office Working on computer 

Talking on telephone 
Having a guest 
Staff meeting 
Student meeting 

Administrator Office Administration task 
Working on computer 
Talking on telephone 
Having a guest 
Staff meeting 
Student meeting 

Staff/Lecturer Office Working on computer 
Talking on telephone 
Having a guest 
Staff meeting 
Student meeting 

Seminar  Meeting 
Classroom Teaching 

Student study group 
Computer labs Computing work 

Printing 
Reading room/library Finding book/journal/thesis 

Reading book/journal/thesis 
Take a note 

Resources room Printing 
Fax 
Stationery 
Mail box/pigeon hole 
Binding 

IT support  Backup data 
Talking on telephone 
Burn CD/DVD 
Printing colour 
Server and workstation problem 
Network problem 

Corridor Walking 
Running 

Student Study groups Student Study group 
Staff Meeting room Meeting 
Toilet Toileting 
Cafe Morning Tea 

Afternoon Tea 
Lunch 

Stair level 1 Pass through 
Walking/running 

Stair level 2 Pass through 
Walking/running 
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When collaborative activity is carried out and the collaborators are in different time 
zones or cultures, it will not include face-to-face interaction and many interaction 
resources will be disrupted i.e., field of view is reduced, the possibility of gesture use is 
limited, facial expressions are eliminated/constrained, auditory cues are diminished, tools 
and artefacts cannot be as easily shared, deixis and spatial co-references are difficult to 
resolve (Tang 1991; Gutwin and Greenberg 1996). It is also difficult to repair 
miscommunication. 

7.5 “Having a Guest” Using Mobile Access Point 

How an Active Office deals with an “unregistered” user or unknown device and how a 
guest user, a user without enough knowledge of the local network, gains access to the 
Active Office is a unique situation in a social model of an Active Office. This will not 
only have implications for a context-aware application in providing service to the 
unregistered user, if it is allowed, but also to the development of the social policy/model 
of the environment as well, as a unique perturbation situation in an Active Office.  The 
generic social scenario for this situation is when a staff member has a guest.  

Generally when a guest user/colleague comes to the office, he is under the 
responsibility of the staff member, especially if the guest has limited access to office 
resources. How Active Office provides support for a guest user to office resources is a 
common problem. For that purpose, it must include the policy of the office, how 
confident the office administrator is of the network’s security when it is accessed by an 
external user, such as a guest user, or other guest user categories (every guest user has his 
own characteristics and needs). 

“Having a guest” is a unique user activity in an Active Office. The guest user could 
have limited access to the resources in an Active Office, which is unfamiliar domain for 
the user, and for this purpose a mobile access point for guest users is introduced in this 
section to provide access for the guest through a staff member’s connection to the 
network. In an Active Office, a guest is a different user category from that of a visitor, 
such as visiting fellow, a guest may visit only for a couple of hours but a visitor may stay 
for several days and as a consequence of this situation, a visiting fellow may register in a 
local server, but a guest clearly may not. 

The social policies designed for “having a guest” in an Active Office follows the 
requirement below: 

• A user (staff member) who is employed in an Active Office is allowed to have a 
guest/colleague.  

• A user guest is under the responsibility of the staff member.  
• Active Office provides support for a guest user to gain access to limited general 

resources but , for security reason, a guest cannot directly using his workstation.  
• Mobile computing equipment (Notebook or PDA) of a staff member can be used 

as a Mobile Access Point for his guest user in accessing Active Office resources.  
• A Mobile Access Point can be used by the staff member and his guest user while 

they are on the move in a hot-spot wireless network area in an Intelligent 
Environment. 

• At the same time, an Intelligent Environment application can locate a Mobile 
Access Point that turns to approximate guest user location.  
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In the implementation, a staff mobility device is set up as a mobile access point. This 
mobile access point is an access point for a guest user device to access the network. Staff 
members and their user guests can access the resources in the four buildings and the 
surroundings which are covered by the wireless network. While they are on the move in 
the Intelligent Environment, these resources can be accessed anytime, anywhere. 

The proximate location of a guest user can be estimated by finding the proximate 
location of the mobile access point and turned to a proximate guest user location by using 
the symbolic or coordinate user location algorithm mentioned in Chapter 5. 

The following is an example scenario of “having guests” in an Active Office.  
 

John is a project leader in a joint project between industry, university and 
government. He has a smart personal assistant (SPA)  in the form of a laptop with 
Linux Fedore Core 3 that uses wireless connection (WiFi and Bluetooth capable 
device) to the networks in his Active Office. When Adrian, Mick and Walter come to 
John’s office and they bring their own SPA: Adrian brings his Phone PDA with 
Windows CE, Mick brings his PDA with Linux Familiar and Walter has a smart 
phone with Symbian operating system, all with Bluetooth capability. When they have 
an important meeting and need connections to the net, they should be able to create 
an ad hoc network through John’s laptop using Bluetooth network even though they 
have different types of devices and operating system platforms. John’s laptop acts as 
a mobile access point using Bluetooth network for his guests, but it remains as a 
client of the Active Office server using WiFi network.  

When Adrian has a connection to the Active Office network, the MAC address of 
his device is caught up by the resolution server to find his profile including his 
identity from his local server which is in a university server (outside John’s office). 
The Active Office can then deliver a welcome message to Adrian and the meeting 
begins. The same thing happens to Mick from an industry server and Walter from a 
government server. 

The Active Office provides the mobile access point through John’s laptop, 
calculating the guests’ incoming and outgoing data which is stored as John’s 
responsibility. The handling systems or Persistent-URL systems is used as resolution 
server to recognise the guest identity if his device is registered in his local resolution 
server. Moreover, the Active Office server can deliver information relating to John’s 
location to his laptop which can lead to the location of their guests.  

 
Communication between small embedded devices and sensing devices are an integral 

service of the Active Office. The existing communication technologies use wired and 
wireless local area networks to form the communication network. The wired local area 
network uses fibre optic, RJ45 or USB networking and the wireless local area network 
uses WiFi, or wireless personal area networks (Bluetooth or IrDA). In an Active Office, 
the use of mobile phone network (GSM/GPRS) by the guest is allowed but not supported, 
since the access to mobile phone network is not under control of the Active Office 
infrastructure and the cost of connection also need to be considered. However, a guest has 
an option to connect to the network through 3G telecommunication service, for example, 
without any interference of Active Office systems. 

In this implementation, several access points of Bluetooth and WiFi are used to cover 
the three buildings and their surroundings (see Figure 6.2 Chapter 6). The users are 
attached to the Active Office servers through the WiFi Access Points using Virtual 
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Private Network (secure mode), and the server provides authoritative dynamic IP address 
service by registering the user’s MAC address devices for security and zero-configuration 
purposes. It is possible for an SPA user to connect to a WiFi server using wired or 
wireless LAN. When a user uses WiFi in an Active Office, his mobile device will be set 
up as a secure client to the WiFi’s server to provide a connection for his guest, and his 
mobile device also needs to be set up as a Network Access Point (NAP) especially when 
his guest needs to connect using Bluetooth networking (Figure 7.3). When a guest brings 
his PDA with Bluetooth or USB capability, a scattered Bluetooth network or USB 
network can be built to access the Active Office resources. 

 
 
 
 
 
 
 
 
 
 
 

Figure 7.4 The Possible Connectivity of a Mobile Access Point to File Server. 

In this experiment, two PDAs (WinCE and Linux Familiar) and a Smart Phone are 
used as a client and a laptop (Linux Fedora) to build USB networking or Bluetooth 
networking. While using Bluetooth Networking, the laptop was set up as a Bluetooth 
NAP and the PDAs and a Smart Phone were set up as a Bluetooth Personal Access 
Network User client (PANU). 

From the study of the situation above, it is obvious that the user location for the SPA 
client depends on the location of the mobile access point. If the mobile access point 
moves then the SPA client will also move. Table 7.3 shows five possible situations (grey 
shading) which can occur when the SPA client comes to the proximate user location, 
while the rests are in fixed/precise user location. This happens when a mobile access 
point or an SPA client is using a wireless connection (Bluetooth/WiFi). The guest 
activities in accessing the resources while the guest user is on the move were monitored 
using network monitoring application. 

To develop an application on the mobile access point to send user location data to 
clients, the Bluetooth, WiFi, USB and RJ45 connection can be considered as a regular 
connection in the Intelligent Environment. The four situations in which the connection to 
the Active Office can be formed are as follows (Figure 7.4): 

1. SPA client uses USB Networking (usbf) to connect to a mobile access point and 
the mobile access point uses RJ45 (LAN/eth0) to connect to the File Server. 

2. SPA client uses USB Networking (usbf) to connect to a mobile access point and 
the mobile access point uses WiFi (eth1+cipcb0) to connect to the File Server. 

3. SPA client uses Bluetooth Networking (bnep) to connect to a mobile access point 
and the mobile access point uses RJ45 (LAN/eth0) to connect to the File Server. 
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4. SPA client uses Bluetooth Networking (bnep) to connect to a mobile access point 
and the mobile access point uses WiFi (eth1+cipcb0) to connect to the File Server. 

Table 7.3 SPA Client Location Category. 

Category SPA Client Mobile AP AP/Server 
1 Fixed/Precise 

Location 
Fixed/Precise 
Location 

Fixed/Precise 
Location 

2 Mobile/Proximate 
Location 

Mobile/Proximate 
Location 

Fixed/Precise 
Location 

3 Mobile/Proximate 
Location 

Fixed/Precise 
Location 

Fixed/Precise 
Location 

4 Mobile/Proximate 
Location 

Mobile/Proximate 
Location 

Fixed/Precise 
Location 

 
An Active Office provides full support to any resource movement (user mobility 

devices), in the sense of the availability of the independent resources. In the case of a 
mobile access point, it is possible for the staff member to change his connection from 
wired to wireless connection, but his guest continues to access the service transparently 
through his mobile access point, which is also his mobile device. 

7.6 System Monitoring User Activity in an Active Office 

Contexts have been defined as complex, rich objects that contain information relevant to 
the problem or domain being examined. This information is used to characterise the 
situation of a user entity and an environment entity, where the user entity is a person in 
the environment and an environment entity is an open or closed space that is 
embedded/equipped by smart sensors. 

When a user has an activity in an Active Office, which is recognised by any sensors 
being in active use by a user or where any transaction occurs between a user and smart 
sensors in the environment, the user activity can be detected and monitored. The user 
activity information can be used to understand the user situation. 

To monitor user activities, several important variables need to be considered, for 
example: 

• user identification,  
• user location,  
• register of fixed devices/sensors,  
• network availability (WLAN: Bluetooth, WiFi),  
• service status of the room in the Active Office.  

All objects, such as user identity, devices/sensors and network availability, have: 
• object identification,  
• an object name, 
• other characteristics. 

Once a relationship exists between user identification and objects such as user 
location or register devices, this relationship will be registered and stored in the 
Intelligent Environment repository as a transaction of a user model. 
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User location can be recognised by WiFi or Bluetooth. A proximity location sensor is 
used in the Active Office. In the case when the user has two devices with two 
connectivity capabilities, using WiFi and Bluetooth for instance, the Active Office 
environment will check both devices, then use the latest user location and store it in the 
Intelligent Environment repository as the current location. 

Service status will be captured directly from the resources manager, which accesses 
the Intelligent Environment repository and the user model. The Intelligent Environment 
repository and the user model holds the information from all sensors/devices and the 
relationship between user identification and sensors/devices. 

The user activity received the same treatment as the other device/sensor status, but is 
concerned only with user id and the transaction between user id and the objects i.e., 
sensors, devices, services. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.5 A Sample Snapshot of a User’s Current Location and a User’s Activity 
Recognition Window 

The snapshot (Figure 7.5) is an example of monitoring of user activity. John Blog is 
in his room (room N235), sitting on his chair, near the main desk, and joins a 
teleconference with Pelican Group. John is monitored logging onto his computer (John is 
in room N234 and room N234 belongs to John), he sits on his chair (the iButton/RFID in 
the chair and keyboard activity is in active mode as John continues typing) and he 
registers onto the conference with Pelican Group (based on John’s schedule, he is having 
a teleconference with the Pelican group and at the same time his phone status is in audio 
conference).  

The context information above shows John’s activity is a teleconference situation. 

User Identity: John Blog
U4011906

User Activity: John is in his room (Rm N235), sitting in his chair near the main desk, joined Pelican group audio conference.

Office Environment: Room N235

Register equipment:
Workstation 1: fixed place, in the main desk, thepenguin (150.203.xxx.xxx), Wired LAN, Redhat 9
Workstation 2: fixed place, in the window desk, Semeru (150.203.xx.xxx), Bluetooth server, Windows XP
Notebook: mobile, in the main desk, Laptop119 (Dynamic IP Address), WiFi, Wired LAN, Bluetooth PAN,  multi-boot, Windows 
XP, Windows 98, Fedora
Telephone: fixed place, in the main desk, +61261251301
PDA: mobile, in the main desk, PDA119 (Dynamic IP address), WiFi, Bluetooth client, Familiar 2.1, GPE 2.1

Sensor:
Ibutton: fixed place, near the door
WebCam: fixed place, in the corner near the window desk, attached to Workstation 2
Temperature: 26oC

Network available in room N235:
Wired LAN: 2 socket, fixed IP - subnet 150.203.xxx, dynamic IP - subnet 192.168.2
Wifi: 3 Access Points cover the room, ANUNorth, dynamic IP using VPN (CIPE) with 128 bit encrypted link.
Bluetooth: 1 Bluetooth server (PAN), 3 Bluetooth clients (PANU)

Status Services on room 235:

Telephone: available, connected, (Audio conference: running)
Fax: Available, share in resources room
Email: available, IMAP 4, active in Workstation 1, Workstation 2, Notebook, PDA
Printer, available, share in resources room, HP LaserJet 4200, Kyocera 3750
Webcam: active, recording
Ibutton: active, no captured data
Temperature: active, sensing, 26oC
Web server: Apache, not available, last available: 20 February 2004 11:33:33.30
Meeting maker: active

Date: Friday, 20 February 2004
Time: 11:35:22.01

User Identity: John Blog
U4011906

User Activity: John is in his room (Rm N235), sitting in his chair near the main desk, joined Pelican group audio conference.

Office Environment: Room N235

Register equipment:
Workstation 1: fixed place, in the main desk, thepenguin (150.203.xxx.xxx), Wired LAN, Redhat 9
Workstation 2: fixed place, in the window desk, Semeru (150.203.xx.xxx), Bluetooth server, Windows XP
Notebook: mobile, in the main desk, Laptop119 (Dynamic IP Address), WiFi, Wired LAN, Bluetooth PAN,  multi-boot, Windows 
XP, Windows 98, Fedora
Telephone: fixed place, in the main desk, +61261251301
PDA: mobile, in the main desk, PDA119 (Dynamic IP address), WiFi, Bluetooth client, Familiar 2.1, GPE 2.1

Sensor:
Ibutton: fixed place, near the door
WebCam: fixed place, in the corner near the window desk, attached to Workstation 2
Temperature: 26oC

Network available in room N235:
Wired LAN: 2 socket, fixed IP - subnet 150.203.xxx, dynamic IP - subnet 192.168.2
Wifi: 3 Access Points cover the room, ANUNorth, dynamic IP using VPN (CIPE) with 128 bit encrypted link.
Bluetooth: 1 Bluetooth server (PAN), 3 Bluetooth clients (PANU)

Status Services on room 235:

Telephone: available, connected, (Audio conference: running)
Fax: Available, share in resources room
Email: available, IMAP 4, active in Workstation 1, Workstation 2, Notebook, PDA
Printer, available, share in resources room, HP LaserJet 4200, Kyocera 3750
Webcam: active, recording
Ibutton: active, no captured data
Temperature: active, sensing, 26oC
Web server: Apache, not available, last available: 20 February 2004 11:33:33.30
Meeting maker: active

Date: Friday, 20 February 2004
Time: 11:35:22.01
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7.7 Summary  

In the Context-Aware Computing/pervasive computing discipline, user activity is not 
well defined, this may be because the transition between activities is sometimes not very 
clear. An activity can be seen as a part of other activity, it can be in parallel or sequence 
mode or both together, and different views can be deduced from different activities.  

User activity in the Intelligent Environment can be defined as any association 
between a user and smart sensors in the environment, or any sensors being in active use 
to access the resources. It is divided into 4 categories, i.e., an activity as association 
between a user and smart sensors in the environment, as a node in a work flow or job 
breakdown, as a physical movement mode or state, or as a mode of state of human intent. 

Human activity is very complex and the computer environment is very limited in 
capturing user activity, but user activity is an essential ingredient for the determination of 
appropriate response/assistant behaviours to these activities in order to provide 
appropriate services without explicit commands. This leads to a situation-based approach 
in Context-Aware Computing. 

In this chapter user activity processing based on DiCPA architecture is presented, 
followed by a case study of user activity in a University entity including a user’s daily 
activity, the access zone and the case when a user has a guest. For this purpose, a Mobile 
Access Point is developed and analyses the gathering of the guest user location which 
leads to guest activity.  

As the computing environment changes over time, monitoring user activity becomes 
progressively more difficult. In this study, a system monitoring user activity was 
proposed, based on the user activity processing model. 
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Chapter 8 

PROVIDING INTELLIGENT RESPONSES IN A SMART 
ENVIRONMENT 

How a smart environment has the capability to detect, respond and assist people with a 
variety of activities and to determine which self-decision actions to take based on the 
users’ current context is a big challenge in the Pervasive Computing area. More over, as a 
consequence of users/objects continuously moving in the environment, handling a large 
volume of sensor data is also a problem. In responding to that problem, an Active Office 
was developed. It was equipped with fixed/precise sensors and proximate sensors 
(Bluetooth and WiFi) to locate and estimate user location. Further, a machine learning 
algorithm to estimate user location, which is described in Chapter 5, can produce a user 
location data to be stored in a spatio-temporal database technology. These approaches 
can be used to develop large-scale optimisation for the growth of sensor data. Both 
technologies, the machine learning and the spatio-temporal database approach, could be a 
basis/foundation technology used for the Active Office to respond based on the user’s 
situation. 

8.1 Introduction 

In Context-Aware Computing, location information is the most important aspect in the 
environment, followed by activity information and response from the environment. 
Location information provides a context for user mobility, while user-activity information 
provides a context to identify the user’s situation based on user location, with a response 
from the environment providing a context based on  the user’s situation, which is the 
action from  the Intelligent Environment based on pattern matching from the sensors 
when sensing the presence of the user.  

Space and time are the integral elements of the Intelligent Environment model, 
making dynamic spatio-temporal environments to enable transparent distributed 
computing to continually operate across changing circumstance in a seamless manner. 
There are two important problems in spatio-temporal environments, i.e., how to maintain 
consistent information about nearby objects while the user is on the move and how to 
process motion-specific queries from spatio-temporal sensors data in order to respond to 
rapidly changing aggregation of sensor data. Response to that problem sees the 
development of a scalable distributed context processing architecture which provides 
continuing operation across changing circumstances for users, the collection of nearby 
people and objects, accessible devices and the changing of those objects over time in the 
environment. This approach provides more understanding of user location, user activity 
and the kinds of intelligent responses coming from the environment. 

The study began from understanding the user’s presence in the environment, needing 
user identity and location identity, followed by user location which leads to user mobility, 
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then user activity which leads to user situation, and response which leads to action in the 
environment.  

User location can be identified by accessing available resources at static locations or 
by sensing the user’s mobile computing devices (PDA/handheld) while the user is on the 
move. Then, the study continues to include user mobility based on the user changing 
location from a current location to another location and storing user location sensor data 
as history data. History data can be reused and analysed to gain the pattern of user 
mobility. By understanding user mobility, there can be more understanding of user 
activity.  

User Activity can be any association between a user and smart sensors in the 
environment or any sensors being in active use to access resources. Context information 
derived from user activity can be used to characterise the user situation. 

By understanding the user’s situation, the environment has the capability to detect and 
respond to assist users by self-determining what action to take based on a users’ current 
context. 

As an implementation model of Intelligent Environments architecture, an Active 
Office was developed consisting of several normal rooms with minimal intrusive 
detectors and sensors and not requiring user to wear badgets to make user-interaction 
with the environment easier. 

The Active Office is equipped with two types of sensors, i.e., fixed/precise sensors 
and proximate sensors. Door sensor, chair sensor, phone sensor and keyboard activity 
sensor  are used as fixed sensors with Bluetooth and wireless (WiFi) as proximate sensors 
to detect current state/context and to understand/recognise several contexts such as 
context location, context activity and context actions so that Intelligent Environment can 
provide service based on the user’s situations.  

In identifying user identity and user location in an Intelligent Environment, the 
approach is to use the wireless connections in devices that users normally carry for other 
purposes, for example, a mobile phone or PDA. This device is not only handy because it 
is a small personal device but because it has a unique MAC address that can be used to 
establish user identity. The location of these devices, and hence the person with them, is 
determined by a mixture of precise, proximate and predicted location sensors. The data 
from these sensors is turned into a predictor to precisely locate the device, and thus the 
person. Once a user is located such services can be delivered based on the current 
situation from a resources manager.  

8.2 Providing Responses in Context-Aware Computing  

As a new approach of computing software engineering, Context-Aware Computing 
exploits rapid changes to accessing relevant information and the availability of 
communication and computing resources in the given environment of a mobile computer.  

Context-Aware Computing could be considered as a basis or foundation for 
Ubiquitous Computing and Pervasive Computing, Ambient Intelligence and Nomadic 
Computing, as cognoscent of its user’s state and surroundings, and capable of 
determining what actions to take based on that context.  
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Context-Aware applications promise richer and easier interaction, but the current state 
of research in this field is still far from achieving that vision. The notion of context is still 
ill defined (Dey, Abowd et al. 2001). 

Context-Aware Computing was implemented in a rich and rapidly changing 
computing environment, the Intelligent Environment. In this type of environment, most 
of the significant processes are done electronically by fixed/precise and proximate 
sensors while the user is on the move and the environment provides intelligent responses 
based on user context. The Intelligent Environment uses a scalable distribution context 
processing architecture (DiCPA architecture) to manage and respond to rapidly changing 
aggregation of sensor data (Kummerfeld, Quigley et al. 2003; Johnson, Carmichael et al. 
2004; Mantoro and Johnson 2004).  

DiCPA architecture provides task-relevant information to a user wherever the user 
location might be (Mantoro and Johnson 2004), while also having a deep understanding 
of activities in which the user is engaged. Demirdjian and Tollmar et al. worked on 
activity maps to detect a person’s activity zone in a one-person office and a two-person 
office (Demirdjian, Tollmar et al. 2002). This establishes a correspondence between the 
zones to the “walking context”, “working context”, and “resting context” activities. Their 
approach has the capability of tracking groups of users but not of responding to user 
activity. The approach of enabling the Intelligent Environment to respond to user activity 
in this work can be divided into two categories, i.e. guidance and assist/help in an 
Intelligent Environment. Guidance means the Intelligent Environment provides step by 
step procedure/information for a certain purpose and the user will do the physical action. 
Assist/help means the Intelligent Environment will deliver a response to a user request 
with the physical response done by the Intelligent Environment. These intelligent 
responses to user activity are also inspired by Activity Theory (Engestrom 1987).  

The trigger for the Intelligent Environment’s responses can make the Intelligent 
Environment respond to a user’s request or the pattern matching of the sensor data when 
the user is in an activity. This is an automatic response by the Intelligent Environment to 
the user. In either case, the response may be to assist (take automatic action) or to provide 
user guidance. The responses have four combinations of types of triggers, with some of 
the examples described in Section 8.6. 

The taxonomy of context-aware system in responding to user activity is proposed as 
follows: 

• Sensing context  (the ability of the Intelligent Environment to detect and sense 
user activity from various devices and sensors). 

• Knowledge-based context (the ability of the Intelligent Environment to develop 
relations between objects based on the rule-base for pattern-matching purposes 
and to understand the user activities, leading to the growth of the Intelligent 
Environment services). 

• History context (the ability of the Intelligent Environment to develop patterns of 
user and environment behaviour based on the context’s history). 

• Adaptation context (the ability of the Intelligent Environment to learn and adjust 
the service structure based on user and environment behaviour patterns). 

• Response context (the ability of the Intelligent Environment to interpret sensors’ 
data to context appropriate services, the ability to determine  what action to take  
based on user behaviour patterns in responding to current user activity). 
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8.2.1 Context as Predicate Relation  

Context is about predicate relation: if there is no object, there is no context.  To have a 
context, at least two objects have one relation or more. A single object rarely has a 
relation. Predicate relation may be thought of as a kind of relationship/function which 
applies to individual objects. When a group of static objects are approached by one or 
more moving object, it spontaneously forms a context. The behaviour of the context is 
more likely to have been formed in a group and ad hoc/spontaneous manner based on the 
patterns which match in the predicate relation. 

Context could be defined as rich and rapidly changing predicate relations between 
objects (user and environment entity) that contain information relevant to the current 
local domain while an object  (user entity) is on the move. This information is used to 
recognise the presence, location, mobility, activity and situation of the user entity as well 
as to respond and take action toward the environment entity.  

User entity is a person in the environment, and the environment entity is an open 
(outdoor) or closed (indoor) space that is embedded/equipped with smart sensors. Most of 
the objects in the environment entity are located in a static location, while the objects on 
the user entity, such as a mobile phone or a PDA, move from one location to another 
followed by the users themselves. The objects on the users are devices that could be used 
as user identity in the environments. A user might have several devices that bring 
together a single user identity. A user might also have several identities from several 
devices. To have intelligent responses, a user must have as a minimum one device that 
leads to his identity, otherwise the Intelligent Environment has no capability to respond to 
his situation.  

A context with quite rich relations can be categorised into two categories, i.e. user 
context and environment context. User context consists of attributes that have direct 
relation to the user, such as physiological state (e.g. body temperature and heart rate), 
emotional state, personal history, and so on. The environment context consists of 
attributes for servicing the user in the environment, such as physical user location, 
personalisation, navigation, and so on. 

8.2.2 Presence  

A user should be able to create a representative presence in the Intelligent Environment. 
All communication to a user is directed through this presence. A user may even create 
multiple presences. The presence brings a unique identification of the sensor, user and 
location. The user is in essence built into the network infrastructure.  All communication 
and services destined for that presence are addressed to a unique identifier. 

To have context, at least one user should be present in the environment. Without 
presence in the environment context will not exist. In other words, a user’s presence is a 
minimal requirement to establishing context. Once a user is identified in the environment, 
the predicate relation can be formed. The context is proposed as having three types of 
key-predicate-relations awareness, i.e.: 

• Location Awareness (the context of the environment to sense the object, deliver 
the object’s location and form the relationship between the object and the 
surrounding object in the environment – such as “near me!” application). 

• Activity Awareness (the context of the environment to sense the activity of the 
user in the user location and deduce the user’s situation). 
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• Response Awareness (the context of the environment to detect the current user 
state/context and determine what actions to take based on user situation). 

8.2.2.1 Location Awareness 

Basically Location Awareness asks a simple question: Where am I? But in an Intelligent 
Environment that question reflects the user identity and the user location. Location 
Awareness brings two important concepts: Context Identity and Context Location. Both 
of the concepts have strong influences in the area of Location Object, User Mobility and 
Localisation.  

Location Object deals with finding user location in the precise, estimated or predicted 
location. User Mobility deals with the change of a user’s location from one place to 
another, if there is no change of service then there is no user mobility (Mantoro and 
Johnson 2003). Localisation deals with distributed data processing, i.e. the local data 
when the user is on the move.  

In Intelligent Environments, the estimated location and predicted location are 
different concepts. Estimated location sees the use of proximate sensors to estimate user 
location. In the environment, a machine learning algorithm based on Self Organising Map 
is used (Mantoro and Johnson 2003) as well as a multivariate analysis approach to find 
the best match of user locations in the Active Office. Estimated location is used when 
fixed sensors cannot sense the user location in the Active Office. Predicted location  sees 
the use of probabilistic method to predict current user location based on patterns of 
historical data of fixed sensors and proximate sensors data (Mantoro and Johnson 2003). 

Context Location is a predicate relation between an object and its location. In this 
case, the object requests its position or location from the Intelligent Environment by 
using the “pull” method in the environment. 

loc(object, location) (1) 

The object itself can be a user, a chair, a phone, a door, a room or a building. For 
example:    
 
 loc(u1,room1) 
 loc(chair1, room1) 
 loc(room1, bldg108) 
 loc(bld10, ANU) 

 
In the case where the object is a user, when he moves from one location to another, 

the predicate location could deduce its user’s mobility. 

mobility
i

locationobjectloc =
∞

=
)

1
,(U , for object as a person (2) 

A user could establish his location in the environment when he brings a mobile 
device, such as a Mobile Phone or a PDA with Bluetooth or WiFi enabled or both. The 
Bluetooth server as master Bluetooth will scan the user’s Bluetooth enabled device as a 
slave/client. At the same time, when the user’s WiFi enabled device is in a certain area, 
the signal strength and signal quality will be measured to get the estimated location. 
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loc(u1,room1):- 
btloc(room1,u1,p800) .or. 
wifiloc(PDA,u1,room1). 
 

The ambiguity arising from the possible reporting of multiple locations for the user is 
resolved by the type of location sensors data and time. If the type of location sensors data 
is different, the priority of user location is precise location data, followed by proximate 
and predicted location data, if there are the same types of location data, then the latest 
data based on time will be used. 

In the case of Bluetooth, the Bluetooth server is always “on-scanning” mode to scan 
the room until the client is found and then asks the resolve server to find the user identity 
(carry). The Bluetooth server then sends the user identity, location and the MAC address 
of the Bluetooth mobile phone. 

 
btloc(room1,u1,p800):- 

btscan(room1,p800) .and. 
carry(p800,u1). 
 

The environment tracks the mode of the mobile phone for user activity and responses 
by checking the status. 
 

btstat (room1,u1,p800, “silent”) :- 
btloc (room1,u1,p800) .and. 
mode (p800, “silent”). 
 

In the case of WiFi, the WiFi server is always in “on-listening” mode, when a mobile 
WiFi client reports signal strength and signal quality, it sends the estimation of user 
location, followed by resolution of the MAC address of the PDA which leads to user 
identity.    

wifiloc(PDA,u1,room):- 
   wifiscan (PDA, room1), 

carry(PDA,u1). 
 

 
Figure 8.1 Triangle Resolutions: User Identification, Device Identification and MAC 

Address 
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A resolver database contains 3 basic components for user identity purposes; user 
identification, device identification and MAC address of the device. Figure 8.1 shows the 
triangle resolution used to resolve user identity when a user carries a device with a MAC 
address. It is possible for a user to have m (many) devices and a device to have n (many) 
MAC addresses implying that it is possible for a user to have m x n  (many) MAC 
addresses. Section 7.3.3 describes the function of the resolver. 

8.2.2.2 Activity Awareness 

When a user knows his location, he will not need to ask “Where is my location?” The 
same thing happens when his colleague knows his location, thus the question will lead to 
“What are you doing?”  However, in the Intelligent Environment, those simple questions 
can be interpreted as “What is your situation?” or “Can I find out your situation without 
intruding, interrupting or invading privacy?” The question is no longer simple and 
reflects the user’s identity and the user’s location. 

Activity Awareness deals with how the environment understands user activity in a 
certain location. It has strongly influenced the concepts of Context Identity, and Context 
Location, which then lead to the concept of Context Activity.  

Context Activity focuses on a predicate relation between the object’s activities in a 
certain location. In the environment, object activities can be in the form of a user location 
mode, a person carrying a small device that he takes everywhere, or even a deduction 
made from the situation. 

 

act(object, {user | location | ded}) (3) 

User activity requires user location to recognise user activity hence user location is 
the subset of user activity.  The Intelligent Environment senses all relevant objects in the 
examined location to recognise user activity. 

situationdedlocationuserobjectact
i

=
∞

=
})||{,(

1
U  (4) 

Activity awareness can be defined as any association between a user and smart 
sensors in the environment or any sensors being in active use to access resources.  
Context information from user activity can be used to characterise user situation. When 
an object has relationship to another object, context activity will be formed based on 
room scale. The Intelligent Environment has the capability to record all activities and, 
based on that collection of activities, a context situation can be deduced.   

8.2.2.3 Response Awareness 

Response Awareness focuses on how an Intelligent Environment responds to user 
situation. Examples of response questions include: Can I turn off all possible resources 
when there is no one in the room? Can I login or logout for you? Can I turn off the 
multimedia volume while you are on the phone? Or, can I set your mobile phone to silent 
mode while you are in the meeting? In an Intelligent Environment, all the responses are 
under a sequence in the clear control of the user. User control can be a direct or an 
indirect response. The first question above requests an indirect response and the last three 



 

 
 

122 

questions ask for a direct response. A direct response needs direct approval from the user 
before it can be executed. 

Response Awareness is different from Location or Activity Awareness, above, in the 
sense that it does not identify and inform an object’s situation by requesting a response 
from the Intelligent Environment. Instead it uses ‘pull’ technology to deliver a response 
to the object/user. 

Response Awareness reflects user/object identity, user location and user activity 
which lead to environment responses. In addition, it also brings and combines the 
concepts of Context Identity, Context Location and Context Activity to Context Response 
that allows the environment to deliver action for the user.  The environment responses are 
carried out by any object in the environment other than user (envi).  

Table 8.1 Summary of the Context-Aware Concept 
Awareness Core 

Concept 
Context Core Context Key Word Activity 

- Presence 
Awareness 

- Identity - Context 
Identity 

- Personalisation - Who - Who are you? 

- Location 
Awareness 

- Identity  
- Location 

- Context 
Identity 

- Context 
Location 

- Localisation 
- Location Object 
- Mobility Awareness 

- Who 
- Where 

- Where are you? 

- Activity 
Awareness 

- Identity 
- Location 
- Activity 

- Context 
Activity 

- Navigation 
- Situation Awareness 

- Who  
- Where 
- What 

- What are you doing?  
- What is your situation? 
- Can I find out your 

situation without intruding, 
interrupting or invading 
privacy? 

- Response 
Awareness 

- Identity 
- Location 
- Activity 
- Response 

- Context 
Response 

- Action Awareness - Who  
- Where 
- What 
- Response 

- How Intelligent Environ-
ment responds to user 
situation. 

- Can I login for you? 
- Can I turn off the 

multimedia volume while 
you are on the phone?  

- Can I set your Mobile 
Phone to silent mode? 

 
Context response deals with a predicate relation of the pattern matching of the object 

activities in a certain location in responding to user situation. The response to the object 
in the environment can be deduced from such a situation. 

resp(envi,user) (5) 

When a certain location in the environment has both static and mobile objects, it can 
learn and adapt to deliver a response while keeping on monitoring activities, since the 
Intelligent Environment has the capability to record all the responses that are being 
delivered in which a context action from the environment to a user or a room scale 
situation can be deduced from a collection of responses. 

actionuserenviresp
i

=
∞

=
),(

1
U  (6) 

A summary of the concepts of Presence Awareness, Location Awareness, Activity 
Awareness and Response Awareness is shown in Table 8.1. 



 

 
 

123

8.3 Sensor Management 

To have a precise understanding of user presence, user location, user activity and 
response to user, the Intelligent Environment needs to understand the behaviour of every 
sensor, user identity structure, place and location structure. The strengths and weaknesses 
of every single object need to be understood. All the knowledge above has to be put in a 
context aware application, especially on a sensor structure of fixed sensors (chair sensors, 
phone sensors, door sensors and keyboard activity sensors) and proximate sensors 
(Bluetooth and WiFi sensor). The pervasive computing environment which deals with 
large volumes of sensor data needs to design fusion of the sensor data to have a sequence 
of clear logic of presence awareness, location awareness, activity awareness and response 
awareness. 

8.4 Fusion Sensor Database Design 

Pervasive computing by nature deals with large volumes of sensor data. As time goes and 
pervasive applications grow, the amount of data that is collected, stored and processed 
will steadily grow as well. This is likely to make the application drop speed in responding 
to user needs. The challenge of this problem is how to develop large-scale optimisation 
for the growth of sensor data which has a reasonable access time for a user. To optimise 
this, approaches are as follows: 

1. Design a spatio-temporal database for the sensor’s data. 
2. Generalisation of the sensor data format of precise and proximate location 

sensor’s data. 
3. Filter the sensor data: record only when the state of the sensor is being changed. 

8.4.1 A Spatio-Temporal Database for Various Fixed and Proximate Sensor’s Data 

In an Intelligent Environment, the sensor server application pushes the sensor data to the 
database when the state changes. Sensor databases are temporal in nature and rely on 
databases which record time referenced data (temporal databases). A database is 
considered temporal if it is able to manage time-varying data and if it supports some time 
domain distinct from user-defined time. In temporal databases time can be captured along 
two distinct time lines: transaction time and valid time. The combination of both time 
databases is called a bitemporal database (Dyreson, Snodgrass et al. 1995; Jensen 2000). 
A spatio-temporal database is a special temporal database with extension of spatial 
databases. A spatio-temporal database has all the features of temporal databases and 
different key spatial attributes. As an extension of spatial databases, it also records 
moving objects (not static) as well as looking at any timestamp (Dyreson, Snodgrass et al. 
1995; Abraham and Roddick. 1999; Parent, Esteban et al. 1999). 

The spatio-temporal data model is a model where the space and time dimensions are 
the integral elements of the model. Space is the set of all spatial elements i.e., simple 
areas (rooms) and complex areas (building or city) contained in space type data. Time is 
the set of all temporal elements i.e., intervals, sets of disjoint intervals, sets of instants, 
heterogeneous sets of disjoint intervals and instants contained in time type data. 
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8.4.1.1 Mobile Objects Queries 

Queries over mobile objects are almost similar to queries in traditional databases over 
static objects. The queries involve projection, selection, join, and aggregation operations. 
For the building block of complex SQL query, it uses selection queries, which can be 
classified as either a range (range predicate) or a nearest neighbour queries (k-Nearest 
Neighbour).  

In range predicate, the objects that fall within a given spatio-temporal range are 
retrieved. In k-Nearest Neighbour, the objects that are relatively “closer" to the query 
point are selected.  The notion of proximity differs between time and spatial dimensions. 
In the temporal sense, proximity means co-occurrence within a certain time period. 
Spatially, it refers to geometrical/geographical closeness based on sensor’s data.  

Thus, it is highly desirable to separate the selection predicate into spatial and 
temporal components, each of which can be specified in a different manner (Dyreson, 
Snodgrass et al. 1995; Parent, Esteban et al. 1999), either as a k-Nearest Neighbour or a 
Range predicate. 

A Spatio-temporal Range Query is specified by both the spatial and the temporal 
ranges (Dyreson, Snodgrass et al. 1995). An example: “retrieve all people (Bluetooth 
enabled mobile phone) in the corridor at level 2 of the building (spatial location range) 
where a director’s meeting is taking place between 10-12am (temporal range)". A 
Temporal k-NN Query is specified with a spatial range and a nearest neighbour predicate 
on the temporal value (Dyreson, Snodgrass et al. 1995). An example: “retrieve the first 
ten people (WiFi enable PDA) who were in the corridor between rooms E213 and E218 
(spatial range) from the meeting room and ordered based on time differences between 
when the director’s meeting occurred and the people crossed the spatial region (temporal 
k-NN predicate)". 

8.4.1.2 Partition/Division Spatio-Temporal Database 

The majority of database systems store information on real world events or the history of 
their objects. Such a real world event is then called the database subject. It usually 
happens that a certain database is partitioned/split into a few component units in order to 
reflect a natural order of events and the structure of its subject (Porkaew, Lazaridis et al. 
2001).  An example of the component unit is a class or an object in an object-oriented 
database system or a relation in a relational database model, as long as the design  of the 
database follows at least the third normal form  in the relational data model.  

The database is in a third normal form if and only if the non-key attributes/fields are 
mutually independent and irreducibly dependent on the primary key. A non-key attribute 
is any attribute that does not participate in the primary key of the relation concern. Two 
or more attributes are mutually independent if none of them is functionally-dependent on 
any combination of the others. Such independence implies that each such attribute can be 
updated independently of all the others (Date 1995). 

In the case of a distributed database system the division into units of component units 
is usually very clear. Data fragments stored in each site can be understood as particular 
component units and the subjects of these data fragments as certain parts of the real 
world. Processing the data related to such a separate part of the world or an environment 
can be carried out independently, provided that the actual autonomy of program 
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application and data collection is realised in each site of the system (Porkaew, Lazaridis 
et al. 2001). 

8.4.1.3 The Design of the Sensor Database 

As mentioned earlier, in pervasive computing the amount of data that is collected, stored 
and processed from fixed and proximate sensors will continue to grow quickly, for 
example, it could reach 19203205 byte in 14 hours, for one sensor, which is a WiFi 
sensor in this case. This makes the speed of the application drop dramatically in 
responding to the user query. When the user requests access to the database, the speed of 
response access is a priority, especially in designing the temporal sensors database. The 
approaches are: 

• to design the sensor database in third normal form and to develop a spatio-
temporal database to speed up the user request. 

• to record the occurrence only when the state of the user changes.  
A simple example of designing the sensors’ database is as follows: 
 
Tables: 

Person(UserId, Name, Phone, FaxNo, Mobile, Email, … , Address) 
Location(LocationId, RoomNo, BuildingNo, DeptId) 
Sensor(SensorId, SensorName, Type, Desc) 
Device(DeviceId, DeviceName, Type, MacAd, Desc) 

Database Transactions: 
SensorDB(SensorId, UserId, LocationId, Time, State) 
ResolvDB(UserId, DeviceId, MacAd) 
 

In any design of the database for the sensor, the third normal form in the relational 
data model is the minimum requirement which should be followed. 

Since the sensor database grows very quickly, in order to speed up the process of 
responding to a user query, spatio-temporal database transactions use partitions to split 
the database into generic databases for user requests. The approaches for partitioning the 
database are as follows: 

• temporal database based on time,  
• temporal database based on the sensor, and 
• the combination of both approaches. 

Developing spatio-temporal database transactions based on time can be achieved by 
creating several databases with the same structures, which create records based on time. 
This approach has a redundancy tuples occurrence in the database transaction, however 
the size is not that large, since there is a filter based on time. It still has a reasonable time 
to search or match the data item in responding to a user request or to the web server to 
pull the data to show in the graphs. Done this way, the access time required to pull the 
sensor data is faster. 

Consider the sensor database within office hours (9am-5pm), within a day, a week, a 
month or a year. For example: 

SensorDB0917(SensorId, UserId, LocationId, Time, State) 
SensorDBaDay(SensorId, UserId, LocationId, Time, State) 
SensorDBaWeek(SensorId, UserId, LocationId, Time, State) 
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SensorDBaMonth(SensorId, UserId, LocationId, Time, State) 
SensorDBaYear(SensorId, UserId, LocationId, Time, State) 
SensorDBall(SensorId, UserId, LocationId, Time, State) 

When the fixed and proximate sensor servers add a record, they record to several relevant 
databases. 

A spatio-temporal database transaction based on a sensor can be developed by 
creating a number of databases with the same structure but with records based on sensors. 
Each sensor has its own database. When the fixed or proximate sensor server adds a 
record, it writes to a single temporal database sensor.  

For example: 
SensorDBEA003(SensorId, UserId, LocationId, Time, State) 
SensorDBEA004(SensorId, UserId, LocationId, Time, State) 
… 
SensorDBEA099(SensorId, UserId, LocationId, Time, State) 
SensorDBEA100(SensorId, UserId, LocationId, Time, State) 

Both approaches above can be combined by developing temporal databases based on 
time and sensors. For instance, first, a relational data model using spatio-temporal 
databases based on time is designed, and then it is decided which sensor is used 
frequently, which is then split/partitioned into other temporal databases for that particular 
sensor only.  

For example: 
SensorDBaDay(SensorId, UserId, LocationId, Time, State)  
This is a temporal database sensor for a day (SensorDBaDay) and if there are 4 
out of 100 sensors data in the database that are used very actively, then it can be 
split into four other sensor data databases.  
For example: 

SensorDBaDayEA003(SensorId, UserId, LocationId, Time, State) 
SensorDBaDayEA004(SensorId, UserId, LocationId, Time, State) 
SensorDBaDayEA099(SensorId, UserId, LocationId, Time, State) 
SensorDBaDayEA100(SensorId, UserId, LocationId, Time, State) 

The rest will remain in the database SensorDBaDay, which contains the total 
sensor data. 

8.4.2 Generalisation of the Sensor Data Format 

An Active Office is equipped with two types of sensors, i.e. fixed sensors and proximate 
sensors. Fixed sensors use door sensor, chair sensor, phone sensor, RFID sensor, 
keyboard activity sensor, and mouse activity sensor, the proximate sensors use Bluetooth 
and wireless (WiFi). 

The processing for both fixed and proximate sensors is shown at Figure 8.2. The fixed 
sensor server records all object-IDs from fixed sensors. The proximate sensor server 
records all object-ids from proximate sensor devices such as a PDA, a Mobile Phone or a 
Smart Phone that have Bluetooth or WiFi enabled. The location server delivers a 
symbolic user location based on the data from the WiFi sensor server and records every 
occurrence to an aggregation server. The resolution server converts the Bluetooth MAC 
address to user identity, gets the symbolic location from the Bluetooth proximate server 
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and bundles it with the relevant object-ID. Once the object is formed, it is then recorded 
in the Aggregate Sensor Server. 

 

 

Figure 8.2 Smart Sensors Processing From Fixed and Proximate Sensors Server 

A WiFi access point cannot be used to sense the WiFi client, but the client itself 
pushes WiFi object data to the proximate sensor server. The object contains information 
on signal strength, signal quality and MAC address as the object-id. A Bluetooth access 
point has different behaviour, it senses (scans) the area and pushes all Bluetooth objects 
found in the area to the proximate sensor server. 

Every sensor object has its own sensor identity and user identity. For example: 
Sensor ID User ID Descriptions Sensor type 
EA003 U4011906 Sensor embedded in Joe’s Chair Fixed/Precise 
EA004 U0000000 Door sensor belongs to everybody Fixed/Precise 
EA100 U4011906 Joe’s PDA  Proximate 
EA099 U4011906 Joe’s Mobile phone  Proximate 

 
For every occurrence of sensing data, the standard input format is below: 
 

standard format = { user-id | equipment-id, sensor id, location-id, time, sensor state }. 
 

The user-ID data item is the user identity in a certain location, which can also be 
replaced for equipment identity. In this chapter equipment-ID is not used yet. Time 
follows a Unix format standard time and the state values are either 0 or 1. When the state 
is changed, occurrences are recorded in the database. 

The fixed sensor server and proximate sensor server have different approaches to the 
recording of occurrences. Table 8.2 shows examples of sensor data and includes their 
interpretation.   
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Table 8.2 Sensor Data and the Interpretations 
Sensor 

ID 
User ID Location 

ID 
Time State Interpretation 

EA013 U0000000 E231 1090974717 1 The door in room E231 is open and 
has been since 6:23:31 25/08/04, 
that was 5 minutes ago. 

EA003 U4011906 E231 1090974717 1 Somebody is sitting in Joe’s Chair 
in room E231 and has been since 
6:23:31 25/08/04, that was 5 
minutes ago 

EA99 U4011906 E231 1090974717 1 Joe’s Bluetooth enabled Mobile 
phone is in his room (E231) and has 
been since 6:23:31 25/08/04, that 
was 5 minutes ago 

EA099 U4011906 E231 1090974717 1 Joe’s WiFi enabled PDA is in his 
room (E231) and has been since 
6:23:31 25/08/04, that was 5 
minutes ago 

 
The sensor server contains information such as: whether the sensors actively detect or 

not, the sensor-id, the sensor name, and the activity log. The fixed sensor server with the 
raw sensor data is shown in Figure 8.3. The process of recording the fixed sensor data can 
be illustrated as follows: 

 
EA013 is a sensor-ID for the fixed sensor for a door of E231 room. Room E231 
is occupied by 3 persons, so the EA013 sensor belongs to everybody 
(U0000000). EA013 is a fixed door sensor therefore the sensing data is pushed 
to the sensor database by the fixed sensor server. The default door sensor state 
is 0, it means that the door is closed. If someone opens the door, the state 
changes into 1, and it will add a record such as (EA013, U0000000, E231, 
1090974717,1) to the sensor database through the wireline network. 

 

 

Figure 8.3 Fixed Sensor Server. 



 

 
 

129

The proximate sensor servers, such as Bluetooth and WiFi, have different approaches 
to the sensing of data. Figure 8.4 shows the proximate sensor server data; there is a 
Bluetooth sensor server and WiFi sensor server. The WiFi sensor server is in listening 
mode, but clients such as Notebook or PDA with WiFi network enabled, will sense the 
access point and push the sensing data to the sensor database.  

 
For example, EA101 is a sensor-ID for U4011906 user’s PDA (PDA IPAQ 3970 
with WiFi network card), when the user comes into room E231, the PDA will 
request his location to location server based on signal strengths and signal 
qualities of all WiFi access points in his location, change the state and pick up 
the current time, then send a record to be added into the sensor database, such 
as (EA101, U4011906, E231, 1090974717, 1) through the WiFi Wireless 
network. 
 

 

Figure 8.4 Proximate Sensor Server. 

The Bluetooth sensor server has a different approach from that of the WiFi server, the 
master Bluetooth, as a Bluetooth access point similar to the chair sensor or phone sensor, 
is fixed in certain locations. The Bluetooth access point senses location continuously, 
with sensing duration between 8-14 seconds. When the master Bluetooth captures the 
slave/client, it will request the resolution server for the identity of this object and push the 
sensing data to the sensor database.  

For example, when a user comes into room E231 with a Bluetooth enabled 
Mobile Phone, the Bluetooth access point server, which senses continuously, 
will capture the approach of a Bluetooth slave. The Bluetooth access point then 
requests that the resolution server, based on slave Bluetooth MAC address, find 
the identity of the object such as sensor id and user id. Then the Bluetooth 
access point server changes the state and picks up the current time, and sends a 
record to add to the sensor database, such as (EA099, U4011906, E231, 
1090974717, 1) through, the wireline network. 

8.5 Response to User Activity 

In pervasive systems, location information is a very important aspect of providing a 
context for user mobility, e.g. finding the nearest resources, navigation, locating objects 
and people. User mobility has been studied in an Active Office (Mantoro 2003; Mantoro 
and Johnson 2003). This study began with understanding user location. User location can 
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be identified in several ways, such as tracing user activity when accessing available 
resources at static locations or by sensing the user’s personal mobile computing devices 
(PDA/handheld). Next, the process continues to user mobility, based on a user’s changing 
location from the current location to another, with that information being stored in the 
history database. The history database is then analysed to obtain the pattern of user 
mobility. The study concluded by stating that by understanding user mobility, user 
activities in an Active Office can be better understood. 

User activity can be defined as the association between a user and smart sensors in the 
environment, or any sensors which are in active use to access the resources.  The context 
information from user activity can be used to characterise the user situation. 

To monitor user activities, several important variables are needed, such as user 
identification, user location, registered fixed devices/sensors, network availability 
(WLAN: Bluetooth, WiFi), and service status of the room in the Active Office. The user 
identity, devices/sensors and network availability as objects would have object 
identification, an object name and any other characteristics. Once a relationship exists 
between user identification and other objects, such as user location or registered devices, 
this object will be registered and stored in the Intelligent Environment repository as a 
transaction in a user model. 

User location can be recognised by WiFi or Bluetooth. A proximity location sensor is 
used in the Active Office. In case the user has two devices with dual connectivity 
capability, using WiFi and Bluetooth for instance, the Active Office environment will 
check both devices, then use the latest user location and store it in the Intelligent 
Environment repository as the current location.  

The service status will be captured directly from the resources manager which 
accesses the Intelligent Environment repository and the user model. The Intelligent 
Environment repository and the user model hold the information from every 
sensor/device as well as the relationship between user identity and latest sensor 
sensors/devices data. 

User activity uses the same procedure as user location but it needs user identity, the 
sensor/device, location id, date time and status of services. 

8.6 Modelling Social Environments: Responding to User Situations 

Context is central to social interaction. It is not just simply interaction between an 
individual user and a computer system. Its broad interaction merges with the social, 
home/work culture and organisation factors that affect the interaction. The user makes 
decisions on the actions and the Intelligent Environment interprets the system’s response. 
When the context is central to social interaction, the sensor is the interface for the 
interactions of the user and the environment. 

Any responses from the environment that have to deliver to users need user identity. 
The problem is that not all sensors can be represented as user identity. The 
sensors/devices that can be used as user identity in the Active Office have two 
requirements: 

• They are used as personal and private sensors/devices.  
• They have connectivity to the network, such as Bluetooth or WiFi enabled 

sensors/devices. 
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Figure 8.5 Sensor Server for the Active Office 

Small devices, such as a Bluetooth or WiFi enabled PDA or Mobile Phone, can be 
used as user identity in the Intelligent Environment.  

Other sensors such as chair sensors, door sensors or phone sensors cannot be used as 
user identity.  A chair with an embedded sensor on it cannot be used as user identity, 
because it is possible for any person to sit on it. The same possibility of multiple use 
applies to phone or door sensors. 

An Active Office uses several sensors (Figure 8.5) as infrastructure in developing an 
Active Office model to enable it to respond to the user’s situations. The Active Office has 
to recognise the current state/context of a user’s situation and respond, giving guidance or 
assistance/help based on daily user activity.  

In the following section, the social environment model which enables and responds to 
a user’s situation for the Active Office is described by the following three scenarios:  

• the meeting scenario, 
• the automatic login/logout, and  
• how the environment responds when a user has a phone call. 

8.6.1 When There is a Meeting 

In a regular office, when there is an important meeting, its participants do not want to be 
interrupted either by something from inside or outside of the room. In the meeting room 
scenario, the room should have the capability to understand the activity and the situation 
in the meeting room and take action when there is an interruption/disturbance from 
outside, but let the user himself control the situation. For example, when there is such a 
meeting (recognised by the closed door, most participants are sitting in the room with 
most mobile phones on silent mode), the Active Office has the capability to anticipate 
situations that may interrupt/disturb the meeting, such as the ringing of mobile phones or 
knocking on the door from the outside. 

In the meeting room scenario, assume that the meeting room is equipped with: 

Current time is 6:50:25 25/08/04

Sensor EA009 is monitoring Teddy's phone
It is currently on the hook and has been since 6:35:31 25/08/04
That was 15 minutes ago. 

Sensor EA003 is monitoring Teddy's chair
It is currently not occupied and has not been since 6:41:56 25/08/04
That was 9 minutes ago. 

Sensor EA099 is monitoring Teddy's P800 mobile phone
It is currently in the E213 office and has not been since 6:50:25 25/08/04
That was 0 minutes ago

Sensor EA004 is monitoring E213 door
It is currently open and has been since 6:31:46 25/08/04
That was 19 minutes ago.

Sensor Server 

(http://vonneumann.anu.edu.au/uaie/uaie.php) 
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Sensor EA003 is monitoring Teddy's chair
It is currently not occupied and has not been since 6:41:56 25/08/04
That was 9 minutes ago. 

Sensor EA099 is monitoring Teddy's P800 mobile phone
It is currently in the E213 office and has not been since 6:50:25 25/08/04
That was 0 minutes ago

Sensor EA004 is monitoring E213 door
It is currently open and has been since 6:31:46 25/08/04
That was 19 minutes ago.

Sensor Server 

(http://vonneumann.anu.edu.au/uaie/uaie.php) 
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• 6 chairs with sensor chairs embedded,  
• 1 door with door sensor embedded, 
• Bluetooth sensor scans in the meeting room area, and  
• WiFi sensor covers the building including the meeting room 
The environment first finds the ‘presence’ of an object in the meeting room by 

using the predicate relation ‘status’ to check if there is a new changing state: 
• Stat(door,”close”) 
• Stat(chair1,”occupied”) 
• Stat(chair2,”not occupied” 
• Stat(chair3,”not occupied”) 
• Stat(chair4,”not occupied”) 
• Stat(chair5,”occupied”) 

After that, the proximate sensor server finds the latest state of user location in the meeting 
room (finding the presence of users): 

• BTscan(P800,u2,room1) 
• BTscan(N6600,u3,room1) 
• BTscan(P900,u4,room1) 
• WiFiscan(PDA1,u1,room1) 
• WiFiscan(PDA2,u2,room1) 
When the environment has found 3 of the Bluetooth enabled devices, for example, 

then the Active Office’s Bluetooth scanner checks the ‘mode’ of the mobile Bluetooth 
clients in the meeting room:  

• Mode(P800,”silent”) 
• Mode(N6600,”silent”) 
• Mode(P900,”active”) 

Subsequently the Active Office delivers the information based on the sensor data, as 
below: 

The users in the meeting room (Context Location) are: 
• U1 is (PDA) in the meeting room 
• U2 is (PDA) in the meeting room  
• U2 is (Mobile Phone) in the meeting room  
• U3 is (Mobile Phone) in the meeting room  
• U4 is (Mobile Phone) in the meeting room 

The activities (Context Activity)  are: 
• Chair1 is occupied 
• Chair2 is not occupied  
• Stat(chair3,”not occupied”) 
• Stat(chair4,”not occupied”) 
• Stat(chair5,”occupied”) 
• Door is closed 
• User1 (PDA) is in the meeting room 
• User2 (PDA) is in the meeting room 
• User2 (Mobile Phone) is in silent mode 
• User3 (Mobile Phone) is in silent mode 
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• User4 (Mobile Phone) is in active mode  
The samples of generic rules to capture the context activity for a meeting scenario are 
as below: 

 
Meeting_in_progress(user, dev, chair, door,room):-  

Less_than(User_not_sitting (use, dev, room), 
Chair_occupied(Stat(chair,”occupied”),2),  
Stat(door,”closed”),  
Check_BT_silent(Mode(user)), 
Broadcast(Write(“Meeting in progress and cannot be 
disturbed.”),department). 

User_not_sitting(user,dev,room):-  
(Number_of_user(BTscan(dev,user, room), WiFiscan(dev,user,room)) - 
Chair_occupied(Stat(chair,”occupied”)),  

BT_not_silent(user, cmd_to_silent):- 
Check_BT_not_silent(mode(user), Send_cmd(cmd_to_silent, yes(_))). 

 
The rules above can be described as if the number of not-sitting-user less than sitting-
user and is less than two users, and the door is closed and all the mobile phones with 
bluetooth capability are in silent mode then the situation may be deduced as “Meeting 
in progress and cannot be disturbed”. 
The situations (Context Situation) which are deduced from the rules of the context 

activities above are:  
• 4 people in the meeting room 

o 2 people sit on the chairs 
o 2 person does not sit on the chair 

• Door is closed 
• 3 Mobile Phones are in the meeting room 

o 2 Mobile in silent mode 
o 1 Mobile in active mode 

Based on the situations above the Intelligent Environment concludes that “A meeting 
is in progress and cannot be disturbed” and broadcasts the message to the relevant office 
area/people. Broadcasting the message in the department network is also an example of a 
response by the Active Office. Another possible response arising from the example above 
is where the context activity deduces that there are 4 people in the meeting room, finds 
that 1 of 3 Mobile phones is not in the silent mode, the Intelligent Environment then asks 
the user whether or not it is allowed to change the mobile phone to silent mode. 

8.6.2 The Automatic Login\Logout in an Active Office 

In a generic office it is regular behaviour for a user to login his computer or unlock the 
computer monitor to start work in the morning, and to lock the computer monitor for 
morning tea, lunch, or afternoon tea. Sometimes he may need to logout from his 
computer at other times in addition to at the end of his day in the office. 

To enable an Active Office to respond to the user situations above, an embedded 
sensor in his chair and a Bluetooth scanner are used. When the user comes into a room in 
an Active Office and he brings his Bluetooth enabled PDA or Mobile Phone in 
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discoverable mode, the Bluetooth Scanner, as the Bluetooth proximity sensor location, 
will scan and find that a user with his identity is in the room. Then, when he sits on the 
chair at his computer desktop, the chair’s sensor informs the Active Office that someone 
is sitting on the chair. As the user’s Mobile Phone is a trust device in the Active Office, it 
will respond by automatically presenting the last state of the user environment as the last 
time he worked on his computer desktop. For example:  

Situation: 
Bluetooth scanner found Joe’s Phone in Room E213, and found someone 
sitting on Joe’s chair. 

Response: 
Present the last screen situation when Joe logged out last. 

More detail can be described as follows: 
Current state: 

Sensor Data: 
(“U4011906”, “E213”,”EA099”,1090973456,1) from Bluetooth scanner 
(“U4011906”, “E213”,”EA003”,1090990544,1) from Joe’s chair sensor 

Interpretation: 
Joe and his Mobile phone came into the E213 room and this was followed 
by someone sitting in Joe’s chair. The mobile phone sensor has Joe’s 
identity but the chair sensor has no user identity containment. 

The rules for sensor data pattern matching which activates the response 
agent: 
 

Automatic_login(_,sessor_id):- 
Stat(sensor_id, “EA099”), 
Stat(SensorId, “EA003”), 
Less_than (Time(“EA099”), Time(“EA003”)), 
Sensor_state(“EA009”, 1), 
Sensor_state (“State(EA003”,1). 

 
The response from the Active Office: 

• Check if the desktop computer state is locked, and then unlock the 
computer as Joe does. 

• If the desktop is not locked but in a ready state then login as Joe does and 
present the last screen situation when he logged out last. 

 
The GUIs in current operating systems, such as Windows, Unix, Linux and Mac, have 

timeout processes. However, the operating systems cannot automatically respond to the 
user situation, whereas the timeout process responds to any user based on time only, 
without considering the identity of the user. The automatic login/logout in Active Office 
is the response from the environment to the user based on the user identity (Bluetooth 
scanner) and the user situation (chair sensor). 

When a user has to leave his room with his mobile and his chair is not occupied for 
10 minutes then all the work is saved, the desktop is locked, after an hour the computer 
will logout. Since there is only one chair in front of the desktop computer, it will allow a 
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user to login, however any user with his trusted personal device and who also sits will 
have the same response: an automatic login and restoration of that user’s previous state. 

8.6.3 Response When a User has a Phone Call 

A phone call for a user is usual in the generic office. People usually put a phone on the 
main table, close to the desktop computer. Today, the computer has a set of multimedia 
software that plays various format multimedia entertainments such as music, video clips 
or movies as a standard computer feature. When a user utilises multimedia entertainment 
and the phone rings, if the volume is not turned down or the multimedia player switched 
off, his conversation may be disturbed by inappropriate background sounds. 

In an Active Office, the environment can be enabled to respond to the user situation 
above by reducing, pausing or even turning off the application that produces the sound. 
irMedia Player is a prototype which developed for this purpose. It communicates with an 
embedded sensor in the phone and a Bluetooth scanner. When a user receives a phone 
call, the state of the phone is on the hook to start with and since for every response an 
Active Office needs a user identity to which the user’s response will be delivered, a user 
with his Bluetooth enabled PDA or Mobile Phone in discoverable mode should be in the 
room. The Bluetooth scanner as a Bluetooth proximity sensor location will scan the area 
continuously to understand that a user is present within the room, and therefore captures 
the user’s identity.  

When a phone rings and the user picks up the phone, the phone status is “off the 
hook”. Simultaneous with the user taking the phone off the hook, the fixed phone sensor 
server will send an instruction to the desktop computer to appropriately reduce the 
volume of the multimedia sound (Figure 8.6a). Moreover, the fixed Bluetooth sensor 
server scans the availability of a user’s PDA or Mobile Phone in the area. If the 
multimedia service is active, and produces surround sound, the Bluetooth sensor server 
automatically sends an instruction to reduce/pause the volume. For example:  

Situation: 
Joe’s Phone sensor just changed to the status “off the hook”. 
The Bluetooth scanner scans Joe’s Mobile Phone with discoverable 
Bluetooth mode in Room E213. 

Response: 
Reduce or turn off the volume in the desktop computer and also on Joe’s 
Mobile Phone. 

More detail can be described as below: 
Current state: 

Sensors Data: 
(“U4011906”, “E213”,”EA099”,1090973456,1) from Bluetooth scanner 
(“U4011906”, “E213”,”EA009”,1090994856,1) from Joe’s phone sensor 

Interpretation: 
Joe and his personal mobile phone came into room E213 and someone 
took Joe’s phone off the hook.  
The mobile phone sensor has Joe’s identity, but the phone sensor has no 
user identity containment. 

The sensor data pattern matching which activates the response agent: 
Response_to_phone_call(_,sensor_id):- 
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Stat(sensor_id,“EA099”), 
Stat(sensor_id, “EA009”),  
Sensor_state(“EA099”,1), 
Sensor_state(“EA009”,1). 

The response from the Active Office: 
• Reduce or turn off the volume in the desktop computer. 
• The Bluetooth scanner scans for Joe’s Mobile Phone and searches for the 

multimedia volume and reduces or turns it off if it emits sound. 
 

 

 
 
 
a) 

 

 
 
 
b) 

 
Figure 8.6 irMedia Player Monitoring Status 

a) the phone is “off hook” and the multimedia player keeps the volume and 
volume as zero and,  

b) the multimedia player is on and phone is “on hook”. 
 

When the user finishes and puts the phone handset back, the phone’s sensor server 
will change phone status to ‘on hook’. The phone’s sensor server will then send an 
instruction to restore the volume of the desktop computer and Joe’s Mobile Phone to their 
previous levels (Figure 8.6b). 

8.7 Monitoring of the Sensor’s Activity 

To monitor and evaluate the sensor’s activity in an Active Office, a graph to represent 
current sensors’ activities was developed. The graph was based on current data for a day 
and is presented on an hourly basis (Figure 8.7). The sensor’s data were recorded each 
time the sensors changed the status. Another spatio-temporal database was also 
developed for this purpose by recording two records for every single status change 
occurring in the sensor database. (At the time of writing, the current sensors graph can be 
seen at http://vonneumann.anu.edu.au/uaie/sensorgraph.php). 
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The recording of the database for development of the graph was as follows: 
 
• The initial state for the embedded sensor on the chair was:   

(“U4044398”, “E213”,”EA014”,1090973686,0) 
It then changes the state because someone was sitting on the chair: 
(“U4044398”, “E213”,”EA014”,1090974717,1) 
after 10 minutes he got off his chair: 
(“U4044398”, “E213”,”EA014”,1090975317,0) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8.7 Monitoring the Fixed and Proximate Sensors’ Activity Graph. 

 

• For the purposes of the graph, it recorded twice as follows: 
(“U4044398”, “E213”,”EA014”,1090973686,0) initial state 
(“U4044398”, “E213”,”EA014”,1090974717,0) time changes but state is the 
same 
(“U4044398”, “E213”,”EA014”,1090974717,1) state changes but time is the 
same 
(“U4044398”, “E213”,”EA014”,1090975317,1) time changes but state is the 
same 
(“U4044398”, “E213”,”EA014”,1090975317,0) state changes but time is the 
same 
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8.8 Summary  

This chapter focused on designing a framework for an Intelligent Environment to respond 
intelligently to user activities in a context-awareness environment. First, a view on 
Context-Aware Computing is presented, followed by fusion sensor database design and 
the modelling of the social environment to respond to user activities. 

In the concept of the Context-Aware Computing to form user context, the 
environment must recognise the physical presence of a user and in this chapter three key 
predicate relations are proposed as below: 

• Location Awareness which leads to User Mobility. 
• Activity Awareness which leads to User Situation. 
• Response Awareness which leads to Action of User Situation from the 

environment. 
This chapter contributes to Context-Aware Computing by:  

a. describing the concept of Context-Aware Computing as a new software 
engineering approach which could deliver responses to the user. 

b. proposing a solution to the problem of handling a large number and variety of 
fixed and proximate sensor data by using a spatio-temporal data base 
approach. 

c. providing proof of the concept of  how the environment response can be 
delivered to the user. 

In our implementation, the Intelligent Environment is equipped with two types of 
sensors i.e. fixed/precise sensors and proximate sensors. The fixed sensors uses RFID 
sensor, door sensor, chair sensor, phone sensor, keyboard activity sensor, and mouse 
sensor to sense the state of user in precise location (within 1 meter). The proximate 
sensors uses the Bluetooth and WiFi (IEEE 802.11b,b+,g) to sense the state of user in 
proximate location. Both types of sensor detected current state/context by examined the 
aggregation sensor data and determine what actions should be taken on the given user 
situation.  

This study is aware of the existence of a huge sensor data volume in an Intelligent 
Environment, with the sensor database using the fusion sensor database design for the 
spatio-temporal data base approach, with the partition of the database based on the sensor 
type and time access proposed to give reasonable time access to reuse data. 

The proof of concept of how the environment response can be delivered to the user is 
also provided by presenting three scenarios for social environment models to enable the 
Active Office to respond to the user situation, i.e., when there is a meeting, the automatic 
login/logout, and how the environment responds to a user’s phone call, that is followed 
by the monitoring of sensors’ activities and the evaluation of the Active Office in 
responding to user activities. 
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Chapter 9 

EVALUATION STRATEGY IN INTELLIGENT 
ENVIRONMENTS 

9.1 Defining  “Good Quality” Project in Context-Aware Computing 

Over the past three years at least, it has become apparent that for an Intelligent 
Environment project to be good quality, it must be evaluated. Recently, interest in 
understanding evaluation problems that arise from Ubiquitous Computing is increasing 
the understanding of how context-aware systems are evaluated (Scholtz 2001; Dey 2002; 
Schmidt 2002). Evaluation strategy in the Intelligent Environment area should follow the 
evaluation of Context-Aware Computing, with this strategy also relevant to the 
evaluation of Ubiquitous/Pervasive Computing, Ambient Intelligent, Nomadic 
Computing and Sentient Computing (see Figure 2.1 in Chapter 2).   

The multi-disciplinary area of Ubiquitous Computing combines technology, computer 
systems, models and reasoning, social aspects, and user support. A good quality project 
must have interesting core content in one or more of those areas, be founded on a base of 
scholarship, and provide an evaluation process. The goal is the creation of a useful, 
usable and elegant Ubiquitous Computing system. 

9.1.1 Evaluation Process for Context-Aware Computing 

The aim of the development of an evaluation program in Ubiquitous Computing is to 
determine what to add, how to test and the appropriate metrics to use. The development 
evaluation should focus effort on a specific quality research direction as well as how to 
instrument a computing environment for the success of the software demonstration. 

Although many projects’ demonstrations show only novel invention or application of 
technology, this is not the only way to create valuable research, and the demonstration is 
only a hook for the user’s interest, not the whole of the project: very good invention must 
relate to the problems and goals specific to Ubiquitous Computing and even though it 
may extend them, must have some degree of evaluation.  

For evaluation the Ubiquitous Computing system can be divided into subsystems, 
e.g.: 

• Perceptual user interfaces. 
• The structure of user preference.  
• Data localisation. 
• User mobility patterns. 
• Zero configuration and dynamic service discovery. 
• Wired and wireless network management. 
• Distributed context processing systems. 
The issue in this approach is how to establish metrics and evaluation methodology for 

individual subsystems and evaluation for the entire system. Considering that the 
computer disappears in Ubiquitous Computing, one of the possible metrics could be the 
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amount of remaining visibility of the computer, measured by distraction4 met by the user 
in completing a task. 

The user’s perspective in the determination of metrics is also very important; the 
metrics could be system workload against user workload, performance, usefulness, and 
usability of the end product. 

To construct a realistic workload model that enables the comprehensive and fair 
testing of support infrastructures for Ubiquitous Computing, the workload model should 
have the ability to synthesise a complete range of possible application workloads that are 
parameterised along several dimensions. The most often used are the user and 
environment dimensions.  

The details of both dimensions are described are follows: 
• User dimension: 

• user identity/preference/personal interest. 
• user presence. 
• user location. 
• user mobility. 
• user activity. 
• user situation. 

• Environment dimension: 
• Distributed sensors data fusion and processing. 
• Mobility of application. 
• Architecture of infrastructure. 
• Device capabilities. 

9.1.2 Core Content for Context-Aware Computing 

In a computer related project, it is common to focus mostly on computer technology 
aspect in the whole of the project, instead of social aspect in user dimension. However, 
there are other areas of equal merit that bring good combinations of areas such as 
integration and systems approaches. The project must have identifiable core content, 
which may be in one or more forms: 

• Computer technology. 
o New hardware for sensors in old or new environments, or communication 

systems.  
o User interfaces.  
o Combinations of sensors, actuators, and smart sensors (filters). 
o New "devices", whether new principles or new applications for existing 

principles. 
• Infrastructure. 

o Hardware or software toolkits, or hardware infrastructure. 
o Software infrastructure for programming with sensors; software for 

middleware for installing, configuring and communication. 
o System design techniques and implemented tools. 

• Systems. 

                                                 
4  The state of mind in which the user’s attention is diverted from an original focus or interest. 
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o Integration of technologies (from inside and beyond Ubiquitous Computing). 
o Installation and deployment in real environments; application of other people's 

novel technology (such as motes or toolkits) into systems, interactions 
between technologies. 

• Context models and reasoning. 
o Expressive, simple but powerful. 
o Ontology. 
o Systematic models. 
o Supporting software tools. 

• User support. 
o Ways and means and tools for deployment of sensors and devices, 

installations, productive use.  
• Usability of HCI. 

o focuses on individual interaction with the context-aware system. 
o Trust and security models and analysis of specific technology or applications. 
o User centered design. 

• Social aspect 
o Social application areas such as health, education, personal care. 
o Social interactions mediated by technology. 

Based on those core contents, the social aspect and also computer technology aspect 
can be considered as principal criteria for “good research” in Ubiquitous Computing. 
Both aspects should have tight inter-relationship in design. Abowd (1999) proposes 
criteria for good Ubiquitous Computing research as follows: 

• There should be a motivating application.  
• The system built should address some notion of scale.  
• The system should be subjected to real and everyday use.  
• The use of the system should be evaluated to determine its impact on the user 

community. 
The last two criteria are very important, because together they present a serious 
robustness challenge in an uncommon computing domain (Abowd 1999). Unfortunately 
Abowd did not give any weight to social issues. However, Weiser underlines, as Abowd 
quotes in (Abowd 1999), that evaluation and scale are relevant, but they are often 
ignored. The points were made to argue that people should not stop when they have built 
a device, but to attempt some evaluation.  

In the Ubiquitous Computing area, the specific motivating applications are not always 
needed, as long as an application domain is known its infrastructure can be good 
Ubiquitous Computing research. Real and everyday use is beyond most systems, this 
makes the setting of the evaluation hurdle higher than necessary. This goes to Abowd’s 
argument about software engineering for robustness of the software, which is not as 
generally required as he would make out in classifying "good" research. 

Designing good quality research should include a whole system viewpoint which has 
iterative evaluation of its design. Therefore, evaluation of the design needs more careful 
attention of redesigning for robustness of the context-aware system, particularly when the 
following situation occurs, as stated by (Fithian, Iachello et al. 2003): 

• Program once, run anywhere, especially for trans-rendering for different types of 
user terminals. 
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• Stateless interaction model. 
• Visibility of the information needed to perform an action at any given step. 
• Atomic or short interaction sequences. 
• Appropriate timeout on an unfinished operation. 
In relation to designing good quality research, Abowd (1999) proposed three 

principles that need to be included in Ubiquitous Computing, which are: 
- Transparent interaction technique.  

This includes handwriting and gesture recognition, freeform pen interaction, 
speech, computational perception, tangible user interfaces (using physical objects 
to manipulate electronic information) and manipulation interfaces (embedding 
sensors on computational devices to allow for additional modes of interaction). 

- Context awareness. 
Allowing for rapid personalisation of computing services. 

- Automated capture. 
Recording everyday experiences and making that record available for later use. 

Context awareness is a good goal, but there can be good ubiquitous systems that are 
not explicitly context “aware”, the ubiquitous systems may be designed to be context 
“appropriate”. The difference is that there might be an explicit model of context that 
affects behaviour or that elements of the system are deployed and configured in such 
ways that there is no explicit element, and where the behaviours in different situations are 
acceptable.  

9.2 Evaluation Criteria for Context-Aware Computing  

Evaluation in Context-Aware Computing is not seen as a once-and-for-all exercise to be 
carried out at the end of system development and to gain the value of general lessons 
learnt from the development process and the evaluation of the systems. However, a set of 
tools ranging from the heuristic through the empirical to the theoretical should be applied 
progressively throughout the software engineering development life-cycle (Downtown 
1991). 

In the engineering development life-cycle, the system analysis phase, analysis errors 
can be corrected by changes to user technical specification needs; at the design phase, 
errors may involve hardware and software and may invalidate design efforts which have 
been completed; in the production phase, design errors require not only a redesign of the 
hardware and/or software but also redesign of the tool-kit and equipment involved in the 
production life-cycle. Therefore, the earlier the human-factor issues in the design can be 
addressed, the less the cost to be incurred in correcting any errors and misconceptions 
(Downtown 1991) to avoid a “snowball effect”. 

Context-Aware Computing performance depends on the performance of the computer 
system built as well as the user. Evaluation of the system as a whole must include 
evaluation of the user using the system. Unfortunately, the user’s responses and 
performance are very much less predictable that those of the computer’s system. 

In the Intelligent Environment with support of the DiCPA architecture, the 
development context-aware application with capability to deliver service inter-domains or 
the federation Intelligent Environments will be possible but it still confront a very high 
programming complexity. Managing programming complexity is usually done by group 
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programmers in pairs to develop context-aware applications. The incremental 
development approach, such as Extreme or Agile programming can be used for this 
purpose, requires a highly qualified and motivated staff and good working condition, 
otherwise software projects may be delayed because staffs are not happy about their 
working conditions or there is a lack of qualified staff. 

The evaluation of a Context-Aware Computing environment requires system testing, 
which is based on the taxonomy (categorisation) of features for context-aware 
applications, to study users during regular activities and to evaluate the dependencies 
between the user’s experience and the technologies used, including their modes of use 
and deployment. Example of this case, see the evaluation of the CoolTown program at 
HP (Spasojevic and Kindberg 2001). The finding from system testing of the user’s 
experience and the technologies used can be used to measure the impact of the 
productivity and enjoyment or relaxation to the user in the context-aware environment. 

System testing is one means of evaluation which uses tools that provide a 
methodology for verifying two aspects, i.e. technical specification and user requirement. 
One of the important technical specifications in context-aware application to be evaluated 
is the modelling of dynamic context resources discovery for the users in experiencing 
daily context to the resources at their current location in the context-aware environment. 
However, to achieve an objective evaluation and to avoid weak interpretation, the 
evaluation technique in Context-Aware Computing can use a formal methodology of 
statistical analysis with experimental psychology analysis considered as a second option. 

Even though formal evaluation methodology has a weakness in that it can’t cope with 
the wide range of variables encountered in real-life situations, the finding or result from 
that can be used in the understanding of the Context-Aware Computing system. Based on 
the understanding of the stated performance of the system, it can be improved later on. 
The formal evaluation can be applied by developing a testing algorithm in a crucial 
component. For example, the algorithm for evaluation training data-set to determine the 
performance in estimating user location as discussed in Section 5.8 and the algorithm is 
in Section 5.7.2.  

Based on the descriptions above, the criteria for the evaluation of Context-Aware 
Computing may be considered as follows: 

1. Value of general lessons learnt to stimulate development of the architecture of the 
hardware and software infrastructure, and user interface toolkits. 

2. Impact of the productivity and enjoyment or relaxation in the context-aware 
environment.  

3. Programming complexity to develop a context-aware application prototype.  
4. Taxonomy (categorisation) of features for context-aware applications. 
5. Dynamic context resources discovery modelling. 

9.3 Metrics Evaluation for Context-Aware Computing 

To be good quality, context-aware project must be evaluated. Unfortunately “evaluation” 
has different meanings to different people, Elliot Stern proposes evaluation as (Stern 
2003):  

• Judgment: assessing what has achieved. 
• Explanation: understanding what works. 
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• Development: improving implementation. 
• Empowerment: strengthening institutions, communities and networks. 

Even though Stern’s definition was for the evaluation of education, social and 
organisational programs, his definition is embedded in computer systems as well.  

In the computing area evaluation has two basic approaches, formative evaluation and 
summative evaluation (Scriven 1967). Formative evaluation is evaluation done during 
development to improve a design, and summative evaluation is evaluation done after 
development to assess whether or not a design fulfils a certain set of criteria. The set of 
criteria can make a better tool, it may relate to a software engineering approach in 
efficiency and software testing, or it may relate to usability issues to meet the 
requirement’s specification. Summative evaluation is used to compare the level of 
usability achieved in an interaction design. This evaluation is generally regarded as 
rigorous, formal experiment design, includes a test for statistical significance and is often 
used to compare design factors to accumulate knowledge in the field of study (Hartson, 
Andre et al. 2003). From these basic approaches, the quantitative measurement of 
product and process in software development can be derived metrics evaluation for 
software quality in Context-Aware Computing fields. 

The beginning of the evaluation of software quality was modelled in the 1970s, 
mostly in theoretical models with Knuth’s proving correctness of a small program using a 
mathematical approach (Knuth 1997). The Boehm model (Boehm, Brown et al. 1976) 
and McCall Model (Cavano and McCall 1978) are the early software quality models that 
are closest to the evaluation of good quality research in the area of Ubiquitous 
Computing. Both models focus on the software product and not on the analysis and 
design processes. The models have “software metrics”5 which define basic user needs, 
quality factors and quality attributes (Table 9.1). The quality factor of the product is the 
highest level quality attribute, and is decomposed into quality criteria and quality 
attributes with associated metrics. 

When a user purchases new software or a new device, the user will have questions 
such as: Is the product easy to use in its present state? How easily can the 
software/device product be modified? How will it be possible to use the software/device 
product in another hardware/software environment? In reflecting on these questions, the 
Boehm and McCall Models provide three basic principles: 

1. The usability of the product in its present state ("as-is utility" in the Boehm model 
and "product operation" in the McCall model). 

2. The changeability of the product’s functions ("maintainability" in the Boehm 
model and "product revision" in the McCall model). 

3. The portability of the product into another hardware-software environment 
(“portability” in the Boehm model and “product transition” in the McCall model). 

The developer and the user can collaborate to define the criteria and attributes of 
metrics product evaluation. Boehm and McCall models show several quality 
factors/characteristics with six of them the same, i.e., portability, reliability efficiency, 
usability, testability, flexibility (shown in bold in the Table 9.1). 

                                                 
5 The factors or the attributes characteristic of the product or process which can be measured numerically in 
the software development.  



 

 
 

145

 Figure 9.1 Software Quality Metrics of Boehm Model, McCall’s Model and 
ISO/IEC 9126 
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Table 9.1 Software Quality Metrics of Boehm Model and McCall Model 

 Boehm Model McCall Model 
Basic user requirements 1. “as-is” utility 

2. general usability  
3. maintainability 

1. product operation 
2. product revision 
3. product transition 

Quality factors/characteristics 1. portability  
2. reliability  
3. efficiency  
4. usability, 
5. testability 
6. understandability 
7. flexibility 

1. usability  
2. integrity  
3. efficiency  
4. correctness  
5. reliability  
6. maintainability  
7. testability 
8. flexibility  
9. reusability  
10. portability  
11. interoperability 

Sub-characteristics/metrics 1. Device Independence 
2. Self-Containedness 
3. Accuracy 
4. Completeness 
5. Robustness/Integrity 
6. Consistency 
7. Accountability 
8. Device Efficiency 
9. Accessibility 
10. Communicativeness 
11. Self-Descriptiveness  
12. Structuredness  
13. Conciseness  
14. Legibility  
15. Augmentability 

 

1. Operability 
2. Training 
3. Communicativeness 
4. I/O volume, I/O rate 
5. Access control, access 

audit 
6. Storage efficiency 
7. Execution efficiency 
8. Traceability 
9. Completeness 
10. Accuracy 
11. Error tolerance 
12. Consistency 
13. Simplicity 
14. Conciseness 
15. Instrumentation 
16. Expandability 
17. Generality 
18. Self-descriptiveness 
19. Modularity 
20. Machine independence 
21. SW system 

independence 
22. Comms and Data 

commonality 
 
Software Product Evaluation of ISO/IEC 9126 (1991) can be seen as the next 

generation software quality evaluation framework from the Boehm model and the 
McCall model, providing a framework for the evaluation of software quality. The 
comparison metrics of the two models are described in Figure 9.1. 

The software product quality of ISO/IEC 9126 defines a quality model which is 
applicable to every kind of software (ISO/IEC-9126 1991), but which does not provide 
requirements for software. It recommends six product quality characteristics and the 
annex provides a suggestion of quality sub-characteristics. ISO/IEC 9126 has a complete 
set of evaluations which are relevant to software product quality of Context-Aware 
Computing. The new interpretation details of software product quality metrics for 
Context-Aware Computing, based on Boehm Model, McCall Model and ISO/IEC 9126 



 

 
 

147

with some additional or modification of metrics and interpretation are shown in Table 
9.2. This new interpretations are based on two aspects of the evaluation process, which is 
the technological (Section 9.1.1) and the social aspects and two dimensions of the core 
content, which is the technological and social dimensions (Section 9.1.2). 

Table 9.2 Software Product Quality Metrics for Context-Aware Computing 
• Suitability 

 
The presence and appropriateness of a set of functions for 
specified instance context tasks 

• Accurateness The provision of right or agreed results or effects 
• Interoperability The ability to interact with specified familiar and unfamiliar 

environment computing systems. 
• Seamless the degree of consistency and coherence required to continue 

operation across changing circumstances for mobile user. 
• Compliance Making the software adhere to application related standards 

or conventions or regulations in laws and similar 
prescriptions. 

• Security The ability to prevent unauthorised access, whether 
accidental or deliberate, to programs or data, in a seamless 
manner. 

• Responsive The ability of the computing environment to respond to the 
activity of the (authorised) user. 

1. Functionality 

• Assistance the ability contribute to the fulfilment of a need or 
furtherance of an effort or purpose 

• Maturity The frequency of failure by faults in the software or 
hardware devices. 

• Fault tolerance The ability to maintain a specified level of performance in 
the case of software and devices faults, or of infringement of 
its specified interfaces. 

• Scalability The capability to give response in accord with a particular 
proportion or scale in a computing environment 

• Recoverability The capability to re-establish its level of performance and 
recover the data directly affected in case of a failure and on 
the time and effort needed for it. 

2. Reliability 

• Transparent The capability to be seen or understood particularly  through 
a small device in transmitting service in the computing 
environment 

• Understandability The users’ efforts in recognising the logical concept and its 
applicability especially when the user is in instant context; 
the awareness of the users that they are in instant context 
between them and with the computing environment. 

• Learnability The users’ efforts in learning its application and its context 
applications. 

3. Usability 

• Operability The users’ efforts in operation and operation control. 
• Time behaviour The response and processing times and on-throughput rates 

in performance functions. 
4. Efficiency 

• Resource behaviour Attributes of software that bear on the amount of resource 
used and the duration of such use in performing functions. 

• Analysability The effort needed for diagnosis of deficiencies or causes of 
failures, or for identification of parts to be modified. 

• Changeability The effort needed for modification, fault removal or for 
environmental change. 

• Stability The risk of unexpected effects of modifications. 

5. Maintainability 

• Testability The effort needed for validating the modified software and 
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devices.  
• Adaptability The quality of being adaptable or flexible in different 

situation in specified environments without applying actions 
or means other than those provided for that purpose for the 
software and devices considered. 

• Sensitivity The capability to be responsive to changes of condition in a 
rapidly changing computing environment 

• Installability The effort needed to install and set up the software and 
devices in a specified computing environment. 

• Conformance Making the software and devices adhere to standards or 
conventions relating to portability. 

6. Portability 

• Replaceability The opportunity and effort of using it in the place of other 
specified software and devices in the computing 
environment of that software and device. 

 
The quality factors or characteristics of “flexibility” which appears only in the 

Boehm and McCall Model are relevant and have new interpretation as “adaptability” in 
context-aware computing metrics evaluation from the ISO/IEC 9126. The quality factors 
or characteristics of “consistency” which appears only in the Boehm and McCall Model 
are relevant and have new interpretation as “seamless” in context-aware computing 
metrics evaluation, but do not appears in the ISO/IEC 9126. The other metrics which are 
included and not a part of the three models above are transparent, responsive, assistance, 
sensitivity and scalability. 

Further, as shown in Figure 9.1, ISO/IEC 9126-1.2 facilitates further development of 
software quality products and introduces the concept of “quality in use”. In relevance to 
Context-Aware Computing evaluation, based on ISO/IEC 9126, the new interpretation 
requires for example the development of the user's view of Context-Aware Computing 
quality and characteristics, as well as the user’s view of the computing environment 
ornaments including software, sensors and devices. The Context-Aware Computing 
evaluation concept also proposes to measure results by using the software in the 
environment, rather than the properties of the software itself.  

Quality in the user's environment may be different from the developer's environment, 
because some functions may not be visible to a user, may not be used by a user, or 
because of the properties of the user’s location (crowded areas or an area with bad 
connectivity).  

The most important metrics in the evaluation of user using the system or user 
experience are the metrics of usability evaluation. These metrics bring “quality in use” 
issues, and will be discussed in more detail, including usability background, in the next 
section. 

9.4 Usability Evaluation for Context-Aware Computing 

By the early 1980s, the term “usability” was introduced to replace the term “user 
friendly” which had undesirably vague and subjective connotations. However, in the 
intervening years, there was no accepted definition of the term “usability” (Bevan, 
Kirakowskib et al. 1991). 

The ISO standard for a software quality definition of “usability” from the viewpoint 
of product and user orientation (ISO/IEC-9126 1991) is: 
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“a set of attributes that bear on the effort needed to use, and on the individual assessment of 
such use, by a stated or implied set of users” 

 
The definition of “usability”, from the viewpoint of easy-of-use and user attitude to 

the system (Preece, Rogers et al. 1994), is: 
 
“a measure of the ease with which a system can be learned or used, its safety, effectiveness 
and efficiency, and the attitude of its users towards it”. 

 
The definition of “usability” of the ESPRIT MUSiC project (Bevan, Kirakowskib et 

al. 1991) from the viewpoint of ease of use and acceptability is: 
 

“the ease of use and acceptability of a system or product for a particular class of users 
carrying out specific tasks in a specific environment; where ‘ease of use’ affects user 
performance and satisfaction, and ‘acceptability’ affects whether or not the product is used”.  

 
Usability has been defined in many literature sources and has been used in the field of 

software evaluation, but the definition did not include a social aspect. Usability 
minimally has two important functions that it can bring to Context-Aware Computing 
i.e., a technological aspect, “easy-of-use”, and a social aspect, “acceptability”.  The 
technological aspects measure how capable the users are at using the system, which are 
the objective performance measures. The social aspects assess how much the users like 
the system, which is the subjective user preference. 

The function of ease-of-use, including learnability when relevant, is to determine 
whether a product can be used. Ease-of-use in a particular context is determined by the 
software and device product attributes, and is measured by user performance and 
satisfaction. 

The acceptability of a software product in Context-Aware Computing determines 
whether it will be used and how it will be used and determines actual usage by a 
particular user for a particular task in a particular social context. The context consists of 
the user role (user, preference, profile, task or activity) and the environment role 
(physical and social environment). 

This approach leads to this writer’s definition of “usability” in the area of Context-
Aware Computing: 
 

The degree of the easiness to learn, use and operate, and the comfortability of users while 
presence in the specified computing environment and the acceptability of users in using the 
software, and devices in social context. 

 
Usability evaluation for Context-Aware Computing has to consider the 

understandability, learnability and operability of the user to use the product/device in the 
computing environment and as well as the social environment. Usability evaluation for 
Context-Aware Computing can be divided into four view categories:  

• the user performance view: that usability can be measured by examining the 
user’s effort to interact with the software or device product for operation, control 
operation, input and output processes. 
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• the communication view: that usability can be measured in terms of the user’s 
effort, his mental effort and the attitude of the user in communicating with the 
product/device. 

• the user-understandability view: that usability can be measured in terms of the 
user’s effort in understanding the consistency, structuredness, traceability, self-
descriptiveness, conciseness and legibility of the product/device.  

• the product-oriented view: that usability can be measured in terms of the 
ergonomic attributes, expandability and independence attributes of the product 
and communication between users, products and network environments. 

9.5 The Evaluation of this Work 

This section will discuss the evaluation of this study. The evaluation of the social aspect 
and computer technology aspect as principal criteria of core content of this study in 
Context-Aware Computing area is presented (Table 9.3). Some prototype demonstrations 
are evaluated in case by case studies, by using several evaluation metrics, such as 
scalability, analysability and stability. The evaluation and system testing for verifying 
technical specifications using formal evaluation methodology are discussed. Finally, the 
value of general lessons learnt from the prototypes of this work is also described. 

The core content that can be identified from this study would be involved as follows: 
• Computer technology: 1. User interfaces. 2. Combinations of sensors, actuators, 

and smart sensors (filters). 3. New principles for evaluation. 
• Infrastructure: 1. Hardware or software toolkits, or hardware infrastructure. 2. 

Software infrastructure for programming with sensors; software for middleware 
for installing, configuring and communication. 3. System design techniques and 
implemented tools. 

• Systems: 1. Integration of technologies (from inside and beyond Ubiquitous 
Computing), such as machine learning, spatio-temporal databases and fusing 
sensors data. 2. Installation and deployment in real environments in an Active 
Office, interactions between technologies. 

• Context models and reasoning: 1. Expressive, simple but powerful such as ηk-
Nearest Neighbour (ηk-NN) Algorithm. 2. Systematic models. 

• User support: 1. Ways and means and tools for deployment of sensors and 
devices, installations, productive use.  

• Usability: 1. focuses on individual interaction with the context-aware system. 2. 
User centred design. 

• Social aspect: 1. Social interactions mediated by technology, such as scenario of 
“Having a guest” described in Sections 7.5 and Modelling Social Environments in 
Responding to User Situations described in Section 8.6. 

 

9.5.1 Core Content of This Work 

A good quality project must have one or more elements as core content, and as stated in 
Section 9.1.1 of this work the core content includes: a user location model, user mobility 
model, user activity model and the response of the environment model to assist and help 
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the user.  The last core content to make these models synchronous and integrated as a 
system is DiCPA architecture, which provides a single map of the system structure for 
distributed context processing to work in an integrated way.  

As a complete Intelligent Environment framework, DiCPA is not fully implemented 
in our Active Office. However, DiCPA can therefore be evaluated by design inspection 
analysis, whereas the others can be evaluated in the basis of the implementation studies 
reported here. 

9.5.2 The Evaluation of Location Scalability 

Scalability is needed for widespread ubiquity, therefore the scalability metrics of the 
quality factor in context-aware computing metrics is used to evaluate the design but no 
numerical measurements of particular proportion scalability are made at this stage of 
prototype development.  

Location scalability, as discussed in Section 4.6, describes the structure of location 
information, object location of the user, devices and sensors, and how the location-aware 
application responds to the query that implied the user location.  

In an Active Office, the location scalability may not be significant when the location 
hierarchy is defined only as a single level, which is because of: 

- The scope of the query will also be in the single level and need not consider  
another building or enterprise of the Active Office 

- Most context-location information will only require local information 
- Location properties/attributes and location authority/location reference can be 

considered complex because of many ways to refer to rooms, devices and sensors; 
however, using a single level structure, the location information will be simple to 
be referred/used. 

In location scalability area of study, the degree of capability in sensing user location 
may not be similar from one office to another. There may be different methods and 
different proximate and precise sensors. This would be an important consideration before 
implementing the location scalability at more than one level. 

However, when an Active Office designes with more than one level of location 
scalability, by changing the query and location hierarchy, the response from the Active 
Office can be extended, for example change in the queries from building level to 
university level, can expand the scope of the query and as a result it will expand the 
response in answering the query.  

The scalability of object location in responding user to a location query in an Active 
Office, as describe in Section 4.6, depends on the “location hierarchy”, “input query”, 
“request query” and “scope query” which could provide proper but scalable location 
information of user location query. 

The large scale of location information, i.e. the large number of location, in some 
cases, such as in a campus, across many institutions, or in the world, may not necessarily 
be an issue, as long  as the infrastructure system provide clear wide scalability of the 
“location (naming) hierarchy” and the user query has clear “input query”, “request 
query” and “scope query” structure. Perhaps, in future context-aware environments, if 
the provision of instrumentation and information can be combined, location scalability 
straight away can follow. 
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Table 9.3 The Evaluation of the Social/Computer Technology Aspects and User/Environment Dimensions of this Study 
in Context-Aware Computing 

Model/Prototype/ 
Scenario 

Source 
(Section) 

Type of 
Evaluation 

Method of 
Evaluation Measurement 

Core Content/ 
Software 

Quality Metrics 
Outcomes or issues 

Partition of the 
spatio-temporal 
database. 

- 9.5.3 - Technology 
aspect. 

- Proof of 
Concept. 

- Proof of 
performance. 

 

Quantitative 
Measurement 
(measure sensors 
data of 2 users in 
5 working days). 

- Scalability 
metric. 

- Selectivity 
metric. 

- Handling the very quick grow 
of sensor data in responding 
user query.  

- Partitioning of the spatio-
temporal database based on 
time and sensor. 

Situation for 
automatic 
login/logout. 

- 8.6.2 
- 9.5.5 - a 

- User 
dimension.  

- Proof of 
performance. 

- Modelling 
social 
environment. 

Quantitative 
Measurement 
(measure the size 
of 93 user profile 
are observed). 

- Social aspect 
metric. 

- User support 
metric. 

- Responsive 
metric. 

 

- Disturbing user (when the 
system has a slow response). 

- How to produce a reasonable 
response (for instance, the 
profile max 20 Mbyte) 

- Unexpected scenario is 
discussed. 

The chair’s sensor 
scenario.  

- 9.5.5 - b - User 
dimension. 

- Proof of 
performance. 

- Modelling 
social 
environment. 

No quantitative 
Measurement. 

- Social aspect 
metric. 

- User support 
metric. 

 

- Disturbing user (jitters make 
slow response). 

- How to get proper response 
by normalising sensor data. 

- Unexpected scenario is 
discussed. 

Situation to respond 
a phone call 
(IrMedia Player). 

- 8.6.3 
- 9.5.5 - c 

- User 
dimension. 

- Proof of 
performance. 

- Modelling 
social 
environment. 

 

No quantitative 
Measurement. 

- Social aspect 
metric. 

- User support 
metric. 

- Operability 
metric. 

 

- This prototype capable to 
automatically reduce/pause a 
multi media volume as a 
response when user get a 
phone by avoiding 
inappropriate background 
sound in the environment 

- To get proper response, the 
IrMedia Player needs user 
identity (Bluetooth enabled 
mobile phone). 
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- Unexpected scenario is 
discussed. 

Response to user 
weaknesses in 
Active Office. 

- 8.6.2 
- 9.5.5 - d 

- User 
dimension 

- Proof of 
performance. 

- Modelling 
social 
environment 

No quantitative 
Measurement. 

- Social aspect 
metric. 

- User support 
metric. 

 

- A user forgets to take his 
mobile phone when leaving 
office. 

- A user disturbs other user 
- Unexpected scenario is 

discussed. 
A Meeting scenario. - 8.6.1 

 
- Technology 

aspect. 
- Proof of 

concept. 
 
 
 

No quantitative 
Measurement. 

- Combination of 
sensors. 

- Integrated 
Technology. 

- Capability to understand the 
activity and the situation in 
the meeting. 

- Capability to respond when 
there is disturbance from 
outside. 

Location Scalability 
Model. 

- 4.6 
- 9.5.2 

- Technology 
aspect. 

- Environment 
dimension. 

- Proof of 
concept. 

No quantitative 
Measurement. 

- Scalability 
metric. 

- Sensitivity 
metric. 

- Location hierarchy (structure 
of location information, 
object location of user, 
devices and sensors). 

Sensor Activity 
Monitoring system. 

- 8.7 - Technology 
aspect. 

- Proof of 
performance. 

 

Quantitative 
Measurement 
(measure 11 
sensors, 7 access 
points and 2 
Bluetooth 
scanners.) 

- Combination of 
sensors. 

- Integrated 
Technology. 

- Monitoring sensor’s activities 
graph. The dynamic web-
based graph to monitor 
precise and proximate sensors 
activity 

Speech Context 
Agent (SpeechCA) 
for communicate a 
user location. 

- 4.5 - Technology 
aspect. 

- Proof of 
Concept. 

- Proof of 
performance. 

No quantitative 
Measurement. 

- Integrated 
Technology. 

- Interoperability 
metric. 

- Capable to capture user 
instruction and dictate 
response. 

Mobile Access 
Point. 

- 7.5 - Technology 
aspect. 

- Proof of 
Concept. 

- Proof of 
existence. 

 

No quantitative 
Measurement. 

- Combination of 
sensors. 

- Integrated 
Technology. 

- The access point which is 
mobile for a guest user. 

- Capable to provide public 
access to multiple guess users 
in their unfamiliar domain.  

- Capable to estimate a guess 
user location. 
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Precise Sensors 
System. 

- 4.3.1 - Technology 
aspect. 

- Proof of 
performance. 

 

Quantitative 
Measurement 
(measure 3 users 
for 3 months 
working days). 

- Combination of 
sensors. 

- Integrated 
Technology. 

- In a normal situation, precise 
sensors system capable to get 
100% correctness in capturing 
user location. 

 
Proximate Sensors 
System. 

- 4.3.2 - Technology 
aspect. 

- Proof of 
performance. 

Quantitative 
Measurement 
(measure 2 users’ 
activities in a 
working day). 

- Combination of 
sensors. 

- Integrated 
Technology. 

- Accurateness 
metric. 

- It used self organizing map 
and then verified using ηk-
Nearest Neighbour 
Algorithm, the result is 
almost the same but it is 
faster and simpler. 

- Accurate estimates (95.82%) 
in rooms of 3 meters width 
with minimal access points 

ηk-Nearest 
Neighbour 
Algorithm. 

- 5.5 
- 5.7.1 
- 5.7.3 

- Technology 
aspect. 

- Proof of 
existence. 

- Proof of 
performance. 

Quantitative 
Measurement 
(measure signal 
strength and 
signal quality 
from 7 WiFi’s 
access point for a 
user in every 14 
hours) 
continuously for 
11 days. 

- Combination of 
sensors. 

- Integrated 
Technology. 

- Accurateness 
metric. 

- Responsive 
metric. 

- The use of instance-based 
learning method to classify 
and estimate user location. 

- This algorithm is also 
compared with 3 other K-
Nearest Neighbour and self 
organising map, and found as 
the best and stable result. 

- The result depends on the 
quality of training data-set 
and the variety of the sensors. 

- Classify two kinds of zones: 
noise zone and stable zone in 
estimation of user location. 

Boolean MaxMin 
Algorithm. 

- 5.6 
- 5.7.2 
- 5.7.3 

- Technology 
aspect. 

- Proof of 
existence. 

- Proof of 
performance. 

Quantitative 
Measurement 
(measure  signal 
strength and 
signal quality 
from 7 WiFi’s 
access point for a 
meter point, 6 

- Combination of 
sensors. 

- Integrated 
Technology. 

- Fault tolerant 
metric. 

- Accurateness 
metric. 

- Determining the quality of 
training data-set for ηk-
Nearest Neighbour. 

- Finding the importance of 
data normalisation and the 
maximum common value 
(best k) to achieve the 
maximum correct result in 
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times each for 4 
rooms and 3 
corridors in a 
building). 

 estimation of symbolic user 
location. 

Distributed Context 
Processing 
Architecture 
(DiCPA). 

- 3.1 
- 3.3 

- Technology 
aspect. 

- Proof of 
existence. 

No quantitative 
Measurement. 

- Adaptability 
metric. 

- Replaceability 
metric. 

- Scalability 
metric. 

- Transparent 
metric. 

- Analysability 
metric. 

- A scalable context 
processing architecture 
with the capability of 
delivering service while the 
user is moving in an 
Intelligent Environment. 

- Designed to provide the 
interactive and interaction 
process between user and 
the environment. 

- DiCPA has four context 
layers architecture to enable 
the system to recognise user 
activity.  

- Comparison with other 
architecture, such as IROS 
and Aura is discussed. 
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9.5.3 Advantage and Weakness in the Partition of the Spatio-Temporal Database 

The growth of sensor data in a Pervasive Computing Environment cannot be avoided. As 
mentioned earlier in Section 8.4.1.2, it was proposed to partition the spatio-temporal 
database based on time and sensors. Partitioning the spatio-temporal database to manage 
the growth of sensor data is evaluated as another aspect of scalability and selectivity as to 
how a context-aware application chooses the relevant sensors. This is related to scaling in 
locations, which is represented by the subsets of the sensors that are associated with 
locations. 

The advantage in the partitioning of the spatio-temporal database based on time is that 
the application will use the smallest database to get the fastest response, but the weakness 
of this approach is: 

• If the number of sensors grows very large, the spatio-temporal data will also grow 
very large. 

• Even though the filter database is limited by time, it still has the potential to grow 
very large. The longer the filters are in place the greater the data. 

• The history database (SensorDB) is a database that keeps all data without any 
filter. It has the potential to grow very large in a short time, and in consequence 
have a slow response to the application. 

• When the application uses only a small number of sensors, for example 3 sensors 
out of 100 sensors, it has to search the whole (100) sensors. 

The advantages of the partitioning of the spatio-temporal database based on sensors are  
• the database will not grow very large as is the case in the partition above based on 

time. 
• no data redundancies. 
• the application can access based only on sensors that it needs, e.g. when the 

application needs 3 sensors out of 100 sensors, it will only access three sensor’s 
databases. 

The weakness of the approach is that the number of the sensor databases will also 
grow as the number of sensors grows. However, this approach is good for the 
environment that uses a fixed number of sensors.  

The best option can be the combination of the above approaches; 1. to use the 
partitioned spatio-temporal database based on sensors and 2. for the partitioned sensor 
data that grows very quickly, which is from sensors that are used very often, the 
partitioned spatio-temporal database is partitioned again based on time. 

In our experiment, the sizes of sensors data fluctuate significantly. For example, the 
average size of sensors data is between 43,358 byte for keyboard sensor and 140,154,720 
byte for WiFi sensor, both in plain text data, for the observation of 2 users in 5 working 
days.  It reached between 3.165 Mbyte and 10.231 Gbyte plain text data per year. To 
increase the performance of user query to the location sensors system, the keyboard 
sensor data, as it does not grow quickly, is kept in the history database (SensorDB) and 
the WiFi sensor data, as it grows very quickly and it is used very often for user location 
purpose, is partitioned separately based on sensor and time. 
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9.5.4 Evaluation of the Sensor’s Activity 

This section discusses the use of analysability and stability metrics from Table 9.2 
by looking at the sensor’s activity. This evaluation is based on real experience and the 
observation of the prototype without any quantitative measurement. When there exists 
any association between a user and the proximate and precise sensors, the analysability 
metric diagnose the deficiency or cause of failures and stability metric gives attention to 
unexpected effects of changing state.  

The purpose of evaluating the sensor’s activity is to monitor the performance of the 
sensor while sensing the objects and delivering a response to the user. In this study, the 
graph for all sensors, as shown at Section 8.7, monitors the behaviour of sensor activities, 
who uses the sensor, and the time and status of the sensor, can also be shown. When a 
sensor does not work properly, by diagnosing the history data from the graph, the cause 
of failures can be identified and analysed.  The analysability metric can be used to 
measure the effort from identifies and analyse the malfunction of the sensor that needs to 
be modified, not the measurement of the frequency of the failure.  

Stability metric can be measured by how reliable or stable is a sensor data that 
needs to be filtered or smoothed, for instance, when a sensor has a lot of jitter (such as 
pressure chair sensor point B in Figure 8.7) a lot of data which is recorded may not be 
useful enough for the Intelligent Environment. Jitter cannot be avoided, but it can be 
reduced.  

The jitter on a pressure chair sensor, for example, happens when the user is sitting 
on the chair, which cannot be avoided, because a user always moves anytime and 
anywhere whether he is aware of this or not, as a part of normal human behaviour. The 
jitter can be reduced by finding a better sensor for user movement absorption or by 
developing a technique to normalise the collection of the sensor data and to study the 
pattern of user movement on that chair, before it is stored to the database.  

9.5.5 Evaluation on the Modelling of the Social Environment 

For the purposes of the evaluation of the use of the sensor’s activity in the modelling of 
the social environment, four cases presented in Section 8.6 will be discussed:  

a. The situation when an Active Office responds to  user login automatically 
b. Problems with the chair’s sensor 
c. The situation when an Active Office responds to a phone call 
d. The situation where a user is off his chair for more than 10 minutes 
 
Evaluation of context-aware prototypes, as mentioned earlier in this chapter, can be 

evaluated from the user dimensions, such as user activity, and the social aspect which is 
social interactions mediated by technology, including user support, which comprises 
ways and means and tools for deployment of sensors and devices for productive use from 
case four above. The evaluation of the social issues will consider 1. how the system may 
be disturbing for the user, such as slow response,  2. how to get proper response from the 
computer environment, or, 3. a weakness, an unexpected scenario, the user may forget to 
take his mobile phone when leaving the office, may making an incorrect interpretation of 
the environment. However, the solutions to the problem scenarios above, are also 
discussed. 
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a. The situation when an Active Office responds to user login automatically 
 
When a user comes into his room in an Active Office, his desktop computer will 
normally automatically login for him after he sits on his chair, on the condition that he 
turns on his mobile phone with a Bluetooth enabled device in discoverable mode before 
he sits. If he sits on the chair but has forgotten to enable Bluetooth discoverable mode, 
the Active Office will not give an appropriate response. 

In this case, the user has to unlock or login his computer manually, or get up from his 
chair, turn on his mobile with Bluetooth enabled device in discoverable mode and then 
sit.  

In the automatic user login scenario, a user may follow a valid sequence of steps, an 
appropriate response may occur, but in some cases, the user still feels inconvenience. For 
example, when a user has a large profile in his desktop computer, the user comes and 
goes frequently from his room with his Mobile Phone in a short period of time, the 
desktop computer will respond very slowly, which is of course, disturbing for the user. In 
this study, 93 user profiles were observed and the range of the profiles was between 420 
Kbyte – 1.2 Gbyte, and from the experiment to produce a reasonable response, the size of 
the profile may not exceed to 20 Mbyte. Hence, the large profile needs to be reduced to 
have an acceptable response.  
 
b. Problems with the Chair’s Sensor 
 
A chair’s sensor is very sensitive. Human user/occupants are always moving while 
sitting. The chair’s sensor can frequently change state in a very short time (jitter) but the 
record of every changed state is added, creating problems for the database as the number 
of records can be dramatically increased.  

In this case, two approaches may solve the problem. First, by finding a better sensor 
for a user that absorbs movement and reports fewer but more significant events or, 
second, by normalising the sensor data by studying the movement patterns of the user 
when on the chair. If the database is normalised, there is potential for it to be in conflict 
with the case in point a above, such as in (Brumit, Meyer et al. 2000). This is an 
important point for the system design, such as, where one scenario is a waiting state for 
sensor data to deliver an appropriate response, another scenario may eliminate the 
expected sensor data.  
 
c. The Situation Where an Active Office Responds to a Phone Call 

 
In the scenario of respond to a phone call, in Section 8.6.3, when a user has a phone call 
through a regular fixed lines phone, a normal response from an Active Office is to reduce 
or turn off the volume of his computer’s sound or other small device while he is on the 
phone. Unfortunately his Bluetooth enabled mobile phone in discoverable mode is 
needed to represent his user identity to deliver the response to reduce or turn off any 
volume on his computer. This means that to get the proper response in receiving a call on 
a regular fixed line phone, the user needs his Bluetooth enabled mobile phone that can be 
used as user identity.  
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This context aware application can be expanded to other social situations, for 
example, where a user has an extended wireless phone from fixed line phone, it can be 
designed to get the same response from the scenario above, to reduce or turn off any 
volume in his computing environment.  
 
d. The Situation Where a User is Off His Chair for More Than 10 Minutes 
 
As mentioned earlier in Section 8.6.2, in an Active Office, when a user gets off his chair 
for more than 10 minutes, the desktop computer will be locked. However, in the case his 
Bluetooth enabled mobile phone is still in his office, the desktop computer will remain 
active for the user to work. This is one of the weaknesses; if a user forgets to take his 
mobile phone home when leaving the office, his workstation will remain active. 

Another problem is where a user disturbs other users by the use of Bluetooth 
technology, such as Bluejacking to a Bluetooth enabled mobile phone. It may extend not 
only to send text message but also send a service/agent/event to the other Active Office’s 
user. However, there are good sides of Bluetooth technology, such as an automatic 
volume control as explained in Section 8.6.3 or Bluetooth image viewer technology. This 
Bluetooth technology views and shares picture images from a mobile phone or PDA 
enabled camera using “push” technology to any display, such as a TV screen or video 
projector. Some security issues may be raised but it is not expected to be a big problem to 
secure this Bluetooth control protocol in the application layer. 

9.6 Summary 

In the area of Context-Aware Computing, the general lack of understanding of the 
capabilities and limitations of the evaluation process has led to an intense need for 
researchers and others to be able to determine which methods are effective in what ways 
and to what purposes. 

The evaluation of the Context-Aware Computing system, in particular Ubiquitous 
Computing systems, has many methods that are not standard and the lack of borrowing 
from other fields is unsatisfactory, making Context-Aware Computing systems lack a 
systemic user-centred evaluation methodology (Scholtz 2001; Schmidt 2002). Some 
publications use a sub-part of a system which is evaluated using well known methods, 
but where the complete system is not evaluated owing to the lack of a standard method. 
Further, evaluation methods are difficult to compare because of the lack of standard 
definitions, measures, and metrics on which to base the criteria for usability evaluation 
and comparison. Since there is no single standard for direct evaluation comparison, the 
result is a multiplicity of different measurements used in the studies, all capturing 
different data in different ways. Consequently, very few studies clearly identify the target 
criteria against which to measure the success of usability evaluations being examined. As 
a result, evaluation comparison studies are either inaccurate, or reported as incomplete or 
otherwise falling short of requisite scientific standards (Gray and Salzman 1998; Hartson, 
Andre et al. 2003). Therefore, evaluation methods for Ubiquitous Computing need to be 
further developed.  

This chapter proposes that the “good quality” project for Context-Aware Computing 
requires core content (Section 9.1.2) and provides iterative evaluation processes (Section 
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9.1.1), which make it possible to have two types of iteration: design evaluation and 
product evaluation. The major iterative design process can be in three stages: initial 
design, prototype and final design, with iterative product evaluation following product 
development life-cycle, which is introduction, product growth, mature stage, saturated 
stage, decline stage and vanish stage (Section 2.12.3). 

The software product quality metrics for Context-Aware Computing, based on 
Boehm Model, McCall Model and ISO/IEC 9126 with some additional or modified 
metrics and interpretation, is proposed by considering two aspects, the technological and 
the social aspects, and two dimensions, the user and environment dimension, as shown in 
Table 9.2. 

There are many ways of performing the evaluation process, from systems analysis 
through final product, including evaluating the usability of an interaction design. Beyond 
this level of evaluation approach, there is still much room for disagreement and 
discussion about the relative merits of various evaluation techniques.  
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Chapter 10 

CONCLUSIONS AND FUTURE RESEARCH 

This thesis searched for ways in the Intelligent Environment to make 
Ubiquitous/Pervasive Computing work better for users by creating and equipping a 
computing environment. An implementation model of an Intelligent Environment is 
developed and called an Active Office. It is a normal office, which consists of several 
normal rooms with minimal intrusive detectors and sensors, and without explicitly 
badging people.  The Active Office uses wireless communication, i.e. Bluetooth and 
WiFi, to enable user mobility and proximate and precise sensors to detect user location, 
user activity and to respond to the user when the environment detects that the user needs 
assistance, guide, help, or other. 

The thesis addresses issues in the Intelligent Environment, particularly how to enable 
transparent, distributed computing to allow continued operation in a seamless manner 
across a changing circumstance: how to exploit the changing environment so that it is 
aware of the context of the user’s location, the collection of nearby people and objects, 
accessible devices and changes to those objects over time. In order to respond to this 
issue, this thesis presents proofs from two directions, the ‘proof-of-concept’ and the 
‘proof-of-performance’, which are described below. 

10.1 The ‘Proof of Concept’ 

The ‘proof of concept’ is achieved by the development of the concept of: 
• A scalable distribution context processing (DiCPA) architecture. The Intelligent 

Environment is an environment with rapid and rich computing processing. 
DiCPA architecture was developed to manage and respond to rapidly changing 
aggregation of sensor data. This architecture is a scalable distributed context 
processing architecture with the capability of delivering service while the user 
moves and it provides continued operation across changing circumstances for 
users over time in the Intelligent Environment. This approach focuses on how the 
Intelligent Environment provides context information for user location, user 
mobility and user activity model. 

• The estimation of symbolic user location using instance-based learning method in 
machine learning. This concept deals with the problem of WiFi signals that 
fluctuate greatly, not only across perturbations in space but also in time 
(diurnally), which obviously leads to poor location estimation, but in which 
symbolic user location can be estimated accurately using instance-based learning 
methods. This concept also answers the “where” questions in context-aware 
mechanism in indoor environments such as in an Active Office. 

• The user mobility model. This concept proposed a user mobility pattern based on 
changing user location (spatio-temporal database history) in an Active Office. 
This model can recognise the pattern of accuracy and the regularity of daily user 
movement and user activity. 
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• The user activity model. This concept proposed user activity as any association 
between a user and smart sensors in the environment, or any sensors being in 
active use to access resources. This model provided four user activity categories, 
i.e., an activity as association between a user and smart sensors in the 
environment, as a node in a work flow or job breakdown, as a physical 
movement mode or state, or as a mode of a state of human intent. Human activity 
is very complex and the computer environment is very limited in capturing user 
activity, but user activity is an essential component in the determination of 
appropriate response/assistant behaviours to these activities in order to provide 
appropriate services without explicit commands. This leads to a situation-based 
approach in Context-Aware Computing. 

• Intelligent Environment response modelling. This concept recognises user 
activity and the capability of the environment to deliver responses. This makes an 
Active Office able to detect the users’ current state/context and determine what 
responses to take based on the user’s context.  

• The evaluation strategy concept for an Intelligent Environment. 

10.2 The ‘Proof of Performance’ 

This thesis demonstrates the ‘proof of performance’ through the development of 
prototypes as follows: 

• A precise sensors system, a prototype application to detect user location from 
chair pressure sensor, magnetic phone sensor, magnetic door sensor, RFID 
sensor, keyboard activity sensor and/or mouse activity sensor. In normal 
situations, this precise sensors system is able to get 100% correctness in 
capturing user location. 

• A proximate sensors system, a prototype application to detect user location using 
IEEE 802.11b,b+,g and/or Bluetooth detection. This proximate sensors system 
could achieve accurate estimates (95.82%) in rooms of 3 meters width with 
minimal access points using 2 access points data instead of the 7 access points 
available in the building. 

• SpeechCA, a prototype application using speech recognition for the interactive 
query of user location. This speech prototype is able to capture user instruction 
from user speech and give a response by delivering action in two ways; first in 
the form of guidance, the Intelligent Environment provides step by step 
procedure/information for a certain purpose and the user will do the physical 
action; or secondly in the form of assist/help, which means the Intelligent 
Environment will deliver a response to a user request with the physical response 
done by the Intelligent Environment.  

• irMedia player, the prototype application to deliver interactive responses for a 
media player while monitoring phone activity. This prototype application is able 
to automatically reduce/pause a multimedia volume as a response when user 
receives a phone call, avoiding inappropriate background sound in the 
environment. 

• Monitoring sensor activities graph, the web-based graph to monitor precise and 
proximate sensors activity. 
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• A mobile access point for a guest, a prototype application of the access point 
which is mobile for a user in the Active Office area, but does not belong 
exclusively to any local Active Office domain regular user. This prototype is able 
to provide public access to the guest users in an unfamiliar domain and is also 
able to estimate a guess user location. 

10.3 Future Research 

This section will describe future studies which may arise from this work, and which are 
derived from Chapter 3,4,5,6 and 8 in this thesis. 

The requirement for scalable context processing in an Active Office using DiCPA 
architecture as an implementation model for an Intelligent Environment has been 
described in Chapter 3. Further studies that could arise from this work include the 
modelling of sharing context rules between Intelligent Environment domains in the 
distributed knowledge-based context and the requirement to have flexible and efficient 
communication between resources managers in several Intelligent Environment domains 
in the formation of a society of Intelligent Environment domains. 

Location awareness in an Intelligent Environment including the users’ locations in an 
Active Office, which can be placed in three categories, i.e. precise location, proximate 
location, predicted location, has been described in Chapter 4. The categories are based on 
sensor capability to sense the area and the use of history data. Further studies that can be 
considered as arising from this work include: 

a. Developing IP multicast system with group-content-filtering for data 
communication between Intelligent Environments. The distributed content-routing 
and filtering system (such as Elvin or Spread) can be used for an automatic update 
of object content in Intelligent Environment repository, in particular for updating 
user location.  

b. Integration with desirable features of context-aware system speech input and 
output. 

The instance-based learning method in the machine learning area can be used to 
classify and then estimate symbolic user location in the Ubiquitous Environment. The ηk-
Nearest Neighbour algorithm, which is an instance-based learning algorithm, normalises 
the sample data set of the WiFi signal strength and signal quality to estimate symbolic 
user location at a room scale and has been described in Chapter 5. This chapter also 
proposed the use of Boolean MaxMin algorithm to determine the quality of the training 
data-set and discusses how to find the maximum common value to achieve the best 
correct result in the estimation user location.  

Further studies which may arise from this work include: 
1. This work uses off-line learning based on the learning data set. It can be 

developed into online learning by using extracts of the feature/function from the 
instance online signal data. 

2. The symbolic user location, as the final output of this work, has been used for an 
Active Office in satisfaction of low level accuracy. Further study can develop an 
algorithm to achieve higher level accuracy and precision in estimating coordinate 
user locations. The Gaussian process models, Principal Component Analysis 



 

 
 

164 

(PCA) or the multivariate regression for signal strength may be explored for this 
purpose. 

3. Machine learning in this work uses the Euclidian distance (standard distance), 
other distance methods can be used to increase the correctness of the estimation of 
the symbolic user location, such as Manhattan distance, Canberra distance, 
quadratic distance, and other relevant distances. 

The user mobility model developed a user mobility pattern by using the history of 
user location and detecting the user’s changing locations. The user mobility pattern can 
be formed by the number of visits and time spent in a one day observation and also by the 
use of mobility’s direct graph. The regularity of user movement can be studied from the 
user mobility patterns for the prediction of future user movement. The user mobility 
pattern improved the accuracy continuously by pattern of accuracy, i.e., increasing the 
degree of accuracy of user mobility by comparing the regularity of the user mobility 
pattern and the current user mobility, as described in Chapter 6. Further studies to be 
considered from this work are: 

• The deeper study of the regularity of user mobility by the use of probability or 
fuzzy logic theory. 

• Study of the pattern of accuracy of user mobility. The pattern of user mobility can 
be studied more deeply to determine the sensitivity of the accuracy necessary for 
changes to regularity levels to increase the level of regularity. 

The framework necessary for an Intelligent Environment to respond intelligently to 
user activities in a context-awareness environment required the design of a fusion sensor 
database and the modelling of the social environment to respond to user activities and 
were also presented in Chapter 8. Further studies to be considered as flowing from this 
work by adding richer context information to an Active Office will enable more 
responses to user activities, thus making even more ‘intelligent’ response behaviour 
possible.  

Moreover, the response of the Intelligent Environment to the user in a social context 
model can be improved by developing the adaptation capability of the intelligent 
response. The environment response adaptation capability can be created by the use of 
machine learning, not only for the estimation of user location but also to enable the 
environment to have adaptation capability in responding to user activity. For example, 
when a user changes his room in the same office, the response from the environment to 
the user also follows him to the new room. In other words, changes to Active Office 
behaviour/response that follow user moves are on the user pattern and not based on a 
room. 

10.4 Conclusions 

An Intelligent Environment requires a context-aware application to work better and 
increase productivity and enjoyment for users as a result. The context awareness 
mechanism has four fundamental requirements i.e. identity (who), activity (what), 
location (where) and timestamp (when). This thesis proposed DiCPA architecture to 
manage scalable distribution of context processing in the Intelligent Environment. This 
architecture gives a complete set framework in developing an Intelligent Environment. In 
this study, the implementation model of an Intelligent Environment, which is an Active 
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Office, has not been developing all capability of the framework yet. However, based on 
this framework, the model of user location, user mobility, user activity and Intelligent 
Environment response were developed. Some prototypes were also developed to proof of 
Context-Aware Computing concept in the Intelligent Environment.  

The fundamental concept of Context-Aware Computing’s capacity to form user 
context for an Intelligent Environment required the physical presence of a user and three 
fundamental predicate relations, as proposed in Chapter 8, as follows: 

• Location Awareness which leads to User Mobility 
• Activity Awareness which leads to User Situation 
• Response Awareness which leads to Action of User Situation from the 

environment 
The evaluation strategy for research in the Intelligent Environment required 

interesting core content and provided evaluation processes. The evaluation process has 
iterative evaluation of the design process and of the product. The software product 
quality metrics for Context-Aware Computing, based on Boehm Model, McCall Model, 
new interpretation of ISO/IEC 9126 and some additional of metrics, are also proposed. 
The building of product quality metrics is influenced by two aspects: the technological 
and the social aspects, and two dimensions: the user and environment dimensions. The 
evaluation strategy for Context-Aware Computing above can be used as a standard 
evaluation for better understanding the performance of good quality Context-Aware 
Computing research in objective and meaningful measurement. 
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