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Abstract

In this paper, we analyse and compare the techniques of algorithmic blocking and (storage blocking with) lookahead for distributed memory LU, LLT and QR factorizations. Concepts and some useful properties of a simplified model of lookahead are explored, including the minimal degree of lookahead required for optimal performance. Issues in the implementation of lookahead are discussed, which are more involved for the cases of LLT and QR factorizations. It is also explained how hybrid algorithmic blocking and lookahead techniques can be implemented. Implications for parallel linear algebra library design are also discussed.

Results are given on the Fujitsu AP1000 and AP+ multicomputers, which have relatively high communication to computation speeds. The results indicate that both methods are superior to storage blocking (without lookahead). They also indicate that for such machines, the hybrid method is optimal for smaller matrices, due to savings in communication startups. For larger matrices, algorithmic blocking gave the best performance, due to its better load balancing properties. An exception was LLT for the AP+, where lookahead alone gave comparable or better performance for larger matrix sizes as well. Performance models, predicting the minimum matrix size where lookahead becomes effective, indicate this trend can be expected for machines with lower communication to computation speeds, but that the range for where lookahead is superior is extended.
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1 Introduction

Dense linear algebra computations such as LU, LLT (Cholesky) and QR factorization require the technique of ‘block-partitioned algorithms’ for their efficient implementation on memory-hierarchy processors. Here, the rows and/or columns of a matrix are partitioned into panels, i.e. block row/columns of width $\omega \geq 1$, and by performing matrix-vector or matrix-matrix operations on these panels. Once these panels are formed, the remainder of the computation typically involves ‘Level 3’ or matrix-matrix operations, which can run at optimal speed.

In the distributed memory multiprocessor context, most, if not all, communication occurs within the panel formation stage. Once the optimal panel width $\omega = \omega_m$ is achieved for the matrix-matrix operations, the most scope for the acceleration of the overall computation is in the optimization of the panel formation stages.

In this paper, we will consider the $r \times s$ block-cyclic matrix distribution over a $P \times Q$ logical processor grid [3], where, for an $N \times N$ global matrix $A$, block $(i,j)$ of $A$ will be on processor $(i \mod P, j \mod Q)$. We will now review two established techniques for parallel panel formation, known as storage blocking, where $\omega = r = s$, and algorithmic blocking [7, 12, 9, 11], where $\omega \approx \omega_m, r = s \approx 1$.

Storage blocking suffers from load imbalance on the panel formation stage, in that only one row or column of processors of the grid will be involved in this stage, which is an $O(\omega/N)$ fraction of the overall computation. Furthermore, there is an $O(N^2(r/Q + s/P))$ load imbalance on the Level 3 computation, since the cell owning the last block row and column will have more overall work to do than the others.
in these stages [1, 11]. For small to moderate $N$, these imbalances can be significant, so that a value of $\omega < \omega_m$ may be optimal. However, storage blocking minimizes communication startup and volume overhead, although by only a constant factor (excepting the case of LLT).

Algorithmic blocking (also known as ‘distributed panels’ [12]) achieves better load balancing properties by distributing the panel across all processors, at the expense of increased communication overhead, both in startup and volume. Whether a multiprocessor favors algorithmic blocking over storage blocking depends on whether $\omega_m$ is large, and, to a lesser extent, whether the ratio of communication to floating point speed is relatively high [12].

However, the load balance in panel formation is not perfect, being about 90% for $\omega = 64$, $r = 1$ and $P = 8$, but diminishing for larger $P/\omega$ ratios [12].

With storage blocking, or more precisely for $\omega = s$, the broadcast of the ‘lower’ panel can be pipelined for these matrix factorizations, since all horizontal communication flows from left to right. This has the benefit that $\kappa_{bc}$, the ratio of the cost of these broadcasts relative to a point-to-point send, can be reduced from $\log_2(Q)$ to 2 [2].

With the pipelined communication of the lower panel, it is well known that it is possible to overlap communication with computation, that is to reorganize the computation so that other cells can perform useful work while the lower panel is being formed. A survey of various such techniques for the case of LU factorization is given in [4]; this paper also presents the new technique of performing the row swaps on other cells at the same time as the lower panel is formed. This improved LU performance by up to 20% for small matrices, decreasing to 5% for large matrices ($N = 8000$) on a 64 node Paragon.

Lookahead can be regarded as a related technique. In lookahead, the formation (computation and communication) of the lower panel is overlapped with the other (mainly Level 3 computation) operations of the previous iteration. It could be called the ultimate such technique in that it offers the best chance that the overlapping is 100%. Lookahead was used to enhance a parallel LU factorization algorithm which set world records for the LINPACK MP Benchmark on the Intel ASCI supercomputer in 1995 and 1997 [1, 6]. A validated performance model for LU with lookahead was given here.

Lookahead has been recently implemented to improve load balance for the triangular matrix update routines used in ScaLAPACK [10]. Lookahead has also been discussed in [14], with a comparison of lookahead with algorithmic blocking being given for ‘inverse’ LU and LLT factorization on the Fujitsu AP1000.

1 The results indicated that lookahead gave better performance for small matrices, but algorithmic blocking was faster for moderate to large matrices.

For lookahead, the cell column holding the lower panel has deferred sufficient of its Level 3 computation from the previous iteration, so that it is ready to broadcast the lower panel as soon as the other cells are ready to receive it. This means that the load imbalance for forming the lower panel can be (to a large extent) eliminated, and also that the communication startup and software overheads in forming the panel can be effectively parallelized. It has been noted that for the latter, the bulk of such overheads for these computations arise from the formation of the lower panel [1.5].

The main original contributions of this paper are firstly to propose and develop a model for computations with lookahead, from which some useful properties of lookahead are discovered. Secondly, to apply lookahead to two new computations, LLT and QR factorization. Thirdly, to provide the first comparison of algorithmic blocking and lookahead techniques, to address the question of which is the superior technique for dense linear algebra. This comparison is made both experimentally on two distributed memory platforms, and theoretically by a performance model for LU factorization. Such a model covering algorithmic blocking has not been published previously; for lookahead, the model is extended from previous work to cover the small $N$ case. Finally, to propose and evaluate hybrid lookahead and algorithmic blocking methods, which in some circumstances will perform better than either method alone.

This paper is organized as follows. Section 1.1 briefly describes the block-partitioned matrix factorizations, to provide a basis for discussion in the rest of the paper. The Fujitsu AP1000 and AP+ multicomputers, capable of wormhole broadcasts, are described in Section 1.2. Key ideas in lookahead, with and without wormhole broadcasts, are discussed in Section 2, together with the development of some useful properties. The implementation of lookahead for the matrix factorizations is described in Section 3. The performance on the AP1000 and AP+ of the implementations of lookahead, algorithmic

---

1 By ‘inverse’ LLT factorization, we mean recovering the original matrix $A$ from $L$, where $A = LL^T$. This computation proceeds like the LLT factorization but in reverse; thus, the panel formation computations can be naturally overlapped with the matrix-matrix updates. With $\omega = r = s$, it forms an equivalent situation as with LLT with lookahead.
LU2($N - i_1, \omega, L_i, p_i$)  

$(W^i U^i) \leftarrow (P(\omega', p_i')) \ldots P(0, p_0)(W^i U^i)$  

$L^i = A_{i_1 \ldots N_i, i_1 \ldots i_2}$, $i_1 = i \omega$, $i_2 = i_1 + \omega$  

- (LU.1)

$U^i \leftarrow (T^i)^{-1} U^i$  

$W^i = A_{i_1 \ldots i_2 0, i_1}$, $U^i = A_{i_1 \ldots i_2 \ldots N_i}$  

- (LU.2)

$A^i \leftarrow A^i - L^i U^i$  

$T^i = L_{0, \omega', \ldots}$; (lower tri., unit diag.)  

- (LU.3)

$A^i = A_{i_2 \ldots N_i, i_2 \ldots N_i}$  

- (LU.4)

where LU2($M, N, A, p$) is defined as:

$$
\begin{align*}
\text{find } p_j : j \leq M \text{ s.t. } |A_{p_j, j}| \geq |A_{j, M', j}| \\
A \leftarrow P(j, p_j) A \\
L^j \leftarrow L^j / A_{j, j} \\
L^i \leftarrow L^i - L^j U^j \\
\text{swap rows } j \text{ and } p_j
\end{align*}
$$

- (LU.1)

$$
\begin{align*}
T^j &= A_{j, i_1 \ldots i_2 \ldots i_2, j} (\text{lower tri., non-unit diag.}) \\
A^i &= A_{i_2 \ldots N_i, i_2 \ldots N_i} (\text{lower tri.})
\end{align*}
$$

- (LU.2)

- (LU.3)

- (LU.4)

and $P(j, k)$ is the identity matrix with rows $j$ and $k$ permuted.

Figure 1: Partial LU factorization of an $N \times N$ matrix $A$, with $0 \leq i < \frac{N}{2}$

$$
\begin{align*}
\text{LLT2}(\omega, T^T) \\
L^i \leftarrow L^i (T^i)^{-T} \\
A^i \leftarrow A^i - L^i (L^i)^T \\
\text{LLT2}(N, A)
\end{align*}
$$

- (LLT.1)

- (LLT.2)

- (LLT.3)

where LLT2($N, A$) is defined as:

$$
\begin{align*}
\text{for } j = 0 \ldots N_i \\
\text{for } j = 0 \ldots N_i \\
A_{j, j} \leftarrow \sqrt{A_{j, j}} \\
L^j \leftarrow L^j / A_{j, j} \\
L^j \leftarrow L^j - L^j (L^j)^T \\
\text{LLT2.1}
\end{align*}
$$

- (LLT.1)

- (LLT.2)

- (LLT.3)

Figure 2: Partial LLT factorization of a lower triangular $N \times N$ matrix $A$, with $0 \leq i < \frac{N}{2}$

blocking and storage blocking is given in Section 4. Section 5 gives an analysis of the various methods for LU factorization, resulting in a performance model which is used to extend the comparisons to other machines. Conclusions are given in Section 6.

1.1 Matrix Factorization Algorithms

In this section, the block-partitioned matrix factorization algorithms are described, being essentially simplified versions of those used in LAPACK [5] and ScaLAPACK [3].

Figure 1 gives the indicates the $i$th partial LU factorization with row pivoting, using a panel width of $\omega$, for an $N \times N$ matrix $A$. This is repeated for $i = 0, 1, 2, \ldots, \frac{N}{2} - 1$ to give a full factorization. Matrix indices begin from 0, with the notation $x'$ being used as a shorthand for $x - 1$. More details on the parallel implementation of this algorithm can be found in Section 5.

Figures 2 and 3 give corresponding algorithms for partial LLT and QR factorizations, respectively. In the parallel implementation of the algorithm in Figure 6, for iteration $i$, the temporary matrices $V^i$ and $T$ may be regarded as having their top-left corners aligned with the top-left corner of $V^i$, and the temporary matrix $W$ may be thought of being aligned with $A^i$.

Note that steps -(QR.3) and -(QR.5) introduce (further) redundant floating point operations with the above-diagonal part of the rectangular $V^i$ being padded with zeros (cf. step -(QR.2.3)). This is efficient provided the Level 3 matrix multiply speed is at least twice that of the (also Level 3) triangular matrix update speed (eg. as for step -(QR.4)) over operands of width $\omega$. As in [3] for the Intel Paragon, we have found this to be the case on the AP+ and AP1000, although only by a narrow margin for $\omega > 32$. 

3
\[ QR(N - i_1, \omega, V^i, \tau, V') \]
\[ QR(N - i_1, \omega, V^i, V', \tau, T) \]
\[ W \leftarrow V^T A^i \]
\[ W \leftarrow T W \]
\[ A^i \leftarrow A^i - V' W \]

where \( QR(\mathcal{M}, N, A, \tau, V') \) is defined as:

\[
\begin{align*}
  & \text{for } j = 0..N' \\
  & \quad (A_{j, j}, \beta, \tau_j) \leftarrow f(A_{j, j}, v^j \cdot v^i) \\
  & \quad v^j \leftarrow v^i / \beta \\
  & \quad V_{0..j, j}^i \leftarrow 0, V_{j+1..M', j}^i \leftarrow v^j \\
  & \quad w \leftarrow (V_{j, M' - j}^i)^T A_j \cdot A_{M', j+1..N'} \\
  & \quad V_j^i \leftarrow V_j^i - \tau_j v_j^i w
\end{align*}
\]

\[ QR(\mathcal{M}, N, A, V', \tau, T) \] is defined as:

\[
\begin{align*}
  & \text{for } j = 0..N' \\
  & \quad t^j \leftarrow -\tau_j (V_{0..j, j}^i)^T A_j \cdot A_{M', 0..j}^i \\
  & \quad t^j \leftarrow T_j^0 \cdot t^j \\
  & \quad T_{j+1..M', j} \leftarrow T_{j+1..M', j+1..N'} \\
  & \quad T_j^i \leftarrow T_j^0 \cdot t^j
\end{align*}
\]

and \( f() \) is a 3-valued function of 2 scalar variables.

Figure 3: Partial QR factorization of an \( N \times N \) matrix \( A \), with \( 0 \leq i < \frac{N}{2} \)

### 1.2 The Fujitsu AP1000 and AP+

The Fujitsu AP1000 [8] is a SPARC 1-based multiprocessor; it's cells have a theoretical peak speed of 5.5 MFLOPS (double precision). The AP1000 uses a physical torus communication network using wormhole routing, with each link being capable of 25 MBs⁻¹. A useful feature of this network is the ability to perform a row or column broadcast for the cost of a normal point-to-point message (i.e. \( \kappa_{bc} = 1 \) in the notation of [2]); such a broadcast will be referred to as a wormhole broadcast. Wormhole broadcasts do not require any synchronization, in that the sender does not have to wait till the other cells post the corresponding receive calls.

Wormhole broadcasts are very easy to implement in hardware: with wormhole routing, they only require the communication routers to be able to forward the packets of a broadcast message to both the next node in the network, and to the adjacent processor. Given that row and column broadcasts are so widely used in dense linear algebra (and other applications), it is surprising that other vendors have not emulated this capability.

The AP1000 cells have a 128KB direct-mapped copy-back cache (shared instruction and data). This means that a logical blocking factor \( \omega_m \approx 64 \) is optimal for this architecture.

On the AP1000, benchmark programs have yielded the following parameters that will be used in Section 5 for the Distributed Linear Algebra Model (DLAM) of [2] for LU, with some extensions [15, 11].

The communication startup cost \( \alpha = 25 \mu s \), the communication transmission cost per word \( \beta = 1.2 \mu s \), the level-2 computation cost per floating point operation \( \gamma_2 = 0.4 \mu s \), the computation speed for a triangular matrix update operation (e.g. \( LT^{-1} \) or \( T^{-1} U \)) is \( \gamma_3^\Delta = 0.3 \mu s \), \( \gamma_3(16) = 0.25 \mu s \) and \( \gamma_3(64) = 0.2 \mu s \), where \( \gamma_3(\omega) \) is the cost per floating point operation in a local matrix multiply having input operands of width \( \omega \).

The AP+ is similar to the AP1000, except that its cells are based on a 50 MHz Viking SuperSparc chip, having a set-associative write-through 16 KB data cache, and a set-associative 20 KB instruction cache. There is no second-level cache; this reduces level-3 and especially level-2 computation performance. The optimal logical blocking factor is \( \omega_m \approx 32 \).

The AP+ uses an identical communication network\(^2\). On the AP+, benchmark programs have yielded

\(^2\)This depends somewhat on the panel width \( \omega \); the value above represents the cost at an intermediate width of \( \omega = 32 \).

\(^3\)Because a memory copy is part of a communication on the AP1000/AP+, the AP+ has a lower value of \( \beta \) due to a faster memory bus.
values of $\alpha = 12\mu s$, $\beta = 0.64\mu s$, $\gamma_2 = 0.12\mu s$, $\gamma_3 = 0.083\mu s$, $\gamma_4(16) = 0.035\mu s$ and $\gamma_5(32) = 0.030\mu s$.

On both the AP and AP+, the mode of message transmission that will be used is that a when message arrives at a cell, it is stored at first in a ring buffer (of maximum size 512 KB). The storage consumed by the message may only be reclaimed when the receiving cell has posted a corresponding receive call, and finished copying that message into its specified destination. Overflow of this ring buffer is a problem on these machines that is potentially exacerbated by lookahead.

2 Concepts and Properties of Lookahead

This section presents a simplified model of lookahead, to illustrate how it can achieve better load balancing with and without wormhole broadcasting. We will concentrate mainly on the situation with wormhole broadcasting, since that is simpler and is used for the results of Section 4; however, most essential properties for this case apply to both.

Consider the following computation on a $m \times N$ matrix $A$ distributed in a block-cyclic fashion over a $1 \times Q$ processor grid, with $\omega = s$ (assume, for the sake of simplicity, that $Q|s|N$):

for $i = 0..N/\omega - 1$

$L^i \leftarrow F(L^i)$

broadcast $L^i$

$A^i \leftarrow M(L^i, A^i)$

$L^i = A_{i_1, i_2, \ldots, i_q}$, $i_1 = i\omega$, $i_2 = i_1 + \omega$

$(m\omega^2$ flops, on cell $q^i$)

(volume is $m\omega$)

$(2m\omega(N - i_2)$ flops)

Note that the upper triangular matrix update $A \leftarrow AT^{-1}$ can be modelled in this way, with $F(L^i) = LT_{i_1, i_2, \ldots, i_q}$ and $M(L^i, A^i) = A^i - L'T_{i_1, i_2, \ldots, i_q}$. Portable source codes for such a computation have recently been made available [10].

Consider the $ith$ iteration of the above algorithm. Let $n^i_\omega$ be the local number of block columns of $A^i$ on cell $q$, and $q^i = i\%Q$. Lookahead can be applied to this algorithm by letting cell $q^{i+1}$ defer the update of the last $\lambda^i$ block columns of $A^i$ until after the broadcast stage of the next iteration, where $0 \leq \lambda^i \leq n^i_\omega - 1$. In this way, the broadcast can be received by the other cells as soon as they are ready, provided $\lambda^i$ is sufficiently large.

Assume that the cost of updating a block column in $M(L^i, A^i)$ is unity. Let $\rho$ ($\kappa$) be the ratio of time spent in $f(L^i)$ (broadcast $L^i$) to that spent in updating a single block column in $M(L^i, A^i)$. To a good approximation, $\rho$ and $\kappa$ will be constant over this computation, and can be regarded as parameters of it. Figure 7 gives time lines of the $Q$ cells for this computation, with $Mi$ representing a time unit being spent in $M(L^i, A^i)$ (and similarly for $Fi$ and $ci$).

From Figure 7(b)-(c), the upper bound on the degree of lookahead, given by $n^i_\omega - 1$, decreases with $i$, so that in the last $Q$ iterations, no lookahead at all is possible. The initial degree of lookahead is denoted $\lambda$, with a lookahead of $\lambda^i = \min(\lambda, n^i_\omega - 1)$ being applied on the $ith$ iteration. In previous work, the algorithms described correspond to the maximal lookahead of $\lambda = n^0_\omega - 1$ [1, 6, 10], but Figure 7(b)-(c) indicates that this is not necessary for optimal performance.

Figure 7(c) indicates lookahead with a ring broadcast, in which each intermediate cell receives the message, and then passes it on to its neighbor on the right. The cost relative to a point-to-point message is $\kappa_{\lambda, R} \approx 2$ in this case, since the pipelining introduces a ‘bubble’ of size $Q\kappa$ every $Q$ iterations (cf. time steps 24–25 in cell $Q - 1$ for Figure 7(c), noting that the size of the bubble can be reduced by $\rho + 1$ with a sufficient degree of lookahead).

It can be seen that cell $Q - 1$, owning the last block column, is on the critical path for this computation, having to perform more ‘$M$’ operations than any of the other cells. Generally, cell $Q - 1$ is the last to complete any iteration.

As lookahead reduces the degree of synchronization of such computations, a potential problem is the number of (unread) $L^i$ panels that must be buffered on any cell. This can be at most $2$ [1]. For example with wormhole broadcasting with $\rho = 2, \kappa = 1, \lambda = 3, n^0_\omega = 4$ and $Q = 4$, cell 3 is begins reading $L^8$ at the same time as cell 2 begins its broadcast of $L^7$. For large matrices, this can cause ring buffer overflow on the AP machines and similar problems on the ASCI supercomputer [1]. This situation can be avoided by implementing handshaking [1], where in the case of a ring broadcast, a cell does not pass on $L^i$ to its neighbor until the neighbor has posted an ‘acknowledge’ message, indicating that the receipt of $L^{i-1}$ is complete. With wormhole broadcasting, handshaking is more complex: the sender must wait for such an acknowledgment from all other cells before sending.
2.1 Properties

Consider the above computation with wormhole broadcasting for iterations \( i \) such that \( \lambda \leq n^i_q - 1 \). The time \( T_q^i \) in which cell \( q, 0 \leq q < Q \), completes iteration \( i \) is given by:

\[
T_q^i = C_q^i + \kappa + \delta_{q,q^i-1} \lambda + (n^i_q - \delta_{q,q^i-1} \lambda) \\
C_q^i = \max(T_q^{i-1}, C_q^i) \\
C_q^i = T_q^{i-1} + \rho \\
T_q^{-1} = 0
\]  

(1) (2) (3) (4)

where \( \delta_{i,j} \) is the Kronecker delta. Here \( C_q^i \) represents the time cell \( q \) begins the send (or receipt) of \( L^i \).

We believe that the following properties hold for this computation:

\[
T_q^i \leq T_{Q-1}^{i-1} + \delta_{q^i,Q-1} \lambda + \rho - 1 \\
C_q^{i-1} = T_{Q-1}^{i-1} + \delta_{q^i,Q-1} \rho, \text{ if } \lambda \geq \rho \\
C_q^{i+1} \geq C_q^i + \kappa, \text{ if } \lambda \leq \rho + 1
\]  

(5) (6) (7)

Property 5 identifies that cell \( Q - 1 \) is on the critical path for the computation, by giving a limit for how much other cells can exceed reaching the corresponding point in the computation. Property 6 gives the condition for an optimal degree of lookahead; it is intuitively evident: a lookahead of no more than the equivalent amount of work in forming \( L^i \) is required for optimal performance. Property 7 gives the maximal lookahead required before handshaking is needed.

If handshaking is implemented, \( C_q^i \) must be redefined as:

\[
C_q^i = \max(T_q^{i-1} + \rho, \max_{q=0}^{Q-1} (C_q^{i-1} + \kappa))
\]  

(8)

The following properties together state that implementing handshaking will cause no delay. Property 9 states that broadcasts from cell \( Q - 1 \) will not be stalled by handshaking. Property 10 states that handshake stalls in other cells will not delay the critical path cell \( Q - 1 \). These may be proven using Property 5.

\[
C_q^{i+1} \geq C_q^i + \kappa, \text{ if } q^i+1 = Q - 1 \\
C_q^{i+1} \geq C_q^{i+1}
\]  

(9) (10)

In the case of ring broadcasts, Equation 2 must be modified to:

\[
C_q^i = \begin{cases} 
C_q^i & \text{if } q = q_i \\
\max(T_q^{i-1}, C_{(q-1)\%Q}^i + \kappa) & \text{if } q \neq q_i 
\end{cases}
\]  

(11)

and, for handshaking:

\[
C_q^i = \max(C_q^i, C_{(q+1)\%Q}^{i-1} + \kappa)
\]  

(12)

where \( C_q^i \) is the expression on the right hand side of Equation 11.

Similar properties hold for this case: cell \( Q - 1 \) is on the critical path in at least as strong a sense, \( \lambda \geq \rho \) gives optimal lookahead, and handshaking is not required for any \( \lambda \). A final interesting result is that the size of the ‘bubble’ due to pipelined communication, which occurs at cell \( Q - 1 \) every \( Q \) iterations, is given by:

\[
C_{Q-1}^i - T_{Q-1}^{i-1} = \max(0, Q \kappa - \min(\lambda^i, \rho + 1)) \quad \text{if } q_i = Q - 1
\]  

(13)

This means that provided \( \lambda \geq \rho + 1 \geq Q \kappa, \kappa_T = 1 \), that is, lookahead can improve the efficiency of the pipelined broadcast.

While formal proofs of these properties have not yet been developed, the above equations for \( T_q^i \) and \( C_q^i \) have been implemented in a computer program and the above properties have been checked over an exhaustive test for various values of \( Q, \kappa, \rho \) and \( \lambda \), for the cases with and without wormhole broadcasting, and with and without handshaking. The program was used to generate Figure 7 and is a very useful tool for investigating lookahead. It is available at:

http://cs.anu.edu.au/people/Peter.Strazdins/projects/LookAhead
2.2 Relationship to Matrix Factorizations with Lookahead

The above model strictly only applies to a computation such as $A \leftarrow AT^{-1}$ executed on an ideal machine. In this section, how well the above properties can be applied to lookahead in the three matrix factorizations on a real machine will be discussed.

Consider the case where the panel length is large enough so that effects such as communication startups and software overheads in the formation of $L$ can be ignored, and that the computation speed can be approximated by the ‘dominant part’ of the panel formation. Then, the parameters $\rho$ and $\kappa$ can be regarded as constants; using the algorithms of Section 1.1, values for $\rho$ and $\kappa$ are derived in Table 1.

Typically for modern multiprocessors, $2 \leq \frac{\omega}{\omega_0} \leq 4$, $1.5 \leq \frac{\omega}{\omega_0} \leq 2$, $8 \leq \omega \leq 64$ and $10 \leq \omega \leq 80$. With Property 13, one can see that for $\omega$ towards the upper end of this range, and for small–moderate $Q$, lookahead can gain an advantage in communication speed by reducing the size of the pipeline bubble.

For matrix factorizations, we must consider a $P \times Q$ array, but our attention can be concentrated on the processor row owning the last block row of the matrix, being on the critical path (in the same way that the cell column holding the last block column is on the critical path).

The first major difference with matrix factorizations and the model above is that, for the case $\omega = r = s$, the panel length decreases by a block every $P$ iterations. Effectively, this means the amount of work per iteration decreases faster with $i$ for a matrix factorization (for the case $r < s$, this decrease would at be smoother, but at the same average rate). The effect of this is that when the decrease occurs, events happening in the next iteration occur ‘closer’ to those in the previous. Hence, the situation where handshaking may be required may be broadened, but Properties 5, 6, 9, 10 and 13 should not be significantly affected.

Secondly, for the case of LU, with $\omega = r = s$, there is an increased amount of work in performing step -(LU.3) every $P$ iterations, when that processor row owns $U^i$ (this situation similarly exists for QR). This could potentially affect all the above Properties, but only by a small extent if panel length is still large, as the increase would be relatively small. Indeed on a real processor, there will be fluctuations in the amount of work per iteration not only between iterations but between cells in a given iteration, due to unpredictable effects such as cache misses.

Thirdly, as the panel length becomes small enough for communication startup and software overheads to affect overall performance, $\rho$ and $\kappa$ may tend to increase with $i$. However, it is likely that at this point that the width of the remaining matrix will be too small to permit full lookahead in any case.

In summary, it may be prudent to implement handshaking for matrix factorizations even where the results of the previous section predict it would have had no effect. However, the other Properties should still be reasonably good predictors for matrix factorizations on a real multiprocessor.

3 Implementation of Lookahead

In our implementation of lookahead, $\lambda$ is a run-time settable parameter, which was passed down into the respective matrix factorization routine. Handshaking was not implemented, since for the range of matrix sizes and blocking factors of interest, setting $\lambda$ to the smallest value for maximal lookahead, as predicted by Property 7 and using the Table 1, sufficed to both to avoid AP1000/AP+ ring buffer overflow, and to yield optimal performance.
The same codes were used to implement algorithmic blocking, and storage blocking with and without lookahead. The run-time choice of the parameters \( \omega, r, s \) and \( \lambda \) determined which method was used. The DBLAS distributed BLAS library [13] was used to implement these algorithms. This implementation requires block alignment in all but one of the common matrix dimensions in the operands of a DBLAS call. This enables non-square block sizes to be handled in many situations.

For lookahead, the lower panel (eg. \( L^j \) for LU) was broadcast separately using a ‘spread’ operation; a column-replicated matrix descriptor was then constructed and passed to any DBLAS procedure using it (eg. step -(LU.4)), where a descriptor for the non-replicated \( L^j \) would have been used for pure storage blocking. For algorithmic blocking, redundant communications were avoided. In the case of LU, the rows of \( U^i \), broadcast within step -(LU.3), were ‘cached’ and passed to the DBLAS operation corresponding to step -(LU.4); a similar scheme was used for saving broadcasts within steps -(LLT.2) and -(QR.2).

For LU factorization, the lookahead was implemented only over step -(LU.4), (although it could just as well have included -(LU.3) also). This meant that on iteration \( \ell \), cell \( q \ell \) kept any buffers not only for \( L^j \) but \( U^i \) also, to be used and released upon the next iteration. No alignment problems with \( r \neq s \) arise in the LU computation for the DBLAS implementation, enabling hybrid lookahead and algorithmic blocking (ie. lookahead on the horizontal processor dimension, and algorithmic blocking on the vertical) to be implemented, by merely setting \( r = 1, \omega = s \).

For LLT factorization, the fact that \( A^j \) is triangular means achieving an effective lookahead of \( \lambda^i \) block columns of a rectangular matrix was a little more complicated. Thus can be achieved by looking ahead \( \lambda^i \) block columns of the triangular \( A^i \), where \( \lambda^i \) can be derived as follows. The local size of \( A^j \) on a cell on column \( q \) is \( m^j \times n^j_q \). Noting that the average slope of \( A^j \) is \( Q/P \), then \( m^j \approx n^j_q Q/P \), and the desired condition is achieved when \( \frac{1}{2} \lambda^i \times (\lambda^i Q/P) = m^j \lambda^j \). \( \lambda^i \) can then be computed by:

\[
\lambda^i = \left( \frac{2m^j n^j_q}{Q} \right)^{\frac{1}{2}}
\]

\( A^j \) being triangular also means that effectively for the last \( 2Q \) iterations, no significant lookahead can be applied. With \( r \neq s \), alignment problems occur in step -(LLT.3), where block alignment is required for the efficient selection of rows of the column-replicated \( L^i \) that will contribute to \( (L^j)^T \) for the current processor column. For this reason, hybrid lookahead and algorithmic blocking was not implemented for LLT.

For QR factorization, lookahead was at first only performed over step -(QR.5); as this led to sub-optimal performance for all but rather large matrices, lookahead was then performed over steps -(QR.3) and -(QR.4) also. Here, it should be noted that both \( V^i \) and \( T \) effectively comprise the lower panel, and both must be broadcast before step -(QR.3) to achieve proper lookahead. Step -(GR.2.2) has potential alignment problems if \( r \neq s \); \( t^j \), which is initially within one cell of the column, must be aligned with the both the rows and columns of \( T^j \) for the efficient implementation of \( t^i \leftarrow T^j t^i \). One solution, sufficient for this case, was to regard \( T^j \) and \( t^j \) as having \( r \times r \) blocks distributed over a \( P \times 1 \) grid\(^4\); this is valid as they are both contained in a single cell column, for which the value of \( s \) is irrelevant.

For hybrid lookahead and algorithmic blocking, a relatively small amount of extra communication startups are introduced for LU factorization in step -(LU.3). In the case of QR, extra startups are introduced in step -(GR.2.2), to transpose and then reduce \( t_j \). However, the latter are not so serious in that they are from the formation of the lower panel, and so can be parallelized if the degree of lookahead is sufficient.

3.1 Implications for Library Design

Matrix factorizations using storage or algorithmic blocking methods can be efficiently coded in terms of parallel BLAS operations, with little or no explicit references to local array, block or grid sizes [2, 13, 15]. As previously mentioned, lookahead requires the broadcast of the lower panel to be performed separately, which considerably complicates the implementation, and furthermore requires the explicit computation of local array sizes and offsets.

Another source of complexity with lookahead is the need to free buffers allocated in previous iterations of the computation. To detect errors such as memory leaks or trying to free from invalid pointers, which

\(^{4}\) This was achieved by ‘forging’ the DBLAS matrix descriptors for \( T^j \) and \( t^j \) in such a way.
can easily arise in such a situation, we have found a ‘defensive programming’ front-end to the dynamic memory allocation and free calls to be very useful.

It was also necessary to measure the time spent in the broadcast receive calls for the lower panel, to check whether in cell (column) $Q - 1$ the messages had always arrived by the time that the call was posted (which indicates that maximal lookahead is being achieved). This revealed some subtle performance bugs in the implementation of lookahead in LU and QR factorization.

As lookahead requires pipelining, it requires the send operation for the lower panel to complete on the sending cell regardless of the state of the receiver, even when the lower panel becomes very large. This is not necessarily true of all implementations of the underlying message libraries on all multicomputers. In particular, the MPI Standard does not require such a property in MPI implementations.

Finally, in terms of applicability, lookahead can be applied to the improved load balance on the lower panel in matrix factorizations, but not on the upper panel. Furthermore, for some dense linear algebra algorithms, such as symmetric tridiagonal reduction, lookahead cannot be used since there are transposition operations and the summing of vectors across both grid dimensions, which prohibit pipelining [11]. In these circumstances, algorithmic blocking may be required to improve load balance.

4 Results

Figures 4, 5, and 6 give a comparison of the actual performance of lookahead, hybrid lookahead and algorithmic blocking, algorithmic blocking and storage blocking on the Fujitsu AP1000 and AP+.

The DBLAS implementation of these algorithms allows local matrix storage to be either row or column major [13, 15]. For these experiments, the best of these was chosen, i.e. row major for LU and QR on the AP1000, and column major for all other situations.
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Figure 4: Speed in MFLOPs/cell of algorithmic blocking and storage blocking with and without lookahead (La) for LU factorization on $N \times N$ matrices

Square processor configurations were chosen, as these have been found to be optimal for these machines [12]; a value of $P = 8$ was the largest available for both machines.

For such grid sizes, the range $512 \leq N \leq 4096$ was chosen. The lower bound of $N = 512$ is the smallest size where software overheads, in a distributed BLAS implementation specifically optimized for this purpose, should have an effect of less than 25% on overall performance [15]. For both the AP1000 and AP+ machines used for these experiments, $N = 8192$ represents the limit of available memory. Time constraints, especially on the AP1000, have rather caused us to set the upper bound to be $N = 4096$; however, the trends are fairly predictable from the range $3072 \leq N \leq 4096$, except that larger values of $s$ (e.g., $s = 32$) may begin to perform slightly better here. Section 5 reports some LU results for larger matrix sizes.
For the methods relying on the storage block size for their performance, the block sizes performing best at either end of the range of \( N \) were chosen. This means that an intermediate block size generally performed slightly better at the crossover points. Algorithmic blocking, on the other hand, is largely insensitive to the value of \( w \), provided \( 48 \leq \omega \leq 88 \) on the AP1000, and \( 24 \leq \omega \leq 40 \) on the AP+, even for small matrix sizes. The best blocking factor \( \omega \) has been chosen for the results.

For methods using lookahead (denoted ‘(la)’ in the Figures), a value of \( \lambda = 4 \) was experimentally found to be optimal for all situations and used for the results. On the AP1000, indeed a value of \( \lambda = 2 \) was in all cases just as fast, as predicted by Table 1 and Property 7, and had to be used for experiments where \( N \geq 3072 \) and \( s \geq 24 \) to avoid ring buffer overflow. On the AP+, \( \lambda = 4 \) was near-optimal.
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Figure 5: Speed in MFLOPs/cell of algorithmic blocking and storage blocking with and without lookahead (la) for LLT factorization on \( N \times N \) matrices

![Graphs showing speed in MFLOPs/cell of algorithmic blocking and storage blocking with and without lookahead (la) for QR factorization on \( N \times N \) matrices](image2.png)

Figure 6: Speed in MFLOPs/cell of algorithmic blocking and storage blocking with and without lookahead (la) for QR factorization on \( N \times N \) matrices

For QR factorization, the \( O(\omega/N) \) redundant floating point operations introduced by block-partitioned algorithms favors small blocking factors, at least for small \( N \). For this reason, smaller values of \( s \) and \( \omega \) was found to be optimal for QR than for LU or LLT.
The overall trends are as follows: algorithmic blocking out-performed pure storage blocking by about 25-30% for moderate to large N. For small N, the difference can be slightly larger, except that it is eroded for the case of the AP+ (higher $\frac{N}{P}$), and for LLT (a larger proportional amount of communication startups are introduced by algorithmic blocking), and to a lesser extent for QR (redundant computations arguing for a smaller $\omega$).

Lookahead with $r = s$ generally made up half of this difference for moderate to large N, except for LLT on the AP1000 and QR on the AP+, where it made up $2/3$ of the difference, and LLT on the AP+ where it actually out-performed algorithmic blocking. For small N, lookahead was competitive with algorithmic blocking.

Hybrid lookahead with algorithmic blocking (with $r = 1$), was the fastest for small N, and still very competitive with algorithmic blocking for larger N. The range at which it was faster is rather small because of the ratio of communication to computation speeds of these machines is unusually high; this point we will revisit in a more general context in the next section.

5 Analysis of Lookahead and Algorithmic Blocking Techniques

In this section, a detailed performance model will be developed for LU factorization, which can be applied to all of the methods used in the preceding section. It will be validated on the AP1000 and AP+, and then used to predict how the methods should compare on a machine of lower communication to computation speed ratios.

In the case of lookahead, the model is essentially equivalent to that of [6], at least for large $N/P$ and $Q$. However, notionally, the model is an extension of the DLAM model [2], using parameters introduced in Section 1.2. For simplicity of presentation, it will be assumed that $N \gg \omega \gg 1$ and $P - 1 \approx P$, and $Q - 1 \approx Q$. As previously mentioned, $\kappa_{bc}$ is the cost of a broadcast where pipelining can be used; $\kappa'_{bc}$ will denote the cost of a broadcast across P cells where pipelining cannot be used; thus $\kappa'_{bc} = 1$ if wormhole broadcasts are available, and $\kappa'_{bc} = lg_2(P)$ otherwise.

The model will be developed first for the case of storage blocking ($\omega = r = s, \lambda = 0$), the subscripts for the $t$ variables reflect the steps in Figure 1, with the total time being given by $t = (t_{1,\alpha} + t_{1,\gamma_2}) + t_2 + t_3 + t_L + t_U + t_4$:

$$t_{1,\alpha} = (lg_2(P) + 2\kappa_{bc} + 2)N\alpha, \quad t_{1,\gamma_2} = N\omega^{2/3}\gamma_2, \quad t_2 = 4N\alpha + N^2\beta', \quad t_3 = N^2\omega^{2/3}\gamma_3$$

$$t_L = \kappa_{bc}N\alpha^{2/3}, \quad t_U = \kappa'_{bc}N\alpha^{2/3}, \quad t_4 = N\omega^{2/3}(\gamma_3 + \beta')$$

Note that $\beta'$ is $\beta$ modified to take into account 2 extra memory copies if column major storage is used, and that the last term in $t_4$ is the load imbalance term due to the block-cyclic distribution block sizes. Note also that the communication startup term in $t_2$ can be reduced by a factor of 2 if the required rows of $U^t$ and $W^t$ are concatenated before sending [1].

If a block size of $r = 1$ is used, the following terms need modification:

$$t_2^{\text{r=1}} = t_2/\Psi_{\beta',\omega,P}, \quad t_3^{\text{r=1}} = t_3/(PE_d(\omega, 1, P)) + \kappa_{bc}N\alpha, \quad t_U^{\text{r=1}} = \kappa_{bc}N\alpha^{2/3}\beta$$

Here, note that the upper panel $U^t$ can be broadcast row by row using a ring broadcast in step -(L.U.3), and that $\Psi_{\beta',\omega,P} \geq 1$ is the degree of parallelization possible with $\omega$ row swaps with the row indices equally distributed over P processors, taking into account that the effective communication cost $\beta'$ is generally several times that due only to the hardware. $E_d(\omega, r, P) \in [P^{-1}, 1]$ is the load balance efficiency factor of a triangular update of width $\omega$ with a block size $r$ distributed over $P$ cells [12].

If a block size of $s = 1$ is used with algorithmic blocking, the following terms are changed:

$$t_{1,\gamma_2}^{\text{s=1}} = t_1,\gamma_2/(Q E_d(\omega, 1, Q)), \quad t_L^{\text{s=1}} = (\kappa_{bc} + 1)N\alpha + t_L$$

The first term in $t_L^{\text{s=1}}$ is due to the broadcast of the pivot $p_j$ followed by that of the column $l^j$ (in steps -(L.U.2.2), -(L.U.2.4)). As these originate from the same cell column, the pipeline ‘bubble’ from $p_j$ is hidden by that of $l^j$ for the case of $\kappa_{bc} = 2$. Subsequent pivots in $L^j$ must also be applied to previously buffered columns $l^j$, but this can be achieved without extra overhead by coalescing the columns into the messages of step -(L.U.2).
<table>
<thead>
<tr>
<th>N</th>
<th>512</th>
<th>1024</th>
<th>1536</th>
<th>2560</th>
<th>3584</th>
<th>5120</th>
<th>7168</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP, $\omega = 64, r = s = 1$</td>
<td>$+15$</td>
<td>$+7$</td>
<td>$+5$</td>
<td>$+3$</td>
<td>$+2$</td>
<td>$+2$</td>
<td>$+2$</td>
</tr>
<tr>
<td>AP, $\omega = r = s = 16, \lambda = 0$</td>
<td>$+24$</td>
<td>$+7$</td>
<td>$+3$</td>
<td>$+1$</td>
<td>$+6$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AP, $\omega = r = s = 16, \lambda = 4$</td>
<td>$+20$</td>
<td>$+6$</td>
<td>$+1$</td>
<td>$-1$</td>
<td>$-2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AP, $r = 1, \omega = s = 16, \lambda = 4$</td>
<td>$+18$</td>
<td>$+5$</td>
<td>$+1$</td>
<td>$0$</td>
<td>$0$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Percentage error between the performance model and the actual LU computation on 8 x 8 AP1000 and AP+

If lookahead is used, only the term for the lower panel need be modified, if the overlap is complete, i.e. if $N/Q \gg \omega$, then we have: $t_{i_1a}^\omega = t_{1,a}/Q$ and $t_{1,\gamma_2}^\omega = t_{1,a}/Q$. As previously mentioned, no overlap at all is possible for $N \leq Q \omega$. We will now determine at which point these modified terms should take effect.

Consider the case of $\lambda \geq \rho, r = s$. On the $k$th last set of $Q$ iterations, $k = 1, 2, \ldots$, the cell owning the current block to be factored has a local matrix of $m_k \times k$ blocks remaining, wherer $m_k = kQ$. The computations in the panel formation in this cell can be (completely) overlapped by the lookahead on the matrix multiply on the cell to the right, which has $k - 1$ block columns available, providing $m_k \omega^3 \gamma_2 \leq 2m_k(k - 1)\omega^3 \gamma_3$, which solves to $k \geq k_{\omega}$, where:

$$k_{\omega} = \rho + 1$$  \hspace{1cm} (14)

and $\rho$ is defined according to Table 1.

The communication startups in the panel formation can also be (completely) overlapped with the remaining $(k - k_{\omega})$ block columns available for lookahead on the matrix multiply provided $(\log_2(P) + 2k_{\omega} + 2)\lambda \omega \leq 2m_k(k - k_{\omega})\omega^3 \gamma_3$, which solves to $k \geq k_{\omega}$, where:

$$k_{\omega}(k_{\omega} - k_{\omega}) = \delta \hspace{1cm} \text{where} \hspace{1cm} \delta = \frac{(\log_2(P) + 2k_{\omega} + 2)\alpha P}{2\omega^2 \gamma_3 Q}$$  \hspace{1cm} (15)

$k_{\omega}$ can then be computed by taking the positive solution of the quadratic formula to Equation 15.

For the case, $r \leq s$, we can adjust this calculation by using an average panel height in the $k$th iteration, i.e. $m_k = (k - 0.5)Q$.

Thus a good approximation for modeling lookahead is by applying $t_{1,\gamma_2}^\omega (t_{1,\gamma_1}^\omega)$ only for the fraction of the panel computations where $k \geq k_{\omega}$ ($k \geq k_{\omega}$). This may be somewhat pessimistic as it does not take into account partial overlapping, but as $\frac{k_{\omega}}{Q}$ exceeds $k_{\omega} (k_{\omega})$ one can see that this fraction very quickly becomes close to unity.

The above performance model (without most of the simplifying assumptions used above, and with some correction for partial lookahead for small $N$) has been implemented in a computer program; the % difference between the model and the actual is given in Table 2. Here, a selection of values of $N$ likely to have smaller cache miss effects was chosen. For the last 2 columns for the AP+, the speed in MFLOPS/cell is given for the model in parentheses. For the AP1000, a value of $\Psi_{7,8,6,4} = 2.3$ was used for $r = 1$; for the AP+, the same value was also used.

For $N \leq 1024$, the bulk of the error is due to software overheads, which are not incorporated in this model (although it is possible to do so [11]); these are least for $r, s = 1$ and most for $r, s = 24$, due to the degree of optimization possible for each case in the block-cyclic indexing calculations, identified to be a major part of this overhead [15]. With this in taken into account, the model gives very accurate predictions, the error being well under 10% except for the last row for $1536 \leq N \leq 2560$.

Note that on the 8 x 8 AP1000, at $\omega = s = 16$, we have $k_{\omega} = 2, \delta = 1.4$ and hence $k_{\omega} \approx 2.5$ (corresponding to $N \approx 320$). On the 8 x 8 AP+, at $\omega = s = 24$, we have $k_{\omega} = 3, \delta = 2.5$ and hence $k_{\omega} \approx 3.5$ (this corresponds to $N \approx 700$). As this predicts, the benefits of lookahead are small for $N = 512$ on Figure 4(b).

This phenomenon becomes more marked on machines of higher $\frac{\omega}{\gamma_3}$, such as the 16 x 286 ASCI supercomputer. Table 3 gives the predictions of the above performance model on this machine, using the
A value of \( \Psi_{\rho,64,16} = 3.8 \) was used here for \( r = 1 \). Note that the entry for the third row \( N = 235000 \) corresponds to the world record setting for the LINPACK MP benchmark, it corresponds to a time of 6310 seconds, within 3% of the measured value of 6465 \( [6] \). For \( \omega = 64 \), we can derive from these parameters \( \rho = 1.8, k_m = 2.8, \delta = 1.0 \) and \( k_n = 3.1 \) (corresponding to \( N = 57000 \)).

For large \( N \), lookahead alone yields most of the performance improvement over storage blocking. For \( \omega = 32 \), we have estimated \( 0.75\gamma(32) = \gamma(64) \). Under this assumption, the Table indicates that this is a better block size to use for \( N < 64000 \), with the hybrid lookahead and algorithmic blocking giving the best performance for \( 8000 \leq N \leq 32000 \).

### 6 Conclusions

Understanding the subtleties of lookahead can be greatly aided by a simulator program, such as the one produced by this work. This was also used to check some useful properties of lookahead, such as the minimal degree of lookahead for optimum performance, and the conditions where handshaking can be useful. These also predict that in certain circumstances, lookahead can be used to reduce the size of the bubble that forms from pipelining, effectively increasing the bandwidth for communicating the lower panel.

Our results and validated performance models for lookahead for matrix factorization indicate that hybrid lookahead and algorithmic blocking can give best performance for smaller \( N \), with pure algorithmic blocking yielding the best performance for larger \( N \). An exception was LTL, which favors lookahead more strongly than does LU or QR. The crossover point depends on several factors, but most importantly the communication to computation speed ratio of the machine. However, if this ratio is high, the range for where hybrid lookahead is superior becomes very wide, and that most of these benefits are achieved by lookahead alone. In any case, both lookahead and algorithmic blocking are effective load balancing techniques, and promise in most situations to be significantly faster than storage blocking. Lookahead can also overlap the communication startups and similarly software overheads in the formation of the lower panel, where the majority of such overheads occur for matrix factorizations. This is especially the case for QR, where this can reduce the startup overheads from \( O(N) \) to \( O(N/\omega) \). Unfortunately Equation 15 predicts this cannot occur for small \( \frac{N}{\omega} \), where this would be most useful.

In terms of portable dense linear algebra library design, lookahead with its strong requirements for pipelined communication, extra implementation difficulties and limited scope for applicability may make it slightly less attractive than algorithmic blocking as a single technique to improve load balancing.

Future work includes investigation into lookahead into the various matrix reduction algorithms, and using lookahead to accelerate the lower panel formation when algorithmic blocking with \( s < \omega \) is used. The latter is a similar situation to lookahead in triangular matrix updates (eg. step -(LU.3)); however, Equation 15 again predicts that the situations where this can achieve significant speedups in the total factorization may be few.

In general, lookahead can be applied to any parallel computation that occurs in regular stages, where at each stage, data required by all processors must be formed and broadcast by a predetermined processor (group). Provided that processor can defer enough of its computation from the previous stage, it can have its data ready for broadcast as soon as the other processors are ready to receive it, thus obtaining an improvement in load balance. An interesting area for further research is to see what applications outside...
dense linear algebra can be made to fall in this category.
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Figure 7: Visualization of lookahead with \( \rho = \kappa = 1 \) on a 1\times4 grid, for a matrix of 16 block columns