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Abstract
VAR models are increasingly being used in the analysis of relationships between financial markets. In such models, there are circumstances that require zero entries in the coefficient matrices. Such circumstances can be particularly relevant in the context of emerging markets given their characteristics. We show that a direct extension of the use of the Yule-Walker relations for fitting VAR models with zero-non-zero patterned coefficient matrices is inconsistent with statistical procedures as the resultant estimated variance-covariance matrix of the white noise process becomes non-symmetric. This inconsistency has biased consequences for financial theory. The paper provides a theoretically consistent adjustment which fits with theory. The paper applies the procedure to a vector system comprising variables from the Hong Kong stock market and foreign exchange markets. The results indicate that the euro exchange rate contains leading information for the other components in the system.
1. **Introduction**

Vector autoregressive (VAR) models provide a device which has proved to be efficient, and therefore a less costly tool than conventional financial and econometric time-series models. In recent years the use of VAR models as a means of modeling financial time series, signal processing and producing *ex-ante* forecasts has become widespread.

Specifically, VAR modeling has increasingly been employed to examine relationships in stock markets. For instance, Eun and Shim (1989) estimate a VAR using index returns on nine stock markets to examine interactions among the markets. In the context of emerging stock markets, Bekaert et al (1999) estimate a VAR using capital flows, equity returns, dividend yields and interest rates to examine the degree to which lower interest rates contribute to increased capital flows. In a similar study, Froot et al (1998) also employ a VAR estimation to examine the relationship between capital flows and equity returns in emerging markets.

However, VAR models have a wider application. Hsiao (1981) has suggested a stepwise VAR modeling method of testing the supply of money and aggregate nominal income for Granger-causality. Hsiao estimates the variance-covariance matrices of various restricted and unrestricted VAR models to calculate the log-likelihood values. Likelihood ratio tests are then carried out to select the optimal VAR model which is used as a basis for detecting Granger-causality. Bar-Yosef *et al* (1987) employ Hsiao’s method to examine the linkage between corporate earnings and corporate investment.

Geweke (1982) has derived a means of measuring the linear dependence and feedback present in multiple time series. The variance-covariance matrices of various VAR models with both exogenous variables and restricted VAR models are estimated for measuring two-way linear causality and instantaneous linear causality. Geweke also shows how the notions of causality relate to exogeneity in the context of a complete dynamic simultaneous equation model.

Further, financial, monetary and macroeconomic variables have been tested for the existence and direction of Granger causal relations. Bhattacharya *et al* (2000) utilise a

It is appropriate to note that recent cointegration work suggests that, if cointegrating relations exist between the variables, then the use of the vector error-correction model, which is associated with the VAR model with unit roots, may be more effective for testing Granger-causality.

Generally, econometric research into VAR models has in part been driven by the desire to provide users with a relatively simple forecasting procedure accessible to non-specialists. However early researchers realised that heavy parameterisation of their VAR models resulted in poor ex-ante forecasting performance. Their proposed procedures rested on the assumption that the coefficient matrices of the VAR model had all non-zero entries. In practice the assumed specification for this full order VAR model could be quite different from the actual specification, as there could in fact be some zero entries in the coefficient matrices of the model. Therefore, overcoming the problem of over-parameterisation needs to be carefully considered when assessing the value of the proposed VAR modeling system. Avoiding over-parameterisation has the benefits of improved efficiency with a reduced computational burden and greater numerical reliability.

Penm and Terrell (1984) propose a search algorithm, using the Yule-Walker relations for fitting VAR models in conjunction with model selection criteria, to select the optimal VAR models with zero-non-zero patterned coefficient matrices. These zero-
non-zero patterned VAR models allow for possible zero entries in the coefficient matrices. The optimal AR models have been utilised to construct multi-layered neural networks for conducting ex-ante forecasting (see Penm et al 1999), and improved forecasting performance has been reported.

The zero-non-zero patterned optimal VAR models can also used as a basis for detecting Granger-causality and instantaneous causality among time series variables (Penm and Terrell 1984). Granger-causality and instantaneous causality have been defined by Granger (1969), and are based entirely on the predictability of the objective variables such that they make no explicit use of economic and financial laws to provide a priori restrictions on the structure.¹

The use of the Yule-Walker relations for fitting of vector autoregressive (VAR) models in the modelling of stationary vector time series is well known. Much of the background of the Yule-Walker relations for the scalar case is detailed in Box and Jenkins (1976). Whittle (1963) has extended these relations to fit VAR models. DeJong (1976) uses Whittle’s results for the recursive fitting of VAR models of successively higher order. To date, computing programs using the Yule-Walker relations for fitting of VAR models have been incorporated into a variety of powerful and well used software packages, including GAUSS®, S-Plus® and MATLAB®.

Attempts to make a direct extension of the Yule-Walker relations to fit the VAR model with zero-non-zero patterned coefficient matrices have been unsuccessful. Specifically, after all (i,j)-th zero entries (for specified i and j, in the coefficient matrices in a VAR model) are imposed as the result of prior knowledge, they are then applied to the Yule-Walker relations for fitting purposes. However, the resulting estimated variance-covariance matrix of the white noise process, as explained later in Section 3, becomes non-symmetric. This result is inconsistent with theory which states that the estimated variance-covariance matrix of the white noise process is certainly symmetric. This problem creates motivation for developing an adjustment to

¹ For example, Caines et al (1981) propose procedures to test sales and advertising for Granger-causality in a class of VAR models. In the application to supermarket sales analysis, a model is constructed to aid managers in their decision-making. Caines et al use likelihood ratio tests to discriminate between various pairs of restricted and unrestricted VAR models held as the null and alternative hypotheses respectively. In the course of tests, the variance-covariance matrices of restricted
the Yule-Walker relations for fitting of VAR models with zero-non-zero patterned coefficient matrices.

The importance of this adjustment is clear if the time series under examination behaves in such a way where zero-non-zero patterns in the coefficient matrices may be expected to occur. This may be the case across many financial time series, such as those in emerging markets.

Research into emerging stock markets has shown that they exhibit patterns different to those of developed stock markets and potentially relationships between time series in these markets may not be expected to produce coefficient matrices of full order. Sewell et al (1993) provide evidence of non-linear dependencies in five emerging markets. Bekaert and Harvey (1997) study volatility in emerging stock markets and report it to be substantially higher than that in developed markets and show that it is influenced by particular emerging market characteristics. Returns and risk in emerging stock markets have been found to be higher relative to developed markets\(^2\) [Wilcox (1992); Claessens, Dagupta and Glen (1993); and Harvey (1995)]. Moreover, the returns in emerging stock markets exhibit stronger mean reversion properties [Harvey (1993,1995); Bekaert (1995); and Bekaert and Harvey (1995)], with a higher degree of autocorrelation.

The remainder of this paper is organised as follows. Section 2 revisits Whittle’s (1963) method of fitting VAR models using the Yule-Walker relations. Section 3 shows the theoretical inconsistency by using a two-variable VAR example. Section 4 outlines the necessary adjustment. In Section 5, we provide an application concerning the Hong Kong stock market and the foreign exchange market. Some concluding remarks are provided in Section 6. A technical appendix is included that shows that the generalised least squares (GLS) coefficient estimator for the zero-non-zero patterned VAR is an approximation of the maximum likelihood estimator.

\(^2\) However it is questionable as to whether these high and somewhat predictable returns are transitory in nature as evidenced by the substantial declines in market capitalisation in emerging markets that occurred during 1997 and 1998.
2. Whittle’s Method Revisited

Let $\mathbf{u}(t) = \{u_1(t), u_2(t), \ldots, u_m(t)\}'$ be a zero mean, wide-sense stationary time series of dimension $m$. We consider the vector AR ($p$) model of the form

$$
\sum_{k=0}^{p} A_k \mathbf{u}(t-k) = \mathbf{\varepsilon}(t) \tag{2.1}
$$

where $A_0=I$, $A_k$, $k=1,\ldots,p$, are the $mxm$ parameter matrices and $\mathbf{\varepsilon}(t)$ is an $mx1$ stationary vector process with $E\{ \mathbf{\varepsilon}(t) \} = 0$.

$$
E\{\mathbf{\varepsilon}(t)\mathbf{\varepsilon}'(t-k)\} = \mathbf{V} \quad \text{as} \quad k = 0
$$
$$
= 0 \quad \text{as} \quad k > 0 \tag{2.2}
$$

and uncorrelated with $\mathbf{u}(t-p-r)$, $r > 0$. The sample lag covariance matrices

$$
\Gamma_k = \frac{1}{N} \sum_{t=1}^{N-k} \mathbf{u}_{t+k}\mathbf{u}_{t+k}' \tag{2.3}
$$

obey the following Yule-Walker relations proposed by Whittle (1963)

$$
\Gamma_j + \sum_{k=1}^{p} \hat{A}_k \Gamma_{j-k} = 0 \quad (j=1,\ldots,p) \tag{2.4}
$$

$$
\Gamma_0 + \sum_{k=1}^{p} \hat{A}_k \Gamma_{-k} = \hat{\mathbf{V}} \tag{2.5}
$$

where $N$ is the sample size. $\hat{A}_k$ and $\hat{\mathbf{V}}$ are the estimates of $A_k$ and $\mathbf{V}$ respectively.

Following Penm and Terrell (1984), Equation (2.4) can be expressed as

$$
A_p R_p = -\Pi_p \tag{2.6}
$$
where $\Lambda_p = \{\hat{A}_1, \hat{A}_2, \ldots, \hat{A}_p\}$, $\Pi_p = \{\Gamma_1, \Gamma_2, \ldots, \Gamma_p\}$ and

$$
R_p = \begin{bmatrix}
\Gamma_0 & \Gamma_1 & \cdots & \Gamma_{p-1} \\
\Gamma_{-1} & \Gamma_0 & \cdots & \Gamma_{p-2} \\
\vdots & \vdots & \ddots & \vdots \\
\Gamma_{1-p} & \Gamma_{2-p} & \cdots & \Gamma_0
\end{bmatrix}.
$$

Applying the vectorisation rule $\text{vec}(ABC) = [C^\top \otimes A] \text{vec}(B)$, we then transpose and vectorise Equation (2.6) to be

$$
\{I_m \otimes R_p\} \text{vec}(\Lambda_p) = -\text{vec}(\Pi_p) \quad (2.7)
$$

where the vec operation is obtained by stacking the columns of a matrix, and $\otimes$ denotes the Kronecker product.

3. The Inconsistency

In this section we show the theoretical inconsistency of the use of the Yule-Walker relations for fitting of VAR models with zero-non-zero patterned coefficient matrices using a two-asset example.

In considering a VAR model with zero-non-zero patterned coefficient matrices, as defined in Penm and Terrell (1984), we allow for zero entries in the parameter matrices $A_k$ of (2.1). Let returns of the assets, $\Delta y_{1,t}$, $\Delta y_{2,t}$, be jointly determined by the following two equations

$$
\Delta y_{1,t} + a_{12} \Delta y_{2,t-1} = \varepsilon_{1,t} \quad (3.1)
$$

$$
\Delta y_{2,t} + a_{21} \Delta y_{1,t-1} + a_{22} \Delta y_{2,t-1} = \varepsilon_{2,t} \quad (3.2)
$$

where $y_{1,t}$ and $y_{2,t}$ are the log prices of the assets. In this two-equation system the first equation shows that $\Delta y_{1,t}$ is caused by $\Delta y_{2,t-1}$, while the second equation demonstrates that $\Delta y_{2,t}$ is caused by both $\Delta y_{1,t-1}$ and $\Delta y_{2,t-1}$. 
The equivalent VAR model of this system can then be expressed as

\[
\begin{bmatrix}
\Delta y_{1,t} \\
\Delta y_{2,t}
\end{bmatrix} + \begin{bmatrix} 0 & a_{12} \\ a_{21} & a_{22} \end{bmatrix} \begin{bmatrix}
\Delta y_{1,t-1} \\
\Delta y_{2,t-1}
\end{bmatrix} = \begin{bmatrix}
\varepsilon_{1,t} \\
\varepsilon_{2,t}
\end{bmatrix}
\]  

(3.3)

where the white noise process comprises two components \( \varepsilon_{1,t} \) and \( \varepsilon_{2,t} \), with

\[ E\{\varepsilon_{1,t}\} = E\{\varepsilon_{2,t}\} = 0, \text{ and} \]

\[ E\left[ \begin{bmatrix}
\varepsilon_{1,t-k} \\
\varepsilon_{2,t-k}
\end{bmatrix} \begin{bmatrix}
\varepsilon_{1,t} \\
\varepsilon_{2,t}
\end{bmatrix} \right] = V \text{ as } k = 0 \]

\[ = 0 \text{ as } k > 0. \]

It is noteworthy that \( V \) is symmetric according to the above definition and that the measurements of Granger-causality and the instantaneous causality are crucially dependent on the estimate of \( V \) (see Geweke 1982). We now utilise Equation (2.7) to estimate the non-zero coefficients in this VAR model. Since \( a_{11} = 0 \) in Equation (3.3) as prior knowledge, we place 0 in the first row elements of \( \Lambda'_p \) and \( \Pi'_p \), place 1 in the first diagonal element of \( \{I_2 \otimes R_j\} \), and 0 everywhere else in the first row and column of \( \{I_2 \otimes R_j\} \). Thus the following relation is established

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \tau_{22}(0) & 0 & 0 \\
0 & 0 & \tau_{12}(0) & \tau_{21}(0) \\
0 & 0 & \tau_{12}(0) & \tau_{22}(0)
\end{bmatrix}
\begin{bmatrix}
\hat{a}_{12} \\
\hat{a}_{21} \\
\hat{a}_{21} \\
\hat{a}_{22}
\end{bmatrix} =
\begin{bmatrix}
0 \\
\tau_{12}(1) \\
\tau_{21}(1) \\
\tau_{22}(1)
\end{bmatrix}
\]

(3.4)

where \( \tau_{ij}(k) = \frac{1}{N} \sum_{t=1}^{N-k} \Delta y_i(t+k) \Delta y_j(t) = \tau_{ji}(-k) \), and \( \hat{a}_{ij} \) are the estimates of \( a_{ij} \).

By multiplying Equation (3.4) with the inverse of the 4x4 coefficient matrix in Equation (3.4), we have

\[
\hat{a}_{12} = -\frac{\tau_{12}(1)}{\tau_{22}(0)}, \quad \hat{a}_{21} = \frac{\tau_{21}(0)\tau_{22}(1) - \tau_{22}(0)\tau_{21}(1)}{\tau_{11}(0)\tau_{22}(0) - \tau_{21}(0)\tau_{12}(0)} \quad \text{and} \quad \hat{a}_{22} = \frac{\tau_{12}(0)\tau_{21}(1) - \tau_{11}(0)\tau_{22}(1)}{\tau_{11}(0)\tau_{22}(0) - \tau_{21}(0)\tau_{12}(0)}.
\]
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As a result the estimate \( \hat{V} \) in Equation (2.5) becomes

\[
\begin{bmatrix}
\tau_{11}(0) & \tau_{12}(0) \\
\tau_{12}(0) & \tau_{22}(0)
\end{bmatrix}
+ \begin{bmatrix}
\hat{a}_{12} \tau_{12}(1) & \hat{a}_{12} \tau_{22}(1) \\
\hat{a}_{21} \tau_{11}(1) + \hat{a}_{22} \tau_{12}(1) & \hat{a}_{21} \tau_{21}(1) + \hat{a}_{22} \tau_{22}(1)
\end{bmatrix},
\]

which is non-symmetric. However \( V \) is symmetric in the true model of (3.3) and there is a need for the estimate \( \hat{V} \) to conform to the behaviour of \( V \), therefore the estimate \( \hat{V} \) must be a symmetric matrix. That means the result in Equation (3.5) does not fit with statistical assumptions of importance in financial theory. An adjustment to the Yule-Walker relations is therefore required which is presented in the next section.

4. The Adjustment

The necessary adjustment to the Yule-Walker relations for fitting of VAR models with zero-non-zero patterned coefficient matrices follows directly from the inconsistency demonstrated above.

With the definition of the variance-covariance matrix of the vector white noise, we have

\[
V = E \begin{bmatrix}
\varepsilon_{1,t} \\
\varepsilon_{2,t}
\end{bmatrix} \begin{bmatrix}
\varepsilon_{1,t} \\
\varepsilon_{2,t}
\end{bmatrix}
= E \begin{bmatrix}
\Delta y_{1,t} \\
\Delta y_{2,t}
\end{bmatrix} 
= \begin{bmatrix}
\Delta y_{1,t} \\
\Delta y_{2,t}
\end{bmatrix} + \begin{bmatrix}
a_{21} & a_{22}
\end{bmatrix} \begin{bmatrix}
\Delta y_{1,t-1} & \Delta y_{1,t-1} \\
\Delta y_{2,t-1} & \Delta y_{2,t-1}
\end{bmatrix} \begin{bmatrix}
a_{22} & a_{21}
\end{bmatrix}.
\]

Then the estimate \( \hat{V} = \begin{bmatrix}
\tau_{11}(0) & \tau_{12}(0) \\
\tau_{12}(0) & \tau_{22}(0)
\end{bmatrix} + 
\begin{bmatrix}
\hat{a}_{12} \tau_{12}(1) & \hat{a}_{12} \tau_{22}(1) \\
\hat{a}_{21} \tau_{11}(1) + \hat{a}_{22} \tau_{12}(1) & \hat{a}_{21} \tau_{21}(1) + \hat{a}_{22} \tau_{22}(1)
\end{bmatrix} \begin{bmatrix}
\hat{a}_{12} \tau_{12}(1) & \hat{a}_{21} \tau_{11}(1) + \hat{a}_{22} \tau_{12}(1) \\
\hat{a}_{12} \tau_{22}(1) & \hat{a}_{21} \tau_{21}(1) + \hat{a}_{22} \tau_{22}(1)
\end{bmatrix} + 
\begin{bmatrix}
0 & \hat{a}_{12} \\
\hat{a}_{21} & \hat{a}_{22}
\end{bmatrix} \begin{bmatrix}
\tau_{11}(0) & \tau_{12}(0) \\
\tau_{12}(0) & \tau_{22}(0)
\end{bmatrix} \begin{bmatrix}
\hat{a}_{12} & \hat{a}_{21} \\
\hat{a}_{22} & 0
\end{bmatrix}.
\]

(4.1)
Since the first matrix of Equation (4.1) is symmetric, the second matrix is the transpose of the third matrix, and the remaining product matrix is also symmetric, therefore the matrix $\hat{V}$ is symmetric.

Noting that the matrix $\hat{V}$ of Equation (3.5), obtained from the Yule-Walker relations, is the result of cancelling the third matrix from the fourth product matrix of Equation (4.1). Although this cancellation is acceptable for fitting of the full order VAR (if $a_{11} \neq 0$), it is unsuitable for fitting VAR with zero-non-zero patterned coefficient matrices.

In considering the use of the Yule-Walker relations for fitting of vector autoregressive models of Equation (2.1) with zero-non-zero patterned coefficient matrices, the coefficient estimates obey the following relationship

$$Z(C_r)\alpha(C_r) = \gamma(C_r)$$  \hspace{1cm} (4.2)

where $Z = \{1_m \otimes R_p\}$, $\alpha = \text{vec}\{\Lambda'_p\}$, $\gamma = \text{vec}\{\Pi'_p\}$, $C_r$ is an integer set which contains $c_1, c_2, \ldots, c_r$, and the $(c_1, c_2, \ldots, c_r)$th entries of $\alpha$ are constrained to zero. Then $\alpha(C_r)$ and $\gamma(C_r)$ are formed by placing 0 in the $(c_1, c_2, \ldots, c_r)$th row entries of $\alpha$ and $\gamma$, and $Z(C_r)$ is formed by placing 1 in the $\{(c_1, c_1), (c_2, c_2), \ldots, (c_r, c_r)\}$ diagonal entries of $Z$ and 0 everywhere else in the $(c_1, c_2, \ldots, c_r)$ rows and columns of $Z$.

However, should anyone attempt to use these relations for fitting purposes, the resulting estimated $\hat{V}$ in Equation (2.5) becomes non-symmetric analogously to the example in Section 3. The necessary adjustment to Equation (2.5) of the Yule-Walker relations is then conducted to ascertain that the resulting estimated variance-covariance matrix of the white noise process is a symmetric one.

An analogous approach of Equation (4.1) is feasible. From Equation (2.2), we have

$$V = E \left[ \sum_{k=0}^{p} A_k u(t - k) \left( \sum_{j=0}^{p} u'(t - j)A'_j \right) \right]$$
Then the estimate $\hat{V} = \Gamma_0 + \sum_{k=1}^{p} \hat{A}_k \Gamma_{-k} + \sum_{j=1}^{p} \Gamma_j \hat{A}'_j + \sum_{j=1}^{p} \sum_{k=1}^{p} \hat{A}_k \Gamma_{j-k} \hat{A}'_j$. \hspace{1cm} (4.3)

The proof is straightforward that the matrix $\hat{V}$ of Equation (4.3) is symmetric. Since $\Gamma'_j = \Gamma_j$, $\Gamma_0$ is symmetric. If we redefine $k$ as $j$, the second matrix, $\sum_{k=1}^{p} \hat{A}_k \Gamma_{-k}$, becomes $\sum_{j=1}^{p} \hat{A}_j \Gamma_{-j}$, which is the transpose of the third matrix, $\sum_{j=1}^{p} \Gamma_j \hat{A}'_j$. If we redefine $j$ as $k$ and $k$ as $j$, the fourth matrix, $\sum_{j=1}^{p} \sum_{k=1}^{p} \hat{A}_k \Gamma_{j-k} \hat{A}'_j$ becomes $\sum_{j=1}^{p} \sum_{k=1}^{p} \hat{A}_j \Gamma_{k-j} \hat{A}'_k$, which is the transpose of the fourth matrix itself. Thus we have established that the matrix $\hat{V}$ is symmetric.

In considering a subset VAR, Penn and Terrell (1982) use well-established criteria to choose the best subset of lags between 0 and $p$ for the full order VAR of Equation (2.1). It is also straightforward to observe that Equation (4.3) will reduce to Equation (2.5) for fitting of a subset VAR or of a full order VAR by cancelling $\sum_{j=1}^{p} \Gamma_j \hat{A}'_j$ from $\sum_{j=1}^{p} \left( \sum_{k=1}^{p} \hat{A}_k \Gamma_{j-k} \right) \hat{A}'_j$, using Equation (2.4). However this cancellation is unsuitable for fitting VAR with zero-non-zero patterned coefficient matrices. Thus Equation (2.5) requires adjustment to transform into Equation (4.3).

In addition, comparing Equation (4.3) with the direct definition of $V$ in Equation (2.2), the structure of Equation (4.3) is computationally efficient in terms of execution time and storage requirements, and provides the obvious relations to link the covariance matrices with different lags.

It is noteworthy that consideration of the contemporaneous correlation in $\varepsilon(t)$ cannot be ignored. A zero-non-zero patterned VAR model can be viewed as a system of ‘seemingly unrelated regressions’ as originally proposed by Zeller (1962). As the regressors in each equation of the VAR model are no longer necessarily the same, the
GLS coefficient estimates are more efficient than the least squares coefficient estimates. Since $\hat{V}$ is positive definite, there exists an $mxm$ non-singular matrix $K^\hat{}$, such that $\hat{V}^{-1} = K^\hat{} K'^\hat{}$. As described in Penm and Terrell (1984), we premultiply $u(t)$ by $K^{-1}$, and then follow the proposed method of using the Yule-Walker relations for fitting of VAR models, and so obtain the GLS coefficient estimates of the zero-non-zero patterned VAR model. The appendix shows that this GLS estimator is an approximation of the maximum likelihood coefficient estimator.

5. **An Application to Hong Kong**

In this section we present an application to illustrate the practical use of the algorithm and comment on the results. First, consider a potential causality relationship between stock and exchange rate markets. Flows of capital are related to exchange rate movements and such flows have been shown to be related to equity returns\(^3\) (eg. Froot et al 1998). Of course, the relationship between exchange rates and stock prices is more complex than implied here and involves consideration of parity conditions and inflationary expectations. Nevertheless, while exchange rate risk should not be separately priced if purchasing power parity holds, in the short-to-medium term, deviations from PPP have been reported [Adler and Lehman (1983); Frenkel (1981)]. Under these conditions, deviations from purchasing power parity will be priced to the extent that they represent exchange rate risk that must be borne by investors [Jorion (1991); Dumas and Solnik (1995)]. In any event, our purpose here is mainly empirical and illustrates how this analysis can provide insights into Granger-causal relationships among financial variables.

In the case Hong Kong, it is an important Asian banking and financial centre. For instance, the Hong Kong stock market is the second largest in Asia after Tokyo. The monetary authority of Hong Kong still maintains a currency pegged to the US dollar to encourage stability and investor confidence during and after the unification of Hong Kong with China. Nevertheless, Hong Kong generally allows unrestricted flows of international funds and it has been suggested that international agencies often park their funds in Hong Kong stocks while waiting for other investment opportunities.

\(^3\) Under perfect purchasing power parity conditions, exchange rates should adjust to reflect relative inflation levels, and the law of one price will be upheld. Hence, exchange rate risk will not be
On January 1, 1999 the introduction of Europe's single currency, the euro, was a significant event in the globalisation of financial markets. The euro is expected to play a significant role in Asian financial development, challenging the existing role of the US dollar. Hence, movements in both the US dollar and the euro have potential implications for the Hong Kong stock market.

Within this context, the following three variables are studied contemporaneously in a stochastic vector system using the ZNZ patterned vector AR modelling proposed above:

(i) Euro dollar to US dollar - exchange rate (EUFX)
(ii) Hong Kong’s Hang Seng - stock price index (HSI)
(iii) Hong Kong dollar to US dollar - exchange rate (HKFX)

The Hang Seng Index is the main stock market indicator in Hong Kong. This index comprises 33 constituent stocks which are representative of the market. The aggregate market capitalisation of these stocks accounts for about 70% of the total market capitalisation on Hong Kong’s stock exchange. At the beginning of 1999 the HSI was 9,000. However it climbed to 17,000 by the end of 1999, closing with a 90% gain over the year. This abnormal growth is characteristic of emerging markets (Price 1994) although we note that making such a classification involves many considerations (see Goetzmann and Jorion 1999).

While our interest is in detecting Granger-causality in the proposed three variable EUFX-HSI-HKFX system using the ZNZ patterned VAR modeling, we also seek to answer other questions such as whether the relationship between the Hong Kong-US dollar and Hong Kong’s stock market is important in the presence of the euro? Further, can variations in the euro provide leading information on variations in the Hong Kong stock market?

All data are sampled daily between 1 January and 31 December 1999. Graphs of EUFX, HSI and HKFX are shown in Figures 1 to 3 respectively. The variables are separately priced.
log transformed such that \( u_1(t) = \log(\text{EUFX}) \), \( u_2(t) = \log(\text{HSI}) \) and \( u_3(t) = \log(\text{HKFX}) \). Following Penm and Terrell (1984) we initially use Forsythe’s (1957) method for generating orthogonal polynomials to assess the data for suitable detrending to produce stationarity. The results show that detrending using a first-order polynomial is required before fitting the VAR models. The standard errors of estimates of coefficients are reported in Table 1.

After detrending, we assign a maximum order of 36 and undertake the search procedures proposed in Penm and Terrell (1984) to obtain the optimal ZNZ patterned VAR model. Each of three order selection criteria – Akaike, Schwarz and Hannan – is used to determine the best specification. The ability of these three order selection criteria to determine the true specification of a stationary VAR has been examined using a simulation approach by Penm and Terrell (1984). Their results suggest that the Schwarz criterion (SC) is superior in order-identification to the other two alternatives in ZNZ patterned VAR modelling for causality studies. Therefore we emphasise only the specification determined by SC and use it as the benchmark model for analysing lead-lag relations.

The OLS coefficient estimates of the specification using the adjusted Yule-Walker relations are presented in Table 2. The procedures outlined in Section 4 to obtain the GLS coefficient estimates are then carried out. These results are also reported in Table 2. Table 3 then presents the associated causal pattern and causal relationships.

The relationships identified by the three selection criteria are markedly similar. All the determined specifications consistently indicate that euro exchange rate is the major variable which provides leading information for other components of the system. The lagged euro exchange rate enters not only its own equation but also those for HSI and HKFX. In all the determined specifications, the lagged level of HSI does not enter any of the exchange rate equations, indicating that variations in the Hong Kong stock market index provide little leading information for the exchange rate markets, as expected. Also no lagged HKFX components enter the equation of the HSI and EUFX, indicating that this variable contains little leading information for either the stock market or euro exchange rate movements. Given that the HKFX is essentially
pegged, this result is not surprising. Hence, the identified casual relationships are consistent with economic intuition.

A more complete analysis would include other economic and financial variables such as net capital flows, interest rates and money supply, which could all play a significant role in these markets. Indeed, our model could be extended to incorporate the recent work of Bekaert et al (1999) who propose a larger system. The importance of this application is that it shows the procedures which can be applied to any set of variables. In the context of emerging markets where traditional models and theories have met with little success, such exercises are likely to provide valuable insights into the relationships and causality between financial variables.

6. Conclusion

The use of VAR modeling in financial economics has become common. However, the models are typically constrained through problems of over-parameterisation. In this paper, we have presented an adjustment to the Yule-Walker relations for fitting of VAR models with zero-non-zero patterned coefficient matrices. The adjustment is consistent with statistical procedures in theory and has the advantages of computational efficiency and reliability.

The procedure has been applied to the Hong Kong stock market, focussing on its relationship with international foreign exchange markets. The results of this exercise are helpful in understanding linkages between various markets and/or financial variables. As indicated above, in the area of emerging markets where there is often no clear consensus concerning relationships among financial variables and each market appears to exhibit almost unique characteristics, this procedure can potentially yield important insights.
Figure 1: Euro dollar to US dollar - exchange rate (EUFX), daily: 1 January 1999 to 31 December 1999

Figure 2: Hang Seng stock price index (HSI), daily: 1 January 1999 to 31 December 1999

Figure 3: Hong Kong dollar to US dollar - exchange rate (HKFX), daily: 1 January 1999 to 31 December 1999
Table 1

Orthogonal polynomial regression on testing data for examining stationarity$^a$

<table>
<thead>
<tr>
<th></th>
<th>Intercept</th>
<th>Orthogonal polynomial $P_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>log(EUFX)</td>
<td>-0.11</td>
<td>3.98E-04</td>
</tr>
<tr>
<td></td>
<td>(2.83E-03)</td>
<td>(1.87E-05)</td>
</tr>
<tr>
<td>log(HSI)</td>
<td>9.20</td>
<td>1.75E-03</td>
</tr>
<tr>
<td></td>
<td>(9.32E-03)</td>
<td>(6.14E-05)</td>
</tr>
<tr>
<td>log(HSFX)</td>
<td>2.04</td>
<td>1.50E-05</td>
</tr>
<tr>
<td></td>
<td>(3.17E-05)</td>
<td>(2.09E-07)</td>
</tr>
</tbody>
</table>

$^a$The values in parentheses are standard errors of the coefficient estimates.

Table 2

The optimal ZNZ patterned VAR selected by SC$^{a,b}$

\[ u(t) = \{\log \text{EUFX}, \ \log \text{HSI}, \ \log \text{HKFX}\} \]

<table>
<thead>
<tr>
<th>The maximum order assigned for search</th>
<th>36</th>
</tr>
</thead>
<tbody>
<tr>
<td>The optimal VAR selected</td>
<td>1</td>
</tr>
<tr>
<td>Coefficient Estimator</td>
<td>LS</td>
</tr>
<tr>
<td>The type of coefficient matrices selected</td>
<td>( \hat{A}_1 )</td>
</tr>
<tr>
<td>by LS times $10^{-4}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3783 &amp; 0.1239 &amp; -0.0007</td>
</tr>
<tr>
<td></td>
<td>0.1239 &amp; 2.732 &amp; 0.0006</td>
</tr>
<tr>
<td></td>
<td>-0.0007 &amp; 0.0006 &amp; 0.00009</td>
</tr>
</tbody>
</table>

$^a$SC is also applied to the residual vector. The results support that the residual vector is a white noise process.

$^b$The values in parentheses are standard errors of the non-zero coefficient estimates.
**Table 3**

**Lead-lag relations in the three variable system selected by SC**

**Panel A** Causal pattern:

\[
\begin{align*}
\text{EUFX} & \rightarrow \text{HSI} \\
\text{HSI} & \rightarrow \text{HKFX} \\
\text{HKFX} & \rightarrow \text{EUFX}
\end{align*}
\]

\[x \rightarrow y\] denotes that \(x\) Granger-causes \(y\) only and not instantaneously; 
\(x -\rightarrow y\) denotes that no causal relation between \(x\) and \(y\).

**Panel B** Causal relations:

<table>
<thead>
<tr>
<th>Caused by the following variables</th>
<th>EUFX</th>
<th>HSI</th>
<th>HKFX</th>
</tr>
</thead>
<tbody>
<tr>
<td>EUFX</td>
<td>-</td>
<td>one-day causal effect</td>
<td>one-day causal effect</td>
</tr>
<tr>
<td>HSI</td>
<td>nil</td>
<td>-</td>
<td>nil</td>
</tr>
<tr>
<td>HKFX</td>
<td>nil</td>
<td>nil</td>
<td>-</td>
</tr>
</tbody>
</table>
APPENDIX: Approximation of the Maximum Likelihood Estimator

In scalar AR modelling Box and Jenkins (1972) showed that all currently used autoregressive coefficient estimators, including the Yule-Walker coefficient estimator and the least squares (LS) estimator, are approximations of the maximum likelihood estimator. In VAR modelling the Yule-Walker coefficient estimation can be achieved by using the LS estimation.

To a set of vector data, \{u(t),..., u(N)\}, suppose we assume that u(t) = 0 for t < 1 and t > N. We can write Equation (2.1) in the following form of a linear regression model by extending the index range for \( t \) from 1 to \( s = N + p \):

\[
\begin{bmatrix}
\varepsilon(1) \\
\vdots \\
\varepsilon(p) \\
\vdots \\
\varepsilon(N) \\
\vdots \\
\varepsilon(N + p)
\end{bmatrix}
= \begin{bmatrix}
\begin{bmatrix}
\varepsilon(1) \\
\vdots \\
\varepsilon(p) \\
\vdots \\
\varepsilon(N) \\
\vdots \\
\varepsilon(N + p)
\end{bmatrix}
& \begin{bmatrix}
u(1) \\
\vdots \\
u(p) \\
\vdots \\
u(N) \\
\vdots \\
u(N + p)
\end{bmatrix}
& \begin{bmatrix}
0 \\
1 \\
A_1 \\
A_2 \\
\vdots \\
A_p
\end{bmatrix}
\end{bmatrix}
\]

or \( E = UA \).

It is noteworthy that the full-windowed design matrix \( U \) in (A.1) is constructed by extending the sample in both directions by adding \( p \) zero vector data. As a result the normal equations matrix, \( U^T U \), becomes block Toeplitz. Therefore this system can be solved in a very efficient manner using Whittle’s recursive method.

In considering the zero-non-zero patterned VAR modelling, a VAR can be treated as a system of “seemingly unrelated regressions (SUR)” as originally proposed by Zeller (1962).

Let \( \beta_1 \) denote a \((k_1 \times 1)\) vector containing the non-zero coefficients that appear in the first equation of the VAR:

\[
\bar{u}_1 = X_1 \beta_1 + \varepsilon_1,
\]
where the vectors \( u_i \) and \( \varepsilon_i \) are \((s \times 1)\) vectors and the full-windowed design matrix \( X \) is of order \((s) \times k\). Hence the VAR has a set of \( m \) equations

\[
\begin{align*}
\bar{u}_i &= X_i \beta_i + \varepsilon_i \\
\bar{u}_2 &= X_\bar{2} \beta_2 + \varepsilon_2 \\
\vdots \\
\bar{u}_m &= X_m \beta_m + \varepsilon_m
\end{align*}
\] (A.2)

, where \( \bar{u}_j, X_j, \beta_j \) and \( \varepsilon_j \) are associated with the \( j \)-th equation of the VAR.

Then the system of equations in (A.2) can be written in ‘stack form’ as

\[
\begin{bmatrix}
\bar{u}_1 \\
\bar{u}_2 \\
\vdots \\
\bar{u}_m
\end{bmatrix} =
\begin{bmatrix}
X_1 & 0 & \cdots & 0 \\
0 & X_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & X_m
\end{bmatrix}
\begin{bmatrix}
\beta_1 \\
\beta_2 \\
\vdots \\
\beta_m
\end{bmatrix}
+ 
\begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\vdots \\
\varepsilon_m
\end{bmatrix}
\] (A.3)

or

\[
\bar{U} = \bar{X} \beta + \varepsilon.\] Then \(E(??) = \Omega = V \otimes I_s\).

The objective is to choose \( \beta \) and \( V \) so as to maximise the log likelihood function

\[
L = \text{const} + \frac{1}{2} \log |\Omega^{-1}| - \frac{1}{2} \varepsilon^\prime \Omega^{-1} \varepsilon
\]

This is equivalent to choosing \( B \) so as to minimise \( \frac{1}{2} \varepsilon^\prime \Omega^{-1} \varepsilon \) (see Magnus 1978).

The resulting estimator of \( B \) is Zeller’s GLS estimator. However Zeller’s GLS method requires knowledge of \( V \), but \( V \) is not known and needs to be estimated. Thus the GLS coefficient estimator is an approximation of the maximum likelihood coefficient estimator. For brevity Zeller’s procedure is not discussed, though interested readers are referred to Zeller (1962) for details. This GLS coefficient estimator is also identical to the GLS coefficient estimator obtained by using the Yule-Walker relations for fitting the zero-non-zero VAR as described in Section 4, since the design matrices, \( X_1, X_2, \ldots \) and \( X_m \) in (A.2) are selected as the full-windowed case and the zero-non-zero VAR is treated as a system of SUR.
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