Evaluation of Systems-Oriented Public Health Interventions: Alternative Research Designs

Robert W. Sanson-Fisher,¹ Catherine A. D’Este,² Mariko L. Carey,¹ Natasha Noble,¹ and Christine L. Paul¹

¹Priority Research Center for Health Behavior and Hunter Medical Research Institute, University of Newcastle, Callaghan, NSW 2308, Australia; email: Rob.Sanson-Fisher@newcastle.edu.au, Mariko.Carey@newcastle.edu.au, Natasha.Noble@newcastle.edu.au, Chris.Paul@newcastle.edu.au
²School of Medicine and Public Health, University of Newcastle, Callaghan, NSW 2308, Australia; email: Catherine.dEste@newcastle.edu.au

Keywords
cluster randomized controlled trial, stepped wedge design, interrupted time series, multiple baseline design, controlled prepost design

Abstract
The need to provide sound evidence of the costs and benefits of real-world public health interventions has driven advances in the development and analysis of designs other than the controlled trial in which individuals are randomized to an experimental condition. Attention to methodological quality is of critical importance to ensure that any evaluation can accurately answer three fundamental questions: (a) Has a change occurred, (b) did the change occur as a result of the intervention, and (c) is the degree of change significant? A range of alternatives to the individual randomized controlled trial (RCT) can be used for evaluating such interventions, including the cluster RCT, stepped wedge design, interrupted time series, multiple baseline, and controlled prepost designs. The key features and complexities associated with each of these designs are explored.
INTRODUCTION

Public health interventions are strategies designed to improve the health of the population as a whole, or particular subgroups within a population (5, 79). Interventions may come in a variety of formats ranging from government-funded vaccinations for common infectious diseases (52, 89, 95) to programs to improve nutrition among school children (54, 68) to smoking cessation campaigns (27, 94).

Evaluation of Public Health Interventions Is Critical to Ensuring that Interventions Are Effective and Not Harmful

Public health interventions must be rigorously evaluated for several reasons. In addition to ensuring that public health funds are spent in the most effective manner possible, researchers need to ensure that interventions that are potentially ineffective or harmful are not implemented.

Unfortunately, we note many examples where public health interventions have been implemented without a strong evidence base. For example, in 1997 the World Health Organization (WHO) recommended the directly observed treatment, short course (DOTS) strategy, which used independent and trained personnel to observe tuberculosis patients taking their medication as a means to improve treatment adherence (98). A subsequent Cochrane systematic review conducted in 2007 found no evidence that direct observation resulted in greater tuberculosis cure rates than self-administered treatment (92). Given the expense involved in direct observation, the recommendation of this method despite a lack of evidence is concerning. Similarly, many men undergo prostate cancer screening (33% of men over the age of 40 (34) and 41% of men aged 50 and older (88)) in the United States despite insufficient evidence to support population-based screening for prostate cancer (23, 100). Negative potential effects of screening include a high false-positive rate (up to 76%), risk of infection, bleeding and pain with biopsy (49), and overtreatment (99). Such examples highlight the importance of ensuring a strong evidence base for public health interventions.

Evaluation Is Needed to Determine Effects of Interventions on Health Inequalities

In addition to ensuring that public health interventions are effective, we need to assess the impact on health equity. Substantial inequalities in health outcomes are associated with factors such as socioeconomic status (59) and cultural heritage (51). For example, Marmot (2005) reports a spread of life expectancy of 48 years between countries, and 20 years within countries; Aboriginal and Torres Strait Islanders experience significantly poorer life expectancy than does the general Australian population (60). Similarly, disparities in life expectancy across US counties have been increasing, largely attributable to a plateau or decline in life expectancy among the most disadvantaged segments of the population (28). Such disparities in life expectancy provide an indication that certain subgroups of a population are less likely to receive access to health interventions or are less likely to fully benefit when access is provided.

In the case of smoking, analysis of national health survey data from 18 European countries, all with some form of national tobacco control policy, revealed a social gradient such that smoking prevalence is higher among those with lower levels of education (83). Smokers with a higher education and higher income are more likely to intend to quit, to make a quit attempt, and to be abstinent for at least one month relative to smokers with lower education and income (76). These discrepancies in health behaviors and outcomes reinforce the need for careful, rigorous, and thorough evaluation of public health efforts, including their impact on both overall population
health and vulnerable population groups (72). Thus we need to understand not only the efficacy of interventions under tightly controlled conditions, but also the programs’ effectiveness across settings and populations.

This review provides an overview of the principles of rigorous evaluation of public health interventions using the randomized controlled trial (RCT) design; describes the circumstances driving the need to consider alternative designs to the RCT; and describes selected alternative designs to the RCT, along with examples of how these designs have been used to evaluate public health interventions.

**PRINCIPLES FOR EVALUATING PUBLIC HEALTH INITIATIVES**

Given the need to evaluate public health initiatives to maximize health benefits, minimize harms, avoid exacerbation of health inequities, and maximize the value of resources, the question of what constitutes evidence of effectiveness is critical. In public health, approaches to evaluation include process evaluation (82), action research (73), and realist evaluation (71). Although they are valuable for the assessment of complex interventions, these approaches generally have shortcomings in the extent to which an effect can be attributed to the intervention, whether findings may be generalized to other settings, and whether intervention effects are quantified (24, 71).

Frameworks such as those developed by the Cochrane Collaboration (45), US Preventive Services Task Force (39), US Task Force on Community Preventive Services (101), and Center for Evidence-Based Medicine (17), among others, are internationally accepted approaches for assessing the strength of evidence for health interventions. These frameworks were developed to organize medical and public health research information in a systematic way. In these frameworks, the RCT design is considered the gold standard for evaluating intervention effectiveness. The RCT is grounded in a medical paradigm in which individuals are randomly assigned to receive an intervention or a control condition. Randomization is central because it eliminates selection bias, i.e., where intervention assignment might be influenced by perceived relevance or likely benefit. Randomization also generally balances groups on variables (both known and unknown) that might affect the outcome of the study; thus any differences in outcomes observed between groups can be attributed to the intervention rather than to another cause (87). Such frameworks also recognize that one intervention study does not necessarily provide proof of effectiveness and that the strongest evidence is derived from consistent findings across studies (32). This view has led to the establishment of methodologies for synthesizing evidence across studies in systematic reviews (45). However, although the RCT, with random assignment of individuals, is well suited to the evaluation of discrete individualized medical treatments, this method has limitations when applied to public health intervention evaluation, where it is often necessary to find an appropriate balance between study design and feasibility or external validity (63, 80).

**AN INCREASING RECOGNITION IN PUBLIC HEALTH THAT CHANGING BEHAVIORS REQUIRES SYSTEMS INTERVENTIONS**

The focus of public health efforts is increasingly moving from infectious diseases to prevention of chronic disease (96). Chronic diseases arise in part through a range of modifiable behaviors such as tobacco smoking, physical inactivity, unhealthy diet, and harmful use of alcohol (97). These complex behaviors are in turn influenced by a range of individual, social, and environmental factors (70). This focus on complex behaviors has posed a challenge for public health researchers to develop interventions that are multifactorial and can address the many influences on behavior. In particular, rather than changing individual attitudes, knowledge, or behavior, interventions may need to change aspects of whole systems. Systems relevant to public health interventions
include physician practices, hospitals, geographically defined communities or regions, social groups, and cultural groups.

**AN UNDERSTANDING OF THE COMPLEX RANGE OF FACTORS THAT INFLUENCE BEHAVIOR**

Alongside the change in focus regarding the types of behavior targeted by public health interventions, a more sophisticated understanding of human behavior and its antecedents has also developed. Some decades ago this area was dominated by theorists such as Freud (29), Rogers (77), and Adler (1), who maintained that behavior could be changed through intrapsychic examination and therapy. Later models of behavior continued to have an individual focus in explaining health behavior such as social learning theory (6), the health belief model (50), and the theory of planned behavior (2).

Current frameworks for conceptualizing and changing human behavior—particularly those on the large scale needed to achieve population-level benefit—incorporate a layered perspective, recognizing the influence of health systems and social factors on public health. For example, the PRECEDE-PROCEED model (33) and the behavior change wheel (64) address factors operating at the individual, social, and system levels. Models of the socioeconomic determinants of health in particular (60) place a strong emphasis on factors external to the individual in driving health outcomes. Relatively mature fields of public health research (e.g., tobacco control) are associated with the use of a range of multifaceted approaches in public health endeavors, including taxation, community-level regulation, mass media campaigns, and individual cessation support strategies (e.g., 21). As public health interventions are moving toward whole-systems or multilayered interventions, an evaluation approach that can accommodate and assess the effect of such interventions is needed.

**EVALUATING CHANGE IN COMPLEX SYSTEMS CAN CONFLICT WITH RANDOMIZATION OF INDIVIDUALS**

Designs that randomly assign individuals to intervention or control conditions are generally incompatible with systems-based interventions; RCTs often cannot accommodate the complexity and flexibility required to evaluate interventions at the systems or policy level (e.g., 7, 63, 102). However, researchers may be reluctant to use alternatives to the RCT, owing to concerns that the alternatives will not be accepted by funding agencies, peer reviewers, or the groups or systems of interest. Researcher training and experience are also likely to influence the choice of alternative research designs. The tension between design rigor and potentially effective systems interventions can result in poor or nonexistent evaluation of public health initiatives, or alternatively in failure to implement potentially effective systems-based initiatives. Rather than selecting interventions that can be evaluated using an RCT, we should be selecting those interventions that are most likely to produce the desired change and should consider which evaluation design is appropriate for determining whether this intervention is effective. Given the limitations of standard, randomized approaches, we must explore the degree to which alternative designs to the RCT can be used to deliver rigorous evaluation methodology for real-world, whole-systems public health initiatives.

**THE RESEARCH DESIGN SHOULD ALLOW THREE BASIC QUESTIONS TO BE ANSWERED**

Whether an intervention is simple or complex, methodological quality-assessment tools, such as the **Cochrane Risk of Bias** assessment (44), reinforce the fundamental importance of error
elimination such as those due to selection bias and measurement bias. Methodological quality is critically important to ensure that the research design employed to evaluate a treatment or intervention can accurately answer three fundamental questions: (a) Has a change occurred, (b) did the change occur as a result of the intervention and not some extraneous factor or cause, and (c) is the degree of change perceived to be significant to important stakeholders?

**Has a Change Occurred?**

The primary goal of public health interventions is to improve important health outcomes; therefore, evaluation of interventions must be able to establish whether a desired change in health has occurred. Often decision makers assume that positive change will occur if resources are invested in public health. One example is the detection of patients’ risk-factor status by primary care physicians. Targeted action over the past decade has aimed at changing the complex factors believed to influence risk-factor detection rates and, therefore, the adequacy of preventive care offered. Investment in improving detection has included changes in financial compensation for primary care physicians who engage in preventive activities (78), the provision of nurse practitioners in surgeries to assist with aspects of clinical care (47), and the promotion of computerized medical record systems to encourage routine screening and recording of risk factors (46).

Despite such targeted and well-resourced actions, rates of risk-factor detection in primary care patients have not changed significantly over the past three decades: Several studies exploring general practitioners’ detection of smoking and high-risk drinking among their Australian patients conducted from the 1980s to 2012 found little difference in general practitioner detection of health risks over this time period. Studies reported that primary care physicians fail to detect \( \sim 40\% \) of patients who were smokers (22, 43; S. Yoong, unpublished data) and 70% of individuals who consumed alcohol at risky levels (75; C. Paul, under editorial review). Substantive change has not occurred in detection rates of these health-risk behaviors by primary care physicians in spite of considerable financial and human investment.

In contrast, public health interventions such as those using mass media have been credited with positive change in relation to tobacco, alcohol, cardiovascular risk, and cancer screening (93). In the United States, adult smoking prevalence has declined from 33% in 1980 to 19% in 2010 (15, 16). Similar change has occurred in Australia, where smoking prevalence has declined from \( \sim 40\% \) of adults in 1977 to 15% in 2010 (3, 4). While these findings clearly indicate that changes have occurred in the prevalence of smoking, demonstrating that change has occurred is not enough; we also need to show that these changes were a direct consequence of the public health intervention rather than a result of other events or processes.

**The Observed Change Occurred as a Consequence of the Intervention, Not Some Other Unrelated Event**

If change has occurred in the behavior of interest, then a fundamental question is whether the change resulted from the intervention rather than from some other factor. This question can be answered in RCTs examining the effectiveness of drug treatments, where only individuals assigned to receive the intervention can access the drug being tested. Owing to the elimination of selection bias through randomization, any intervention effect can be attributed to the intervention.

Behavioral interventions are inherently more difficult to rigorously test. Interventions are usually made up of multiple interacting components (13), and investigators need to ensure that the intervention being tested does not contaminate individuals who have been assigned to the control arm. For example, in testing the effectiveness of a dietary advice intervention delivered by primary care physicians, a design where individuals are randomly allocated to receive or not receive advice
may result in contamination between the intervention and control conditions. The same physician delivering both the intervention and the control treatment could inadvertently apply elements of the experimental intervention to patients in the control group. To overcome this, it may be preferable to select primary care practices rather than individual patients and then randomly allocate practices into experimental and control conditions. Under optimal circumstances, the primary care practices would be separated by distance and not professionally linked. Such a design would minimize the potential for contamination between intervention and control practices. However, ensuring that geographical and professional separation conditions are met presents inherent logistical difficulties, as does recruiting a sufficient number of primary care practices to ensure adequate statistical power to detect a meaningful difference in dietary outcomes.

Demonstrating that a change is linked to an intervention becomes even more difficult at a community level. New policies may be introduced by government (such as increased taxes or an effective mass media campaign) at the same time that the intervention is implemented. As a consequence, the control group may be impacted by these community-wide strategies, producing change in both the experimental and the control groups. In these circumstances it is difficult to attribute any observed change to the implemented strategies rather than to other uncontrolled community-wide factors.

One example of the difficulties in attributing demonstrated changes to a specific intervention is provided by an examination of the effect of random breath testing (RBT) in reducing road traffic deaths in Australia. When RBT was introduced in New South Wales (NSW) in 1982, a decline in road fatalities of 48% followed (42). However, there had been a preexisting gradual decline in road trauma in many Australian states since the 1970s. The total magnitude of the change immediately following the introduction of RBT, and the fact that a similar pattern of change was observed in other states following the introduction of RBT, suggested that the changes in fatalities were attributable to RBT rather than to other factors.

The Amount of Change That Occurs as a Consequence of the Intervention Is Perceived as Significant By Stakeholders

It is necessary to determine not only whether change has occurred but also whether the change is significant. Statistical definitions of significance relate to whether the difference observed due to an intervention is likely to be real or due to chance. Clinical significance relates to the size of the effect and its likely impact on the health of populations or individuals (58). Stakeholders such as policy makers, clinicians, and administrators may place major emphasis on factors such as numbers needed to treat, risks of harm, and overall costs associated with intervention delivery. Patients and families directly affected are likely to have a different perspective on the costs and benefits of an intervention. Determining how big of an effect is needed involves some subjectivity and is likely to vary depending on the perspectives of stakeholders. Although health economics appears to offer a potentially standardized method of examining differential cost-effectiveness of strategies, the weights and benefits may not always be perceived in the same way by all stakeholders.

Furthermore, the decision to upscale an effective intervention or treatment into practice may not be based only on the strength of evidence for the intervention. Decision makers such as politicians will be influenced by the perceptions of health advisors and consumer groups and by the acceptability of the decision amid the current political climate. A study examining different perceptions of the harm caused by various drugs (81) serves to illustrate this point. Politicians and community members both perceived that so-called hard drugs such as heroin and ice imposed the largest burden on their community, whereas health care workers nominated smoking and alcohol as representing the largest health burden (81).
Table 1  Decision points at which an alternative to the randomized controlled trial (RCT) (with randomization by individuals) may be considered

<table>
<thead>
<tr>
<th>Decision points</th>
<th>Description of barrier to RCT</th>
<th>Potential alternative designs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Is it appropriate for control individuals to not receive the intervention?</td>
<td>A control group not appropriate owing to: ■ ethical reasons ■ not acceptable to target population</td>
<td>Interventions in which all participants are able to receive the intervention include: ■ Stepped wedge cluster RCT ■ Multiple baseline ■ Interrupted time series</td>
</tr>
<tr>
<td>Is contamination likely if individuals are randomized?</td>
<td>Random assignment of individuals within settings (e.g., clinic, hospital, community) may result in contamination between experimental arms</td>
<td>Cluster RCT where the unit of randomization is the clinic, hospital, community, etc. may overcome this problem.</td>
</tr>
<tr>
<td>Is the unit of analysis large (e.g., community)?</td>
<td>If the unit of analysis is large and there are constraints regarding: ■ availability of an adequate sample size ■ expense/feasibility of recruiting an adequate sample size</td>
<td>Designs that can involve fewer units include: ■ Stepped wedge cluster RCT ■ Multiple baseline ■ Interrupted time series ■ Controlled prepost</td>
</tr>
<tr>
<td>Is long-term follow-up needed?</td>
<td>If: ■ long-term follow-up is needed AND ■ it is likely to be impractical to maintain randomization (i.e., control group is likely to be exposed to the intervention over time)</td>
<td>Designs that do not require long-term protection from contamination include: ■ Stepped wedge cluster RCT ■ Multiple baseline ■ Interrupted time series</td>
</tr>
<tr>
<td>Is external validity the primary concern of the research?</td>
<td>The intervention requires adaption: ■ across settings ■ across populations</td>
<td>Designs where intervention can vary across settings: ■ Stepped wedge ■ Multiple baseline ■ Interrupted time series</td>
</tr>
<tr>
<td>Is the intervention multileveled?</td>
<td>The intervention is: ■ complex AND ■ targets multiple levels (e.g., individual, environmental factors targeted for change)</td>
<td>Designs that suit multiple units of analysis include: ■ Cluster RCT ■ Stepped wedge cluster RCT ■ Multiple baseline</td>
</tr>
</tbody>
</table>

APPROPRIATE RESEARCH DESIGNS FOR EVALUATING COMPLEX INTERVENTIONS

Organizations such as the British Medical Research Council have produced guidance relating to complex interventions, providing a useful framework for designing such evaluations (19). This document reinforces the view that even though experimental designs are preferable, they are not always practicable (19). Several alternate designs to the individual RCT can be useful for evaluating public health interventions (19, 63, 80). In Table 1 we present a set of criteria to assess barriers to the RCT and to determine whether an alternative design is appropriate. We then provide brief examples of study designs that are alternatives to individual RCTs.

Cluster Randomized Controlled Trials

Cluster RCTs are a type of RCT in which groups rather than individuals are randomized (25, 26, 41, 67). The cluster RCT is particularly appropriate for evaluating public health interventions in which (a) there is a risk of contamination should individuals be randomized, (b) the nature of
the intervention is such that it is targeted toward a group of individuals (as is often a feature of public health interventions), or (c) it is logistically more feasible to deliver the intervention at a group level rather than at an individual level. The cluster RCT is a true experimental study and thus has the methodological rigor of an RCT design (41). However, cluster RCTs have particular analytical challenges given that individuals within groups or clusters are likely to be correlated and standard statistical methods assume that observations are independent. This correlation can result in confidence intervals that are narrower than they should be and may increase the probability of a type I error if appropriate methods of analysis are not utilized. Analyses can be undertaken on cluster-level summary measures or using individual-level data. Most statistical packages have procedures that allow investigators to analyze correlated data using methods such as random effects or generalized estimating equations (GEE).

Other challenges of cluster RCTs include recruiting an adequate number of clusters, recruiting an adequate number of individuals within clusters, determining an appropriate sample size a priori, and a potential imbalance if the number of clusters is small. Stratified randomization can be used to improve balance between groups where there are a small number of clusters (25, 41, 55). Furthermore, for a small number of clusters, even robust variance is underestimated, and investigators need to use alternative approaches, for example the jackknife method, to obtain appropriate variance estimates.

In addition, cluster-randomized trials are often very costly to design and implement (90). The complexity associated with diversity of ethical requirements across clusters can significantly impede progress (91), and the need for extensive negotiation with whole cultural groups regarding consent for randomization (18) can make a study impractical. A key concern for the cluster RCT design is randomization of some clusters to the control condition, particularly where withholding potential help from vulnerable groups for long periods is considered unethical.

Middleton and colleagues undertook a cluster randomized controlled trial to evaluate the effect of a multidisciplinary intervention to improve management of stroke patients admitted to acute stroke units in NSW, Australia (65, 66). The intervention targeted staff within the stroke units and involved implementation of new patient treatment protocols and a change in the way in which patients were managed within the clinical environment. Therefore, it was not possible to randomize individuals within stroke units to receive or not receive this intervention, and a cluster RCT was the most appropriate evaluation design.

Other examples of studies employing a cluster RCT design include the Cancer Action in Rural Towns (CART) project (35–38) and the Alcohol Action in Rural Communities (AARC) project (85). The CART project aimed to evaluate a community action program for increasing rates of preventive and screening behaviors relating to breast, cervical, smoking-related, and skin cancers (38). The design involved 20 towns in rural NSW, selected using a matched-pair design, with one town from each pair randomly allocated to the experimental or control condition. In relation to smoking outcomes, results of the project indicated that 40 towns would have been required to show a significant difference of 3.5% in quit rates (37). This requirement illustrates just one of the challenges involved in employing the cluster RCT design (37).

The AARC project also used a matched-pair cluster RCT design to evaluate the effectiveness of a community action strategy aimed at reducing alcohol misuse and alcohol-related harm (85). The project was one of the largest evaluations of the community action approach to reducing alcohol problems ever undertaken (86), involving 20 communities as the unit of randomization and analysis. The challenges in undertaking this large community comparison study included the high cost, the level of expertise needed, and the long-term commitment required from researchers and community partners, which included local government, state and federal agencies, not-for-profit organizations, and businesses (86).
Stepped Wedge Design

A modification of the cluster RCT is the stepped wedge design. This design is fairly new and has been gaining popularity (12), although some still have concerns about its utility (56, 57, 61, 62). In a stepped wedge design, the intervention is implemented sequentially in all clusters. The concept is similar to a crossover RCT, but it is unidirectional so that at the start of the trial all clusters are in the control phase and by the end of the study all clusters are in the intervention phase (Figure 1). The order in which sites receive the intervention is randomized, and thus the study is an experimental design. The intervention may be implemented in multiple sites at the same time, as shown in Figure 1 where the intervention is delivered to two sites simultaneously. This study design is a good alternative to the standard cluster RCT if it is important that all clusters receive the intervention (e.g., Aboriginal populations) but it is not possible, for logistical, practical, or financial reasons, for investigators to deliver the intervention simultaneously to all participants (11).

In a stepped wedge design, the outcomes are measured at the start of the study prior to implementing the intervention in any of the sites then measured again at the end of each intervention period and before implementation in the next site/s. If implementation requires a long time period, additional measures may be taken during this period. The design may thus require more measurements than a standard cluster RCT. The stepped wedge design can be more efficient than the cluster RCT under some conditions; in other situations it may have less power and require larger sample sizes. The design can involve cohort or repeated cross-sectional data. The former can, however, introduce temporal bias (11, 48).

Design and analysis issues are generally similar to those of a standard cluster RCT, but with additional complexity. Data can be analyzed vertically or horizontally to control for temporal trends. This process can involve obtaining a weighted average of between-group differences at each measurement time across all times. This calculation assumes a constant intervention effect, with effective “blocking” by time period. The difference between intervention and control clusters is obtained at each measurement time, and then a weighted average over all time periods is calculated (with weights inversely proportional to variance). Alternatively, a weighted average of within-group differences over time across all groups can be obtained. If there is no time effect, investigators then compare pre- to posttest differences in each cluster, and a weighted average

Figure 1
Stepped wedge design in which the intervention is implemented sequentially in all clusters or sites and is delivered to two sites simultaneously.
of within-cluster differences is obtained. The within- and between-group information can be combined using a generalized linear model with both intervention-phase and time factors; this method of analysis is usually more efficient than between- or within-group comparison only.

Advantages of the stepped wedge cluster design over the parallel cluster RCT design include allowing all, rather than only half, of the clusters to receive the intervention; the intervention can also be introduced at staggered times, which may provide logistic/feasibility advantages under some conditions. Disadvantages include an increased number of measurements, resulting in a longer evaluation period because study power decreases with fewer measurement points; design and analysis are also more complex. Variation in cluster size can reduce the efficiency of a parallel cluster RCT. Work that evaluates the value of these designs, in particular the number of clusters, the number of observations per cluster, and the number of measurements required, as well as the most appropriate method of analysis, is still limited.

An early example of a stepped wedge design was the Gambia Hepatitis Intervention Study (31), which commenced in 1986 and aimed to investigate the long-term (30-year) effect of hepatitis B virus vaccination for infants on liver cancer and other chronic liver diseases. A new group of children was vaccinated every three months over the four-year study intervention period. The stepped wedge design was optimal for logistical reasons related to vaccine availability and cost and the feasibility of vaccinating the large number of children within a short time frame, necessitating a phased approach to implementation. More recently, investigators used a stepped wedge design to evaluate whether integrating antiretroviral therapy (ART) into antenatal care in Zambia increased the proportion of women with HIV who initiate ART therapy during pregnancy compared with the standard referral approach (53). The intervention was implemented in eight antenatal clinics using a stepped approach. The stepped wedge design was considered an appropriate choice in this case because withholding this treatment would have been considered unethical.

**Interrupted Time Series Design**

The interrupted time series design is a method often used for evaluating an intervention delivered to a single site, group, or cluster. Multiple measures of a cluster-specific summary variable are obtained pre- and postintervention; thus the site acts as its own control (see Figure 2). The analysis involves fitting an interrupted time series to the data. A time series is fit pre- and postintervention using a disjointed segmented linear regression model to assess whether there is a change in intercept and/or slope from pre- to postintervention periods. A change in intercept indicates a jump or change in outcome following the intervention, whereas a change in slope indicates a different trend in outcome postintervention. Statistical analysis can involve individual assessment of prepost intervention changes in intercept or slope or a global test of both parameters (20). Analyses need to adjust for (serial) correlation among measures using an autoregressive term.

The interrupted times series design is particularly relevant where the outcome is obtained from routinely collected data, for example hospital admissions, crime statistics, and medication use, and is useful for evaluating policy change. Methodological issues include determining the number of observations (time periods) required and the duration of the time period of measurement; for example, using monthly summary data rather than quarterly data will provide more measures but less precision per time period. The major disadvantage of the interrupted time series design is that investigators cannot determine with confidence whether any change from pre- to postintervention is due to the intervention alone and not to external factors. The interrupted time series is classified as a quasi-experimental design because there is no random allocation of treatment (74, 84).

An interesting application of the interrupted time series approach was the evaluation of the impact of changes in firearms legislation implemented in Australia in 1988 and 1996, following
Interrupted time series design in which a change from pre- to postintervention outcome indicates an intervention effect; the change in level indicates a change in outcome, whereas the change in slope indicates a different trend in outcome following the intervention.

Two mass shooting incidents in which 15 people were killed in Victoria, in 1987, and 35 people were killed in Port Arthur, Tasmania, in 1996. This study investigated the annual rates of firearm-related deaths over time and showed a decline in this outcome following each of the legislation changes.

Multiple Baseline Design

The multiple baseline design offers a solution to the main disadvantage of the interrupted time series design noted above: namely, lack of confidence that any effect is due to the intervention rather than to extraneous factors. The multiple baseline design is similar to the interrupted time series design but uses multiple sites, as shown in Figure 3. The intervention is implemented in a phased approach to the multiple sites at different times, with the time of intervention implementation randomized. Demonstration of an intervention effect in one site but not another (at the same time), with repetition of the intervention effect after implementation of the intervention in each site, reduces the likelihood that any effect is due to external factors. A combined analysis involves a generalized linear model using intervention condition, time, and site, adjusted for multiple observations per site. Because the multiple baseline design involves observations pre- and postintervention in all sites or groups, it can also be considered a stepped wedge design. Stepped wedge design usually refers to cluster RCTs (i.e., multiple individual measures per unit per time), whereas multiple baseline design usually refers to a single measurement per unit per time (e.g., number of prescriptions, accidents). Because they involve random allocation of treatment order, multiple baseline studies are also experimental designs.

Biglan and colleagues used a multiple baseline study design to investigate the effect of a multifaceted community intervention to reduce tobacco sales to young people. The intervention involved generating community support from a range of government organizations, health care providers, schools, churches, social welfare agencies, businesses, and tobacco outlets. The study included four communities, arranged in two pairs, one community from each pair...
initially received the intervention, then the intervention was delivered in the second community approximately eight months later. The study was then replicated in four more communities. Analysis involved undertaking interrupted time series analysis in the four intervention communities.

Controlled Prepost Designs

The interrupted time series and multiple baseline designs are both forms of before and after (or prepost) study designs. An alternative, less rigorous type of study is an uncontrolled prepost design involving only one observation, rather than multiple observations, before and after the intervention. This type of study is easy to undertake; however, the major flaw is that any effect cannot be ascribed to the intervention because there is potential for influence from extraneous factors and temporal trends. The addition of a nonintervention site to form a controlled prepost study improves the validity of this design (30). This control site may be selected randomly to produce an experimental design or for convenience (a less ideal, but often more feasible choice and a quasi-experimental design). A change in outcome(s) from preintervention to postintervention in the intervention site but not the control site provides evidence that the effect is due to the intervention. For example, the impact of the implementation of a hospital guideline for management of patients with community-acquired pneumonia was compared between an intervention hospital and four randomly selected control hospitals (14). Data on processes of care and outcomes for patients with community-acquired pneumonia were abstracted from medical records for 12 months prior to the guideline implementation and 19 months after its implementation. Data were obtained from control hospitals for the same time periods.
Table 2  Advantages and disadvantages of alternative research designs for complex interventions

<table>
<thead>
<tr>
<th>Study design</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Ability to answer key methodological questions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>■ Allows randomisation of groups or clusters, reducing selection bias</td>
<td>■ Analysis needs to adjust for correlations within clusters</td>
<td>Strong&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>■ Appropriate when intervention is targeted toward a group rather than to individuals</td>
<td>■ Generally requires larger numbers of individuals</td>
<td>Strong&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>■ Reduces risk of contamination</td>
<td>■ Difficulties arise in recruiting an adequate number of clusters and number of individuals per cluster</td>
<td>Strong&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>■ May be logistically more feasible to deliver intervention at group rather than individual level</td>
<td>■ Small number of clusters may result in either covariate imbalance between groups or underestimation of variance</td>
<td>Strong&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>■ Requires a control condition that may not be acceptable in some situations</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>■ Information is limited on the likely degree of correlation estimated by the intraclass correlation coefficient (ICC) or coefficient of variation for sample size estimation</td>
<td></td>
</tr>
<tr>
<td>Cluster randomized controlled trial (RCT)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stepped wedge design</td>
<td>■ Allows randomization of order of receipt of intervention, thus reducing selection bias</td>
<td>■ Requires that all clusters receive the intervention (sequentially)</td>
<td>Strong&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>■ All clusters receive the intervention</td>
<td>■ Generally requires more measurements and a longer evaluation period than a standard cluster RCT design</td>
<td>Moderate&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>■ Staggering of implementation can be more feasible/efficient than a standard cluster RCT design</td>
<td>■ Can be less powerful and require larger sample sizes than a cluster RCT design</td>
<td>Moderate&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>■ Data analysis may be more complex than for a cluster RCT</td>
<td></td>
</tr>
<tr>
<td>Interrupted time series (ITS)</td>
<td>■ Only requires a single group or cluster</td>
<td>■ Requires a large number of measurements and long data collection period</td>
<td>Moderate</td>
</tr>
<tr>
<td></td>
<td>■ No need to allocate clusters/sites to a control condition</td>
<td>■ Limited confidence that results are due to the intervention rather than to external factors</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>■ Can utilize routinely collected data such as hospital admissions data or crime statistics</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
Table 2 (Continued)

<table>
<thead>
<tr>
<th>Study design</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Ability to answer key methodological questions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Has change occurred?</td>
</tr>
<tr>
<td>Multiple baseline</td>
<td>■ Allows randomization of clusters to order of intervention, thus reducing selection bias</td>
<td>■ Requires multiple clusters and that all clusters receive the intervention (sequentially)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>■ Provides more confidence than an ITS design that change is due to the intervention</td>
<td>■ May require more measurements than ITS (for multiple sites) and a longer evaluation period than a cluster RCT design</td>
<td></td>
</tr>
<tr>
<td></td>
<td>■ All clusters receive intervention</td>
<td>■ Data analysis may be more complex than for a cluster RCT</td>
<td></td>
</tr>
<tr>
<td>Controlled prepost</td>
<td>■ Design and implementation are simplified</td>
<td>■ Confidence that results are due to the intervention rather than to temporal trends and/or external factors is limited</td>
<td></td>
</tr>
<tr>
<td></td>
<td>■ Control site can be selected randomly or for convenience</td>
<td>■ Generally small number of clusters so limited generalizability</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Statistical methods that allow adjustment for clustering and/or adjustment for small numbers of clusters are required.

\(^b\)May have less power than the RCT to detect a change.

\(^c\)Results may also be subject to temporal trends.

\(^d\)Addition of a nonintervention site to form a controlled prepost study improves validity.

Although none of the designs described above provides a simple and complete solution to the challenges of evaluating real-world public health interventions (see Table 2), it is clear that a range of options is available, along with an increasing sophistication in our understanding of these designs.

**SUMMARY AND CONCLUSIONS**

Public health interventions must be rigorously evaluated to answer the key questions of whether a positive change has occurred, whether any observed change occurred as a result of the intervention of interest, and whether the degree of change was significant. Many public health problems require complex interventions that acknowledge multiple influences on behavior. This complexity may necessitate intervening with whole systems rather than with individuals. A range of alternatives to the individual RCT can be used for evaluating such interventions, including the cluster RCT, stepped wedge, interrupted time series, multiple baseline, and controlled prepost designs. The choice of design needs to take into account factors such as the complexity of the intervention, the number of units or systems that can be recruited, the cost of evaluation, the costs and logistical implications of obtaining repeated measures, and ethical issues related to withholding the intervention from some groups.
SUMMARY POINTS

1. Public health interventions are often complex and multifaceted and target systems rather than individuals.

2. Evaluation of public health interventions is essential to ensure efficient use of scarce resources, maximize health benefits, minimize harms, and avoid exacerbation of health inequities.

3. The traditional gold standard approach to intervention evaluation, the individually randomized controlled trial, may be incompatible with the need to intervene with systems and target multiple factors that influence public health behavior.

4. Alternative research designs, such as the cluster RCT, stepped wedge, interrupted time series, multiple baseline, and controlled prepost designs, each offer advantages and complexities as compared with the RCT.

5. The key features, advantages, and complexities of these alternative designs should be taken into account when choosing a study design.
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