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hilosophet’s Guide to Probability

Alan Fliiok

AUTOBIOGRAPHICAL PRELUDE

B upan i time | wa: an undergraduate majoring in marhemaccs an:| statis-
lattended many lecrures on probability theory, and my lecturers tautht me
if fiice theotems invilving probability: *T of this equals P of that’, 2 so on,
e day | approached ane of them after a lecrure and asked him: W hat 18 this
= that you keep on wnong on the blackboard? What is prodabifin® He [ooked
i :J.'ikl:[ I:'ilh!‘l:,iﬂl:li I‘m‘d:l:ﬂtiun, and he told me to FLER LR thie Phji_n;n::.[:-h_._- |I:pq|'¢1

- And so I did. (Admirtedly, my route there was long and circuitous.) There 1
ound a number of philosophers asking the very same question: what i= proba-
liey? All these vears larer, it's soll one of the main questons chat [ am wertking
1 L still don'e feel that [ have s complerely sansfacrory answer, although | ike o
that I've made some progress on it. For starters, | know many things that
mobabiliry is #es; there are various highly influential analyses of it which cannot
fight — we will look at them shortly. As to promising directions reparding
ar peobability i, T will offer my best bets ar the end.

INTRODUCTION

Bishop Butler’s dictum that ‘probabiliey is the very guide of life" is as 1200 today
a5 it was when he wrote ivin 1736 (Butler, 19617, It is almeast plactudinous to
paine cut the importance of probability in sranstes, physies, biology, chemistry,
compurer science, medicing, law, mereorology, psveholopy, economice, and so
on. Probabilicy i= crucial to any diseipline thar deals with indeterministic
processes, any diseipline in which our ability 10 predicr outcomes is imperiect =
that is, any serious empirical diseipline, Probabilicy is also seemingly vbicuitous
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pursice the academy, Probabilistic judgements of the efficacy and side-effects of
a pharmacenrical drug determine whether or not it is approved for release o the
public. The fate of a defendant on trial for murder hinges on the jurors’ opinicns
abuout the probabilisdc weighe of evidence. Geologists calculate the probabilicy
that an carthquake of a certain mtensicy will hit a given city, and engineers
accordingly build skysceapers with specified probabilities of withstanding such
carthyuakes. Probability undergisds even measurement iself, since the errof
bourd - that secompany measurements are hased on prohability, We find proba-
bility «wlcrever we find uneertainty — tha is, almost evervwhere in our livess,

It i= surprising, then, that probability is 2 eomparative latecomer on e
intellconeal scene. To be sure, inchoare ideas about chance dare back to anog:
nity — Dipicurus, and later Lucretius, belie ved that atoms cccasionally
unders ent indererministic swerves, In the middle ages, Averroes had a nocon
of *evupotency” that might be reparded as a precursor to probahilistic notong,
But oo bability theoey was not conceived until the 17th century, when the
gtudy of pambling games motivared the first serious mathematical study of
chance by Pageal and Fermat, culminating in Pert-Ropal Lagic (Arnauld 2
Micole, 16627, Over the next theee cenruries, the theory was developed by su
authors 55 Huvgens, Bernoulli, Baves, Laplace, Condorcet, de Moivee, Ven
Johrson and Kevnes, Arguably, the crowning achievement was kolmaog
{1933 axiomatization, which put probability on a rgorous mathematic
fosting:.

Wlen 1 asked my professor “What is probabilicys’, there were tao aays
understand that question, and thus there are two lands of answer that could
giver: (part from hemused advice o seck attention froim a doctor, or at least
philos:prher). First, the question may be understood as: Mo shosld probabil
theor: Le farwatized? This is a mathemareal question, o which Kolmogo
axiomatization is the orthodox answer. I review his theory in the next see
and it was given ro me at great lengrh in my undergraduate seatistics cours
Secord, the question may be understoed as (and this is more what Tintende
Wiha: a seatensents of profabifity sesn? This is a philosophical question, and
the mathematical theary of probability certainly bears on it, the answer
angwi s must come from elsewhere = in my case, from the philosophy de
menl.

THE FORMAL THEORY OF PROBABILITY

Mot than seventy vears old, Kolmogorov's theory of probability is sall sta
the-srt for most mathemadcians and stagisticians. In it, probahilities
sumerical values that are assigned ro ‘evenes’, understood 1o be certain sews
possibilities belonging to some ‘universal set’ £ (the ser of all poss
autcmes), Probabibties conform to the following axioms. They are
negare:
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I A | ¥ = ), chen X and Y are said to be indgpendinz, Innuievely, the oceur-
rence of one of the evenrs is comipletely uninformative about the accurrence of
the ather, Thus successive tosses of 4 coln or successive spins of a roulete
whecl are typically regarded as independent, Two cautivns: first, the locution ‘A0
is independene of Y' is somewhart careless, encouraging one o forpee that
independence is a relation that events or sentences bear to a brobabils armmen,
Second, this technical sense of ‘independence’ should nos be identified unrefle
pvele wich cavsal independence, or any other pre-theoretical sense of the word,
even though such identifications are often made in practice,

Imidependence plays a central role in probability theory, Many of chose
thecrems thar my seatistics peofessors taught me hinge an it — for example
so=Called Slaws of large numbers”, which formalize what is popularly known _
the Taw of averages’, the statistical inevitabilicy with which certain proces
yield the leng run frequencies thar one would ‘expect”. Think of how a
coin i- very likely o land heads half the dme in the long run, assuming that d
tosscs are independent. If thev weren't = if, for example, the coin some
had & memaory of how it behaved previously, and aliered its behavioue accord
inglv ~ rhen all bets would be off as far as the laws of large numbers g
concerned, Don't laugh — many pamblers ace as if chance devices such as coi
da have memories. For example, after a run of heads, people often feel inclines
ta ket on tails, thinking that somehow ic is ‘due’. Assuming that the wosse
really e independent, this is an example of the so-called gowibiers fadlac.

The next section turns to the so-called faterpretation: of probabilicy, atte
to answet the central phiterapdica’ question: Whar sorts of things are probabi
tes” [he term ‘Interpreration’ 18 misleading here, Various quantities
inuitively have nothing to do with ‘probabilicy” obey kolmogorov’s axioms — fi
exarmnle length, volume and mass, scaled to assign a value of 1 to some chos
‘masimal’ abject - and are thus ‘interpretadons’ of 1, bur not in the intends
sens. Mevertheless, we will silence owr seruples and fullow chis common usag
in cur uick survey, (See Hijek, 2003, for a more detaled discussion.)

INTERPRETATIONS OF PROBABILITY

The weiriead interpreeation, histoncally the firse, can e found in the works g
Pascal, Huvgens, Bernoullh and Leibniz, and ic wa: famously presented
Laplice (1951}, Cardano, Galileo and Fermat also anticipated this interpretatio
suppose that our evidence does not discominace amaeng the members of s
set ol possibilides — either because chat evidenee provides equal support fa
each ol them, or because it has no bearing on them ar all. Then the probabiling
an event is simply the fraction of the mtal number of possibilides in which
gvert poours — this 15 sometimes called the priscive af odiferenss, This interpre
tioe: was inspired by, and typically applied to, games of chance that by dheir
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ign creare such circumstances = for example the classical probabilice of a fair

lie-Jandiing with an even number face up is 3,/6. Probability puzeles rpically take

s means of caleulating probabilities for granted.

- Unless more is said, however, this interpremation yields conrradictory resules:

hawe a one-in-a-million chance of winning the lottery; bur either v win or

i don's, s0 each of these possibilities has a probabiliy of 1,/2) We might lock

2 'privileged’ partiion of the possibilides (into murually exclusive and

subsets], but we will noc always find ane. And even if we do, nothing
& ruling out biases a pros.

1 - The fagicad imterpretation of probability, developed most extensvely by

Carnap (19501, sees probability 25 an extension of logic. Traditionally, 1oy ric aims

0 distinguish valid from invalid arguments by virme of the synmctic form of the

pemises and conclusion. For example, any argument that has the form-

'S

I pothen g

. Therefore, g

swalid in virtue of this form, An example of this form would be:
%

. Probability theory is fun,

I probabilicy theory is fun, then you should stady it
Therefore, you should study it

the distinction between valid and invalid arguments is not fine croogh:
oy invalid arguments are perfecdy good, in the sense that the promises
trongly support the conclusion. Carnap described this relation of “suppon’ o
firmarion’ as the logical probabilicy that an argument’s conelusion is true,
fven that i premises are teue. He had faith that logic, more broadly conceived,
pudd also give it a svoractc analvsis,
- His programme d:d not suceced. A eentral problem is thar changing the
age in which iterms of evidence and hypatheses are expressed will ropically
ge the confrmarion relations betaeen them. Moreover, Goodman (1983
howed that inductive logic must be sensitive to the meanings of words, as
entactically parallel inferences can differ wildly in their inductive strenyth, For
example:

- All ohserved snow 15 white.
Therefore, all snow is white,

s an inductively strong argument, its premise giving strong support to s conclu-
Hovarever:

e

——
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Al observed snow is abserved,
Therefore, all snow 18 ohsereed.

is inclus nively weak, its premise providing minimal support for its conclusion. Tt
15 quire unclear how a notion of legical probability can respect these intuitions.

Frogee vy interpreeations date back to Venn (1876), Gamblers, actuaries and
scientists have long understood thar relative frequencies bear an intimate
relatic:nzhip to probabilites. Frequency interpretations posit the most inomate
relatiomship af all: identity, Thus, the prabahilicy of 6" on a die thar lands °6°
three times cur of ten tosses is, according to the frequentizt, 310, In general:

the probability of an cutcome -1 in a reference class fis the proportion of
occurrences of A within &,

Freguentism is soll the dominant interpreeation among scientists who seek to
capture an objective noton of probability, heedless of anvone'’s beliefs. [t is also
the philosophical posidon that lies in the background of the classical
Fisher - Meyiman-Pearaon approach that is vsed in most satiseics textboolks.
Frequennsm does, however, face some major objections, For example, a coin
that is tossed exactly once vields a reladve frequency of heads of either Bor 1
whartever 1ts bias may be — an instance of the infamous ‘problem of the si
cage’, A coin that is tossed owice can only vield relagive frequencies of 0, 1/2,
1. And i general, a finite number « of tosses can only vield relaove frequencies
that are multiples of 1w, Yet it seems thar probabilioes can often fall betwe
these values, Quantum mechanics, for example, posits ivrational-valued prab
bilitics such as 17 V2,

Sorne frequentdats (notably Reichenbach, 1949, and von Mises, 195
addres« this problem by conzidenng infinite reference classes of hypothet
oecurrences. Probabilities are then defined as limiting relative frequencies
suitalle infinite sequences of trials. If there are in fact only a finite number
trials o0 the relevant type, then this requires the acnual segquence to be extend
o a hypothetical or *viroeal” sequence. This creates new difficulties. For instan
there 1 apparently no face of the matrer of how the coin in my pocker
have landed if it had been rossed indefinitely — it coads vield any hypoth
limiting relanve frequency thar you like,

Mluoreower, a well-known problem for any version of frequentism is the
eree oeer preddem: relative frequencies must be reladvized to a reference cla
Supprose that you are interested in the probabilive thar Collingaood will win i
next match. Which reference class should you consult? The class of all ma
in Caolingraond s history? Presumably noe, The class of all recent Collingan
marches? That's also unsatisfacrory: it is somewhat arhiteary what counts
‘recent’, and some recent matches are more informative than others regazdi
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ingwond's prospects, The only march thar resembles Collingrorocd s next
eh in every eespect is that match itself. Bur then we are saddled again wich the
blem of the zingle case, and we have no guidance to s probahiliey in

© Propensfy interpretations, like frequency interpretations, regard prolsatolice as
Lobjective feature of the world, Probability is thoughe of as a physical ropen-
i, 01 disposition, or rendency of a system to produce gven ourcomes. This
y, which criginate:d with Popper {1959), was motivated by the desire 1 make
e of single-case probability ateributions on which frequentism apoarencly
sunderec, particularly those found in guanism mechanics, Propensiry i sofies
ll into two broad caegories, According to ssglerer propensity theardes,
Mpeniines measure a system's tendencies @ produce given outcomes, acend-
g [0 fong-rws propensity cheorles, propensites are rendencies o produce
E-run outcome fregucncies over repeared trials (see Gillies, 2000, for o cseful

i E“Si.ng]c-ca;e propensity anteibutions face the charge of being wnicsrahle,
Ly prapensity artributions may be considered to be verified if the long-
1 statistics agree sufficientdy well with thase expected, and falsificd o orwise;
rer, then the view risks collapsing inco frequentdsm, with its areadane
ablems. A prevalent abjection to any propensity interpreration is 1hac it is
mformative to be told chae peobabilides are ‘propensities’, For example, whal
actly is the property in virtue of which this coin has a ‘propengity’ of 142 of
idling heacls (when suitably tossed)? Indee:l, some authars regard 16 2= s
us whether propensities even obey the axioms of probability in the Fra place.
| Swlectivis! interprecations — sometimes called ‘Bayesian®, due ro their often
ng associated with Bayes's theorem — were pioneered by Ramsey (1%937] and
Fineet (1937). They sce probabilities as darer of bl or sredemses of 2 propri-
e agents. These agene: cannot really be aciual people, since, as psychologises
repeatedly shown, people typically viclate probability theory in various
¥5, often specracularly so {although sometimes they may fruitfully be
ndelled as obeying in). [nstead, we imagine the apents o be ideally ratiznal,
* But whar are credences? Die Finerti identfies an agent’s subjectve probahili-
g5 with his o her berting behaviour, For example:
Ly

1:.:»!uu.r probability for the coin landing heads i8 1/2 i end ondy o vooa are
" prepared o buy or sell far 30 cents a dicket thar pays $1 if the coin lands
~ heads, nothing otherwise,

$

ot vour other degrees of belief are analy=ed similarly,

\ This analysis has et with many objections, Taken lieerally, it assurmcs chae
pions would not exist withour My, and moreover thar YA ITIL walue
linearly; bue if it is just a metaphor, then we are owed an account «f the
truth. Even if we allow other prizes that you value lineasly, prohlems
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remain: sinee your behaviour in general, and your betong behaviour in parti
are the result of your heliefs and desives working in tandem, any such
fails to: resolve these respectve components. You may wish to misrepresent
true cpinion; of vou may particularly enjov or abhor gambling; or, like a Ze
master, vou may lack a desire for worldly goods altogether. 1n each case, w
hetting: [ haviour 1s a highly misleading gaide to your oue probabilides.

A more suphisticated approach, championed by Ramsey, secks to fix agent
utilitic= ‘numbers that measare how desirable things are according to the agen
and prolabilides simulaneously by appeal to their preferences. Suppose that je
have 1 reference ranking of vanous possible staves of atfairs and gamk
amony, them, meetng certain conditions required by raoonality (for example,
vou preier A wo B and 8o €, then you prefer .4 to € . Then we can prove
‘reprroseniation’ theorem: these preferences can be represented as resulting fron
an underlving probability disteibution and wtiliey functen. This appecach avol
some f the objecoons to the berting integpretation, bur not all of d
Maotahly, the essential appeal to gambles again raises the concern that the
quantitics are being measured. And notice thar the representanon theorem de
ot show that rational agenss’ apinions s be represented as probabilities;
mere v -hows thar they en be, leaving open that they can also be represented
affer, sule=rantively different ways.

Raddical subjectivists sueh as de Pinett recognize no constraints on inital, @
‘prin:’, subjective probabilides heyond their conformity o Kalmogasa
axiors, Bur they opically advacare a learning rule for updating probabilities
the Lzl of new evidence. Supposc that you initally have a probabiliny funct
B ANl that you become certain of an event = fand of nothing morne),
shou'! be vour new probabilicy function P ? The favoured updacing sul
amorny: Bavestans is condidonalization; P is eelated o /- as follows:

{Conditionalization) P_AX) = P @ X| B, provided P (B} = 0.
Racical subjecovism has been charged with being too permussive, [t apparently
licenscs credences that we would ordinarily regard as erazy, For example, you cin
assigm without its censure a probability of 0.999 o your navel ruling the universs
= pBCY ided thar et remain cohercint |_a!.1'|.l'_‘] Il]:lda.tl.' ]:I}' cnr-.ditinﬁa]i:r.minnj. HRadical
subjectivism also seems to allow inferences that are normally considered falla-
gious, such as the gamblers fallacy (believing, for instance, that afrer 8
surprisngly long run of heads, a fair coin is more likely to land ails). Radonaliog
the olicction goes, Is not so ecumenical.

A weandard defence (see, for cxample, Savage, 1954; Howson and Urbach,
1993 appeals to famous ‘convergence-to-truth’ and *merges-of-opinion’ results,
Roug |y, these say that in the long run, the effect of choosing ane prios proba-
hility function rather than another is washed out: sucecssive conditionalizations
on the evidence will, with probability one, make a gven agent eventually
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1ge on the truth, and thus initially disceepane agents eventually come 1o
eement. Unformunancly, these thearems tell us nothing about how quickly the
fgence occurs. In particular, they do not explain the unanimicy ther we in
often reach, and often rather rapidly. We will apparently reach the truth ‘in
g tun’; but, as kevnes quipped, 'in the long run, we shall all be deal”,

SOME RECENT DEVELOPMENTS

Hponse, certan subjectivists nowadays are more demanding, adding further
itraines to their subjectvism, For example, we might evaluate croedences
ding to how closely they macch the corresponding relative froque neies:
t well ‘calibrated’ chey are. Various subjectivists believe thar rational
edences are guided by abjective chances (perhaps thought of as propon-ities),
if & rational agent knows the objective chance of a given outcornc, her
of belief will I:¢ the same. There has been important research <n the
stegation of opinions and preferences of muitiple agents. This probiem is
nown 1o aficionados of the risk-assessment lirerature, which has vor @0 be
ined by philosophers (=ee Kaplan, 1992,
~ Recent times have also seen attempts wo rehabilitate the classical and ogical
pretadons, and in partcular the principle of indifference. Some “shjcetve’
s appeal to intormation cheary, arguing that prior probabilices s hould
dmize ‘encropy” — a measure of the ‘flatness’ of a probability distrib.rion —
jeet to the constraints of a given problem, 1f there are only a finite number of
sible outcomes, the methed of maximizing entropy reduces to the principle
idifference (as then the flatrese possible distribudon simply gives egual
bility to each autcome); but the method s more general, handling infinice
s e well,
W Probability cheory has also been influcnced by advances in theorics of
dlomness and complexity theory {see Fine, 1973; Li and Vitanyi, 1947) and
igoaches to the ‘curve-ficting’ problem - familiar in the computer - cience,
eial intellipence and philosophy of science liceratare — thar atterpe to
ke the simplicicy of theoties, Influential here have been the ‘Akaike infor-
. criterion” (see Forster and Saber, 1994), ‘minimum deseription length
{see Rissanen, 19U8], “minimum message length cheory' (sec Wallice and
x, 1999 and the ‘Bayesian informanon criterion’ {see Kieseppi, 2001,
While Kolmogoroys theory remains the orthodoxy, a host of alicinative
ied of probability have been developed {see Fine, 1973; Mickenheim et al,
). For instance, there has been increased interesr in non-additive 1 cories,
thete has been lively debate regarding the generalization of additiviy to
& cases. Some authars have proposed theories of primitive cordirional
slity functions, :n which conditional prababilite replaces uncondizional
hiliry as the fundimental concepe (see Hijek, 2003h),
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Ancl recendy a cottage industry has sprung up, responding to the so-
‘Bleering Beauty problem’ {Elga, 2004}, This involves a scenario in whig
s o is put to sleep, and then woken up either once or rwice depending
the ourcome of a fair coin toss (heads: once; tails: twice). But if zhe iz tok
woker up owice, her memory of the first awakening is erasec. What probabil
should she pive to heads ar the first awakening? ‘Halfers” say 1/2, “chirders's
143, ard there are many clever arguments on each side. The paradox
peom;ed much discussion of so-called sefdocating bedigiz — beliefs about who
15, whors one s, of what dime it s,

SoME FUTURE AVENUES OF RESEARCH

What will Furure research in the philosophical foundations of prohability log
like? “With appropriate degrees of uncertainty, here are scime of my best bems,

| shick that there is still much research 1o be done within a broadly Bavesi
framiwork. [ have already mentoned the recent rehabilitation of logical prab
bility, and in pardeular the principle of indifference (tor more, see Bartha a
Johes, 2001; Festa, 1993; Maber, 2000 and 20013, As probability spaces are of
infin:re, this will surely resonate with developments in the theory of inf
mals. 7or example within the system of ‘surreal numbers’ (Conway, 1576
Conlirmation theory more generally is being systematically explored and d
oped by authors such as Firelson (2007).

Prizbability theary rraditionally presupposes classical set theory/elassie
logic. 1here is more work ta be dene on ‘nen-elassical’ probabality theory (ss
Wearherson, 2003, for promising directions). Bayesians may want to enfich
theaty of induction to encompass logical /marhematical learning in sesponse
the so-called “problem of old evidence” (see Zynda, 1993, for a good discussion
and 1o allow for the formulation of new concepts and thearies. Fertile conne
don: hetween probability and logic have been explored under the rubric ol
‘prolabilistic semantics’ or *probability logic’ (see Hailperin, 1996; Adam
1995;. Roeper and Leblanc {1999 develop such probabilistic semantics
primm v eonditional probabilioy funcoons, More generally, T envisage increase
artertion to the theory of such functions (see, foe instance, Fesea, 1993, for
trearmient of Bavesian confirmation theory that rakes such functions as prmis
tive, 2o Hijek, 2003b, for general arguments in favour of such funcrions),
expect the '|'|1|.:;]'||_3|- :cq_lphijljl;.uh:-:{ FECent iﬂ'.-'ﬁl'.i.g:lLi.ﬂd‘.l.E- of anomalies in the mathe
matic 1| foundations of conditional probabilicy to continue (see, for examp
Seidenteld et al, 20015,

I"urther criteria of adequacy for subjectve probabilites will be developed
in parucular, candidates for playing a role for subjective probability analogous o
the rile that truth plavs for beliel. (hjecdve chance seems to be a prime such
canliciare, and 1 foresee further study of it. One avenue | find especially prom
ing findls itz nspiration in work by Poinearé and has been pursued by a numk
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tesearchers at or associated wich Sranford University: Suppes, Engel, Keller
i Diaconis (see Strevens, 2003), Very roughly, there are certain symmciries in
way macroscopic varables of varous systems evolve, These svnmetries
a snsecal fobostness thar allows onc to abstract away from the deails of
microscopic variables underlying the systems. Thus one can confidently
iedict that there will be seable statistics over roulecte wheel o ImEs,
- £ croupiers happen 1o be spinning them, stable seatistics over povpula-
gns of various ecosystems, whatever rhe behaviour of the constitsent
rranisms, and so on. In related work, 2 oumber of auchars are ._-x'_'uln::uﬂng
ther ohjective chance is comparible with underlying determinism (see, for
mample, Schaffer, 2007,

‘ | expect that non-Bayesian research programmes will also flouri:h, Nan-

ditive probabilities are gettng imperus feom considerations of “ambiguity
ssion’ {Ghirardate, 20013, Formal learning theoey {see Kelly, 2005; is also
zining support, and, more broadly, philosophers will find much inte: cating
on induction an: peobabilisde learning in the compurer scierce an: ardf-
intelligence literarure. And there s a need for mare ceoss-fenilization
jeen Bayesianism and elassical stadstics (see, for example, Schervish et al,
2, for an important recent example of such work), Moreover, in light of
otk in the cconomics liveramure on “bounded oonaliee’, the study of Jegrees
'mh-.-n.-m:: is likely to bear fruie, | foresee related attempts 1o "hunanize’
pesianism ~ for example, the further study of imprecise probakiliny and
aprecise decision theory, in which eredences need not be precise nurm b s (see
s sipta.ong. And classical scatistics, for its part, with its tacit ceacle-offs
etween errors and benefits of different kinds, needs o be properly inrevrated
0§ h“:]'.l:IE.l thes iy af decision. Me |n'.1"h:|_i: thie debane amang | vaitleao-
shers over the relative merits of ‘evidendal” and 'causal’ decision cheory will
mibtless continue (scc loyee, 1999,
* Probability and decision cheory, in ten, will profit from insights in the causal
padelling literarure. For example, the so-called ‘reference class probler arises
ECALSE A piven event-token can typically be placed under indefinitel, many
ni-types (recall the many different classes in which we ecould place
llingrwood’s nexe march). Bur progress can be made when the relevant aomes
e idennfied, and here one can appeal o techniques developed by Spires et al
20, Pearl (20000 and Woodward (2003, These techniques ate making quite a
olash in bialogy and rhe social sciences, and they will be finessed furtheras a
sule. More generally, 1o chis brave new world of interdisciplinarity and rapid
smmusication, inferendal methods honed within ane field are incr: asingly
gely to be embraced by practiioners of another. This is only fittinge in the
ontext of this symposiom, whose approach to uncertainey has been 'eaening
tam diverse disciplinary and practice approaches”.
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