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Abstract

The Gravity Recovery and Climate Experiment (GRACE) mission measured the combined

effect of the Earth’s static and time-variable gravity fields globally and near-continuously

over 15 years at unprecedented accuracy. Launched in 2002, the GRACE mission used

a unique low-Earth orbit satellite-to-satellite tracking mission design. The time-variable

gravity field is influenced by the movement of masses within the hydrosphere and the solid

Earth. By directly monitoring mass balance changes due to flood, drought, groundwater

extraction, ocean circulation, ocean mass increase and ice mass loss, results from the

GRACE mission have increased understanding of the impacts of human activity, natural

variation and climate change.

The accuracy of GRACE estimates of the time-variable gravity field and the associ-

ated mass anomaly time series is affected by several factors. These include orbital char-

acteristics, quality of the observations and background forcing models and the processing

strategies used for precise orbit determination and temporal gravity field estimation. This

study aims to improve GRACE-based estimates of the time-variable gravity field to analyse

mass anomalies by mitigating measurement errors and optimising the choices of processing

strategies.

The precise calculation of GRACE satellite orbits is reliant on knowledge of accurate

non-gravitational forces acting on the spacecraft. Optimal performance of the accelerom-

eters requires a highly stable thermally controlled environment which was not maintained

throughout the mission. In this study, I developed pre-processing and calibration strate-

gies to account for thermally-induced errors in the non-gravitational acceleration measure-

ments. Accurate time-variable gravity models could then be estimated from GRACE data

even in the presence of thermally-induced error.

Some mathematical form, or basis function, must be assumed to parameterise the

temporal gravity field on the surface of Earth. The choice of the inter-satellite observation

and basis functions can also improve the recovery of the gravity field by better localising

the mass variations. This study demonstrates how mass concentration (mascon) tiles can

reduce signal leakage and intra-mascon variability (the variations of mass change signals

within a mascon). I identified the optimal mascon parameterisation through simulation,
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subsequently used to generate the ANU GRACE mass anomaly time series. Improved

localisation of the mass variation signals was achieved using the range acceleration as

the inter-satellite observation rather than the conventional approach of using range rate

observations.

The GRACE processing strategies chosen to optimise the accuracy of the temporal

gravity solutions tend to be used – without change – across the mission’s duration. How-

ever, as the geometry of the orbits of the twin spacecraft vary throughout the mission, the

ability of the observations to recover high-frequency spatial signals also varies. Through

simulation, I assessed the impact of the changing orbital elements on the spatial resolution

of the GRACE mascon solutions as a function of altitude and ground track density. With

appropriate regularisation, mascons as small as ∼150 × 150 km yield the most accurate

solutions even during periods of orbit resonance. Under realistic simulation conditions, the

temporal gravity field solutions are significantly improved with decreased orbit altitude.

Many components of my work have been implemented into the ANU GRACE software,

including pre-processing and calibration strategies that account for thermally-induced er-

rors in the accelerometer measurements, filtering to mitigate high-frequency inter-satellite

range acceleration noise, protocols to create mascon grids and the iteration procedure

used to generate the ANU GRACE mass anomaly estimates. The results show substantial

seasonal variations, ice sheet mass loss and global mean sea level increase consistent with

previous studies.
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Chapter 1

Introduction

Short-term changes in the strength of Earth’s gravity field are caused mainly by changes

in the distribution of water, snow and ice across the Earth. The time-variable gravity

field is influenced by the movement of masses within the Earth’s hydrosphere, including

the atmosphere, cryosphere, oceans, surface and subsurface land hydrology (i.e. lakes and

rivers, soil moisture, groundwater), and within the solid Earth due to seismic deformation

and glacial isostatic adjustment (GIA). Satellite gravity missions remotely sense the com-

bined effects of Earth’s static and time-variable gravity field. Results from these missions

have led to an increased understanding of the impacts of human activity, natural climate

variation and climate change on the Earth’s hydrosphere (e.g. Rodell et al., 2018; Tapley

et al., 2019).

Launched in March 2002, the Gravity Recovery and Climate Experiment (GRACE)

mission measured the effect of the Earth’s time-variable gravity field globally and near-

continuously, over 15 years (Tapley et al., 2004). The GRACE mission achieved this at

an unprecedented accuracy using a unique low-Earth orbit satellite-to-satellite tracking

mission design (Figure 1.1). The twin satellites were each equipped with a K/Ka-Band

Ranging (KBR) system that detected changes in the relative distance between the satel-

lites with sub-micrometre precision, providing the fundamental measurement to produce

high fidelity temporal gravity field models. The scientific payload of each of the GRACE

satellites included GPS receivers and a dual star camera assembly for attitude and orbital

control, and a three-axis electrostatic accelerometer. Along with the KBR, these instru-

ments provided the measurements necessary for precise orbit and gravity field estimation.

The GRACE mission ended in October 2017 after years of reduced operation to extend

the mission’s longevity despite power constraints. Having been recognised as a scientific

priority (NASEM, 2018), the monitoring of Earth’s mass variations was continued with the

launch of the GRACE Follow-On (GRACE-FO) mission in May 2018 (Tapley et al., 2019).

The GRACE-FO satellites were modelled on their predecessor, but with the addition of a

1



2 Introduction

Figure 1.1: Artists impression of the mission concept of the Gravity Recovery and Climate

Experiment (GRACE) (source: NASA, JPL)

Laser-Ranging Interferometer (LRI) which measures with significantly improved precision

the inter-satellite range using a laser link in parallel with the microwave instrument (Sheard

et al., 2012; Abich et al., 2019).

GRACE and GRACE-FO models of the time-varying gravity field are typically pro-

duced with monthly temporal resolution and ∼300 km spatial resolution (Tapley et al.,

2004, 2019). However, the accuracy of individual GRACE and GRACE-FO solutions of

the time-variable gravity field and the associated time-series of mass variations are affected

by several factors. These include the altitude of the satellites and their ground track pat-

tern; the precision and accuracy of the observations, being the fundamental measurement

of the inter-satellite distance but also the quality of the non-gravitational acceleration

observations and performance of the attitude and orbital control system on-board each

satellite; the quality of the background forcing models which necessitate the identification

of orbit perturbations induced by the static gravity field, solid Earth anomalies, ocean

tides, atmosphere and planetary bodies; and the processing strategy used for GRACE and

GRACE-FO analysis for precise orbit determination and temporal gravity field estimation.

The precise calculation of GRACE and GRACE-FO satellite orbits is reliant on knowl-

edge of accurate non-gravitational accelerations acting on the spacecraft. Optimal perfor-

mance of the accelerometers requires a highly stable and thermally controlled environment
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for the instruments on-board the satellites (Touboul et al., 1999). Thermal control was not

maintained in the latter part of the GRACE mission due to power constraints, degrading

the quality of accelerometer observations (Tapley et al., 2015). These thermal effects must

be accounted for in a pre-processing step and/or calibrated during orbit and gravity field

estimation (e.g. Klinger and Mayer-Gürr, 2016). Without adequate mitigation of thermal

noise in the accelerometer observations, the calculated satellite orbits contain errors that

may propagate into the temporal gravity field estimates.

Some mathematical form, or basis function, must be assumed to parameterise the

temporal gravity field on the surface of Earth. Traditionally, the temporal gravity field has

been represented using spherical harmonics (e.g. Lemoine et al., 2007; Save et al., 2012).

These solutions contain significant north-south striped errors that must be mitigated using

filtering (e.g. Swenson and Wahr, 2006; Kusche, 2007). However, filtering increases signal

leakage and attenuation, which has led to the development of various signal restoration and

scaling techniques (Chen et al., 2009a; Landerer and Swenson, 2012). More recent analysis

approaches have represented the temporal gravity field using different basis functions by

dividing the surface of the Earth into regular regions (e.g. Rowlands et al., 2005; Watkins

et al., 2015). These basis functions are called mass concentration elements (mascons). The

estimated mass change is the change in the height of water across the mascon required to

cause the observed orbit perturbation.

The use of mascons in temporal gravity field estimation from GRACE observations has

demonstrably improved signal recovery and reduced north-south striping errors compared

to spherical harmonic solutions (e.g. Rowlands et al., 2010; Save et al., 2016). Mascons

can better localise the spatial fluctuations in the temporal gravity field. However, leak-

age of signal across hydrological boundaries and coastlines, referred to as “intra-mascon

leakage”, remains problematic (Loomis et al., 2021). In addition, regularisation is utilised

to improve the misappropriation of signals and reduce estimation errors by constraining

the mascon parameter adjustments (e.g. Save et al., 2016; Loomis et al., 2019a). Inap-

propriate regularisation constraints result in signal attenuation or increased noise in the

mascon estimates; thus, developing a regularisation strategy that manages these trade-offs

presents a significant challenge.

The GRACE and GRACE-FO inter-satellite ranging measurements contain informa-

tion on the subtle variations in Earth’s gravity field caused by the redistribution of mass

on Earth. Traditionally, temporal gravity field models from GRACE and GRACE-FO
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measurements use range rate as the inter-satellite observation (e.g. Tapley et al., 2004;

Bruinsma et al., 2010; Watkins et al., 2015; Loomis et al., 2019a). Numerical differen-

tiation of the range rate creates the range acceleration inter-satellite observation, which

amplifies the short-wavelength signals. Consequently, compared to range rate, the range

acceleration contains amplified high-frequency noise and decreased power in the long-

wavelength signals, which may degrade the quality of the temporal gravity field estimates.

A potential advantage of using the range acceleration as the inter-satellite observation is

the improved localisation of the mass variation signal compared to the range rate (Save

et al., 2012). Thus, the choice of the inter-satellite observation, the temporal gravity field

parameterisation and regularisation can improve the recovery of the gravity field.

Both GRACE and GRACE-FO missions were launched to an altitude of ∼490 km. As

the geometry of the orbits of the GRACE twin spacecraft varied throughout the mission,

so too did the ability of the observations to recover high-frequency spatial signals. The

GRACE satellites descended to an altitude of ∼320 km by the end of the mission. Because

gravitational signal fluctuations attenuate with distance from the source, the potential

spatial resolution of the GRACE data should increase as the altitude of the satellites

decreases. However, instrument noise due to internal thermal variations was also highest

towards the end of the GRACE mission. As the satellites descended, they passed through

periods of orbit resonance (Wagner et al., 2006; Visser et al., 2012; Klokočńık et al.,

2015). During orbit resonance, the satellites repeatedly observed the same strips of Earth’s

gravity field, reducing the spatial resolution of the temporal gravity field model that can

be accurately estimated (Wagner et al., 2006). Consequently, the spatial resolution that

can be achieved month-to-month using GRACE data is impacted by satellite altitude,

instrument noise and orbit resonance.

Estimates of the Earth’s temporal gravity field computed from GRACE and GRACE-

FO measurements have provided the observations necessary to make significant scientific

advances in our understanding of many aspects of Earth’s dynamic systems. In particular,

GRACE and GRACE-FO observations have tracked changes in ice sheets and glaciers (e.g.

Velicogna and Wahr, 2006; Tapley et al., 2019), terrestrial water storage (TWS) (e.g. Chen

et al., 2010a; Rodell et al., 2018), sea level and ocean dynamics (e.g. Landerer et al., 2015;

Chambers et al., 2017), GIA (e.g. Riva et al., 2009; Tregoning et al., 2009a) and large-scale

earthquake deformation near-continuously since 2002 at a global scale (e.g. Han et al., 2006;

Panet et al., 2018). In the following sections, I provide an overview of some of the most
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significant contributions of GRACE and GRACE-FO observations to the advancements

of each of these scientific fields.

1.1 Monitoring Earth’s water using GRACE and GRACE-

FO data

1.1.1 Ice sheets and glaciers

Modern-day ocean and atmospheric warming driven by anthropogenic climate change has

led to a sharp decrease in the size and extent of Earth’s ice sheets and glaciers globally

(Tapley et al., 2019). The resultant increase in meltwater and ice discharge from conti-

nental ice masses is one of the primary drivers of recent global mean sea level rise (Tapley

et al., 2019). The GRACE mission achieved the first direct ice sheet and glacier mass

balance measurements. Before GRACE, ice sheet and glacier variability measurements

were limited to observations of ice height from radar (ERS-1/2, Envisat and CryoSat) and

laser (ICESat 1/2) satellite altimetry. Estimates of meltwater and ice discharge contribu-

tions to global mean sea level from altimetry require assumptions about GIA and variable

surface layer densities (i.e. snow, firn compaction). Alternatively, the components of ice

sheet mass change (i.e. ice discharge, snow accumulation and surface ablation) can be

computed using the input-output method, which utilises information from interferometric

synthetic aperture radar (InSAR) and regional atmospheric climate models (e.g. Rignot

et al., 2008, 2011, 2019). Recent studies have used a combination of these three indepen-

dent techniques to produce an ensemble estimate of ice sheet and glacier mass balance

(e.g. Shepherd et al., 2012, 2018b, 2020).

GRACE and GRACE-FO observations of the Earth’s temporal gravity field have led

to significant advancements in understanding modern ice sheet and glacier mass balance.

One of the advantages of satellite gravimetry for deriving ice sheet and glacier mass change

estimates is that, unlike other methods, the mass estimates are not reliant on the accuracy

of regional atmospheric climate models (e.g. Fettweis et al., 2013; Van Wessem et al.,

2014). Uncertainties are introduced into GRACE/GRACE-FO-derived estimates when

accounting for poorly constrained GIA-induced mass change, which is the primary reason

for large errors, particularly in Antarctica (Velicogna and Wahr, 2006; Argus et al., 2014b).

The reliability of ice sheet and glacier mass balance estimates continues to increase with

more accurate GIA and climate models, improved data processing and analysis techniques,
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including by the combined analysis of various mass balance estimates (Shepherd et al.,

2018b; Tapley et al., 2019).

1.1.1.1 Antarctic Ice Sheet

The Antarctic Ice Sheet (AIS) is the largest reservoir of fresh water on Earth. Within the

first three years of the GRACE mission, significant mass loss trends were detected in West

Antarctica in the Amundsen Sea Sector, which contains the Pine Island and Thwaites

glaciers (Velicogna and Wahr, 2006; Chen et al., 2006) (Figure 1.2). West Antarctic

mass loss trends dominated AIS mass balance throughout the entire GRACE/GRACE-

FO record, becoming more robust with time and with improved processing and analysis

techniques (Tapley et al., 2019). The mass imbalance in West Antarctica is driven by a

decrease in the thickness and extent of ice shelves caused by rising sea surface temperatures

in the Amundsen Sea, triggering increased land ice velocity discharge and retreat of marine

grounding lines (Shepherd et al., 2018a). Inter-annual mass accumulation fluctuations in

West Antarctica over the GRACE period have been shown to correlate well with El Niño

Southern Oscillation (ENSO) related precipitation anomalies (Sasgen et al., 2010). Over

the GRACE period (April 2002 to June 2017) Tapley et al. (2019) estimated that the

West AIS experienced a mass change of -120 ± 14 Gt/yr with an acceleration of -7 ± 2

Gt/yr2. During this period, West Antarctic mass loss accounted for almost 90% of the

-136 ± 41 Gt/yr total AIS mass loss (Tapley et al., 2019).

Other significant mass loss trends from GRACE and GRACE-FO appear along the

Antarctic Peninsula and in the Totten glacier in the Wilkes land sector of East Antarctica

(e.g. Ivins et al., 2011; Shepherd et al., 2018b; Velicogna et al., 2020) (Figure 1.2). The

Antarctic Peninsula region experienced persistent mass loss throughout the GRACE period

until 2016 when anomalously large snowfall caused an increase in mass of 100 Gt, followed

by a resumption to mass loss during 2017 which continued into the GRACE-FO period

(Van Wessem et al., 2016; Velicogna et al., 2020). In Wilkes Land, GRACE and GRACE-

FO observations have recorded a significant mass loss trend from 2010 due to the retreat of

the Totten and other nearby glaciers. Observations from GRACE and GRACE-FO mass

balance of the wider East AIS suggest that mass gains have offset the mass loss associated

with the Totten glacier due to the accumulation of snow in Queen Maud Land (Velicogna

et al., 2020) (Figure 1.2). However, estimates of mass balance change in East Antarctica

are of relatively low confidence compared to the rest of Antarctica due to inaccuracies in
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Figure 1.2: Model of Antarctic Ice Sheet (AIS) mass change. (left) Time series of anomalous

West AIS (blue), East AIS (red) Antarctic Peninsula (yellow) and total AIS (grey) mass from

GRACE and GRACE-FO mascon solutions (Loomis et al., 2019a) and (right) GRACE mascon

trend solution (Loomis et al., 2021). Queen Maud Land (QML); Wilkes Land (WL).

the GIA models (Shepherd et al., 2018b).

A discernible trend of mass accumulation appeared in Queen Maud Land between 2009

and 2010 in the GRACE time series (Boening et al., 2012a; Velicogna et al., 2020) (Figure

1.2). From 2009 to 2020, Queen Maud Land has seen a cumulative mass increase of ∼89

Gt/yr (Velicogna et al., 2020), this trend was initiated by a large snowfall event of 300

Gt in 2009 and again in 2011 (Boening et al., 2012a). Evidence from ice core data and

global atmospheric models indicated that snowfall has increased in Queen Maud Land by

25% since 1980 compared to the pre-industrial mean (Medley et al., 2018), which has been

linked to the last decade of significant mass accumulation (Velicogna et al., 2020). The

GRACE record of mass change in Queen Maud Land prior to 2009 has a mean mass change

statistically indistinguishable from zero, despite significantly increased snowfall occurring

since 1980 (Velicogna et al., 2020). The upward trending snowfall in East Antarctica is

predicted to continue and has been linked to rapid atmospheric warming (Medley et al.,

2018). A deceleration of Antarctic mass loss occurred after 2016 due to increased snowfall

in parts of East Antarctica and the Antarctic Peninsula, which partly compensated for

the continued rapid mass loss in West Antarctica (Velicogna et al., 2020).

Accelerated mass loss in Antarctica was seen in the GRACE-FO data analysis, follow-

ing the decelerated mass loss towards the end of the GRACE period (Velicogna et al., 2020)

(Figure 1.2). GRACE-FO Antarctic mass balance observations were found to be consis-

tent with external mass change estimates, providing high confidence that the GRACE and

GRACE-FO time series are consistent, despite the almost year-long data gap (Velicogna

et al., 2020; Landerer et al., 2020; Sasgen et al., 2020). Although mass accumulation
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in Queen Maud Land is substantial, the GRACE and GRACE-FO records of integrated

Antarctic mass balance are dominated by rapid mass loss.

1.1.1.2 Greenland Ice Sheet

The second largest freshwater reservoir on Earth, the Greenland Ice Sheet (GIS), is highly

dynamic due to its seasonal cycles of mass loss (meltwater runoff and ice discharge) and ac-

cumulation (Figure 1.3). However, thinning along the periphery of the Greenland ice sheet

has been observed for many decades (Kjeldsen et al., 2015) (Figure 1.3). Before GRACE,

Greenland mass balance could be estimated indirectly using a variety of measurements

and models by converting changes in airborne radar and satellite laser altimeter-measured

surface elevations into mass change rates (e.g. Krabill et al., 2004; Thomas et al., 2006;

Kjeldsen et al., 2015). A clear mass loss trend was observed early in the GRACE mis-

sion (Figure 1.3). Less than two years of monthly GRACE spherical harmonic solutions

revealed that the GIS was losing mass at a rate of -82 ± 28 Gt/yr (Velicogna and Wahr,

2005), consistent with estimates from alternate methods (e.g. Krabill et al., 2004).

During the GRACE record (April 2002 to June 2017), the GIS has lost mass at a

rate of -258 ± 26 Gt/yr and contributed ∼1 cm to global mean sea-level rise, more than

twice that of the AIS (Tapley et al., 2019) (Figure 1.3). GIS mass loss is concentrated

along the Southeast and West coasts, with the highest magnitude of mass loss centred

on the Jacobshavn Glacier in the Southwest (Luthcke et al., 2006b; Tapley et al., 2019).

Accumulation of mass in the centre of the ice sheet has been observed over the GRACE

record, which has been attributed to the millennial-scale deceleration of ice flow at the

interior of the ice sheet (MacGregor et al., 2016) (Figure 1.3).

Accelerated Greenland mass loss between 2003 to 2012 was seen in GRACE analysis,

while the remainder of the GRACE period was characterised by decelerated mass loss

(Sasgen et al., 2020). Alternative methods (i.e. altimetry and input-output) estimated

that the mass loss trend was significantly reduced relative to the GRACE-derived rate

during the gap between GRACE and GRACE-FO missions, with a return to high melt

rates recorded by GRACE-FO from mid-2019 (Velicogna et al., 2020; Landerer et al., 2020;

Sasgen et al., 2020). Using a combination of mass balance estimates derived from GRACE

and GRACE-FO, satellite altimetry and the input-output method, most GIS mass loss

was attributed to increased surface melt (∼66%). The remaining portion (∼33%) was

attributed to increased ice discharge (Van den Broeke et al., 2009; Rignot et al., 2011;
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Sasgen et al., 2020).

Several anomalous GIS melt events have occurred over the GRACE and GRACE-FO

record, most notably in 2010, 2012 and 2019, during the Northern Hemisphere summer.

Each event set a new record for annual GIS mass loss (Sasgen et al., 2020). The anomalous

melt events measured by GRACE in 2010 and 2012, -462 ± 60 Gt/yr and -464 ± 62 Gt/yr,

respectively (Sasgen et al., 2020), saw twice the mass loss compared to the annual average

of the first half of the GRACE mission (Tapley et al., 2019). Both events have been linked

to “Greenland blocking”, circumstances which describe a high-pressure feature associated

with negative North Atlantic oscillation conditions causing the advection of warm air from

mid-latitudes along the west coast of the GIS (Hanna et al., 2014; Sasgen et al., 2020).

Anomalously high temperatures along with decreased summer cloud cover led to increased

melt production, further amplified by the reduced surface albedo of the GIS (Hanna et al.,

2014; Sasgen et al., 2020). During 2019, observations from GRACE-FO indicated an

annual mass loss of -532 ± 58 Gt/yr, 15% more negative than the previous record year of

2012 (Sasgen et al., 2020). Similar atmospheric conditions to 2010 and 2012 were linked

to the anomalous 2019 melt (Sasgen et al., 2020).

1.1.1.3 Other glaciers and ice caps

Given their global coverage, the GRACE and GRACE-FO satellites have also successfully

monitored the mass balance of many other major glaciers and ice caps. Although spatially

small relative to the Antarctic and Greenland ice sheets, these glaciers and ice caps produce

mass change signals readily observable by GRACE and GRACE-FO due to their high-
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magnitude seasonal dynamics and, in many cases, rapid mass loss (Tapley et al., 2019).

In fact, despite their size, glaciers were the most significant contributors to increased sea

level mass during the twentieth century (Church et al., 2013). Over the GRACE era (April

2002 to August 2016), glaciers lost mass at a rate of 199 ± 32 Gt/yr globally, accounting

for a total 8 mm sea level rise over 14 years (Wouters et al., 2019). Before GRACE, some

larger regions such as glaciers in the Gulf of Alaska coast and Ellesmere and Baffin Islands

in the Canadian Arctic Archipelago were monitored by satellite radar and airborne laser

altimetry (e.g. Arendt et al., 2002). For these regions, mass balance estimates derived

from altimetry were verified by GRACE-based estimates soon after mission launch (e.g.

Tamisiea et al., 2005).

Outside of Greenland and Antarctica, the most notable mass loss trends have been

quantified using GRACE observations in the Canadian Arctic Archipelago (Wouters et al.,

2008; Gardner et al., 2011), the Gulf of Alaska coast (Tamisiea et al., 2005; Luthcke et al.,

2006b) and the Patagonian ice fields (Ivins et al., 2011; Chen et al., 2007; Willis et al.,

2012). GRACE-derived mass trends of these regions have been verified against estimates

from satellite altimetry and surface mass balance models, amongst other methods (e.g.

Gardner et al., 2011; Willis et al., 2012; Arendt et al., 2013; Lenaerts et al., 2013). Over

the GRACE record, ice mass loss driven by continued warming of the climate in the

Canadian Arctic Archipelago and the Gulf of Alaska coast appears most severe. In these

regions, GRACE data has revealed mass loss trends of -74.6 ± 4.1 Gt/yr and -62.6 ± 8.2

Gt/yr, respectively, over 14 years (April 2002 to March 2016) (Rodell et al., 2018). Over

the same period, a significant mass loss trend of -25.7 ±5.1 Gt/yr was observed in the

Patagonian ice fields, which, with increased atmospheric warming, is likely to continue

until these ice fields completely disappear (Rodell et al., 2018).

Before GRACE, mass balance trends for smaller ice-covered regions were more chal-

lenging to obtain due to their relatively small size and complicated topography and, there-

fore, lack of observations with adequate spatial and temporal coverage (Jacob et al., 2012;

Gardner et al., 2013). Most estimates of mass balance trends for many of these smaller

glaciers and ice caps were derived from the extrapolation and aggregation of in situ geode-

tic and glaciological measurements (e.g. Cogley, 2009). This method produced inaccurate

estimates that suggested increased mass loss of many glaciers, a significant bias that was

only made apparent once GRACE observations of mass change (supported by altimetry

estimates) became available (Gardner et al., 2013). More than ten additional glaciated



§1.1 Monitoring Earth’s water using GRACE and GRACE-FO data 11

regions, apart from those already mentioned in this section, have seen significant mass loss

trends derived from GRACE measurements, including Svalbard, Iceland (Wouters et al.,

2008) and others (Jacob et al., 2012; Gardner et al., 2013).

1.1.2 Sea level and ocean dynamics

Multiple physical processes influence sea level rise. Ocean warming and freshening cause

thermosteric (thermal) and halosteric (salinity) volumetric expansion, respectively, while

the transfer of continental water and ice discharge into the ocean causes mass increase.

Before satellites, measurements of global sea level could only be estimated from the global

network of tide gauges, which are unevenly distributed around the globe and need to

be corrected for vertical land motion (e.g. Chambers et al., 2002). Measurements of

global sea level have become significantly more reliable with the inception of satellite

radar altimetry. Altimeter observations of global sea-surface height date back to 1992

with the TOPEX/Poseidon mission launch and have continued to the present-day with

observations from three generations of the Jason mission series. Over the altimeter era,

global sea-level has risen ∼2.9 ± 0.4 mm/yr and accelerating at 0.084 ± 0.025 mm/yr2

(1993 to 2017) (Nerem et al., 2018). The individual components that contribute to this

rise are observed by GRACE/GRACE-FO (ocean mass change) and the global array of

Argo profiling floats (steric expansion), which achieved near-global coverage in late 2007

(Riser et al., 2016). The steric component of sea level is driven by density variations,

primarily due to temperature and salinity, the latter of which is only a small contributor

to modern changes in global mean sea level (GMSL) (Llovel et al., 2019). Only when the

time series of all three global observation systems overlap can the individual contributing

components to global sea level be reliably assessed.

1.1.2.1 The global sea level budget

The closure of the global sea level budget is achieved when observations of ocean mass,

thermosteric and halosteric sea level sum to equal measurements of total sea level. Budget

closure indicates that the individual components that contribute to sea level accurately

represent the source of sea level change (Figure 1.4). Before GRACE, the ocean mass com-

ponent of sea level could only be inferred indirectly by subtracting Argo-measured steric

expansion from the total sea level measured by altimetry (Willis et al., 2004). Chambers

et al. (2004) was the first to estimate ocean mass change using early iterations of GRACE
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spherical harmonic data products. Their estimates of GRACE-derived ocean mass seasonal

variations were consistent with estimates from steric-corrected altimetry, despite available

GRACE solutions of the Earth’s gravity field containing significant error at the time (Tap-

ley et al., 2019). GRACE-derived ocean mass estimates, along with hydrographic profiles

from Argo, are now routinely used to assess the contribution of individual components to

changes in global sea level (e.g. Cazenave et al., 2018).

The ocean is one of the Earth’s largest carbon sinks and, therefore, one of the main

reservoirs for heat uptake due to rising CO2 emissions. The availability of GRACE mea-

surements has improved the analysis of some in situ measurements of thermosteric sea level.

Before the availability of ocean mass observations from GRACE, biases in thermosteric

measurements from Argo floats had been interpreted as actual trends (e.g. Lyman et al.,

2006; Domingues et al., 2008; Wijffels et al., 2008). Systematic biases in a subset of Argo

floats and some eXpendable BathyThermograph (XBT) data were identified (Willis et al.,

2007) when discrepancies were found to exist between in situ measurements of steric sea

level change and altimetry measurements corrected for GRACE estimates of ocean mass

change (Lombard et al., 2007). These in situ measurements of ocean heat content had

previously been interpreted to indicate rapid global cooling of the upper ocean between

2003 and 2005 (Lyman et al., 2006). This correction further perpetuated the importance

of GRACE data for closing the global sea level budget.

While hydrographic profiles from Argo provide reliable observations of ocean temper-

atures, some issues remain due to a lack of sampling in some regions. Argo observations

are scarce in shallow seas, beneath ice-covered areas, at latitudes > 60◦ and < -60◦ and

only sample oceans to depths of 2000 m. GRACE observations of ocean mass, along with

altimetry and available in situ measurements, can be used to indirectly measure steric sea

level in areas that are not sampled by the Argo network (e.g. Chambers, 2006b; Lombard

et al., 2007). For example, using an indirect approach indicated that wind-driven conver-

gence likely caused sustained heat accumulation in the subtropical South Pacific at depths

>2000 m, consistent with observations from independent hydrographic transects (Volkov

et al., 2017). On a global scale, steric trends at depths >2000 m (i.e. the residual GMSL

after correcting altimetry for Argo and GRACE observations) appear to be small and sta-

tistically insignificant (Llovel et al., 2014; Volkov et al., 2017). This method of inferring

deep ocean steric trends and regional sea level budget closure, while less reliable, is only

possible with the availability of ocean mass measurements from GRACE and GRACE-FO.
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Figure 1.4: Components of the global mean sea level (GMSL) budget. Total observed by satellite

altimetry (yellow), ocean mass observed by GRACE (blue) thermosteric from Argo floats (red)

and sum of ocean mass (GRACE) and thermosteric (Argo) components (black) from 2005 to 2017.

Values represent seasonal (i.e. three-month) means from Chambers et al. (2017) and updated by

Tapley et al. (2019).

Over the period 2005 to 2017, global mean sea level increased at a rate of 3.75 ±

0.67 mm/yr according to measurements from satellite altimetry (Figure 1.4) (Chambers

et al., 2017; Tapley et al., 2019). GRACE observations of ocean mass indicated that

2.46 ± 0.36 mm/yr of the observed sea level rise was due to mass inflow (Figure 1.4),

while hydrographic profiles from Argo indicated that 1.14 ± 0.15 mm/yr was due to

thermosteric expansion (Figure 1.4) (Chambers et al., 2017; Tapley et al., 2019). Global

mean sea level almost consistently increased over the entire GRACE era; one exception

occurred following the transition from El Niño to La Niña conditions from 2010 to 2011,

which caused increased precipitation and terrestrial water storage, particularly in regions

that had experienced recent intense drought (i.e. Australia, South America and Southeast

Asia) (Boening et al., 2012b). The transition from El Niño to La Niña conditions resulted

in a ∼5 mm decrease in global mean sea level (Figure 1.4), despite a background level

of sea level rise of >3 mm/yr (Boening et al., 2012b). During this period, thermosteric

evidence from Argo showed that temperatures remained steady, while observations from

GRACE confirmed that the decrease was primarily due to the transfer of mass from oceans

onto continents (Boening et al., 2012b).
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1.1.2.2 Ocean bottom pressure and ocean circulation

GRACE and GRACE-FO have been used to infer monthly variations in large scale oceanic

transport on a near-continuous, global scale (e.g. Chambers et al., 2004; Chambers and

Bonin, 2012; Johnson and Chambers, 2013). Changes in ocean circulation can be inferred

from Ocean Bottom Pressure (OBP) gradients, being the change in pressure exerted on

the seafloor, from which geostrophic bottom currents can be estimated. GRACE-derived

OBP gradients have been particularly useful for understanding ocean transport variability

in remote locations, where few in situ measurements exist. For example, ocean bot-

tom currents derived from GRACE gravity products have been used to estimate annual

and inter-annual variations in barotropic transport of the Antarctic Circumpolar Current

(ACC), highly correlated with in situ measurements (Zlotnicki et al., 2007; Bergmann and

Dobslaw, 2012). Similarly, annual and inter-annual variations in Arctic Ocean mass have

been measured using GRACE-derived OBP which, combined with ocean modelling, made

evident that seasonal geostrophic current anomalies and non-seasonal mass variations are

largely wind-driven (Peralta-Ferriz et al., 2014).

GRACE and GRACE-FO have provided an opportunity to monitor the changing dy-

namics of the Atlantic Meridional Overturning Current (AMOC), a significant component

of Earth’s climate system. In the Northern Hemisphere, the AMOC facilitates surface cur-

rent heat transfer from the equator, poleward and deep return flow of North Atlantic Deep

Water (NADW) via a strong bottom current. Landerer et al. (2015) were able to provide

the first measurements of Lower NADW transport from OBP anomalies inferred from

GRACE temporal gravity fields using mascons, which have significantly improved signal

localisation and separation compared to spherical harmonic gravity products (Watkins

et al., 2015). They found that GRACE-derived inter-annual fluctuations are in good

agreement with in situ measurements (Landerer et al., 2015). Continued observation of

long-term AMOC evolution and its response to climate change will be achievable with

observations obtained from GRACE-FO and future space gravity missions (Tapley et al.,

2019).

High-frequency components of ocean mass transport are aliased in the monthly

GRACE and GRACE-FO temporal gravity field solutions. High temporal resolution (i.e.

10-day) gravity field solutions contain some of these non-seasonal and sub-monthly ocean

mass variations, for example, in the south Atlantic Ocean’s Argentine Gyre (e.g. Bruinsma

et al., 2010; Yu et al., 2018). Using traditional methods, monitoring ocean gyres in polar
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regions may be challenging due to the lack of altimetry measurements at high latitudes

and sparse in situ records. With increased resolution towards the poles, the GRACE

and GRACE-FO temporal gravity field data provide an additional method for monitoring

high-frequency ocean circulation. This is evidenced by Yu et al. (2018) who found good

agreement between GRACE-derived models of Argentine Gyre circulation and estimates

derived from ocean altimetry and numerical models of ocean circulation.

1.1.3 Terrestrial water storage

GRACE and GRACE-FO measure the vertical integration of surface and sub-surface water

masses stored as groundwater, soil moisture, surface water, snow and ice. Seasonal and

inter-annual variations in terrestrial water storage (TWS) and its separate components

have emerged in the GRACE and GRACE-FO temporal gravity field data (Rodell et al.,

2018; Landerer et al., 2020). These TWS variations are driven by natural climate and

seasonal variability, climate change and direct anthropogenic intervention (Rodell et al.,

2018). Global GRACE-derived trends have indicated that water storage is increasing at

high and low latitudes due to wetting and decreasing at mid-latitudes due to drying. Dry-

ing trends are commonly compounded by an increased reliance on groundwater resources

which has led to their over-extraction (e.g. Scanlon et al., 2012).

GRACE and GRACE-FO observations combined with in situ records, remote sensing

observations and numerical model output can be disaggregated to quantify the contri-

bution of each component of TWS (i.e. surface water, soil moisture and groundwater

storage) to the observed seasonal and inter-annual mass change trends. This has led to

better quantification and classification of drought and improved predictions of drought

severity and longevity (e.g. Houborg et al., 2012; Thomas et al., 2014). GRACE and

GRACE-FO data, combined with auxiliary information, has indicated that groundwater

consumption is occurring at an unsustainable rate (e.g. Rodell et al., 2009; Faunt et al.,

2016) which is essential knowledge for influencing policy changes and improving water

management strategies (Rodell et al., 2018).

1.1.3.1 Drought monitoring

TWS deficits are detected by the GRACE and GRACE-FO satellites, which measure the

integrated mass variations in surface water, soil moisture and groundwater storage at a

sub-basin scale. GRACE and GRACE-FO observations of TWS, combined with exter-
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nal observations and hydrological models, can be disaggregated to quantify characteristics

such as severity, extent and duration of hydrological (i.e. surface water), agricultural

(i.e. soil moisture) and groundwater droughts. Previous studies have analysed basin-

scale drought conditions using GRACE observations of TWS in Southeast Australia (Fig-

ure 1.5a) (Leblanc et al., 2009), the Amazon Basin (Chen et al., 2009b, 2010b), Texas

(Long et al., 2013), Southern California (Figure 1.5b) (Famiglietti et al., 2011), Southwest

China (Long et al., 2014) and the Canadian Prairies (Yirdaw et al., 2008). More recently,

GRACE-FO measurements recorded the most severe drought conditions in Central and

Western Europe observed over the GRACE and GRACE-FO records (Boergens et al.,

2020; Landerer et al., 2020).

Other applications of GRACE-measured TWS have included the development of

GRACE-based drought indices (e.g. Thomas et al., 2014) and the integration of disag-

gregated TWS data (e.g. Houborg et al., 2012) into drought-monitoring tools, which pre-

viously included little to no measurements of the subsurface components of TWS (Svoboda

et al., 2002). The availability of GRACE TWS observations have greatly improved pre-

dictions of drought severity and longevity compared to methods that rely on precipitation

data, streamflow data and sparse groundwater and soil moisture observations (Houborg

et al., 2012).

The GRACE data recorded the Millennium Drought, one of Australia’s most severe

and long-lasting droughts, which predominantly impacted the Murray-Darling Basin in

Southeast Australia for the better part of a decade (2001 to 2009; Figure 1.5a) (Van Dijk

et al., 2013). The Millennium Drought was driven by rainfall deficits and record high tem-

peratures, which led to increased groundwater consumption and depletion (Leblanc et al.,

2009). Using GRACE-derived TWS, in situ and modelled hydrological data Leblanc et al.

(2009) traced the propagation of the Millennium Drought through the hydrological cycle.

They found that the depletion of surface water and soil moisture was rapid, stabilising

within the first two years of drought onset, followed by a steady decline in groundwater

storage over the remainder of the decade (Leblanc et al., 2009; Van Dijk et al., 2013).

In 2010 the Millennium Drought was broken by heavy rain, followed by severe flooding

in 2011 coincident with the onset of La Niña conditions which led to a temporary decline in

GMSL (Boening et al., 2012b). A global analysis of GRACE TWS misleadingly indicated

that the Murray-Darling Basin in Southeastern Australia is trending wetter due to the

transition from severe drought conditions during the first half of the mission into strong La
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Figure 1.5: Time series of TWS anomalies from GRACE and GRACE-FO mascon solutions

(Loomis et al., 2019a) in terms of equivalent water height (EWH), integrated across the (a) Murray

Darling Basin, Australia and (b) California.

Niña related precipitation events in 2010 and 2011 (Figure 1.5a) (Rodell et al., 2018). The

majority of excess TWS was shed by the end of the GRACE mission as eastern Australia

once again entered record-breaking drought conditions during the gap between GRACE

and GRACE-FO, culminating in extensive bushfires during Australia’s “Black Summer”

in 2019-2020 (Wang and Cai, 2020). These extreme drought conditions are reflected in

the low TWS values observed during the first two years of GRACE-FO observations,

reaching a minimum during the Black Summer, equivalent to the 2007 minimum during

the Millennium Drought in the Murray Darling Basin (Fig. 1.5a) (Landerer et al., 2020).

Significant TWS deficits due to severe drought conditions were recorded in GRACE

observations in California from 2007 through to the end of the mission (except for a wet

2010 and 2011) (Figure 1.5a) (Famiglietti et al., 2011; Scanlon et al., 2012). Precipitation

and surface water deficits, predominantly due to reduced snowfall in the adjacent Sierra

Nevada ranges, were compounded by increased groundwater extraction to meet water

demands for irrigation in the Central Valley, one of the most productive agricultural

regions globally (Faunt et al., 2016). This led to significant TWS deficits, which were

quantified using GRACE data and disaggregated using additional observations of snow,

surface water and soil moisture (Famiglietti et al., 2011). Thomas et al. (2017) developed a

method to quantitatively assess the propagation of drought through the hydrological cycle

in California’s Central Valley via a GRACE-derived groundwater drought index (Thomas

et al., 2014). Surface water storage was replenished towards the end of the GRACE

mission; however, Central Valley groundwater storage remained in deficit (Figure 1.5b)

(Faunt et al., 2016).
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1.1.3.2 Groundwater depletion

In many regions of the world, groundwater is relied upon as a water source to meet

domestic, agricultural and industrial needs. Despite this, there is a lack of groundwater

management due to the difficulties associated with monitoring vast underground water

resources (Famiglietti, 2014). Agreement between GRACE-derived TWS, numerical model

output and sparse in situ measurements of subsurface water storage has validated the use of

space gravity measurements for monitoring seasonal TWS variability and long-term trends

of expansive aquifer systems globally (e.g. Strassberg et al., 2009; Döll et al., 2014). The

unsustainable consumption of non-renewable groundwater (i.e. fossil water) and renewable

groundwater resources, due to extraction outpacing recharge rates, has become an issue

that is synonymous with regions in mid-latitudes with semi-arid to arid climates that lack

reliable access to surface water resources (Rodell et al., 2018). Rainfall deficits and drought

conditions tend to increase reliance on groundwater, further exacerbating groundwater

depletion. GRACE data has been used to measure the depletion of groundwater resources

in Southeastern Australia (Leblanc et al., 2009), the US High Plains region (Scanlon et al.,

2012) and the Californian Central Valley (Famiglietti et al., 2011; Scanlon et al., 2012),

the Ukraine and Western Russia (Rodell et al., 2018) and in regions of the Middle East

(Voss et al., 2013).

The GRACE and GRACE-FO data have recorded significant groundwater depletion

coupled with sporadic to severe drought conditions in the Californian Central Valley

(Figure 1.5) (Famiglietti et al., 2011) and in the southern portion of the High Plains

aquifer, Texas (Strassberg et al., 2009). Groundwater withdrawal has consistently out-

paced recharge for decades in both regions due to reliance on groundwater resources for

irrigation to sustain productive agriculture (Faunt et al., 2016; Haacker et al., 2016). In the

Southern High Plains region, soils are characterised by high clay content and low hydraulic

conductivity, which has led to the periphery of the aquifer having already been depleted

(Strassberg et al., 2009; Haacker et al., 2016). In the Californian Central Valley, sedi-

ment compaction and land subsidence due to sustained groundwater over-extraction have

permanently reduced the capacity of the Central Valley aquifer (Faunt et al., 2016). In

these areas, groundwater storage is likely to remain in deficit and is unlikely to completely

recover despite improved water resource management (Faunt et al., 2016).

Despite normal or above-average rainfall, alarming groundwater depletion rates have

been recorded in GRACE data in some regions. For example, in arid regions of Northern
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Africa (Scanlon et al., 2022), North China (Feng et al., 2013) and Northern India (Rodell

et al., 2009). The negative mass trend in Northern India is due to unsustainable extraction

for irrigated agriculture and was one of the first TWS trends identified by GRACE (Rodell

et al., 2009; Tiwari et al., 2009). Previous studies have shown that the greatest rate of

groundwater depletion globally occurs in Northern India (Döll et al., 2014), although

Long et al. (2016) argued that groundwater anomalies quantified in this region using

GRACE-based techniques are potentially over-estimated. The negative TWS trend has

been partially offset by increased rates of precipitation observed across India. This shift is

consistent with predicted responses to climate change in the region (Rodell et al., 2018).

That the rate of groundwater extraction already exceeds recharge during periods of above-

average rainfall suggests that groundwater depletion will likely be exacerbated during

future droughts (Rodell et al., 2018).

1.1.3.3 Seasonal variations

Climate change and natural climate variability have driven recent increased seasonal TWS

variability, which has led to the intensification of wet and dry conditions in the Amazon

Basin (Barichivich et al., 2018). Anomalous seasonal TWS variations in the Amazon Basin

have led to several extreme droughts and floods, which have been recorded by GRACE

and GRACE-FO data (Figure 1.6a). Chen et al. (2010a) demonstrated the applicabil-

ity of GRACE observations for measuring large-scale TWS mass change in the Amazon

Basin with a focus on the inter-annual variability and the 2009 flood that impacted the

Central and Northern basins. Meanwhile, hydrological drought afflicted the Southern

Amazon Basin (Chen et al., 2010b; Thomas et al., 2014). Scanlon et al. (2019) under-

scored the importance of satellite gravity data for recording TWS variations, finding that

many hydrological and land surface models underestimated seasonal TWS anomalies in

the Amazon and other tropical basins when compared to GRACE-derived TWS anomaly

estimates.

GRACE-derived TWS anomalies and altimetry-derived sea level height observations

have revealed significant seasonal variation (∼82 mm) and long-term decline (∼-64 mm/yr)

of the Caspian Sea (Figure 1.6b) (e.g. Van Dijk et al., 2014; Chen et al., 2017; Rodell

et al., 2018). The seasonal variations of the Caspian Sea are predominantly attributed

to the seasonality of Volga River discharge at the Russian border, which recharges the

Caspian Sea from the Northwest (Van Dijk et al., 2014; Rodell et al., 2018). Inflows
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Figure 1.6: Time series of TWS anomalies from GRACE and GRACE-FO mascon solutions

(Loomis et al., 2019a) in terms of equivalent water height (EWH), integrated across the (a) Amazon

Basin and (b) Caspian Sea.

into the Caspian Sea are controlled by inter-annual variations in agricultural irrigation

demands and precipitation fluctuations in the broader basin (Rodell et al., 2018). Seasonal

variations in evaporation play a significant but secondary role in the seasonal fluctuation

of Caspian Sea TWS (Chen et al., 2017; Rodell et al., 2018). Only a small component

of the Caspian Sea’s large seasonal signal is attributed to steric variations (Chen et al.,

2017).

Direct withdrawal from the Caspian Sea and diversion of water from recharge sources

are responsible for significant TWS decline, particularly from 2005 to the end of the cur-

rently available GRACE/GRACE-FO record (∼-72 mm/yr) (Figure 1.6b) (Rodell et al.,

2018). Several countries surrounding the Caspian Sea, including the Southwestern region

of Russia and countries in Central and Western Asia, rely on the Caspian Sea water re-

source for agricultural purposes. In the face of current and future climate change driving

decreased precipitation and increased evaporation in the region, reliance on the Caspian

Sea to provide sufficient water resources to maintain irrigation cropping will only increase

(Chen et al., 2017; Rodell et al., 2018). Without the appropriate governance and at the

current rate of TWS decline, the Caspian Sea will eventually be depleted (Rodell et al.,

2018).

1.1.3.4 Elastic deformation

The Earth’s lithosphere deforms elastically in response to changes in atmospheric and

hydrologic (i.e. water, snow and ice) surface loading. Therefore, the distribution of TWS

can be inferred from elastic deformation measurements extracted from GPS displacement

data. At the same time, GRACE-derived TWS mass anomalies can be used to estimate



§1.1 Monitoring Earth’s water using GRACE and GRACE-FO data 21

the displacement of Earth’s lithosphere due to changes in hydrologic surface loads (e.g.

Tregoning et al., 2009b; Argus et al., 2014b; Han, 2017). That surface deformation can be

extracted from GRACE observations provides a method for validating GRACE-derived

TWS against observations of elastic deformation from GPS displacement, and vice versa

(Tregoning et al., 2009b). Where GPS stations are scarce, GRACE and GRACE-FO mass

anomaly models provide a means for estimating elastic deformation due to hydrologic

loading.

Global and regional analyses of elastic deformation have assessed the compatibility of

GPS data and monthly spherical harmonic GRACE gravity estimates for inferring hydro-

logic loads. For example, Tregoning et al. (2009b) found broad global agreement between

non-linear signals in GPS displacement data and GRACE-derived elastic deformation,

suggesting that non-linear GPS anomalies are primarily due to geophysical processes (i.e.

hydrologic loading) rather than analysis error. Their comparison showed better agreement

between GRACE and GPS compared to previous studies (i.e. King et al., 2006; Van Dam

et al., 2007) which was credited to the use of improved GPS processing techniques (Trego-

ning and Watson, 2009). Argus et al. (2014a) used a similar method to compare GRACE

and GPS-derived estimates of TWS loading in the Californian Sierra Nevada Mountain

Range. Elastic deformation of the Sierra Nevada is measured by a dense network of GPS

stations with 50 km spatial resolution. GPS-measured uplift peaks at ∼12 mm annually

at the end of Summer due to snowmelt, runoff and evapotranspiration. Monthly GRACE

spherical harmonic models, at a comparatively lower spatial resolution, were unable to

capture the distribution of seasonal water storage due to significant signal leakage, which

biased the GRACE-derived estimates of TWS in the region (Argus et al., 2014a).

Using GPS displacement data and GRACE spherical harmonic gravity estimates, Han

(2017) analysed inter-annual and seasonal variations of elastic deformation of the Aus-

tralian continent due to the 2010-2011 La Niña. GRACE-derived elastic deformation was

in agreement with GPS at the available site locations, estimating that the 2010-2011 La

Niña produced >10 mm of widespread subsidence. The excess load was shed over 3-4

years, predominantly by evapotranspiration, which resulted in gradual uplift (Han, 2017).

This trend continued, leading to widespread drought conditions that culminated in the

“Black Summer” bushfire season of 2019-2020. Over a week in March 2021, a large por-

tion of East Australia experienced extensive drought-breaking precipitation and flooding,

which caused ∼5 mm of land subsidence observed by a network of GPS stations (Han
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et al., 2021). Using a novel approach, they generated instantaneous line-of-sight grav-

ity differences using GRACE-FO LRI inter-satellite ranging measurements (Ghobadi-Far

et al., 2018). As the GRACE-FO satellites flew over Eastern Australia, during a single

week, they observed subsidence consistent with the GPS data and ∼70 trillion litres of

hydrologic loading, compatible with land surface model estimates (Han et al., 2021).

1.1.3.5 Integration and data assimilation

At present, satellite gravity is the only method capable of remotely measuring water

storage change within each component of TWS on a global scale. However, that GRACE

and GRACE-FO measure the vertical integration of each contributing component of TWS

simultaneously presents its own challenges. Data assimilation and integration techniques

utilise external information (i.e. in situ measurements, remote sensing data and numerical

model output) to separate the components of the measured TWS anomaly (e.g. Rodell

et al., 2007; Houborg et al., 2012; Tian et al., 2017). Data assimilation has been utilised

to combine this information to optimise the spatial resolution and temporal resolution of

GRACE TWS estimates, traditionally resolved at monthly, sub-basin scales. The spatial

and temporal disaggregation of GRACE and GRACE-FO measured TWS anomalies lends

to increased application of satellite gravity observations for hydrological purposes, for

example, to analyse and predict extreme events (i.e. flood and drought) (e.g. Houborg

et al., 2012; Kumar et al., 2016), monitor groundwater extraction over large areas (e.g.

Rodell et al., 2009; Long et al., 2016) and assess water availability (e.g. Tian et al., 2017,

2019).

The validity of estimating groundwater storage anomalies via the vertical disaggre-

gation of GRACE total TWS was tested in pre-launch simulation studies (Rodell and

Famiglietti, 2002) and achieved using actual GRACE observations early in the mission.

Yeh et al. (2006) was the first to utilise ground-based soil moisture measurements to isolate

groundwater storage from GRACE-derived TWS anomalies, validated against a network

of in situ data. Using a similar method, Rodell et al. (2007) isolated groundwater stor-

age anomalies from GRACE-derived TWS in the Mississippi River Basin using modelled

estimates of soil moisture and snow storage validated against in situ data. Their method

utilised the Global Land Data Assimilation System (GLDAS). GLDAS uses ground-based

and satellite observations as input and generates land surface model output, such as snow

and soil moisture. GLDAS (and other data assimilation systems) is commonly utilised to
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vertically disaggregate GRACE total TWS anomalies (e.g. Zaitchik et al., 2008; Houborg

et al., 2012; Kumar et al., 2016).

The spatial and temporal resolution of GRACE- and GRACE-FO-derived TWS

anomalies is arguably coarse compared to other methods that monitor individual com-

ponents of TWS. Data assimilation of modelled or in situ soil moisture and GRACE

observations into hydrological models enhances the spatial and temporal resolution of

GRACE and GRACE-FO TWS observations (Zaitchik et al., 2008; Houborg et al., 2012;

Kumar et al., 2016). Such studies have proven the functionality of GRACE data for

improving drought forecasting and characterisation (Houborg et al., 2012; Kumar et al.,

2016). More recently, GRACE and soil moisture observations from the Soil Moisture

Ocean Salinity (SMOS) mission were assimilated for the first time into a water balance

model to estimate sub-surface water storage variation in Australia (Tian et al., 2017).

Later, Tian et al. (2019) assimilated GRACE and SMOS observations into a global hy-

drological model to estimate variations in dryland vegetation-accessible water storage and

predicted vegetation responses months in advance.

1.2 Monitoring solid Earth dynamics using GRACE and

GRACE-FO data

1.2.1 Glacial isostatic adjustment

GRACE and GRACE-FO measurements include the mass change associated with the

isostatic adjustment of the Earth’s lithosphere as a response to ice sheet unloading since the

Last Glacial Maximum (LGM). The continuous viscoelastic response of the Earth to past

variations in glacial loading is known as Glacial isostatic adjustment (GIA) (Peltier, 1982).

Over decadal scales, GIA causes quasi-linear changes in the Earth’s geopotential. During

the LGM, large portions of North America and Eurasia were covered by ice sheets; today,

these regions are dominated by seasonal hydrology signals. In these regions, GRACE-

derived GIA rates can be validated against GPS uplift rates; for example, Tregoning et al.

(2009a) found that GRACE data corrected for hydrology using GLDAS model output

produced improved estimates of GIA-induced uplift compared to GRACE-only estimates

in North America. Trends in the GRACE and GRACE-FO data can be used in conjunction

with other observations that indicate past ice-sheet extent, relative sea level change and

present-day uplift to constrain numerical models of GIA, which model both ice-load history
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and Earth’s rheology (e.g. Riva et al., 2009; Peltier et al., 2015).

The gravitational effects of GIA overlap spatially with signals induced by present-day

mass change, with similar magnitudes in some presently glaciated regions (i.e. Greenland

and Antarctica). The interpretation of GRACE and GRACE-FO observations requires

that ice sheet mass change and GIA-induced signals be separated. One method to achieve

this involves subtracting from the total temporal gravity field signal the GIA component

represented by a numerical model. However, the quality and quantity of in situ observa-

tions that constrain GIA models are limited in glaciated regions, resulting in significant

uncertainties (e.g. Gunter et al., 2009). Any GIA model errors are then propagated into

mass balance estimates and, therefore, into the estimates of ice sheet contribution to mod-

ern sea level rise (Shepherd et al., 2018b). The most significant uncertainties are associated

with the AIS, where in situ observations of past ice sheet extent are sparse (e.g. Ivins and

James, 2005). Separating load history from mantle rheology is difficult, particularly in

Antarctica, and accurate observations with broad temporal and spatial coverage are not

readily available.

Many studies treat the rheological structure of the Earth as globally uniform, varying

only in the radial direction and known a priori (e.g. Argus et al., 2014b; Peltier et al.,

2015). However, significant evidence supports lateral variability and non-uniformity of

the Earth’s rheological structure (Morelli and Danesi, 2004). Several attempts have been

made to develop models that instead solve for the Earth’s rheological parameters. For

example, Ivins and James (2005) and Whitehouse et al. (2012) reconstructed the AIS

history using glaciological constraints and forward modelling to identify mantle rheology

models consistent with the ice sheet model. The resulting GIA models were unable to

close the Holocene global sea level budget and under-estimated the mass of the AIS before

12 Ka (Lambeck et al., 2014). Purcell et al. (2016) demonstrated that some GIA models

(i.e. Argus et al., 2014b; Peltier et al., 2015) contained excessive uplift in the Antarctic

Peninsula, which led to the release of a corrected GIA model using an alternate Antarctic

bathymetry model (Peltier et al., 2018)

Attempts have been made to separate current ice mass loss rates from GIA trends

based on a combination of GRACE measurements with additional data sets. For example,

Riva et al. (2009) relied on the density differences of rock and ice to estimate GIA from

GRACE and laser altimetry data. GIA estimates have also been computed in East Antarc-

tica by removing the hydrological component of the GRACE signal, leaving only the GIA
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component, validated through comparison to GPS-derived uplift rates (Tregoning et al.,

2009a). Wahr et al. (2000) devised a methodology to use measurements from GRACE and

ICESat to separate surface and sub-surface geophysical signals and accurately estimated

changes in the AIS. Recovery of accurate Antarctic mass balance using this method was

inhibited by a lack of robust sampling by ICESat (Ivins et al., 2013). Additionally, rheo-

logical parameters constrained by GPS uplift measurements are challenging to obtain due

to the sparse GPS sites located on bedrock in Antarctica. As a result, the uncertainty of

these GIA models is significant (50-150 Gt/yr) and of a similar magnitude to the mass

balance signal (Gunter et al., 2009).

With improved modelling strategies and increased availability of in situ and satellite

observations, GIA models in glaciated regions have improved over time (e.g. Riva et al.,

2009; Purcell et al., 2016; Peltier et al., 2018). Alternative estimation and validation tech-

niques (i.e. GPS-derived and GRACE minus GLDAS) have also improved knowledge of

regional GIA rates as GLDAS has become more sophisticated and the number of GPS

stations has increased in remote locations (e.g. Tregoning et al., 2009a; Ivins et al., 2013).

Despite these improvements, GIA model uncertainties are still the primary source of un-

certainties in GRACE ice sheet mass balance and GRACE-derived ocean mass change

estimates (Shepherd et al., 2018b). Continuing the record of satellite gravity mass change

observations may provide the observations to derive better or further constrain GIA mod-

els.

1.2.2 Earthquake deformation

Earthquakes result from stress build-up at a fault leading to an abrupt release of stress in

the seconds to minutes following initial rupture. Co-seismic deformation produces a sudden

change in the Earth’s gravity field by vertical displacement of the crust and internal density

structure. post-seismic deformation (i.e. afterslip and viscoelastic relaxation) occurs in

the years to decades following an earthquake, causing mass redistribution to continue.

The mass redistribution caused by co-seismic and post-seismic gravity changes perturbs

the orbits of satellites around Earth. These perturbations can be detected by GRACE

and GRACE-FO for high magnitude earthquakes (i.e. Mw > 8.0) and are interpreted as

the spatial signature of co-seismic and post-seismic mass change (Han et al., 2013).

GRACE observed the mass redistribution caused by the greatest earthquakes to occur

this century to date, for example, the December 2004 Sumatra-Andaman earthquake (Mw
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9.3) (e.g. Han et al., 2006; Panet et al., 2007; De Linage et al., 2009), the February 2010

Maule, Chile earthquake (Mw 8.8) (e.g. Han et al., 2010; Heki and Matsuo, 2010), the

March 2011 Tohoku-Oki earthquake (Mw 9.0) (e.g. Panet et al., 2018) and the April 2012

Indian Ocean strike-slip earthquakes (Mw 8.6, 8.2) (e.g. Han et al., 2015). Han et al.

(2019) developed models of regional co-seismic and post-seismic deformation so that mass

change related to each of the large earthquakes could be removed from the hydrology

signals that dominate the GRACE and GRACE-FO temporal gravity field estimates.

Evidence of earthquake deformation has been extracted from both the GRACE spher-

ical harmonic gravity field solutions and the high-resolution inter-satellite ranging data

measured by the microwave system. For example, Han et al. (2006) observed the co-seismic

gravity decrease in the Andaman Sea caused by a change in density structures during the

December 2004 Sumatra-Andaman earthquake (Mw 9.3) using regional inversions gener-

ated from GRACE range rate data. A later study performed a continuous wavelet analysis

on global GRACE 10-day geoid products, which allowed Panet et al. (2007) to success-

fully observe both co-seismic and post-seismic signatures in the Andaman Sea. Han et al.

(2010) isolated co-seismic gravity signatures after the February 2010 Maule, Chile earth-

quake (Mw 8.8) by calculating the time derivative of the GRACE range rate to generate

accelerations and compared those to predicted gravity changes from finite fault models. A

study published at a similar time demonstrated that a co-seismic gravitational signal was

observed in global GRACE gravity spherical harmonic solutions corrected for hydrology

(Heki and Matsuo, 2010). Despite their different approaches, both Han et al. (2010) and

Heki and Matsuo (2010) were able to isolate a gravity anomaly of -5 µGal east of the

epicentre after the earthquake, consistent with external fault models.

Not only have co-seismic and post-seismic mass change signals been observed by

GRACE, but some months-long large-scale signals were observed before the 2011 Tohoku-

Oki earthquake. Panet et al. (2018) performed a regional analysis of monthly GRACE

spherical harmonic solutions of the gravity field (Bruinsma et al., 2010) in the months

surrounding the 2011 Tohoku-Oki earthquake, finding that large-scale precursor mass vari-

ations are observable three months before fault rupture. They argued that the observed

pre-seismic signals are significantly larger than ordinary ocean mass variations or noise in

the region. Such findings, if accurate, could have significant implications for improving seis-

mic hazard assessment; however, others have challenged the statistical significance of the

observed preseismic signals (Wang and Burgmann, 2019). Instead, Wang and Burgmann
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(2019) argue that these transient mass changes are more likely representative of tem-

porally correlated observation errors or other unnamed geophysical signals. Support for

precursory mass variations was provided by a recent analysis of secular tectonic motions

extracted from daily GNSS time series, which showed “wobbling” that spanned thousands

of kilometres several months before the Tohoku-Oki earthquake (Bedford et al., 2020),

consistent with the findings of Panet et al. (2018). Bedford et al. (2020) also managed to

extract a similar signature of precursory motion months before the 2010 Maule earthquake

from daily GNSS, which has yet to be observed in GRACE derived mass variations.

The high temporal resolution of the inter-satellite ranging data measured by the

GRACE microwave ranging system has been utilised to observe more transient earthquake-

related phenomena that can otherwise not be represented in the monthly or 10-day

GRACE spherical harmonic solutions. In a recent study, Ghobadi-Far et al. (2019a) anal-

ysed GRACE inter-satellite range rate residuals for December 2004, finding the existence

of a significant transient signal after the 2004 Sumatra earthquake. They speculated that

this signal could be the manifestation of global-scale gravity changes due to the excita-

tion of Earth’s free oscillation, which lasted for a few days following the 2004 Sumatra

earthquake (Rosat et al., 2005). These signals were of a similar magnitude to instru-

mental noise so could not be attributed to this phenomenon with any certainty, citing

a need for more precise instrumentation in future missions (Ghobadi-Far et al., 2019a).

A similar methodology was applied in a later study to analyse the transient ocean mass

redistribution caused by earthquake-triggered tsunamis (Ghobadi-Far et al., 2020a). The

three large subduction thrust fault earthquakes detected by GRACE (i.e. 2004 Sumatra-

Andaman, 2010 Maule and 2011 Tohoku-Oki earthquakes) all triggered tsunamis causing

an associated transient ocean mass redistribution which perturbed the GRACE orbits.

Ghobadi-Far et al. (2020a) found that these tsunami-triggered perturbations caused 1-4

nm/s2 anomalies in the inter-satellite accelerations for less than a day, consistent with

tsunami models and independent measurements from buoys, OBP sensors and satellite

altimeters.

1.3 Objectives

Accurate knowledge of the Earth’s temporal gravity field is critical for monitoring the

movement of water masses through the hydrological cycle within the Earth and across its

surface. Of particular importance is the accurate estimation of modern ice sheet mass
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balance to infer current and projected rates of sea level rise, recording the number and

severity of extreme weather events driven by climate change and monitoring the availability

and extraction of water resources. This study aims to improve GRACE-based estimates

of the time-variable gravity field for the analysis of these mass variations by mitigating

measurement errors and optimising the choices of processing strategies. The objectives of

this study are as follows:

1. Develop strategies to account for thermally-induced errors in the non-gravitational

acceleration measurements and high-frequency noise in the ranging observations to

enable accurate temporal gravity models to be estimated from GRACE data even

in the presence of significant instrument noise.

2. Identify an optimised parameterisation using mascons that effectively reduces signal

leakage and the impacts of intra-mascon variability (the variations of mass change

signals within a mascon) in the temporal gravity field estimates from simulated

GRACE observations.

3. Assess the spatial resolution of GRACE observations throughout the mission using

regularised mascons and quantify how the accurate recovery of the temporal gravity

field is affected by satellite altitude, ground track coverage and observation noise.

1.4 Thesis outline

Chapter 2 provides an overview of the GRACE and GRACE-FO mission and the

methods used to generate models of the temporal gravity field from GRACE and

GRACE-FO data products.

Chapters 3 to 5 are based on three published first-authored and co-authored papers.

Each of these papers details a different aspect of GRACE data processing.

Chapter 3 describes the characteristics of long-wavelength noise contained in the

GRACE accelerometer measurements. The proposed method for thermal correction of

the accelerometer measurements demonstrably reduces striping errors in the gravity field

inversions and stabilises the accelerometer calibration parameters. This chapter is based

on the manuscript published in Advances in Space Research:
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McGirr, R., Tregoning, P., Allgeyer, S., McQueen, H., and Purcell, A. P. (2022)

Mitigation of thermal noise in GRACE accelerometer observations. Advances in Space

Research, 69(1), 386-401.

Chapter 4 describes the process of estimating mass anomalies observed by GRACE

using irregularly shaped mass concentration elements (mascons) as the basis functions.

The benefits of parameterising the temporal gravity field using mascons are evidenced in

a detailed simulation study that utilises various mascon shapes and sizes. This chapter

is based on the manuscript published in the Journal of Geophysical Research - Solid Earth:

Tregoning, P., McGirr, R., Pfeffer, J., Purcell, A. P., McQueen, H., Allgeyer, S.,

and McClusky, S.C. (2022) ANU GRACE data analysis: Characteristics and benefits of

using irregularly shaped mascons. Journal of Geophysical Research: Solid Earth, 127(2),

e2021JB022412.

Chapter 5 describes the approach used for modelling GRACE and GRACE-FO orbits,

the method and benefits of using range acceleration as the inter-satellite observation

and the regularisation strategy used to generate the ANU GRACE mascon time series.

The time series of mass variations derived from the temporal gravity field estimates are

analysed and compared to results from other GRACE processing centres. This chapter

is based on the manuscript published in the Journal of Geophysical Research - Solid Earth:

Allgeyer, S., Tregoning, P., McQueen, H., McClusky, S.C., Potter, E.-K., Pfeffer, J.,

McGirr, R., Purcell, A. P., and Montillet, J.-P.(2022) ANU GRACE data analysis:

Orbit modelling, regularisation and inter-satellite range acceleration observations. Journal

of Geophysical Research: Solid Earth, 127(2), e2021JB022489.

Chapter 6 describes the variation in spatial resolution of GRACE-derived models of the

temporal gravity field as a function of satellite altitude and ground track coverage. A

detailed simulation study investigates the trade-offs between observation noise, mascon

size, and mascon regularisation. This chapter is based on the manuscript submitted to

the Journal of Geophysical Research - Solid Earth:
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McGirr, R., Tregoning, P., Allgeyer, S., McQueen, H., and Purcell, A. P. (2022)

Interplay of altitude, ground track coverage, noise and regularisation on the spatial

resolution of GRACE gravity field models. Journal of Geophysical Research: Solid Earth,

submitted March 5, 2022.

Chapter 7 summarises the key findings of this study, including suggestions for future

work.



Chapter 2

Space gravity missions and data

analysis

The Earth’s gravity field reflects the distribution of mass around and within the globe,

including mass distribution within the solid Earth along with all the components that

make up Earth’s hydrosphere. The Earth’s gravity field is often discussed in the con-

text of its static and time-variable components. Earth’s topographic and bathymetric

features largely determine the gravity anomalies of the static gravity field along with the

internal density structure of the Earth. The temporal or time-variable component of the

gravity field is mainly influenced by the Earth’s hydrosphere, including the atmosphere,

cryosphere, oceans, surface and subsurface land hydrology (i.e. lakes and rivers, soil mois-

ture, groundwater). The time-variable gravity field also includes influences from the solid

Earth, such as seismic deformation, solid Earth tides and glacial isostatic adjustment

(GIA). In fact, all of the Earth’s gravity field components are temporal, given that the

dynamics that influence the gravity field vary over some timescale, from instantaneous

(e.g. co-seismic deformation) to many millennia (e.g. tectonics and mantle convection).

Satellite gravimetry is the remote sensing of the Earth’s static and time-variable grav-

ity field from space. This method for observing the Earth’s mass variations is a relatively

new remote sensing technique that was not utilised before this century. Modern satellite

gravimetry missions began with the launch of the single satellite mission, CHAMP (CHAl-

lenging Minisatellite Payload), followed by the launch of the Gravity Recovery and Cli-

mate Experiment (GRACE) mission in 2002 and GOCE (Gravity and steady-state Ocean

Circulation Explorer) in 2009. The components of the Earth’s static and time-variable

gravity field are currently observed by GRACE Follow-On (GRACE-FO). Collectively,

GRACE and GRACE-FO have provided these observations at an unprecedented temporal

and spatial resolution for two decades.

31
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The GRACE satellite gravity mission observed the Earth’s gravity field variations at

an improved spatial and temporal resolution relative to previous space gravity missions,

using a unique satellite-to-satellite tracking design. In the remainder of this chapter, I

provide an overview of the GRACE mission and its successor, GRACE-FO. In Section 2.2,

I review the methods used for analysing GRACE and GRACE-FO data, the limitations

of these methods and sources of error.

2.1 GRACE and GRACE-FO mission overview

In the following section, I describe the GRACE and GRACE-FO satellite gravity mission

within the context of their scientific payloads, the principal measurements, the quality

of these measurements and the condition of the instrumentation over the course of the

respective missions. In Section 2.1.3 I describe the various levels of GRACE and GRACE-

FO data processing and the main products necessary for temporal gravity field estimation.

2.1.1 GRACE

The GRACE mission (Tapley et al., 2004) was a low altitude satellite-to-satellite tracking

mission launched in March 2002 in a collaborative effort between the U.S. National Aero-

nautics and Space Administration (NASA) and the German Aerospace Centre (DLR).

Two nearly-identical twin satellites were launched in a tandem circular low-Earth orbit

with a separation of 220 ± 50 km. The satellites maintained a near-polar orbit with an

inclination of 89◦ in order to sample the entire Earth. The spacecraft were launched into

an orbit with an altitude of ∼490 km, eventually decaying to ∼320 km by the mission’s

end in October 2017. Initially anticipated to have a lifespan of just five years, GRACE

operated in an extended mission phase for an additional ten years before finally being de-

commissioned due to battery failure. Over 15 years, the twin GRACE satellites mapped

the Earth’s static and time-variable gravity field with unprecedented accuracy.

Solutions of the temporal gravity field produced using GRACE observations by various

processing centres (e.g. Luthcke et al., 2013; Mayer-Gürr et al., 2016; Save et al., 2016;

Watkins et al., 2015; Dahle et al., 2014) have mapped the trends and fluctuations in the

mass balance of terrestrial water storage (TWS), glaciers and ice sheets, sea level and

ocean dynamics and provided insights into GIA and earthquake-associated mass redistri-

bution. The success of the GRACE mission has been instrumental in advancing scientific

understanding of both natural and anthropogenically induced variations in the hydrolog-
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ical cycle, ice sheet mass balance, ocean dynamics and sea level change (e.g. Chambers,

2006a; Chen et al., 2010a; Tregoning et al., 2009a; Velicogna and Wahr, 2006).

Throughout its duration, the GRACE mission provided a near-continuous time series

of all the inputs necessary to generate estimates of the Earth’s gravity field within the

publicly available suite of “Level-1B” data. The gravitationally induced accelerations and

decelerations of the twin spacecraft recorded the distribution of mass on Earth near their

ground track (the projection of the satellite’s orbit onto the surface of the Earth) (Tapley

et al., 2004) (Figure 2.1). Each satellite experienced these effects, one after the other and,

thus, caused variations in the along-track range and velocity of the satellites, which are

proportional to the gravitational potential energy of the mass below (Figure 2.1). These

highly accurate inter-satellite measurements are used to estimate the Earth’s gravity field

at an unprecedented spatial and temporal resolution.

The GRACE satellites were launched to an average altitude of 490 km in a near-circular

orbit. A near-circular orbit is a common choice for geodetic satellites because it allows for

the uniform influence of the Earth’s gravitational field on the satellites. However, because

the Earth is not perfectly spherical, the altitude of the satellites still varied significantly

within a day (∼40 km). By the end of the mission, the average altitude of the satellites

had decayed to 320 km, with 80% of decay occurring in the second half of the GRACE

mission (red, Figure 2.2).

The orbital period of the GRACE satellites was ∼94 minutes, meaning that the satel-

lites would achieve a minimum of 15 complete revolutions around the Earth each day.

A percentage of each satellite orbit would typically be spent partially in direct sunlight

and partially in Earth’s shadow. The percentage of time spent in direct sunlight was

determined by the β′ angle, which is defined as the angle between the orbital plane of the

satellite and the vector pointing from the Earth to the Sun. When the Sun was in the

orbital plane (i.e. β′ angle of zero), the satellites spent the most time (∼37 minutes) in

Earth’s shadow. Conversely, when the orbital plane was near-perpendicular to the Earth-

Sun vector (i.e. |β′| angle >70◦), the satellite’s side panel was in direct sunlight for the

entire duration of a revolution. The β′ angle had a precessional period of ∼322 days,

meaning that for ∼161 days, the Sun was on one side of the satellite, then on the other

side for the next ∼161 days (grey, Figure 2.2).

The GRACE satellites’ near-polar orbit (89◦) caused the ground track coverage to be

much denser at the poles compared to mid-to-low latitudes. The latitudinal variation
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Figure 2.1: The GRACE mission concept utilises satellite-to-satellite tracking of the twin space-

craft (GRACE-A and GRACE-B) to measure via the K-band system the inter-satellite range

change which contains the effects of the gravitationally induced perturbations of the satellites due

to the Earth’s spatially varying gravity field.
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Figure 2.2: GRACE and GRACE-FO orbital configuration, average daily altitude (red) and

average daily β′ angle (grey) during the GRACE mission from mid-2002 to mid-2017 and GRACE-

FO mission from mid-2018 to end of 2021.

in ground track coverage increases the observability of higher-frequency variations of the

gravity field in polar regions. Ground tracks are the projection of a satellite’s orbit onto

the surface of the Earth. They should uniformly cover the Earth’s surface so that all of

the components of the gravity field are observed by the satellites, and maximum spatial

resolution can be achieved. Typically, the ground track of the GRACE satellites evenly

covered the majority of the Earth’s surface every ∼30 days (Figure 2.3c), which permitted

the generation of global gravity models at monthly temporal scales with a surface spatial

resolution of ∼300 km and an accuracy of ∼2 cm (Tapley et al., 2004). Estimates of

the temporal gravity field are permitted at a temporal resolution higher than monthly by

using fewer days of observations and, therefore, fewer ground tracks (e.g. Figure 2.3a,b).

However, the high-frequency components of the gravity field are under-sampled when fewer

observations are used, which decreases the spatial resolution of the temporal gravity field

models inferred from GRACE data. (e.g. Rowlands et al., 2005; Lemoine et al., 2007).

As the satellites descended throughout the GRACE mission, periods of significantly

reduced ground track coverage occurred due to periods of orbit resonance (e.g. Figure

2.3d). A resonant orbit (also referred to as a repeat orbit) occurs when the Earth’s

rotation and the orbital period of the satellites are proportionate (Vallado, 2001). Under

the conditions of orbit resonance, the GRACE satellites continually observed the same

portion of the Earth’s gravity field, leaving significant observational gaps, particularly at

low-to-mid latitudes. During repeat orbit conditions, monthly solutions of the gravity field

are not able to achieve a uniformly high spatial resolution as in other months with ideal

ground tracks (Wagner et al., 2006). The reduction in resolution of the recoverable gravity
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Figure 2.3: Typical GRACE ground track pattern during ideal orbit conditions producing a dense

ground track pattern that evenly covers the entire Earth in April 2015 over (a) 5 days, (b) 10 days

and (c) 30 days. (d) 30 days of ground tracks during the February 2015 31/2 repeat orbit, leaving

large gaps between the ground tracks.
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field is dependent on the repeat period of the orbit: a shorter repeat period produces a

larger spatial separation between repeat ground tracks and thus a more poorly observed

gravity field (Wagner et al., 2006).

The variations in the inter-satellite range between the GRACE satellites reflect the

heterogeneous nature of the Earth’s gravity field along the satellite’s ground track. The

changes in the inter-satellite distance were measured with sub-micrometre precision by the

Microwave Instrument (MWI) on-board each satellite (Loomis et al., 2012). The MWI

consists of the Ultra-Stable Oscillator (USO), the Instrument Processing Unit (IPU) and

the K/Ka-Band Ranging (KBR) Assembly. The IPU provided onboard digital signal pro-

cessing for the MWI and GPS signals along with timing references for the satellite (Dunn

et al., 2003). The USO provided dual-frequency (K/Ka-band) generation of the microwave

signals exchanged between the two satellites, which were transmitted and received by the

KBR (Dunn et al., 2003). The inter-satellite range change measurements were generated

using the dual one-way biased ranging model (Thomas, 1999), whereby the range change

was derived by combining measurements of the phase of microwave (K and Ka-band) sig-

nals sent between the antenna phase centres that point between the satellites (Case et al.,

2010).

In addition to the MWI, each satellite was equipped with a SuperSTAR three-axis elec-

trostatic accelerometer, which was mounted at the centre of mass of each satellite. The

accelerometers measured the non-gravitational forces acting on the spacecraft by measur-

ing the electrostatic forces and torques necessary to maintain a proof mass motionless with

respect to the sensor cage (Touboul et al., 1999, 2004). The accelerometer measurements

were initially made in the Accelerometer Frame (AF), with the origin being the centre of

mass of the satellite. The AF axes are parallel to the Science Reference Frame (SRF),

whose axes point in the direction of the along-track (towards the antenna horn), radial

(nadir pointing) and cross-track, completing the right-handed coordinate system (Fig-

ure 2.4). With respect to the SRF, the accelerometers had two high-sensitive axes, the

along-track (XSRF ) and the radial (ZSRF ), while the cross-track (YSRF ) component had

a reduced sensitivity (Frommknecht et al., 2003). The along-track axis was dominated by

atmospheric drag and solar radiation pressure, while the radial axis was influenced by both

Earth albedo and solar radiation pressure. The cross-track axis was primarily affected by

solar radiation pressure, the magnitude of which depends on whether the satellite was in

sunlight or Earth’s shadow and the elevation of the Sun with respect to the satellite orbital
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Figure 2.4: Schematic of the GRACE spacecraft, the components of the Accelerometer Frame

(AF) and Science Reference Frame (SRF).

plane.

The attitude and orbital control system consisted primarily of the Global Positioning

System (GPS) receivers and the dual Star Camera Assembly (SCA). The GPS receivers

on each satellite recorded data used to determine spacecraft position and time synchroni-

sation. At the same time, the SCA observed the precise orientation of the satellites in the

inertial (i.e. celestial) reference frame by processing imagery captured by two star camera

heads (Dunn et al., 2003).

Before the launch of the GRACE satellites, extensive simulation studies predicted

the performance of the GRACE mission in the presence of instrumental noise (i.e. ac-

celerometer noise, star camera noise and KBR system noise), which was assumed to be

the dominant limitation on the accuracy of the GRACE gravity field solutions (Wahr et al.,

1998; Kim, 2000; Kim and Tapley, 2002). In reality, the GRACE data produced gravity

field solutions with unrealistic north-south striping due to unexpected increased error, at

least a magnitude higher than the predicted baseline (Wahr et al., 2004; Han et al., 2004;

Thompson et al., 2004; Ditmar et al., 2012). This discrepancy fostered the development

of many post-processing methods used to suppress gravity field errors (e.g. Swenson and

Wahr, 2006; Wouters and Schrama, 2007; Kusche, 2007) and led to efforts to quantify and

understand the origin of such errors, which likely originated from a combination of sensor

noise, data processing and temporal aliasing (Wahr et al., 2006). Temporal aliasing in this
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context is the misidentification of high-frequency mass transport signals that the monthly

GRACE solutions cannot resolve. To minimise temporal aliasing artifacts, appropriate

dealiasing background models are used to account for the short period redistribution of

mass due to ocean tides (Lyard et al., 2006, 2021) and non-tidal atmosphere and ocean sig-

nals (Flechtner, 2007; Dobslaw et al., 2017b). However, these background models contain

errors that cause residual high-frequency signals to be aliased into the gravity field solu-

tions. As a result, temporal aliasing contributes significantly to the GRACE error budget

(Han et al., 2004; Thompson et al., 2004). While improvements to both background mod-

els and processing methods have substantially increased the accuracy of GRACE gravity

field solutions, the accuracy of the temporal gravity field models are still limited by back-

ground model inaccuracies and instrumental noise (Ditmar et al., 2012; Dobslaw et al.,

2013; Flechtner et al., 2016).

Investigations into the characteristics of instrumental noise throughout the GRACE

mission has led to improved data processing which has resulted in more accurate estimates

of the temporal gravity field (e.g. Bandikova and Flury, 2014; Klinger and Mayer-Gürr,

2016; Bandikova et al., 2019). The performance of various GRACE instrumentation and

systems varied throughout the mission’s duration and led to an increased error for some

portions of the mission. Increased error is apparent during the first two years in orbit,

as only one of the two star cameras per satellite were in operation, thus producing less

accurate orientation observations. Errors improved and remained low from 2004 to 2010,

delivering accurate, low-error gravity field solutions. During the second half of the mis-

sion, limited power supply due to the eventual degradation of the batteries led to the

implementation of several strategies to reduce power usage to extend the longevity of the

mission beyond 2010 (Herman et al., 2012). These power-saving strategies included dis-

abling thermal control and switching off the accelerometers and MWI during orbit when

the spacecraft were in Earth’s shadow. While these strategies successfully prolonged the

span of the GRACE mission, they predictably resulted in an increased error from 2011 to

the end of the mission.

In addition to the non-gravitational accelerations induced by atmospheric drag, solar

radiation pressure and Earth albedo, the accelerometers sensed satellite-induced distur-

bances due to thruster firings, heater switches, magnetic torquer spikes and so-called

“twangs” (Flury et al., 2008; Peterseim et al., 2012; Peterseim, 2014). These signals oc-

cupy the high-frequency component of the accelerometer measurements, some of which are
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filtered out during ground processing (i.e. twangs and heater spikes). In contrast, thruster

spikes remain in the down-sampled accelerometer data. Each satellite was equipped with

six pairs of thrusters that, when fired, induced angular accelerations about the ±roll,

±pitch or ±yaw axis (Figure 2.4). A pure rotation of the satellites would have resulted if

the accelerometer proof mass was perfectly aligned with the satellite’s centre of mass, the

thruster pairs were perfectly aligned and thruster firings were executed at precisely the

same time with the same force. Due to some imperfections, thruster firings caused real

linear accelerations of the spacecraft that must be accounted for in orbit determination

(Meyer et al., 2012; Bandikova et al., 2019). Further, the measured linear accelerations

must be calibrated for an instrumental bias and scale for each satellite and accelerometer

axis before use in precise orbit determination.

The accelerometers required a thermally controlled environment with variations of tem-

peratures less than 0.1◦C per revolution to achieve the desired level of performance (Flury

et al., 2008). Minimal thermal variations were maintained via heaters which controlled the

temperature of various instruments and sensors onboard the GRACE satellites. In a ther-

mally stable environment, the daily variation of the accelerometer biases were insignificant

and could be modelled by a quadratic fit to multiple years of observations (Bettadpur,

2009). However, thermal control of the satellites was switched off in April 2011 due to

reduced battery capacity, resulting in increased complexity in the temperature variations.

These variations manifested as non-linear sub-daily bias drift in the accelerometer obser-

vations, primarily observed in the less sensitive cross-track axis (Klinger and Mayer-Gürr,

2016). To further reduce battery load, both satellites’ accelerometers were switched off

during periods of maximum shadow time (|β′| angle <20◦). Non-linear sub-daily bias drift

also occurred after the accelerometer were switched back on (Herman et al., 2012).

After thermal control of the GRACE spacecraft was permanently switched off in April

2011, heater switching spikes were no longer present in the data; however, temperature

variations occurred frequently, increasing in frequency and magnitude. Temperature vari-

ation and bias drift became highly correlated with the β′ angle during this period. When

the satellites were in constant sunlight (|β′| >70◦) one of each of of the satellites’ side

panels was primarily illuminated at all times, causing temperature variations outside the

range for optimal accelerometer operation and low-frequency cross-track and along-track

bias drift (Herman et al., 2012; Klinger and Mayer-Gürr, 2016). Temperature variations

outside the range for optimal accelerometer operation also occurred during thermal con-



§2.1 GRACE and GRACE-FO mission overview 41

trol due to occasional disconnections to heater lines which led to an immediate cooldown

of the spacecraft. During a period of partial thermal control, modified heater tables were

often uploaded to intentionally reduce the temperature of the satellites to decrease bat-

tery load. In both of these scenarios, significant temperature variations caused changes in

the accelerometer bias, most noticeably in the cross-track axis (Klinger and Mayer-Gürr,

2016). Left unaddressed, this thermally-induced low-frequency accelerometer drift leads

to mismodelling of the satellite orbits, which causes north-south stripes to appear in the

temporal gravity field solutions (Ditmar et al., 2012).

In the seven months before the end of the GRACE mission, the GRACE-B batter-

ies degraded further. Several measures were taken to decrease the battery load further,

including the cessation of GRACE-B accelerometer operations altogether. The missing

GRACE-B accelerometer data were generated using a data transplant method that uses

the GRACE-A accelerometer measurements (Save et al., 2006; Bandikova et al., 2019).

The transplant method is viable because the twin satellites fly in nearly the same or-

bit, separated by an inter-satellite distance corresponding to a ∼30 second time shift. In

that time, it can be assumed that variations in atmospheric drag, solar radiation and

Earth albedo are negligible. Save et al. (2006) first developed a “simple” accelerometer

data transplant that accounted for an attitude and time correction to generate synthetic

GRACE-B accelerometer data for a few weeks in 2002 and 2003. Later, Bandikova et al.

(2019) developed the “full” transplant method, which involved an additional thruster spike

correction. The use of the GRACE-B “full” transplant non-gravitational accelerations in

orbit determination reduced error in the gravity field solutions compared to the “sim-

ple” transplant, however, the use of both satellites accelerometer measurements (where

available) is still superior (Bandikova et al., 2019).

Each GRACE satellite was equipped with two star camera heads on the ±YSRF sides

of the spacecraft to observe the absolute orientation of the satellites with respect to the

inertial reference frame. The images captured by the star cameras were digitally processed

on-board in real-time to generate attitude data as a set of quaternions that contain infor-

mation on the spacecraft’s orientation in space represented by a magnitude and axis of

rotation. The attitude observations made by the star cameras were used for the realisation

of in-orbit operations and for use in data post-processing. Each of the star camera heads

obtained orientation information in the Star Camera Frame (SCF) where ZSCF is the bore-

sight (i.e. optical) axis, XSCF is parallel to the satellites roll axis (Figure 2.3) and YSCF
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completes the right-handed orthogonal system (see Bettadpur, 2012, for details). The

star camera mounted on the −YSRF side of each of the twin satellites outperformed the

other (Herman et al., 2004). However, the differences between each star camera’s attitude

data were mostly <1 mrad in terms of the inter-satellite pointing pitch angle (Bandikova

et al., 2012). Attitude data from the primary star camera (i.e. the star camera pointed

away from the Sun) was used to direct instantaneous in-orbit maneuvers to maintain the

precise inter-satellite pointing between the antenna horns of the twin spacecraft. Thus,

the accuracy of the inter-satellite pointing hinged on, among other things, the accuracy of

the star camera measurements and the precision of the in-orbit maneuvers, actuated by

the cold gas thrusters and magnetic torquers, which were part of the Attitude and Orbit

Control System (AOCS).

The star cameras had an anisotropic accuracy, such that the accuracy of rotations

about the XSCF and YSCF axes, referred to as the cross-boresight axes, were a factor

of 8 better than rotations about the weak boresight axis (ZSCF ) (Wu et al., 2006). The

combined star camera attitude data product had increased accuracy and was therefore

used in post-processing of the KBR and accelerometer observations when available. The

combined star camera data product was generated by solving for the best estimate of the

spacecraft attitude by a weighted least squares inversion, whereby the anisotropic noise

distribution of the star cameras is introduced via a weighting matrix (Romans, 2003; Wu

et al., 2006). The combined attitude product is a time series of quaternions representing

the attitude of the spacecraft in the SRF (Figure 2.3) with the full accuracy for rotations

about each of the roll/pitch/yaw (RPY) axes (Wu et al., 2006; Bandikova et al., 2012).

The star cameras’ field of view was regularly blinded by the Sun and Moon every 161

and 21 days, respectively. During these blinding events, which we call Sun and Moon

intrusions, only one of the two star cameras obtained attitude data. Therefore, almost

50% of the time, the high anisotropic noise of the star cameras is propagated into the

attitude product used in post-processing (Bandikova and Flury, 2014).

The K-band inter-satellite range data are generated during ground processing by com-

pressing the combined K- and Ka-band ionosphere-corrected dual one-way biased range

using a digital low-pass filter in the time domain (Thomas, 1999). The biased range mea-

surements contain range changes introduced by the time of flight of the K-band signal,

accounted for by a light-time correction, and an unknown bias. The biased range must

also be corrected for geometric range changes introduced by misalignment of the space-
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craft attitude variations due to imperfect line-of-sight pointing. The phase centre offset

(APO) correction converts the K-band range observations to ranging measurements made

between the centre of mass of the satellites instead of between the satellite’s antenna phase

centres. The range rate and range acceleration measurements, being the first and second

time derivative of the filter used to generate the down-sampled biased range, respectively,

are also provided with their respective geometric and light time corrections.

Precise attitude observations are required to compute the APO correction, which is

calculated during post-processing by rotating the APO vector into the inertial frame using

combined (where available) star camera attitude data and taking the dot product with the

line-of-sight vector between the two satellites. Attitude data errors degrade the accuracy of

the APO corrections, which, in turn, deteriorates the quality of the inter-satellite ranging

observations used in temporal gravity field estimation. Attitude data may be degraded

due to gaps in the star camera observations, satellite temperature variations, primary star

camera head switches, reduced sensitivity to dim stars, and slight variations in the mutual

orientation of the star camera heads (e.g. Bandikova et al., 2012; Harvey, 2016). These

errors are a significant source of noise in the GRACE models of the temporal gravity field.

They impact the accuracy of the APO corrections, the application of the non-gravitational

forces during orbit integration and the precision of the inter-satellite pointing controlled

by the AOCS during orbit. The variable quality of the two star camera heads further

impacted the precision of the spacecraft’s inter-satellite pointing, as the AOCS utilised

attitude data from a single primary star camera (Bandikova et al., 2012; Inácio et al.,

2015).

Investigations of the star camera observations led to improvements in data processing

which reduced errors in solutions of the gravity field and the discrepancy between the

observed and predicted GRACE baseline errors (e.g. Bandikova and Flury, 2014; Harvey,

2016). Errors were identified in the application of the star camera combination method

whereby the noise distribution had been treated as isotropic, propagating the uncertainty

of the boresight axis into the combined quaternions (Bandikova and Flury, 2014). This

increased the noise in the YSCF and ZSCF axes by a factor of 3-4, impacting the accuracy

of the computed inter-satellite pointing angles (and, therefore, APO correction). This led

to the revision of the combination method and the release of a new official combined star

camera product. Later, Harvey (2016) identified that twice-per-rev signals in the star

camera data were due to the wrong reference frame information being used to compute
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the stellar aberration correction. This mis-modelling was also accounted for in future data

releases (Harvey, 2016).

The inter-satellite ranging measurements contain significant high-frequency noise at-

tributed to the limited accuracy of the KBR sensor at high frequencies (i.e. >10 mHz)

(Flury et al., 2008; Ditmar et al., 2012). The process of compressing the observations re-

duced noise due to oscillator instability; however, some oscillator noise and system noise,

amongst other sources, remained in the inter-satellite observations (Kim, 2000). Because

differentiation amplifies short-wavelength signals, the range acceleration contained better-

localised high-frequency gravity signals but also contained more noise than the range rate

measurements (Save et al., 2012). Therefore, the inter-satellite range rate is traditionally

used as the inter-satellite observable for GRACE gravity inversions (e.g. Tapley et al.,

2004). GRACE range acceleration solutions of the temporal gravity field have also been

produced but do not use the noisy range acceleration measurements generated during

ground processing (Tregoning et al., 2017).

Several studies have investigated the characteristics and sources of excessive high-

frequency noise in the GRACE inter-satellite measurements. For example, Ko et al. (2012)

found that excessive high-frequency noise was correlated with degraded ranging system

signal-to-noise ratio (SNR) measurements but did not establish the source of the SNR

variations. Later, Harvey et al. (2017) analysed the SNR measurements and identified

that poor SNR values of the K-band frequency of GRACE-B were correlated to variations

in temperature recorded near the ranging system. They also demonstrated that SNR dips

in the K- and Ka-band frequency of GRACE-B and GRACE-A, respectively, occurred

during star camera Sun intrusions. Goswami et al. (2018) found that SNR dips attributed

to temperature effects significantly degrade the quality of the ranging observations. Ad-

ditionally, they found that there are effects in SNR values related to Moon intrusions

and magnetic-torquer rod currents along the equator, in addition to the effects previously

identified by Harvey et al. (2017).

Towards the end of the mission, the KBR system (often in conjunction with the ac-

celerometers) was switched off over extended periods during low |β|′ angles to decrease

the reliance on degraded batteries and fuel consumption and increase mission longevity

(Figure 2.5a). From 2015, the KBR system was often intermittently switched off once per

revolution for the portion of the orbit when the satellites were in shadow, leaving large

sections of the Earth’s gravity field unobserved. This occurred at intermediate values of
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Figure 2.5: Daily KBR records provided in the Level-1B GRACE data product after battery

capacity was reduced (a) from April 2011 until the missions end, (b) daily KBR records over a

β′ cycle in 2015 showing missing data during periods of extended shadow time, (c) spatial plot

of KBR records over a 24-hour period of observations on 2015-05-06 where periods of extended

shadow time.

|β|′ before and after the KBR system was switched off entirely during periods of maxi-

mum shadow time (Figure 2.5b). From 2015, inter-satellite observations are often either

unavailable or significantly reduced over large portions of the Earth. For example, during

the 24-hour arc of observations obtained on 2015-05-06, almost no inter-satellite records

are available over the Antarctic ice sheet. At the same time, only half of the ground tracks

are available South of -10◦ latitude when the satellites’ descending pass was in eclipse

(Figure 2.5c).

The measures adopted to reduce reliance on failing batteries during the second half

of the GRACE mission resulted in observations only being available during periods of

high |β|′ angles. Once the satellites’ thermal control systems were disengaged, high |β|′

angles became the cause of internal temperature variations outside the range for optimal

operation of instrumentation. These thermal variations degraded the quality of the non-

gravitational acceleration observations (Klinger and Mayer-Gürr, 2016) and increased the

SNR of the KBR observations (Harvey et al., 2017). The accuracy of the attitude and

orbit control system was also impacted during high |β|′ angles due to Sunlight intrusions

into the star cameras field of view (Goswami et al., 2018). As a result, the portion of the
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time series of mass anomaly estimates corresponding to the second half of the GRACE

mission suffers from missing months and reduced accuracy due to the temporal gravity field

solutions becoming particularly susceptible to error propagation (Landerer et al., 2020).

Increasingly significant observational gaps and the limited accuracy of the accelerometer

transplant product further degraded the quality of mass anomaly estimates during the

mission’s final year (Landerer et al., 2020). After years of reduced operation to extend

the longevity of the GRACE mission despite power constraints, the GRACE-B batteries

eventually failed, ending the GRACE mission in October 2017 after 15 years and six

months of operation.

2.1.2 GRACE Follow-On (GRACE-FO)

The GRACE-FO mission (Landerer et al., 2020) was launched in May 2018, 7 months after

the decommissioning (in October 2017) of its highly successful predecessor, the GRACE

mission. The primary objective of the GRACE-FO mission is to provide the measurements

necessary to continue the GRACE record of global surface mass changes from observations

of the Earth’s gravity field. As with GRACE, the GRACE-FO satellites were launched

in a tandem near-circular low Earth orbit at an altitude of ∼490 km (see Figure 2.2),

with a separation of 220 ± 50 km and a near-polar inclination of 89◦. The GRACE-FO

spacecraft are essentially duplicates of the GRACE spacecraft but with a few differences.

These include enhancements to the KBR, GPS receivers and accelerometers, designed to

increase the accuracy of the instruments and reliability of the measurements. Notably,

the SCA was increased from two to three star camera heads per GRACE-FO satellite to

increase attitude data availability and quality during Sun and Moon intrusions, which were

the cause of significant attitude data degradation and gaps during the GRACE mission

(Goswami et al., 2018).

The most substantial addition to the GRACE-FO satellites is the inclusion of a Laser

Ranging Interferometer (LRI) for the observation of precise inter-satellite ranging using a

laser link between the spacecraft (Sheard et al., 2012). The LRI operates alongside the

KBR, which obtains inter-satellite ranging measurements simultaneously. The ranging

measurements obtained by the KBR microwave instrument remain the primary inter-

satellite observations for use in gravity field estimation from GRACE-FO. This additional

LRI instrumentation aims to fulfil the secondary objective of the GRACE-FO mission: to

demonstrate for the first time that inter-satellite laser ranging is a viable technology for
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future space gravity missions.

Both GRACE-FO satellites were fitted with a primary and redundant IPU. In July

2018, the primary IPU on GRACE-D was powered down due to indications that the IPU

was using less current than expected (Webb et al., 2018). In response, the switch was

made to the redundant unit; the switchover was deemed a success in October 2018 during

the in-orbit checkout phase (Webb et al., 2018). Currently, the GRACE-FO mission is

in the science operations phase, having completed the in-orbit checkout phase in January

2019. The first suite of Level-1B GRACE-FO data necessary to generate estimates of the

temporal gravity field was released in May 2019. Before the release of GRACE-FO data,

a data validation period was conducted and indicated that mission system performance

satisfied the requirements of continuing the record of GRACE-generated gravity field mod-

els. Furthermore, the GRACE-FO measurements contain comparatively less noise in the

KBR inter-satellite ranging product and the combined star camera attitude data product

(Landerer et al., 2020).

The superior in-orbit performance of the LRI was established early in the GRACE-FO

mission, with reports of the first ranging measurements confirming that the LRI measures

the biased inter-satellite range with nanometer precision and with significantly less noise

compared to the range measurements simultaneously obtained by the KBR (Abich et al.,

2019). Indeed, Ghobadi-Far et al. (2020a) found that the LRI is sensitive to gravity field

anomalies at spatial resolutions of 100-200 km at 0.1 nm/s2, an improvement of an order of

magnitude compared to the KBR. Despite these demonstrable improvements, early results

suggest that the resolution of temporal gravity models from GRACE-FO remain primarily

limited by instrumental (i.e. star camera and accelerometer) noise and background model

errors and not necessarily the precision of the inter-satellite ranging measurements (Peidou

et al., 2021).

Early in the mission, it was discovered that the accelerometer measurements from both

GRACE-FO satellites (GRACE-C and GRACE-D) were contaminated by heightened lev-

els of spurious signals compared to GRACE, with different noise characteristics for each

satellite. Both satellites’ accelerometer data contain unrealistic non-gravitational acceler-

ations as a response to thruster firings and other large spurious “phantom” accelerations

that appear to be geographically or orbitally correlated. After only a month in orbit, the

GRACE-D accelerometer degraded further. In addition to noise in response to thruster fir-

ings and phantom accelerations, significant and frequent bias jumps appeared on all axes,
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often during thruster firings. Due to the compounding errors, the GRACE-D accelerom-

eter measurements are better inferred from the GRACE-C accelerometer measurements

for use in precise orbit determination. The synthetic GRACE-D accelerometer measure-

ments are generated using a similar transplant approach to that used for the last seven

months of the GRACE mission, whereby the time corrected and yaw-rotated GRACE-C

accelerometer observations are used in place of the GRACE-D non-gravitational acceler-

ations (Bandikova et al., 2019; Harvey et al., 2021). In addition, the GRACE-D thruster

information is used to accurately insert residual thruster-induced accelerations into the

GRACE-D accelerometer transplant data (Bandikova et al., 2019; Harvey et al., 2021).

As with GRACE, GRACE-FO solutions that include the accelerometer transplant

data poorly recover some low degree (i.e. C2,0 and C3,0) components of the gravity field

compared to solutions that utilise both satellites’ non-gravitational accelerations when

available (Loomis et al., 2020). Increased noise in estimates of the low degree coefficients

that describe Earth’s dynamic oblateness impacts the accuracy of Antarctic and Green-

land ice sheet mass change estimates (Loomis et al., 2019b, 2020). Improved recovery of

both high and low degree components has been achieved using an alternative approach to

generating the GRACE-D non-gravitational accelerations (Behzadpour et al., 2021). This

approach involved a pitch correction, the incorporation of non-gravitational force mod-

els and the application of a drag model correction into the transplant procedure, which

showed the most significant improvements to gravity recovery during periods of full-Sun

orbit (Behzadpour et al., 2021). An alternative optimal calibration approach is presently

being developed that will partially utilise the real non-gravitational accelerations measured

by the GRACE-D accelerometer to further reduce accelerometer related errors (Landerer

et al., 2020). In the meantime, both low-degree zonal components of the gravity field need

to be replaced with estimates derived from SLR measurements.

Analysis of GRACE and GRACE-FO global gravity field models has demonstrated

that GRACE-FO achieves a similar to slightly improved spatial resolution and accuracy

compared to GRACE (Landerer et al., 2020). Furthermore, the GRACE and GRACE-FO

time-series of surface mass change match well with independent mass change estimates

from surface mass balance methods (Velicogna et al., 2020; Cirac̀ı et al., 2020) and TWS

reconstructions (Landerer et al., 2020). Independent mass change estimates conveniently

bridge the 11-month gap between the missions, demonstrating that no inter-mission biases

exist. Thus, GRACE-FO continues to successfully extend the original GRACE record,
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satisfying the primary objective of the mission (Landerer et al., 2020).

Like the GRACE mission, the GRACE-FO mission lifespan is expected to be five years.

Additional operation lifetime is anticipated but is dependent on instrument behaviour,

battery longevity, fuel consumption and the influence of solar activity on the atmospheric-

induced decay of the satellites (Tapley et al., 2019). The extended lifespan of the GRACE

mission was primarily due to particularly low levels of solar radiation, which slowed the

altitudinal decay of the satellites; however, the GRACE-FO mission may not benefit from

the same conditions (Tapley et al., 2019). Presently, reduced fuel consumption compared

to GRACE provides confidence that the GRACE-FO mission lifespan will be extended

beyond five years (Landerer et al., 2020). GRACE-FO Level-1B observational data are

available from a week after the launch date. They are updated on an approximately weekly

basis, with an approximate 3-week lag, meaning that estimates of the Earth’s temporal

gravity field can be computed in near real-time.

2.1.3 Data products

The GRACE and GRACE-FO missions provide the observations necessary for temporal

gravity field estimation primarily via the inter-satellite measurements, which capture the

perturbation effects of the static and temporal gravity field. The GPS receivers, star

cameras and accelerometers onboard each spacecraft also provide measurements essential

for accurate orbit modelling. The GRACE and GRACE-FO data products are organised

into sequential “levels”, processed and archived in a shared Science Data System (SDS)

between the German Research Centre for Geosciences (GFZ), the Jet Propulsion Labora-

tory (JPL), NASA, and Center for Space Research (CSR) at the University of Texas. The

scientific community can access Level-1B to Level-3 data products (described below) via

the Physical Oceanography Distributed Active Archive Center (PO.DAAC) operated by

JPL and at the Integrated System and Data Center (ISDC) operated by GFZ, along with

data product documentation, release notes, user handbooks and monthly newsletters. The

newsletters include (amongst other things) updated mission status, orbit configuration and

Level-1 data processing notes. These documents are cited throughout this thesis.

2.1.3.1 Science instrument and housekeeping data

Level-0

The science instrument and housekeeping data are provided in Level-0 and Level-1. The
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Level-0 data products include two data files (science and housekeeping) per satellite which

contain information on telemetry data from each downlink pass received and archived by

the Raw Data Center of the Mission Operation System located in Germany.

Level-1A

Level-1 instrument data processing is a two-step procedure developed and operated by

JPL. The first step involves the non-destructive processing from Level-0 to Level-1A.

The Level-1A processing includes converting binary encoded measurements to engineering

units, time-tagging, editing, reformatting and quality control. The Level-1A data are

available to the scientific community for GRACE-FO but not for GRACE.

Level-1B

The second step is the possibly irreversible processing from Level-1A to Level-1B. The

Level-1B processing produces resampled, downsampled, filtered data in the SRF that has

been correctly time-tagged. The GRACE and GRACE-FO Level-1B data products contain

all the necessary inputs for the precise orbit determination of the GRACE and GRACE-

FO satellites and gravity field inversion. The Level-1B data suite also includes additional

“housekeeping” data that contain information on the status of some instrumentation and

calibration data and ancillary data products needed for further processing. The available

Level-1B suite of data products relevant to this study are described below.

KBR1B

The KBR precisely measures the changes in the line-of-sight distance between the satellite

pairs by measuring the phase change of microwave (K and Ka-band) signals sent between

the respective antenna phase centres that point to the other satellite. The K-Band Ranging

data product (KBR1B) reports this measurement via the dual one-way biased ranges (i.e.

the true range plus an unknown bias), which have been compressed using a digital filter,

where the filter is N self-Convolutions of a Rectangular time-domain window function

(CRN) (in this case, N = 7) and the time window is 70.7 seconds, downsampling the

signal from 10 Hz to 5-second measurements (see Thomas, 1999; Case et al., 2010, for

details). The KBR1B also provides the range rate (KBRR) and range acceleration (KBRA)

generated from the 10 Hz biased ranges, the first time derivative and the second time

derivative of the CRN filter used to create the 5-second ranges, respectively. However, the

KBRA contains significant high-frequency noise.

The KBR1B also provides a range, range rate and range acceleration light-time correc-

tion, which accounts for the distance travelled by both satellites during the transmission
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and reception of the K-band signal, which is necessary for converting the observed biased

range into an instantaneous range, range-rate or range-acceleration. Range, range-rate

and range-acceleration geometric corrections (i.e. antenna phase offset) are also provided

to reduce the K-band ranging data to the centres of mass of the satellites.

LRI1B

In addition to the KBR, the LRI also provides information on the distance between the

GRACE-FO satellites. The Laser Ranging Interferometer data product (LRI1B) contains

the LRI measured biased range, which has been downsampled to 2-second intervals using

the CRN filter, which also outputs the first two time derivatives being the range rate

and range accelerations. As with the KBR1B data product, the light time and geometric

corrections are also provided.

SCA1B

The star camera assembly provides the information required for precise attitude referencing

of each satellite. The Star Camera data product (SCA1B) includes the combined (when

available) quaternions from each available star camera (up to two and three for GRACE

and GRACE-FO, respectively) at 5-second intervals per satellite. The star cameras were

subject to blinding by the Moon and the Sun at times; however, data is always available

for at least one (two) star camera(s) at most times during the GRACE (GRACE-FO)

mission.

ACC1B

The Accelerometer data product (ACC1B) provide the non-gravitational accelerations of

the proof mass located at the centre of mass of each satellite. The linear and angular accel-

erations about the along-track, cross-track and radial axes of each spacecraft are included

in the ACC1B data product. The ACC1A data are processed to produce the ACC1B

product, which includes time corrections and CRN filtering, producing the corrected 1-

second linear accelerations in the SRF (see Wu et al., 2006, for details). The ACC1B data

product is only available for the GRACE mission.

ACT1B

For the seven months of unavailable GRACE-B accelerometer measurements, a synthetic

Accelerometer Transplant (ACT1B) data product is available for GRACE-B that is based

on the “full” accelerometer transplant of Bandikova et al. (2019). The transplant is created

by removing the thrust spikes from the GRACE-A Level-1A non-gravitational accelera-

tions (ACC1A), correcting for the variable position and orientation (about the pitch and



52 Space gravity missions and data analysis

ACT1B_D
1 Hz SRF

������������������������
��������
	������

��������������������
�������
	��������������
�������
	������

ACT1A_D
10 Hz AF

yaw rotation
time shift

time correc-
ted, �ltered

ACC1A_C
10 Hz AF 

thrusts and 
phantom

spikes removed

insert modelled 
GRACE-D thrusts

ACT1B_C
1 Hz SRF

ACT1A_C
10 Hz AF

time correc-
ted, �ltered

insert modelled 
GRACE-C thrusts

ACC1A_A
10 Hz AF 

ACC1B_A
1 Hz SRF

time correc-
ted, �ltered

ACT1B_B
1 Hz SRF

pitch/yaw rotation
time shift

time correc-
ted, �ltered

insert modelled 
GRACE-B thrusts

thrusts
removed

Figure 2.6: Level-1 processing procedure for the GRACE and GRACE-FO the Accelerometer

Transplant (ACT1B) data product

yaw axes) of the satellites then inserting a model of GRACE-B thrust spikes (Save et al.,

2006; Bandikova and Flury, 2014). These synthetic GRACE-B accelerations are then fil-

tered and time corrected as per Wu et al. (2006), producing the GRACE-B ACT1B data

product (Figure 2.6).

For the GRACE-FO mission, the ACT1B data product is available for both satellites

and is the only available Level-1B accelerometer data product. A specific calibration

procedure was developed for each GRACE-FO satellite accelerometer by the SDS team

(McCullough et al., 2019; Harvey et al., 2021). The GRACE-FO ACT1B data product

aims to enable more optimal gravity field recovery by mitigating the additional noise

contained in the non-gravitational accelerations of both GRACE-FO satellites, which were

not apparent in the GRACE mission. The specific noise characteristics of the GRACE-FO

accelerometer observations are detailed in Section 2.1.2.

The GRACE-C and GRACE-D accelerometers contain different noise characteristics,

with GRACE-D having significantly more noise. The GRACE-D observations include

high-frequency error and bias jumps related to thruster firings, rendering the GRACE-D

accelerometer measurements too inaccurate for use in precise orbit determination (Mc-

Cullough et al., 2019). Therefore, the GRACE-D ACT1B has been synthetically created

by transplanting the accelerometer data from GRACE-C to produce the Level 1A non-

gravitational acceleration data (Figure 2.6). The creation of the ACT1A data product

for both satellites begins with removing outlier “phantom” accelerations and accelerations

that occur at or near thruster firings from the GRACE-C ACC1A data. To create the
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GRACE-D ACT1B, these edited GRACE-C accelerations are then rotated 180◦ about

the radial axis and time-shifted to account for differences in satellite position; a pitch

correction is not applied (Harvey et al., 2021). A time series of modelled thruster fir-

ings are created for each satellite individually using their respective thruster housekeeping

data. These accelerations are then inserted into the time series, the final step of ACT1A

generation.

The ACT1A for both satellites are then processed to produce an ACT1B data product

which includes time corrections and CRN filtering, producing the corrected 1-second linear

accelerations of the ACC proof mass. The ACT1B data contains the same information as

the GRACE ACC1B data product but without angular accelerations. The full GRACE-

D transplant was only performed after the accelerometer error increased in June 2018.

Before that, the GRACE-D ACT1B were produced as per the GRACE-C ACT1B.

GNV1B

The GPS Navigation format record (GNV1B) provides the Earth-fixed location (i.e. posi-

tion, velocity and formal errors) of the satellites in the International Terrestrial Reference

Frame (ITRF).

AOD1B

The Atmosphere Ocean and De-aliasing (AOD1B) product is an ancillary product gen-

erated by GFZ. The AOD1B contains spherical harmonic coefficients that represent the

pressure and mass variations induced by transient weather systems at high spatial (up to

degree and order 180) and temporal (3 hour) resolutions (Dobslaw et al., 2017b). These

non-tidal atmosphere and ocean mass variations need to be included as a background

model for precise orbit determination to avoid artefacts from temporal aliasing of these

signals into the estimates of the temporal gravity field (Dobslaw et al., 2013).

Housekeeping data

The suite of housekeeping data includes several ancillary data products that provide in-

strument health and calibration information. Notably, the Accelerometer Housekeeping

data (AHK1B) includes information on accelerometer temperature and proof mass voltage

which can be used for accelerometer calibration. Other useful housekeeping products in-

clude the THR1B data, which provides thruster activation data. The Cold Gas Tank data

(TNK1B) provides pressure and temperature measurements and some auxiliary data for

the centre of mass management. The Magnetometer and Magnettorquer data (MAG1B)

includes magnetic torque rod activation data. Spacecraft Mass data (MAS1B), IPU House-
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keeping data (IHK1B), and information on the On-Board Data Handling (OBDH) time

to GPS receiver time (TIM1B) are also available.

2.1.3.2 Gravity field products

Level-2

Level-2 data products are produced by several processing centres that have each inde-

pendently developed in-house processing software to generate precise orbit and gravity

field models from the Level-1B data and background models. Level-2 data products are

routinely provided by the members of the SDS team (i.e. JPL, GFZ and CSR) and are

publicly available. The SDS Level-2 data include the monthly estimates of the Earth’s

temporal gravity field in the form of dimensionless Stoke’s coefficients at least up to spheri-

cal harmonic degree and order 60, which require some post-processing before analysis. The

Level-2 products also include ancillary data sets of the average atmospheric and oceanic

mass variations derived from AOD1B.

Level-3

The SDS also provides an additional Level-3 gridded surface mass anomalies data product

derived from their Level-2 spherical harmonic solutions. These monthly temporal gravity

field grids are in units of equivalent water height and have already been post-processed,

ready for analysis by the user. The post-processing steps are standard across the SDS

teams. They include the addition of ocean loads removed during processing (Dobslaw

et al., 2017a), the removal of GIA effects (Peltier et al., 2018), decorrelation (Swenson

and Wahr, 2006), Gaussian smoothing (Wahr et al., 1998), replacement of the poorly

estimated low degree zonal harmonics (Loomis et al., 2019b), geocentre (Sun et al., 2016b)

and ellipsoidal (Ghobadi-Far et al., 2019b) corrections.

Outside of the SDS, several research groups also provide GRACE and GRACE-FO gravity

field products at a variety of spatial and temporal resolutions in the form of Stoke’s

coefficients or mass concentration (mascon) grids (e.g. Mayer-Gürr et al., 2016; Lemoine

et al., 2018; Loomis et al., 2019a). The SDS also provides monthly mascon solutions of the

temporal gravity field (Save et al., 2016; Wiese et al., 2016) as an addition to the official

publicly available GRACE Level-2 and Level-3 products.
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2.2 GRACE and GRACE-FO data analysis

The generation of GRACE and GRACE-FO temporal gravity field products is a multi-step

process that begins with modelling the satellite orbits by integrating the various external

forces acting on the spacecraft. This process is often referred to as precise orbit determi-

nation and utilises information from external forcing models and GRACE or GRACE-FO

Level-1B data. Theoretical inter-satellite measurements are derived from the position and

velocity of the modelled satellite orbits, which, compared to the observed inter-satellite

measurements, do not contain the accelerations induced by components of the temporal

gravity field. The observed minus computed residuals contain the unmodelled components

of the temporal gravity field, which can be recovered by solving for adjustments to satellite

orbit and gravity field parameters.

The temporal gravity field is typically parameterised by spherical harmonic coeffi-

cients or mascons as the basis functions. Post-processing methods are applied to spherical

harmonics and mascon gravity field solutions to reduce noise and correct specific signals

or model deficiencies. When using mascons, the inversion is stabilised by applying con-

straints to the mascon parameters using a regularisation strategy. Regularisation can be

customised to best suit specific spatial and temporal characteristics of the expected tempo-

ral gravity field signal and is necessary for mitigating high-frequency noise and parameter

correlations. The following sections summarise the general process for precise orbit deter-

mination and accurate temporal gravity field estimation from GRACE and GRACE-FO

data.

2.2.1 Orbit determination

2.2.1.1 Equations of motion

The measurement of GRACE and GRACE-FO inter-satellite ranging is directly related

to the spacecraft’s trajectory (i.e. position and velocity). The orbits of the satellites are

influenced by the various accelerations acting on them, which can be modelled numerically

using dynamical equations of motion. The equations of motion are identical for each

pair of GRACE and GRACE-FO twin satellites. They include the accelerations due to

gravitational, non-gravitational and empirically modelled forces acting on the satellites:

−̈→r = fg + fng + femp (2.1)
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where −̈→r is the second derivative of the position vector, fg contains the gravitational

forces, fng contains the non-gravitational forces and femp are empirically modelled forces.

The gravitational accelerations include direct planetary perturbations (e.g. Folkner et al.,

2009) and geopotential perturbations derived from a suite of background forcing models.

Here, ‘geopotential’ refers to the gravitational potential of the solid Earth and its surface

fluid and gaseous envelopes. The geopotential perturbations include the mean and static

gravity field (e.g. Tapley et al., 2007; Bruinsma et al., 2013), non-tidal atmosphere and

ocean (e.g. Dobslaw et al., 2017b), atmospheric (e.g. Ray and Ponte, 2003), oceanic (e.g.

Carrere et al., 2015; Lyard et al., 2021) and solid Earth tides (e.g. McCarthy, 1992; Wahr

et al., 2015) and indirect planetary perturbations. General relativistic perturbations are

also included in the forcing model (e.g. Petit and Luzum, 2010).

The geopotential perturbations, having been evaluated in the terrestrial reference

frame, need to be rotated into the inertial (i.e. celestial) reference frame. The International

Terrestrial Reference Frame (ITRF) is defined by a rotating Earth-centred, Earth-fixed

coordinate system with the origin of the terrestrial reference system at Earth’s centre of

mass (Figure 2.7) (Petit and Luzum, 2010). Earth’s axis of rotation defines the Z-axis, and

the X-axis is determined by the intersection between the Greenwich (i.e. prime) meridian

and the equatorial plane. The Y-axis completes the right-handed coordinate system. The

International Celestial Reference Frame (ICRF) is also geocentric but fixed with respect

to the stars (i.e. non-rotating) (Petit and Luzum, 2010). The vernal equinox at epoch

J2000.0 defines the X-axis and the Z-axis is normal to the mean equatorial plane at epoch

J2000.0 (Figure 2.7) (Petit and Luzum, 2010).

Transformation of the geopotential accelerations from the terrestrial reference frame

to the inertial reference frame requires knowledge of Earth’s precession, nutation, rota-

tion and polar motion. This accounts for periodic variations in the orientation of Earth’s

rotation axis due to the gravitational attraction of celestial bodies and Earth’s mass dis-

tribution. The information needed to perform these rotations, including the contributions

of general relativity (i.e. lense-thirring effect and de Sitter precession), are provided by

the International Earth System and Rotation Service (IERS) (e.g. McCarthy, 1992; Petit

and Luzum, 2010).

The non-gravitational forces (i.e. solar radiation pressure, atmospheric drag and Earth

albedo) are measured by the accelerometers onboard the GRACE and GRACE-FO satel-

lites and must be accounted for during orbit integration. These forces must be rotated from
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Figure 2.7: Coordinates of the (left) rotating terrestrial reference system and (right) inertial

celestial reference system.

a body-fixed (i.e. satellite) reference frame (Figure 2.4) to the inertial frame of reference,

which is achieved using the combined attitude quaternions contained in the star camera

Level-1B data product. The integration of the equations of motion is then performed on

the sum of the time-variable non-gravitational, gravitational and empirical accelerations

in the inertial reference frame.

2.2.1.2 Gravitational accelerations

The background gravity model includes the gravitational forces, fg, acting on the satellites

and differs from the actual gravity field primarily because of the omission of the temporal

signals. The background gravity model includes the static gravity field and some tem-

porally varying components. Using a comprehensive background gravity model improves

the prediction of the parameter values by reducing the adjustments required to the a pri-

ori values to account for the observed inter-satellite range changes during least squares

inversion.

Spherical harmonic expansion is a mathematically convenient and computationally

efficient method (to represent functions defined on the surface of a sphere) that has been

widely utilised in many satellite geodesy studies for many decades. The background gravity

model at time t can be represented using a spherical harmonic expansion with time-variable

coefficients. If GM is the gravitational constant and R is the mean equatorial radius of the

Earth, the geopotential acceleration Us, at an exterior field point with geocentric radius
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r, geographic latitude φ, and longitude, λ is:

Us(r, φ, λ, t) =
GM

r
+
GM

r

LMAX∑
l=2

(
R

r

)l l∑
m=0

P lm(sinφ)[C lm(t) cosmλ+ Slm(t) sinmλ]

(2.2)

where P lm(sinθ) are the fully normalised Legendre Polynomials, C lm and Slm are the

fully normalised cosine and sine dimensionless Stoke’s coefficients of degree l and order m.

The degree and order of a spherical harmonic expansion represent the zonal (latitude de-

pendent) and sectoral (longitude dependent) harmonics. As the degree and order increase

to a maximum (LMAX), the coefficients capture the higher frequency spatial variations of

the background gravity model.

Most of the non-spherical geopotential accelerations acting on the satellites are due to

the Earth’s static gravity field. The mean gravity field used in GRACE and GRACE-FO

data analysis typically includes some combination of data from various modern satellite

gravimetry missions (e.g. CHAMP, GOCE, GRACE) which account for components of the

gravity field at various temporal and spatial resolutions (e.g. Bruinsma et al., 2013; Förste

et al., 2014; Ries et al., 2011). The spherical harmonic coefficients of the mean gravity field

are typically included in the background gravity model truncated to a high degree and

order. In their most recent GRACE Level-2 product release (RL06), Dahle et al. (2019)

included the background gravity model of Förste et al. (2014) complete to LMAX = 200.

Watkins et al. (2015) and Save et al. (2016) included the background gravity field model

of Ries et al. (2011), complete to LMAX = 180 and LMAX = 360, respectively.

Sub-monthly atmospheric pressure variations, ocean surface currents and precipitation

events are measured by the GRACE and GRACE-FO satellites (Dobslaw et al., 2013). Due

to the limited ground track coverage of the GRACE and GRACE-FO satellites, short-

term variations in the gravity field, such as these, cannot be accurately estimated. The

contribution of these non-tidal mass variations to the gravity field are provided in the

AOD1B product as dimensionless Stoke’s coefficients every 3 hours, complete to LMAX =

180 (Flechtner, 2007; Dobslaw et al., 2017b). The accelerations induced by these non-tidal

atmosphere and ocean variations must be included in the background gravity model for

precise orbit determination to avoid artefacts of temporal aliasing of such high-frequency

signals into the temporal gravity field estimates (Dobslaw et al., 2013).

The background gravity models must also account for the accelerations induced by
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semi-diurnal, diurnal and long-period solid Earth and ocean tides. Solid Earth and ocean

tides occur due to the gravitational forces of the Moon and Sun, causing elastic deformation

of the Earth and vertical movement of the sea surface. Solar heating of the atmosphere

also causes atmospheric tides, primarily at diurnal (S1) and semi-diurnal (S2) frequencies.

The magnitude of atmospheric tidal variations are significantly smaller than the non-tidal

atmospheric variations but need to be accounted for in the background gravity model

(Ray and Ponte, 2003). Atmospheric tides are provided as an additional AOD1B product

(Dobslaw et al., 2017b). Pole tides are the response to variations in centrifugal force due

to polar motion and affect the C2,1 and S2,1 spherical harmonic coefficients (Desai, 2002).

Solid Earth pole tides and ocean pole tides must also be accounted for in the background

gravity model (Petit and Luzum, 2010).

Indirect celestial perturbations are also accounted for in the background gravity model.

These include the point mass attraction of the planets on the Earth and the interaction

between the Sun and Moon on Earth’s dynamic oblateness (i.e. indirect J2 effect), which

impacts the C2,0 spherical harmonic component variations (Petit and Luzum, 2010; Sun

et al., 2016a). The perturbing accelerations arising from n-point masses (i.e. the Sun,

Moon and planets) are computed in the inertial reference frame, unlike the geopotential

perturbations. Celestial perturbations due to the direct attraction of the planets on the

satellites are calculated using point mass formulations. The calculation of these direct and

indirect celestial body induced accelerations requires accurate knowledge of the planetary

and lunar ephemerides (e.g. Folkner et al., 2009).

2.2.1.3 Non-gravitational accelerations

Orbit perturbations are induced by non-gravitational forces acting on the satellites, such

as solar radiation pressure, Earth albedo, atmospheric drag and thruster spikes due to the

misalignment of the cold gas thrusters. Non-gravitational linear and angular accelerations

in the along-track, cross-track and radial axes are provided in the Level-1B accelerometer

data in the satellite reference frame (Figure 2.8). The accelerations induced by non-

gravitational forces, fng, are modelled using the linear accelerations provided in the Level-

1B accelerometer data, facc, corrected for a bias offset and instrument scale:

fng = q ⊗ [b+ S × facc] (2.3)

where q⊗ represents the rotation from the satellite frame into the inertial frame, achieved
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Figure 2.8: 2009-05-03 GRACE-A (red) and GRACE-B (grey) uncalibrated accelerometer obser-

vations in the (a) along-track, (b) cross-track and (c) radial directions showing the bias offset and

repeating pattern of the observations per revolution.

using the attitude quaternions provided in the combined star camera Level-1B data; b is

an empirical bias vector and S is a 3×3 matrix (diagonal or fully-populated) containing

the scale factors. Both b and S contain estimable bias and scale factor parameters for the

along-track, cross-track and radial axes of the Level-1B accelerometer observations.

The Level-1B accelerometer observations also contain noise induced by heater switches,

magnetic torquer generated signals and thermal variations (Flury et al., 2008; Klinger

and Mayer-Gürr, 2016; Peterseim et al., 2012) which may degrade the integration of the

satellite orbits. To maintain the accuracy of the modelled orbits, the effects of temperature

variations on the accelerometer observations must be accounted for. Different bias vector

parameterisations have been developed to account for sub-daily low-frequency bias drift

due to thermal variations, which degrade the along-track and cross-track observations

(Figure 2.8). At low frequencies, temperature-induced bias drift is the dominant source of

accelerometer noise (Klinger and Mayer-Gürr, 2016). Sub-daily variations in bias drift are

particularly prevalent in the measurements after thermal control of the GRACE mission

was deactivated in April 2011 and during periods of reduced thermal management before

this date.
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Most commonly, multiple bias parameters are estimated each day, particularly in the

less-sensitive cross-track axis, to account for sub-daily bias variation (e.g. Dahle et al.,

2014; Klinger and Mayer-Gürr, 2016; Luthcke et al., 2013). For example, Dahle et al.

(2014) estimated nine accelerometer biases per axis per day. Watkins et al. (2015) es-

timated three-hourly accelerometer cross-track biases and once per day along-track and

radial biases. They also estimate an empirical rate vector to account for thermal variations

in the along-track and cross-track axes from 2010. Conversely, Luthcke et al. (2013) esti-

mated accelerometer biases every three hours in the along-track and radial components,

but only once per day in the less-sensitive and more variable cross-track axis.

Adjusting for multiple accelerometer biases within a single day could potentially in-

troduce discontinuities in the accelerometer observations. The approach of Klinger and

Mayer-Gürr (2016) ensures continuity within a single day by estimating accelerometer bi-

ases using uniform cubic basis splines with 6-hour knot intervals, requiring a total of 21 bias

parameters per satellite per day. In addition, Klinger and Mayer-Gürr (2016) developed

an accelerometer calibration technique to account for cross-talk (i.e. non-orthogonality of

the accelerometer axes) and the misalignment of the Accelerometer Frame (AF) with the

Science Reference Frame (SRF) (Figure 2.4) (Kim, 2000). Their method requires the esti-

mation of an additional six parameters per satellite, populated in the off-diagonal elements

of the scale factor matrix. This bias and scale factor parameterisation was adopted by

Kvas et al. (2019) to generate their most recent GRACE gravity field time series (ITSG-

Grace2018).

Estimating empirical accelerations may mitigate the effects of errors in the forcing

model. Typically, constant or once-/twice-per-revolution empirical accelerations are eval-

uated in a specific direction. For example, Dahle et al. (2019) included estimates of a

once-per-revolution along-track and cross-track periodic (sine and cosine) empirical ac-

celeration. Empirical parameters are designed to absorb errors due to deficiencies in the

background gravity model and non-gravitational observations. However, real gravitational

signals may also enter these parameter estimates as the empirical accelerations are math-

ematically indistinguishable from real signals (Beutler et al., 2010). Watkins et al. (2015)

and Save et al. (2016) integrated only the gravitational and non-gravitational accelerations

acting on the satellites, suggesting that solving for empirically modelled accelerations is

not required for precise orbit determination.
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2.2.1.4 Orbit and gravity field estimation

The background models, including gravitational and non-gravitational accelerations, are

used to predict the observed inter-satellite range changes. This is achieved by integrating

the equations of motion and the variational equations (i.e. state transition matrix) in the

inertial reference frame, producing estimates of the satellite trajectories and the partial

derivatives of the parameters with respect to the observations, in the terrestrial reference

frame (Beutler et al., 2010). The position vector −→r (t) of the satellite at any epoch t,

is the solution to the equations of motion given some initial conditions (Beutler et al.,

2010). At a minimum, the initial state vector includes the position and velocity vectors

and accelerometer bias and scale of the satellite at t0. The integration of the equations

of motion and the state transition matrix is often achieved using Cowell’s formulation to

solve the initial values with a predictor-corrector process (e.g. Bashforth and Adams, 1883;

Moulton, 1926; Krogh, 1973).

The theoretical inter-satellite range change and its derivatives can then be derived us-

ing the twin spacecrafts’ differential computed positions and velocities. The least squares

inversion utilises the difference between the inter-satellite observations and the theoretical

values calculated from the integrated orbits. The observed minus computed values (or

prefit residuals) contain variations in the inter-satellite ranging measurements caused by

the unmodelled mass anomaly signal plus initial state vector parameter value errors, back-

ground model errors and instrumental noise. The adjustments to the orbit parameters (i.e.

initial position/velocity, accelerometer bias and scale, empirical acceleration parameters)

are solved in a weighted least squares inversion:

x̂ = (ATWA)−1ATWb (2.4)

where A is the design matrix containing the partial derivatives, b is the vector of prefit

residuals, and W is a diagonal matrix containing the observation weights. The estimation

process attempts to solve for a solution, x̂, that minimises the weighted sum of the squares

of the postfit residuals. The postfit residuals contain any noise or mass signal not absorbed

by the parameters. The orbits can be re-integrated using the updated parameter values

to form an improved initial state vector and converge on a solution to the parameter set

that minimises the square of the residuals.

Once the 24-hour orbits have been integrated, adjustments to the background gravity

model are estimated. The gravity field is parameterised and estimated, along with the
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satellite parameters, in a simultaneous least squares inversion. Previous studies have

parameterised the gravity field using spherical harmonics (e.g. Lemoine et al., 2007; Save

et al., 2012; Dahle et al., 2019) and mascons, by relation to Stoke’s coefficients (e.g. Save

et al., 2012; Loomis et al., 2019b) or by explicitly relating the inter-satellite observation

to mass variations (e.g. Watkins et al., 2015). The different methods for parameterising,

post-processing and constraining the gravity field are described in Sections 2.2.2 and 2.2.3.

To estimate the adjustments to the background gravity field, the number of observa-

tions must far exceed the number of estimable parameters (Beutler et al., 2010). A system

of normal equations is formed for each 24-hour arc of observations and stacked so that,

when solved, the satellite parameters are estimated daily. The gravity field parameters are

calculated as an average mass change over the period that the observations were obtained.

At a minimum, 10-days of observations are used to estimate the adjustments to the back-

ground gravity model (e.g. Lemoine et al., 2007; Luthcke et al., 2013), with 30-days being

the preferred period of the SDS teams (e.g. Save et al., 2012; Watkins et al., 2015; Dahle

et al., 2019).

This process can be iterated until the temporal gravity field parameter adjustments

are sufficiently minor such that the satellite and temporal gravity field parameters have

converged (Beutler et al., 2010). The postfit residuals are an indicator of solution accuracy

and should be small. However, error contained in the parameter estimates, the Level-1B

measurements (i.e. inter-satellite measurements and accelerometers) and the background

models appear in the residuals or can manifest as noise in the gravity field solutions (e.g.

Ditmar et al., 2012).

2.2.1.5 Inter-satellite observable

The range rate observations are most often used as the inter-satellite measurement in the

orbit and gravity field estimation (e.g. Tapley et al., 2004; Dahle et al., 2014; Luthcke et al.,

2013; Watkins et al., 2015). However, some studies have utilised the range measurements

directly (e.g. Kim, 2000; Shen et al., 2015). It is also possible to use range acceleration as

the inter-satellite observation (e.g. Ivins et al., 2011; Tregoning et al., 2017; Ghobadi-Far

et al., 2022). However, the KBR Level-1B range acceleration observations are dominated

by excessive high-frequency noise and, therefore, cannot be used directly as the inter-

satellite observation during orbit and gravity field estimation. Some studies have used

a variant of the range acceleration provided in the Level-1B data files by considering
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only the along-track range acceleration to estimate the temporal gravity field (e.g. Liu

et al., 2010; Ditmar et al., 2012). The improved noise content of the GRACE-FO LRI

ranging measurements has recently allowed for the use of the range acceleration as the

inter-satellite observation (Ghobadi-Far et al., 2022).

The advantage of using range acceleration observations over range rate is that gravity

anomaly signals caused by mass variations on Earth become more localised spatially, unlike

the range rate observations, which contain a significant once-per-revolution signal (Save

et al., 2012). As such, Save et al. (2012, 2016) and Pie et al. (2021) used postfit range

acceleration residuals, derived from postfit range rate residuals, to quantify the amount of

mass anomaly signal that was not absorbed by their parameterisation.

The KBR inter-satellite measurements are contaminated by microwave system noise

which dominates at high frequencies, primarily sourced from thermal noise from the K/Ka-

band receivers but also from the ultra-stable oscillator (USO) phase noise (Sheard et al.,

2012; Thomas, 1999). The microwave ranging system noise has been shown to dominate

the high-frequency component of the postfit inter-satellite residuals (Goswami et al., 2018).

Ko (2008) analysed postfit range rate residuals and made a modest improvement to gravity

field estimation by the application of a more aggressive digital low-pass filter during dual

one-way range processing of the Level-1A data, compared to the method described by

Thomas (1999). This was followed by an analysis of the signal-to-noise ratio (SNR) of the

KBR measurements, which indicate system noise level, where poor SNRs were correlated

to high-frequency postfit range rate residuals (Ko et al., 2012).

Ditmar et al. (2012) analysed the spectral density of theoretical range rate residuals,

which were calculated by subtracting GRACE range observations from simulated range

observations computed using a force model to produce GRACE dynamic orbits. Their

results showed that errors from the KBR sensor dominated residuals at high frequencies

(f >14 mHz), which propagated into gravity field parameters forming substantial along-

track striping, particularly in mid- to low-latitudes. Behzadpour et al. (2019) echoed these

findings by performing a multi-resolution wavelet analysis to decompose actual GRACE

range rate residuals computed during ITSG-GRACE2016 processing (Mayer-Gürr et al.,

2016), concluding that KBR ranging sensor errors dominated the short timescale details

(f >12.5 mHz) of the residuals.
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2.2.2 Spherical harmonics

Traditionally, GRACE and GRACE-FO models of the monthly temporal gravity field

(with respect to the mean gravity field (e.g. Bruinsma et al., 2013)) have been provided

in the form of numerical values for dimensionless Stoke’s coefficients (e.g. Tapley et al.,

2004; Lemoine et al., 2007; Dahle et al., 2014; Mayer-Gürr et al., 2016; Save et al., 2012).

Thus, the time-variable dimensionless Stoke’s coefficients (i.e. ∆Clm and ∆Slm) are pa-

rameterised and estimated in the inversion. GRACE and GRACE-FO solutions can then

be evaluated in terms of temporal variations in equivalent water height (EWH; ∆σ) by

modifying the spherical harmonic expansion of Equation 2.2 (Wahr et al., 1998):

∆σ(θ, λ, t) =
Rρave
3ρw

LMAX∑
l=0

2l + 1

1 + k′l

l∑
m=0

P lm(cos θ)[∆Clm(t) cosmλ+ ∆Slm(t) sinmλ] (2.5)

where θ is colatitide, ρave is the average density of the Earth (5517 kg/m3), ρw is the density

of water (1000 kg/m3) and k′l is the elastic load Love number of degree l. Given a month

of observations with dense ground track coverage and nominal instrument operation, the

time variable spherical harmonic coefficients that represent the temporal gravity field can

usually be estimated accurately up to maximum degree and order (LMAX) 60, equivalent

to ∼330 km spatial resolution at the equator. The Level-2 products are also typically

provided at a higher resolution, LMAX = 96, equivalent to ∼200 km at the equator.

The spatial resolution (i.e. LMAX) of GRACE and GRACE-FO spherical harmonic

temporal gravity field solutions (e.g. Figure 2.9) are limited by modelling errors and instru-

mental noise. Signal degradation increases with spherical harmonic degree and manifests

as random and correlated errors (Wahr et al., 2006; Swenson and Wahr, 2006). High

degree harmonic coefficients have less impact on the Earth’s potential and, therefore, on

the accelerations acting on the satellites due to the faster upward attenuation compared

to low degree components of the gravity field. Therefore, estimates of the poorly observed

high degree Stoke’s coefficients become decreasingly well observed and more susceptible

to error. To produce meaningful mass anomaly estimates, spherical harmonic solutions

of the temporal gravity field must be corrected for these errors using various smoothing

and decorrelation filters (e.g. Wahr et al., 1998; Swenson and Wahr, 2006; Kusche, 2007;

Kusche et al., 2009; Schrama and Wouters, 2011). However, these filters tend to attenu-

ate the signal amplitudes which has led to the development of various signal restoration
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Figure 2.9: GRACE RL06 spherical harmonic and mascon solutions for September 2010. (top

row) Gridded Level-3 JPL, CSR and GFZ Gaussian smoothed and decorrelated spherical harmonic

solutions (Landerer and Swenson, 2012). (bottom row) JPL 3◦ × 3◦, (Watkins et al., 2015; Wiese

et al., 2016), CSR (Save et al., 2016) and GSFC (Loomis et al., 2019a) 1◦ × 1◦ mascons solutions.

techniques (e.g. Swenson and Wahr, 2002; Chen et al., 2009a; Landerer and Swenson,

2012).

2.2.2.1 Smoothing and decorrelation filters

The GRACE and GRACE-FO satellites have decreased ground track density at mid- to

low-latitudes and are therefore, less sensitive to gravity changes in the east-west direction

(Wahr et al., 2004). Correlated and random noise appears in the estimates of poorly

observed high degree harmonic coefficients, which causes prominent north-south striping to

appear in the gravity field solutions due to the polar configuration of the orbits. Correlation

errors are further amplified in the presence of poor ground track coverage, as reduced

observation of the higher degree components of the gravity field results in increased north-

south striping (Save et al., 2012). These errors are often mitigated during post-processing

by using various decorrelation filters and smoothing techniques that reduce the power in

the degrees dominated by noise.

Wahr et al. (1998) were the first to propose a method for suppressing north-south

striping errors typical of GRACE spherical harmonic solutions by applying a Gaussian
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smoothing filter whereby a defined radius determines the spatial averaging of the solu-

tion. Gaussian smoothing is applied a posteriori by inserting the smoothing function into

the spherical harmonic expansion (see Wahr et al., 1998). The spherical harmonic coef-

ficients are essentially multiplied by a smoothing function, the value of which decreases

with increasing degree, thus reducing the contribution of the poorly observed high degree

coefficients (Jekeli, 1981). Gaussian smoothing is therefore degree dependent; thus, this

method is definitively isotropic (Jekeli, 1981). A significantly large averaging radius (i.e.

1000 km) is required to reduce striping in the ocean (e.g. Wahr et al., 2004). As a re-

sult, there is a significant tradeoff between noise reduction and spatial resolution, which

causes significant signal attenuation and leakage in continental areas (Swenson and Wahr,

2006). Sasgen et al. (2006) developed a low-pass Wiener optimal filter as an alternative

to Gaussian smoothing, which requires a priori information of the degree power spectra of

the desired temporal gravity signal and noise to mitigate the impacts of correlated errors.

Like Gaussian smoothing, the Wiener filter treats the correlated noise as isotropic (i.e.

only depending on the degree power of the signal and noise).

Because correlations exist between even and odd degree coefficients, large smooth-

ing radii are required to remove all stripes in the GRACE models using the traditional,

isotropic methods (e.g. Wahr et al., 1998). Not long into the GRACE mission, the need

to develop other smoothing techniques became apparent. Many of those produced can

be used either as an alternative to or in conjunction with spatial averaging by Gaussian

smoothing. Such methods aim to optimise the trade-off between noise reduction and sig-

nal attenuation. Swenson and Wahr (2006) developed a decorrelation filter whereby they

fitted and removed a quadratic from a moving window of even and odd degree Stoke’s

coefficients for a particular order, successfully reducing the uncertainty of the oceans by

more than half (Chambers, 2006a). Wouters and Schrama (2007) used empirical orthogo-

nal functions (EOFs) to decompose a time series of available GRACE Stoke’s coefficients,

then rebuilt the series of coefficients with the modes that passed a particular test, indi-

cating they do not contain noise. While their method reduced striping and limited signal

leakage compared to other methods, any real irregular or isolated signals were treated as

noise and attenuated or removed entirely (Wouters and Schrama, 2007). The DDK filter,

first proposed by Kusche (2007) for decorrelating GRACE spherical harmonic solutions,

implements a non-isotropic kernel which requires a priori knowledge of the geometry of

the gravity field and, thus, knowledge of the correlation-induced north-south striping. The
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degree of smoothing is controllable and overall more effective and less likely to result in

gravity field attenuation when compared to typical Gaussian filters (Kusche, 2007).

Often decorrelation and DDK filters are used in conjunction with Gaussian smoothing

to suppress noise in GRACE spherical harmonic solutions (e.g. Save et al., 2012; Chen

et al., 2021). For example, the Level-3 gridded gravity field products provided by the SDS

have been smoothed using Gaussian filtering and de-striped using the decorrelation filter

of Swenson and Wahr (2006) (e.g. Figure 2.9). By using the combined filter approach,

a smaller averaging radius is defined for Gaussian smoothing, reducing signal attenuation

and leakage while maximising the mitigation of noise. In this example Gaussian smoothing

with a 300 km radius has been used to produce the land grid and a 500 km radius to pro-

duce the ocean grid (Figure 2.9). Although decorrelation filters and smoothing techniques

are effective in mitigating errors caused by high degree noise, these post-processing steps

still tend to attenuate the signal amplitudes, limiting the accuracy of the temporal gravity

field solutions.

2.2.2.2 Signal restoration for spherical harmonic solutions

Signal restoration techniques have been developed to combat issues such as signal attenu-

ation and leakage error introduced into the spherical harmonic solutions of the temporal

gravity field due to spatial averaging induced by filtering and truncation. Truncation

artefacts are caused by the inability to approximate high-frequency components of the

gravity field within the limits of the well-observed harmonic degrees, leading to signal

leakage in the spherical harmonic solutions of the gravity field derived from GRACE and

GRACE-FO data (Swenson and Wahr, 2002; Chen et al., 2009a; Landerer and Swenson,

2012). The characteristics of leakage error are determined by both the methods used

in decorrelation/smoothing and the characteristics of the signal. Truncation artefacts are

prevalent in regions where sharp gravity gradients (i.e. discontinuities) occur, for example,

near continental-oceanic boundaries and drainage divides. These errors are particularly

pervasive in polar areas, where significant mass changes occur near continental-oceanic

boundaries. For example, the high magnitude ice mass loss signals in West Antarctica

and the Antarctic Peninsula is smeared across the coastline, into the Amundsen Sea Em-

bayment where mass variation should be comparatively small (e.g. Chen et al., 2009a).

Swenson and Wahr (2002) developed several methods to restore power to GRACE tem-

poral gravity field signals that had been attenuated by truncation and Gaussian smoothing.
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One of their approaches utilised knowledge of the GRACE errors to scale the smoothed

mass change estimates within a defined region (e.g. drainage basin) using an optimal

averaging kernal. This method was used in several regional and basin-scale studies, for

example, to estimate ice mass loss across the Antarctic ice sheet (Velicogna and Wahr,

2006), to quantify the impact of the Californian Central Valley drought (Famiglietti et al.,

2011) and declining water storage in the Caspian Sea (Swenson and Wahr, 2007).

Restoration of signal attenuation was achieved at smaller scales through the definition

of gain factors to restore signal on continental regions (Landerer and Swenson, 2012). The

method of Landerer and Swenson (2012) is similar in concept to the optimal averaging

kernel method in that the solutions of the temporal gravity field are ultimately scaled by

a coefficient, in this case, a gain factor, which was calculated on a global 1◦ grid. The

derivation of the global gain factors was achieved by assessing the impact of truncation and

filtering on a synthetic model of TWS (GLDAS-NOAH; Rodell et al., 2004), truncated to

LMAX = 60 and decorrelated using a combination of the de-striping filter (Swenson and

Wahr, 2006) and Gaussian smoothing with a radius of 300 km. To reduce the leakage error,

the filtered TWS anomalies were compared to their unfiltered (i.e. true) counterparts, and

their misfit was decreased by the estimation of a gain factor via a least squares inversion.

The method, while successful in reducing the errors in simulation, is purpose-built for

the specific solutions estimated to LMAX = 60 and using the combined de-striping filter-

Gaussian smoothing approach. The method also doesn’t consider the possible temporal

evolution of gain factors and is specifically tuned to a simulated model of TWS; thus

cannot be used over oceans or ice-covered continental regions.

An alternative method for restoring signal amplitudes biased by spherical harmonic

truncation and filtering uses a forward modelling procedure (e.g. Ramillien et al., 2006;

Chen et al., 2007, 2009a, 2015). The forward modelling algorithm iteratively restores signal

to its place of origin by constraining locations of expected mass change (Chen et al., 2015).

For example, based on the forward modelling method first applied by Ramillien et al.

(2006), Chen et al. (2009a) accounted for biases induced by decorrelation and Gaussian

smoothing by deriving estimates of assumed mass change in nine geographic locations

across Antarctica. Leakage error was minimised particularly in coastal regions adjacent to

regions of high mass loss where signal had smeared into the ocean. Through simulation,

Chen et al. (2015) showed that unconstrained forward modelling estimates were able to

restore mass losses in West Antarctica, but not completely recover the original spatial
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pattern of mass loss.

2.2.2.3 Regularisation of spherical harmonic coefficients

Regularisation is used to stabilise poorly conditioned inverse problems by constraining

the parameter adjustments to the a priori values, suppressing the amount of noise that

can enter the least squares solution. GRACE spherical harmonic models are traditionally

unconstrained, however, several methods for regularising the spherical harmonic coeffi-

cients have been used (e.g. Bruinsma et al., 2010; Save et al., 2012; Chen et al., 2021). A

successful spherical harmonic regularisation strategy mitigates correlation and truncation

errors without significantly attenuating the mass change signal.

Regularised least squares is computed by constraining the normal equations, from

Equation 2.4:

x̂ = (ATWA+ αM)−1ATWb (2.6)

where α is the regularisation parameter and M is the regularisation matrix. Large α

constrains the parameter adjustments to the a priori values, while α = 0 will produce an

unregularised solution. The regularisation parameter should optimise the signal-to-noise

ratio of the solution, balancing the noise entering the solution and signal attenuation. The

regularisation matrix, M , usually contains degree and order dependent constraints, such

that the high degree harmonics are most constrained, reducing correlated noise in the

regularised solutions (Bruinsma et al., 2010; Save et al., 2012).

Regularised Stoke’s coefficients were first computed by Lemoine et al. (2007) and Bru-

insma et al. (2010) up to LMAX = 50, for 10-day solutions of the temporal gravity field

from GRACE data. They used a combination of Tikhonov regularisation with regularisa-

tion matrices constructed using the Kaula law (Kaula, 1971), which is an effective method

to reduce the signal variance in the spherical harmonic degrees that contain the most error

variance. Later, Save et al. (2012) designed their regularisation matrix empirically using a

combination of Tikhonov regularisation and the error characteristics of the unregularised

spherical harmonic coefficients. They defined the regularisation parameter, α, using L-

curve approximation, a method for locating optimal α that balances signal attenuation

and noise suppression. Both methods produced regularised spherical harmonic solutions

that were improved significantly compared to unregularised spherical harmonic solutions

(Lemoine et al., 2007; Bruinsma et al., 2010; Save et al., 2012). However, their regularised
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spherical harmonic solutions still contained some correlated errors, thus a combined regu-

larisation and Gaussian filtering was applied (Bruinsma et al., 2010; Save et al., 2012). The

combination approach consistently showed the most improvement to north-south stripes

while minimising signal attenuation (Save et al., 2012).

An alternative method constrains spherical harmonic solutions based on the spatial

characteristics of the temporal gravity field signal. Chen et al. (2021) defined their reg-

ularisation matrix as a diagonal matrix containing spatial constraints transformed into

the spectral (i.e. spherical harmonic) domain. The spatial constraints were based on the

variance of monthly mass change from GRACE DDK filtered, 100 km Gaussian smoothed

spherical harmonic solutions sampled onto a global grid. The regularisation parameter,

α, was determined by minimising the mean square error of the preliminary regularised

solution and empirically defined “true” spherical harmonic coefficients. This novel reg-

ularisation approach produced high resolution spherical harmonic solutions (LMAX =

180) with minimal signal leakage, requiring no further smoothing or signal restoration.

Mass change trends and annual amplitudes extracted from the high resolution regularised

spherical harmonic solutions of Chen et al. (2021) were significantly improved compared

to unconstrained filtered spherical harmonic solutions (e.g. Mayer-Gürr et al., 2016) and

were comparable to mascon solutions (e.g. Watkins et al., 2015; Save et al., 2016).

2.2.3 Mascons

Mass concentration elements (mascons) are an alternative approach to spherical harmonic

coefficients for parameterising the Earth’s temporal gravity field. The use of mascons

allows for the constrained estimation of discretised mass anomalies, reducing the leakage

of signals across coastlines and hydrological basins seen in spherical harmonic solutions.

The term “mascons” was first conceived by Muller and Sjogren (1968) who used them in

their estimation of lunar gravity anomalies on the surface of the Moon. For use in GRACE

and GRACE-FO analysis, mascons are constructed by dividing the surface of the Earth

into tiles of known area. The mass change associated with each tile is then estimated as

the change in the height of water across the tile required to cause the observed gravity

anomaly signal.

Three categories of GRACE and GRACE-FO mascon solutions exist. The first ap-

proach involves fitting the mascon basis function parameters to spherical harmonic coeffi-

cients during postprocessing, achieving a pseudo-type mascon solution (e.g. Jacob et al.,
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2012; Schrama et al., 2014; Velicogna et al., 2014). The remaining methods involve relating

the mascons directly to the inter-satellite observations using explicit partial derivatives to

derive the mass anomalies. This is achieved by representing each mascon as a spherical

harmonic expansion (e.g. Rowlands et al., 2005; Luthcke et al., 2006b; Sabaka et al., 2010;

Rowlands et al., 2010; Luthcke et al., 2013; Save et al., 2016; Loomis et al., 2019b). An

alternate approach that does not require the calculation of spherical harmonic coefficients

relates the inter-satellite observations to each mascon using an analytical formulation (e.g.

Watkins et al., 2005; Ivins et al., 2011; Watkins et al., 2015).

2.2.3.1 Spherical harmonic representation of mascons

The NASA Goddard Space Flight Center (GSFC) developed a method for relating mas-

cons directly to GRACE inter-satellite observations via a truncated spherical harmonic

expansion using explicit partial derivatives. This method was first implemented to esti-

mate regional gravity field anomalies using GRACE inter-satellite range rate observations.

For example, Rowlands et al. (2005) utilised the short arc analysis technique of Rowlands

et al. (2002) (i.e. using only data as the satellites overflew the region of interest) to esti-

mate Amazon Basin mass anomalies by relating the mass change of 4◦ × 4◦ mascons at

10-day intervals to the inter-satellite range rate observations via spherical harmonic coef-

ficients. Using a similar approach, Luthcke et al. (2006b, 2008) derived regional mascon

solutions of the Greenland ice sheet using 3◦ × 3◦ mascons and the Gulf of Alaska using

2◦ × 2◦ mascons, respectively.

The approach of relating mascons to inter-satellite range rate observations via spher-

ical harmonic expansion was later expanded to estimate global mascon temporal gravity

anomalies. Sabaka et al. (2010) and Rowlands et al. (2010) estimated 2◦ × 2◦ equal-area

mascons at 10-day and monthly intervals, respectively, followed by Luthcke et al. (2013)

who decreased the size of their mascons to 1◦ × 1◦. The most recent global GSFC mascon

solution uses the mascon geometry of Luthcke et al. (2013), evaluated at a monthly tem-

poral resolution (Loomis et al., 2019a). CSR has since adopted the mascon formulation

developed by GSFC; Save et al. (2016) utilised a geometry of 1◦ equal-area geodesic shapes

to estimate the global gravity anomalies at a monthly temporal resolution.

Each of the studies mentioned above used a mascon formulation to estimate an up-

date to the background gravity model via the calculation of scaled differential Stoke’s

coefficients. From Equation 2.5, the change in the potential coefficients (∆Cjlm(t) and
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∆Sjlm(t)) due to the addition of a uniform layer of mass over a mascon j at time t is

(Chao et al., 1987):

∆Cjlm(t) =

[
σj(t)(1 + k′l)R

2

(2l + 1)M

∫
P lm(cos θ) cosmλdΩ

]
H(t)

∆Sjlm(t) =

[
σj(t)(1 + k′l)R

2

(2l + 1)M

∫
P lm(cos θ) sinmλdΩ

]
H(t)

(2.7)

where M is the Earth’s mass; σj represents the mass of the uniform layer; and Ω is the

solid angle surface area of the mascon (dΩ = cos dθdλ). The estimable parameter is H(t),

the change in equivalent water height over each mascon needed to induce the observed

perturbation. Thus, for mascon j, the set of differential Stoke’s coefficients are scaled by

Hj(t), representing a surface mass change relative to the background gravity model.

Recently, a computationally efficient approach was developed to estimate mascons from

GRACE Level-2 spherical harmonic coefficients by reformulating the typical mascon esti-

mation system (Croteau et al., 2021). By applying the equations from Sabaka et al. (2010)

in a novel way, Croteau et al. (2021) related the monthly spherical harmonic coefficients

and their full error covariances to a global grid of mascons. This method is, therefore,

unlike the pseudo-mascon solutions generated as a post-processing step by fitting mascons

directly to the spherical harmonic coefficients (e.g. Jacob et al., 2012; Schrama et al.,

2014; Velicogna et al., 2014). These “fast mascons” are mathematically equivalent to the

traditional approach (e.g. Watkins et al., 2015; Save et al., 2016) for computing mascon

solutions directly from the Level-1B data. However, these solutions are limited by the

truncation of the spherical harmonic solutions and the parameterisation used to generate

the Level-2 solution.

The mascon solutions described in this section use spatial regularisation strategies dur-

ing the inversion of the normal equations to mitigate noise and signal leakage. Therefore,

unlike spherical harmonic models of the temporal gravity field, mascons do not need to be

filtered or smoothed during post-processing (e.g. Figure 2.9). Using a regular global grid

to define the mascon pattern will inevitably result in mascon geometries that cross coast-

lines such that mascons contain ocean and continental components. Coastline-crossing

mascons may be a source of error when parameterising the temporal gravity field with

large mascons (Figure 2.10). Small (i.e. 1◦) mascon geometries are advantageous for miti-

gating the problem of leakage errors across coastlines (Figure 2.10b). However, computing

1◦ mascons is computationally intensive and not reflective of the spatial resolution of the

mass anomaly estimates (Luthcke et al., 2013; Save et al., 2016; Loomis et al., 2019b).
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a) b)

Figure 2.10: Impact of mascon size on coastline resolution. (left) 3◦ × 3◦ regular gridded mascons

(right) and 1◦ × 1◦ gridded mascons showing the ocean mascons (blue), land mascons (green) and

coastline-crossing mixed land/ocean mascons mascons (grey).

The processes used to improve the resolution of coastlines and the various regularisation

strategies utilised in these studies are discussed in Sections 2.2.3.2 and 2.2.3.3, respectively.

2.2.3.2 Analytic formulation for mascon estimation

An alternative method for analysing GRACE data using mascons was developed at JPL

that does not necessitate intermediate spherical harmonic expansion of the mascons. This

method uses an analytical mascon formulation and explicit partial derivatives to relate

mascons directly to the inter-satellite ranging observations to derive the mass anomalies

(Watkins et al., 2015). Based on the approach outlined in Watkins et al. (2005), Ivins

et al. (2011) estimated 2◦ spherical cap mascons globally using partial derivatives of mascon

parameters related to the inter-satellite range acceleration observations. Using a similar

method, Watkins et al. (2015) estimated the global temporal gravity field represented

with 3◦ spherical cap mascons by relating the mascons to the inter-satellite range rate

observations via direct partial derivatives.

Errors are introduced into the temporal gravity field solutions where mascons contain

a mix of land and ocean areas, resulting in signal leakage across coastlines. Leakage er-

rors are particularly problematic where large mass anomalies occur near coastlines (e.g.

around the margin of the Greenland ice sheet). These errors are not as significant as

the signal leakage errors inherent to spherical harmonic solutions due to truncation and

smoothing (Landerer and Swenson, 2012; Watkins et al., 2015). However, if left unac-

counted for, potentially significant errors propagate into basin-integrated mass anomaly

estimates (Watkins et al., 2015). Mascon leakage errors are particularly problematic when
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the gravity field is parameterised using relatively large mascons, increasing the percentage

of mixed land and ocean mascons (Figure 2.10).

The identification of this problem in the mascon solutions prompted the development

of techniques to relocate leaked signals to their places of origin (i.e. Watkins et al., 2015;

Wiese et al., 2016). Watkins et al. (2015) developed an algorithm to relocate mass within

coastline-crossing mascons to their land and ocean counterparts, effectively splitting each

of the mixed mascons into two smaller mascons (i.e. one land and one ocean) delimited by

the coastline. To redistribute the mass anomalies of the mixed mascons via weighted least

squares, Watkins et al. (2015) estimated a priori values of the redistributed land (ocean)

mass anomalies based on estimates of nearby unmixed land (ocean) mascons and solved

for adjustments to these parameters by a weighted least squares inversion. This procedure

effectively reduced leakage errors by 50% globally.

Wiese et al. (2016) extended the method of Watkins et al. (2015), defining their a

priori estimate uncertainties using the difference of external hydrology and ocean model

output averaged onto the 3◦ mascons and the a priori mascon estimates. This procedure

for reducing leakage errors across coastlines is least accurate in ice-covered regions, where

solid Earth mass changes occur and in areas where few adjacent mascons can be used

to estimate an accurate a priori value (Watkins et al., 2015; Wiese et al., 2016). Wiese

et al. (2016) also derived gridded gain factors for down-scaling the mass anomalies to sub-

mascon (0.5◦) resolution using an extension of the technique developed by Landerer and

Swenson (2012). The combined application of the coastline resolution correction and the

gridded gain factors reduced leakage errors in large drainage basins globally by 11%-30%

(Wiese et al., 2016).

2.2.3.3 Mascon regularisation

Introducing spatial and/or temporal constraints into the mascon estimation procedure is

a convenient method to improve significantly signal recovery and mitigate signal leakage.

Mascon solutions are stabilised numerically by applying regularisation constraints on the

least squares inversion (Equation 2.6), effectively mitigating or damping the noise that

would otherwise be present in the gravity fields. Mascon regularisation has the advantage

that geographic boundaries (e.g. coastlines, drainage basins) can be conveniently built

into the regularisation strategy, mitigating signal leakage and improving the spatial reso-

lution along such boundaries (c.f. top row and bottom row of Figure 2.9). Regularisation
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strategies vary significantly between the three centres that produce the most widely used

GRACE mascon solutions (i.e. CSR, GSFC and JPL). Specifically, they differ in their

choice of how to impose temporal constraints, force correlations between nearby mascons

and utilise information from external models to inform their choice of constraints.

The suite of GSFC regional and global mascon solutions available at 10-day intervals

utilised spatial and temporal constraints to stabilise their high-temporal resolution mascon

solutions (Rowlands et al., 2005; Luthcke et al., 2006b, 2008; Sabaka et al., 2010; Luthcke

et al., 2013). Region-specific regularisation allows for constraints tailored to the location

of each mascon. For example, Luthcke et al. (2013) applied the Sabaka et al. (2010) signal

auto-covariance matrix to their mascon solutions. Their constraint equations are applied

to location-based regions, and mascons are correlated as a function of the distance between

the mascons and the time between solutions. Therefore, a mass signal estimated at one

mascon influences the estimated mass change of neighbouring mascons within the same

geographical region, and mass anomaly estimates are influenced by previous and future

solution values. The constraints wij assigned to any pair of mascons, i and j, that reside

in the same constraint region is an exponential function of correlation distance and time

(Sabaka et al., 2010):

wij = exp

(
2− dij

D
− tij
T

)
(2.8)

where dij is the distance between the mascon pair, tij is the positive time difference

between solutions, D and T are the correlation distance (e.g. 250 km) and time difference

(e.g. 10 days) (Sabaka et al., 2010). A pair of mascons that reside in different constraint

regions are assigned zero correlation constraints (i.e. wij = 0).

Temporal correlations are not imposed on mascon estimates evaluated at a monthly

temporal resolution (e.g. Rowlands et al., 2010; Loomis et al., 2019b; Croteau et al., 2021).

For example, Loomis et al. (2019b) applied only spatial constraints, meaning that each

monthly temporal gravity field was estimated independently:

wij = exp

(
1− dij

D

)
(2.9)

Previous studies, such as Watkins et al. (2015), have similarly used region-specific

constraints to regularise their mascon solutions; however, they used geophysical models

to design their regularisation matrices, deriving the constraint for each mascon based on
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the root mean square (RMS) of monthly averaged modelled mass change values (GLDAS-

NOAH (Rodell et al., 2004) and ECCO2-OMCT (Menemenlis et al., 2008)). Therefore

their method relies heavily on the accuracy of the geophysical models, which, if in error,

could either attenuate signal if the derived constraint is too tight or permit the absorption

of noise by the mascon parameters if the constraint is too loose. Further, the regularisa-

tion scheme developed by Watkins et al. (2015) was partly motivated by improving the

estimates of ocean mass variations which are small in amplitude compared to continental

signals.

Other strategies are strictly based on information contained in the GRACE observa-

tions (e.g. Save et al., 2016). Save et al. (2016) used a time-variable Tikhonov regulari-

sation on their regularised spherical harmonic solutions to inform their choice of mascon

regularisation constraints. Their mascon solutions were generated using an iterative two-

step approach. First, an intermediate solution was developed using a regularisation scheme

whereby spatial mascon constraints were formed based on the RMS of the spherical har-

monic solutions (Save et al., 2012), but with tightly constrained ocean and dryland areas.

Second, they used these intermediate solutions to design regularisation matrices that vary

month-to-month for the estimation of their final mascon mass anomaly time series (Save

et al., 2016).

The chosen mascon regularisation scheme should use sufficiently loose spatial con-

straints such that the geophysical signals can be accurately estimated but sufficiently

tight such that the effect of instrumental noise and background model errors are miti-

gated. The damping effect induced by the chosen regularisation scheme can be evaluated

before inverting for the temporal gravity field by the calculation of the resolution operator,

R (Loomis et al., 2019a):

x̂ = Rx (2.10)

R = (ATWA+M)−1ATWA (2.11)

where x is the known solution vector (i.e. the “truth” temporal gravity field) and x̂ is

the estimated solution vector. Given enough observations and M = 0, then R = I and,

therefore, the regularisation induced error (i.e. bias) E is zero (Loomis et al., 2019a):

E = (R− I)x̂ (2.12)
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Because the resolution operator takes into account the regularisation and the partial

derivatives of the parameters with respect to the observations (contained in A), the regu-

larisation error is impacted by both the regularisation strategy, the shape and size of the

mascons, the number of observations and the geometry of the satellite orbits.

A comparison of regularised mascon and filtered/smoothed spherical harmonic solu-

tions using observations from September 2010 shows the improved spatial resolution that

can be achieved by using mascons as the basis functions (Figure 2.9). Spatial constraints

effectively decrease the correlations between constraint regions, reducing signal leakage

across coastlines and drainage boundaries. The spatial resolution along these boundaries

can be further increased by applying a coastline resolution improvement filter to the coast-

line mascon estimates (e.g. Watkins et al., 2005; Wiese et al., 2016) or by parameterising

the temporal gravity field with sufficiently small mascons (e.g. Save et al., 2016; Loomis

et al., 2019b). Unlike mascons, and except when spatial constraints are applied to the

spherical harmonic solutions as per Chen et al. (2021), monthly spherical harmonic grav-

ity field solutions tend not to reflect the spatial resolution that could be achieved given the

highly-accurate inter-satellite range measurements contained in the GRACE and GRACE-

FO observations (Luthcke et al., 2006a).

2.3 Summary

This chapter provided an overview of the GRACE and GRACE-FO missions, includ-

ing their data products and sources of solution error, including instrumental noise and

background model errors. I also reviewed the methods used for analysing GRACE and

GRACE-FO data, including orbit and gravity field determinations and the limitations

of the various techniques. The remainder of this thesis focuses on mitigating thermally-

induced noise in the non-gravitational measurements and the impact of these errors on

precise orbit determination. I also explore methods for improving estimates of the tem-

poral gravity field using mascons as the basis functions and range acceleration as the

inter-satellite observation. Finally, I explore the impact of orbit geometry, regularisa-

tion, and noise on the temporal gravity field’s spatial resolution of mascon solutions using

GRACE data.



Chapter 3

Mitigation of thermal noise in

GRACE accelerometer

observations

The quality of GRACE and GRACE-FO estimates of the temporal gravity field estimates

is highly dependent on the availability of accurate measurements of the non-gravitational

accelerations acting on the satellites. Unfortunately, the on-board accelerometers are

extremely sensitive to internal temperature variations which manifests as sub-daily bias

variations. While others have proposed calibration strategies to mitigate these bias

variations, many approaches require the estimation of several parameters per axis per

day which could absorb real geophysical signal during gravity field inversion and lead

to discontinuities in the calibrated accelerometer measurements. This chapter explores

the causes and characteristics of thermally induced accelerometer noise and proposes a

new method to mitigate it a priori. My approach is shown to maintain the continuity of

the calibrated accelerometer measurements and to significantly reduce noise in estimates

of the temporal gravity field, all while keeping parameterisation to a minimum. This

chapter is based on the manuscript published in Advances in Space Research:

McGirr, R., Tregoning, P., Allgeyer, S., McQueen, H., and Purcell, A. P. (2022)

Mitigation of thermal noise in GRACE accelerometer observations. Advances in Space

Research, 69(1), 386-401.

I made the following contributions to this paper:

• Characterised the behaviour of noise contained in the accelerometer measurements

in the presence of thermal variations caused by heating problems and the orbital

79
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configuration of the satellites (Section 3.2)

• Developed a protocol to remove low-frequency signal from the cross-track obser-

vations. These are correlated to temperature variations, based on the frequency

characteristics of the accelerometer noise (Sections 3.3.1 and 3.3.2)

• Verified the validity of the filter protocol against noise-free observations (Section

3.3.3)

• Developed a method for identifying whether other accelerometer axes were influenced

by thermal variations (Section 3.4)

• Implemented a thermally-based correction via a transfer factor to mitigate low-

frequency noise in the along-track measurements while maintaining real non-

gravitational low-frequency signal (Section 3.4)

• Analysed real GRACE data to show that the various methods for reducing thermal

noise in the accelerometer measurements actually improved GRACE mascon solu-

tions of the temporal gravity field using the uncorrected accelerometer observations

as a control (Section 3.6)

• Wrote the text and created all of the figures for this manuscript
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Abstract

The precise calculation of GRACE and GRACE-FO satellite orbits is reliant on knowledge

of accurate non-gravitational accelerations acting on the spacecraft. These are measured

by the on-board accelerometers that require a thermal environment stabilised to ∼ ±0.1◦C

per revolution. However, during periods of the GRACE mission with reduced thermal

control, internal temperature variations reached up to 10◦C within a revolution, caus-

ing low-frequency and non-linear drifts in the accelerometer observations. Additionally,

accelerometer bias drifts occurred throughout the GRACE mission as changes in the ori-

entation of the orbital plane with respect to the Earth-to-Sun vector caused the satellites

to absorb more or less solar energy. These temperature-induced drifts degrade the quality

of mass change estimates, particularly during the latter half of the GRACE mission after

thermal control of the satellites was terminated. We filter (in the frequency domain) the

accelerometer observations to remove these low-frequency components (f < 0.045 mHz).

The bias drift removed from the cross-track is then scaled to derive a thermally-based

correction for the highly sensitive along-track observations. We then estimate temporal

gravity fields using the ANU GRACE software, our filtered accelerometer observations

and the range acceleration as the inter-satellite observation. The use of our thermally-

corrected accelerometer measurements significantly improves the accuracy of both orbit

modelling and gravity field estimation.
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3.1 Introduction

Over a period of 15 years, the Gravity Recovery And Climate Experiment (GRACE)

satellite mission (Tapley et al., 2004) mapped the Earth’s mean and time-variable gravity

field with unprecedented spatial resolution and accuracy, making GRACE one of the most

successful missions in space geodesy. Temporal gravity field solutions produced by several

processing centres using GRACE observations (e.g. Dahle et al., 2014; Luthcke et al., 2013;

Save et al., 2016; Watkins et al., 2015) have been used to study mass balance variations

and continue to lead to advances in several scientific fields, including solid Earth science

(e.g. Riva et al., 2009), glaciology (e.g. Velicogna and Wahr, 2006; Tapley et al., 2019),

hydrology (e.g. Chen et al., 2010a; Thomas et al., 2014) and oceanography (e.g. Chambers

et al., 2010; Landerer et al., 2015).

For precise orbit and temporal gravity field determination, one must account for accel-

erations acting on the GRACE/GRACE-FO satellites from non-gravitational forces (i.e.

atmospheric drag, solar radiation pressure and Earth albedo) along with other gravita-

tional forces (i.e. ocean tides, atmosphere and planetary bodies). The non-gravitational

forces acting on a GRACE/GRACE-FO spacecraft are measured with a three-axis elec-

trostatic accelerometer which requires a thermally stable environment for optimal per-

formance (Touboul et al., 1999). In addition, the accelerometers are highly sensitive to

disturbances from thruster firings, heater switches and magnetic torquer activity (Flury

et al., 2008; Klinger and Mayer-Gürr, 2016; Peterseim et al., 2012).

Thermal variations cause low-frequency and non-linear drifts to appear in the GRACE

accelerometer observations. Throughout the GRACE mission, recurrent temperature-

induced drifts are observed in the cross-track accelerations which correlate to the β′ angle

(Figure 3.1), defined as the angle between the orbital plane of the satellite and the vector

pointing from the Earth to the Sun. The β′ angle is an indicator of the percentage of time

that a satellite spent in direct sunlight during a single revolution around Earth, absorbing

solar radiation. The related temperature-induced drifts become particularly problematic

during the GRACE mission from April 2011 when active thermal control was permanently

disabled to increase the lifespan of the mission (Tapley et al., 2015).

The internal temperature of the satellites was also affected by the deliberate modifi-

cation of heater settings and the occasional disabling of on-board heaters during periods

of reduced thermal control prior to April 2011 (Tapley et al., 2015) (Figure 3.1). Ad-

ditionally, temperature-induced drift is observed post April 2011 as the accelerometers
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were switched on following extended periods of minimal direct sunlight per orbit (Figure

3.1). Both scenarios caused significant temperature-induced drift across multiple days of

accelerometer observations (Klinger and Mayer-Gürr, 2016).

Temperature-induced drift in the accelerometer measurements causes mismodelling

of the satellite orbits, creating error in the mass change estimates which contributes to

increased unrealistic north-south striping (Ditmar et al., 2012). Therefore, to maintain

the accuracy of temporal gravity field solutions, the effects of thermal variations on the

accelerometer observations must be accounted for. This has been achieved in previous

studies via various approaches of accelerometer bias and scale factor parameterisation

during orbit estimation. Most commonly, multiple bias parameters are estimated per day,

particularly in the less-sensitive cross-track axis, to account for sub-daily bias variation

(i.e. drift) not related to non-gravitational forces during orbit estimation (e.g. Dahle et al.,

2014; Klinger and Mayer-Gürr, 2016; Luthcke et al., 2013; Teixeira da Encarnação et al.,

2020; Watkins et al., 2015). Increasing the quantity of orbital parameters could absorb

geophysical signals and attenuate the gravity field; thus, limiting the number of estimated

parameters is preferred.

Dahle et al. (2014) estimated nine accelerometer biases per axis per day to account for

sub-daily bias variation. Similarly, Watkins et al. (2015) estimated accelerometer biases

every three hours in the cross-axis and once per day in the more-sensitive along-track

and radial directions. Conversely, Luthcke et al. (2013) estimated accelerometer biases

every three hours in the along-track and radial components, but only once per day in

the less-sensitive and more variable cross-track axis. Clearly, simply estimating multiple

accelerometer biases per axis per day to account for sub-daily bias variation will introduce

discontinuities in the calibrated accelerometer observations.

Teixeira da Encarnação et al. (2020) provided a comprehensive overview of accelerom-

eter parameterisation and their impact on the quality of GRACE spherical harmonic

solutions of the temporal gravity field. They found that estimating a bias plus a linear

drift per axis per day, which would partially mitigate sub-daily bias variations, produced

the most improvements to their gravity inversions and C2,0 coefficient estimates (Teix-

eira da Encarnação et al., 2020). A more complex accelerometer calibration approach was

adopted by Klinger and Mayer-Gürr (2016) to ensure that the continuity of the accelerom-

eter observations was maintained. They developed a two-step accelerometer calibration

approach which involves reducing the differences between biased accelerometer observa-
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tions and modeled non-gravitational accelerations in a least squares adjustment, followed

by a further adjustment of the parameters during gravity field recovery (Klinger and

Mayer-Gürr, 2016). Both steps of their calibration utilise the same bias parameterisation,

using uniform cubic basis splines (De Boor, 2001) they estimate a bias vector with 6 hour

knot intervals, which requires the estimation of a total 7 bias parameters per axis per day

(Klinger and Mayer-Gürr, 2016).

In this study, we develop a method to remove thermally-induced low-frequency bias

drift from the accelerometer measurements for use in temporal gravity field estimation by

filtering the cross-track accelerometer observations. We do this using a Hann window and

high-pass frequency domain filter. The cross-track bias drift is then scaled and applied as a

correction to the along-track measurements. We quantify the impact of our filtering tech-

nique on temporal gravity field estimation of mass concentration elements (mascons) and

orbit parameters, including accelerometer biases and scales, in a least squares inversion,

using range acceleration as the inter-satellite observable (Allgeyer et al., 2022; Tregoning

et al., 2022). We found that it is possible to both maintain continuity and accurately rep-

resent accelerometer biases with a single parameter per axis per day, even in the presence

of thermal variations.

The remainder of this paper is structured as follows: the next section deals with the

causes and characteristics of thermally induced noise contained in the accelerometer obser-

vations throughout the GRACE mission and for three specific case studies. Sections three

and four provide details on our methodology and validation of reducing long wavelength

bias drift in GRACE cross-track and along-track accelerations, respectively. In Section

five we outline the method used for GRACE orbit and gravity field determination. In

Section six we provide 10-day GRACE solutions of the temporal gravity field for each case

study detailed in Section 2 and demonstrate the improvement to estimates of the temporal

gravity field when accelerometer bias drift is removed prior to orbit integration using the

methodology outlined in Sections four and five. Finally, concluding remarks are found in

Section seven.
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3.2 Thermal noise contained in the GRACE accelerometer

observations

In this section we explore the causes and characteristics of temperature-induced bias drift

contained in the accelerometer observations generally, and for several specific scenarios.

3.2.1 Temperature-induced non-linear variations

Both the GRACE and GRACE-FO satellites were equipped with three-axis electro-

static accelerometers mounted at the centre of mass of each spacecraft, manufactured

by the French national research laboratory, Office National d’Études et de Recherches

Aérospatiales (ONERA) (Touboul et al., 1999). The accelerometers measure the non-

gravitational forces acting on the spacecraft by measuring the electrostatic forces and

torques necessary to maintain a proof mass motionless with respect to a sensor cage

(Touboul et al., 2004). The accelerometers have two high-sensitive axes, the along-track

and the radial, while the cross-track component has a reduced sensitivity by a factor of

10 (Flury et al., 2008). The measurements in the along-track axis are dominated by at-

mospheric drag, while the radial axis is influenced by Earth albedo and solar radiation

pressure and, to a much lesser extent, atmospheric drag. The cross-track axis is primarily

affected by solar radiation pressure, the magnitude of which depends on the β′ angle.

To achieve the desired level of performance, the GRACE accelerometers were kept in a

thermally controlled environment to restrict temperature variations to less than 0.1◦C per

revolution (Flury et al., 2008). This level of thermal control was maintained via the use of

heaters which controlled the temperature of various instruments and sensors on-board the

GRACE satellites. In this environment, the daily variation of the accelerometer biases has

been represented by a second-order polynomial model fit to multiple years of observations

(Bettadpur, 2009).

Prior to the permanent cessation of thermal control, temperature variations outside

the range for optimal accelerometer operation mostly occurred due to one of two reasons.

First, on several occasions one or both satellites experienced disconnections to supplemen-

tal heater lines, consequently disabling the accelerometer heaters and resulting in a cool

down of the spacecraft followed by a period of reheating (Klinger and Mayer-Gürr, 2016).

Second, during periods of reduced thermal control, there were a number of instances where

modified heater tables were uploaded to reduce the internal temperature of the satellites in
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a deliberate attempt to decrease battery load (Herman et al., 2012). On these occasions,

internal temperatures decayed to new, lower temperatures. These temperature variations

caused changes in the accelerometer bias of >50 nm/s2/day in the cross-track axis (i.e.

greater than the normal magnitude of non-gravitational signal variation within an orbit),

which we term ‘severe’ bias drift. The along-track biases were also impacted by these

temperature variations, but to a lesser extent.

From April 2011, active thermal control was permanently disabled on the GRACE

satellites to increase the lifespan of the mission (Tapley et al., 2015). In the absence

of thermal control, absorption and re-radiation of solar energy predictably became the

primary influence on the internal temperature of the GRACE satellites. Thus, from April

2011 onward, accelerometer temperature variation and bias drift are highly correlated with

the β′ angle.

The |β′| angle oscillated between minimum and maximum values, with a frequency

of one cycle per ∼325 days (Figure 3.1a). When the |β′| angle was high (>68◦) the

satellites spent no time in the Earth’s shadow and received a relatively constant flux of solar

radiation. At the other extreme, when the |β′| angle was low (<20◦), the satellites spent

considerable time (up to 36 minutes per ∼90 minute orbit) in the shadow of the Earth.

From April 2011, the accelerometers were switched off to reduce battery loads during

periods when the satellites received the least amount of direct sunlight as a consequence

of low |β′| angle.

To investigate the relationship between the β′ angle and thermally-induced accelerom-

eter bias drift, we compared the daily mean of the uncalibrated GRACE-A cross-track

accelerations (thrusts removed) and the daily mean β′ angle from 2003 to mid-2016 (Fig-

ure 3.1a). In the early parts of the mission, the mean cross-track accelerations are smoothly

varying and predictable, with the exception of large magnitude bias variations caused by

temporary disabling of the accelerometer heaters and subsequent rapid decreases in the

internal temperature of the spacecraft. These latter periods are characterised by a sharp

decrease (>400 nm/s2) in the uncalibrated cross-track accelerations followed by an asymp-

totic recovery of the bias to nominal values once the heaters have been reconnected (Figure

3.1a,b). These events tend to affect accelerometer measurements over 4-5 days.

Recurrent low-magnitude variation in the mean uncalibrated cross-track accelerations

is also observed prior to April 2011 even during periods of thermal control (Figure 3.1a,c).

These events occurred periodically as the |β′| angle approached and exceeded 68◦ and
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Figure 3.1: Average daily uncalibrated GRACE-A cross-track accelerations (red) compared to

the average daily β′ angle (grey). (a) From 2003 to mid-2016, prior to the switch-off of satellite

thermal control (orange solid line) the mean accelerations contain only low-magnitude variations

(with few exceptions), compared to the high-magnitude variations contained in the observations

post April 2011. Periods of thermally-induced bias drift explored in this study (black dashed

lines) described in Section 2.2: (b) November 2008 to July 2009, (c) August to January 2011, (d)

December 2011 to May 2012 and (e) March to August 2013.
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again as the satellites passed through the Earth’s shadow (Figure 3.1c). These events

are characterised by a steady, quasi-linear increase (>100 nm/s2) over ∼30 days in the

cross-track bias, peaking as the satellites approached full-Sun orbit, followed by a steady

decrease as the satellites reached a maximum |β′| angle. This signature is mirrored as

the satellites transitioned back into orbit partially in shadow, creating a double-peaked

pattern in the cross-track bias (Figure 3.1c).

The distinctive double-peaked pattern in the cross-track bias (and accelerometer tem-

perature) occurs because sunlight would have illuminated primarily one of the side panels

once the |β′| angle exceeded 68◦ and the satellites remained in full-Sun orbit. Despite

the satellites not entering the Earth’s shadow for an extended period of time, less solar

radiation was absorbed as the side panels are angled and so not normal to the incoming

solar radiation and have a smaller surface area (Fulcher, 2016).

After thermal control of the GRACE spacecraft was switched off in April 2011, signif-

icant internal temperature variations increased in both frequency and magnitude (Figure

3.1a,d) (Herman et al., 2012; Klinger and Mayer-Gürr, 2016). Significant bias change

(>600 nm/s2 over ∼30 days) occurred as the satellites approached, maintained and ex-

ited full-Sun orbit, producing a relatively high magnitude double-peaked pattern in the

cross-track bias (Figure 3.1d).

Occasionally the value of the |β′| angle did not exceed 68◦ in a year (Figure 3.1e) and,

consequently, the satellites never entered full-Sun orbits. This was caused by the resonance

of the |β′| angle signal with the precession of the right ascension of the ascending node of

the orbital plane (the longitude at which the ascending node crosses the equator) which

has a frequency of one cycle per ∼3.5 years. During these years the double peak in cross-

track bias and accelerometer temperature during full-Sun orbit did not occur, instead a

single peak in temperature and cross-track bias is observed (Figure 3.1e).

The largest-magnitude cross-track bias variations (>900 nm/s2) over the GRACE pe-

riod occurred immediately after the accelerometers had been switched on following periods

of maximum shadow time (|β′| angle <20◦; Figure 3.1a,d,e). In this scenario, the cross-

track bias stabilised ∼4-5 days after power was restored, similarly to the return to nominal

bias values following the reconnection of heater lines during thermal control (i.e. Figure

3.1b). Both types of events caused severe bias drift, particularly in the cross-track accel-

erations.

Simply adjusting for multiple accelerometer biases within a single day to account for
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these thermally-induced sub-daily variations in the accelerometer biases will introduce

discontinuities in the accelerometer observations. The approach of Klinger and Mayer-

Gürr (2016) ensures continuity of the estimated accelerometer biases within a single day

by estimating accelerometer biases using uniform cubic basis splines for each orthogonal

axis with 6-hour knot intervals, requiring a total 21 bias parameters per satellite per day.

Alternatively, non-linear long wavelength noise could be removed from the accelerometer

observations a priori before using them in the orbit integration. For example, Lemoine

et al. (2018) developed an empirical approach to model accelerometer biases as a func-

tion of measured internal satellite temperature, which yields calibrated non-gravitational

accelerations accurate to ±100 nm/s2 on the cross-track axis. However, due to the gener-

alised nature of their model, Lemoine et al. (2018) still needed to estimate multiple bias

corrections in the cross-track axis after a priori calibration for temperature effects (J-M

Lemoine, personal communication, 10 October, 2019).

That the accelerometers are highly sensitive to internal temperature variations, par-

ticularly in the cross-track axis, highlights the need to develop a method that adequately

removes these effects before using the observations in precise gravity field determination.

This is especially true for the latter half of the GRACE mission in the post thermal control

period.

3.2.2 Scenarios of thermal-induced bias drift explored in this study

We analysed three 10-day periods of GRACE accelerometer observations that are coin-

cident with significant temperature variations: 2009-04-28 to 2009-05-07, 2010-11-01 to

2010-11-10 and 2012-01-17 to 2012-01-26. The temperature and accelerometer measure-

ments are obtained from the Level-1B accelerometer housekeeping data product (AHK1B),

and the ACC1B, respectively. We corrected the ACC1B observations (Figures 3.2-3.4) a

priori for a bias offset following the recommendations of Bettadpur (2009).

3.2.2.1 Intermittent disabling of accelerometer heaters

GRACE-A experienced an onboard computer reboot on 2009-04-30 (Flechtner et al., 2009).

Consequently, the accelerometer heaters were disabled, resulting in a 3.3◦C temperature

decrease measured in the internal core of the accelerometer, followed by a period of re-

heating and thermal re-stabilisation (Figure 3.2). A bias drift was introduced into the

along-track and cross-track accelerations, coincident with and proportional to the magni-
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Figure 3.2: (a) GRACE-A and (b) GRACE-B ACC1B accelerometer observations in along-

track (red), cross-track (blue) and radial (grey) directions calibrated to the recommendations

of Bettadpur (2009) and (c) GRACE-A and (d) GRACE-B AHK1B accelerometer temperature

observations for the internal core from 2009-04-28 to 2009-05-07. GRACE-A observations during

a period of severe internal thermal variations (light grey) caused bias-drift to appear in the cross-

track and along-track measurements while GRACE-B concurrently observed a thermally controlled

environment. Many large outliers occur in the GRACE-B cross-track accelerations during this

period which have been removed from this figure.

tude of the temperature variation but with a time-lagged behaviour, as shown by Klinger

and Mayer-Gürr (2016). The initial temperature decrease resulted in a gradual change in

the bias over a 36 hour period of 500 nm/s2 in the less sensitive cross-track axis, and 20

nm/s2 in the along-track axis (Figure 3.2). Once the heaters were re-enabled both the

along-track and cross-track biases returned gradually over 3 days to their nominal values

prior to the reboot event (Figure 3.2). A total of 5 days of ACC1B observations were

impacted by the event, highlighted in grey in Figure 3.2. Flechtner et al. (2009) stated

that these days should not be used in nominal gravity field determination. The GRACE-B

observations were not affected during this period.

3.2.2.2 High |β′| during period of partial thermal control

As part of a new battery management strategy, the GRACE-B accelerometer sensor unit

(SU) was no longer under thermal regulation due to setting a lower temperature on the

heater from 2010-10-03 (Flechtner et al., 2009). As the satellites approached a full-Sun

orbit, the temperature of the internal core of the GRACE-B accelerometer started to rise

(by 2.3◦C) and the SU temperature started to drift in an uncontrolled manner, causing
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Figure 3.3: (a) GRACE-A and (b) GRACE-B ACC1B accelerometer observations in along-

track (red), cross-track (blue) and radial (grey) directions calibrated to the recommendations

of Bettadpur (2009) and (c) GRACE-A and (d) GRACE-B AHK1B accelerometer temperature

observations for the internal core from 2010-11-01 to 2010-11-10. GRACE-A and GRACE-B both

observed thermally variable environments which caused low-magnitude bias drift to appear in the

cross-track accelerations coincident with high |β′| angles during a period of partial thermal control.

the cross-track bias to drift by 300 nm/s2 (Figure 3.3). The GRACE-B accelerometer SU

returned to thermal regulation on 2010-11-08. The GRACE-A accelerometer SU was under

thermal control during this period; however, on 2010-11-02 the GRACE-A cross-track bias

started to drift (150 nm/s2) due to a small increase in temperature (0.7◦C) as the satellite

entered a full-Sun orbit (Figure 3.3). The cross-track biases on both GRACE-A and -B

stabilised on 2010-11-08, highlighted in grey in Figure 3.3. The cross-track bias drifted for

both satellites but the GRACE-B bias drift is of significantly higher magnitude during the

period of full-Sun orbit because it is also affected by a lack of accelerometer SU thermal

control. The along-track and radial biases don’t appear to be affected during this period.

3.2.2.3 High |β′| after thermal control was disabled

During the 10-day period from 2012-01-20 to 2012-01-29, gradual temperature increases

are observed on both GRACE-A (3.2◦C) and -B (2.9◦C) satellites as the spacecraft began

to enter full-Sun orbit (Figure 3.4). As a result the GRACE-A and -B cross-track biases

drifted by a total 450 nm/s2 and 350 nm/s2, respectively (Figure 3.4). This 10-day period

occurred after permanent disabling of the satellite thermal control and, therefore, the

accelerometer temperature and bias drift were highly correlated with the |β′| angle.
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Figure 3.4: (a) GRACE-A and (b) GRACE-B ACC1B accelerometer observations in along-

track (red), cross-track (blue) and radial (grey) directions calibrated to the recommendations

of Bettadpur (2009) and (c) GRACE-A and (d) GRACE-B AHK1B accelerometer temperature

observations for the internal core from 2012-01-20 to 2012-01-29. (left) GRACE-A and (right)

GRACE-B both observed thermally variable environments which caused high-magnitude bias drift

to appear in the cross-track accelerations coincident with high |β′| angles during a period after

thermal control was disabled.

3.3 Removing thermal noise from the cross-track accelera-

tions

The characteristics that define the noise and the non-gravitational signal components

contained in the cross-track accelerometer observations can be analysed in the frequency

domain. Here, we compute the discrete Fourier Transform on the cross-track accelerometer

observations, then filter the Fourier coefficients in the frequency domain to remove the long

wavelength components of the signal, assumed to correspond to the thermal noise. We

use the FORTRAN90 subroutines for real periodic 1D data from the publicly available

FFTPACK5.1 (Swarztrauber, 1982) for performing fast Fourier transforms (FFT).

3.3.1 Windowing and data padding

The mathematics of the discrete Fourier Transform implicitly assume that the input dis-

crete time-signal is a section of an infinitely long periodic sequence. This assumption

suggests that if the input signal is known to be periodic it should contain an integer num-

ber of fundamental wavelengths. In the ANU GRACE software (Allgeyer et al., 2022) we

process the GRACE data in 24-hour arcs, which inevitably describe a non-integer number
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Figure 3.5: Digital filter approach applied to the (A) de-meaned and padded 2009-05-02 cross

track accelerations, (B) tapered, (C) transformation of the filtered Fourier coefficients to the time

domain, (D) rescaled and de-padded filtered observations used in orbit integration of the unfiltered

(black) and filtered (blue) Fourier coefficients.

of orbital revolutions about the Earth. This can be mitigated by applying a tapering

function to the observations to remove any discontinuities at the ends of the data. If

the observations are not tapered prior to performing Fourier analysis, significant spectral

leakage occurs causing additional lobes to appear in the frequency domain, preventing

adequate filtering of the Fourier coefficients due to biased frequency estimates.

Prior to tapering the accelerometer observations, each end of a 24-hour period of

ACC1B observations was extended by 6 hours so that the edges of each day of the filtered

observations are recovered when the window function is removed once the signal is trans-

formed back into the time domain. We removed a mean value from the observations then

used the Hann window function (a raised cosine) (Blackman and Tukey, 1958) to taper

the extended observations (Figure 3.5a,b). The window coefficients, w(n), are calculated

using:

w(n) = 0.5− 0.5 cos

(
2πn

N − 1

)
0 ≤ n ≤ N − 1 (3.1)

We performed a forward FFT on the windowed observations (black; Figure 3.6) using a

value greater than the number of observations to the next power of 2, effectively increasing

the frequency resolution of the Fourier analysis and the efficiency of the computations.



94 Mitigation of thermal noise in GRACE accelerometer observations

3.3.2 Filter specifications

Once the windowed observations were transformed into the frequency domain (black; Fig-

ure 3.6), we filtered the frequencies using a raised cosine high-pass filter (blue; Figure 3.6).

Amplitudes are attenuated between the lower, flo, and upper, fhi, edge frequencies. The

filter coefficients, H(f), within this range were calculated using:

H(f) =


0, f < flo

0.5(−1 cos
(
π(f−flo)
flo−fhi

)
+ 1), flo < f < fhi

1, f > fhi

(3.2)

The values of the edge frequencies are critical to ensure that we adequately removed

low-frequency noise, without affecting non-gravitational signal. We selected values of flo

and fhi after analysing many days of cross-track accelerations in the frequency domain and

by testing a range of frequency cutoffs. The frequency components of the accelerometer

observations were passed through the raised cosine high-pass filter, where flo and fhi are

set to 0.045 mHz and 0.055 mHz, respectively. This assumes that all frequency components

less than 0.045 mHz are related to bias drift, effectively removing all signal with a period

of more than ∼6 hours or one cycle per four orbital revolutions. Additionally, we assumed

that all frequency components more than 0.055 mHz, (with a period of ∼5 hours) are

non-gravitational signals in the accelerometer measurements.

To reconstruct the discrete time-signal back in the time domain we performed Fourier

synthesis on the filtered Fourier coefficients using the inverse FFT algorithm (Figure 3.5c).

The effects of the taper function and padding were then removed (Figure 3.5d) and the

mean restored, forming the noise-reduced observations for use in orbit and gravity field

determination.

3.3.3 Validation of the digital filter approach

Can our windowed raised cosine high-pass filter remove temperature-induced, low-

frequency noise from GRACE cross-track accelerations without attenuating any non-

gravitational signal? To assess this, we compared the filtered and unfiltered accelerometer

observations in the time domain from 2009-04-28 to 2009-05-07 (Figure 3.2). During this

10-day period, the GRACE-A cross-track accelerometer biases varied from nominal to

significantly drift-affected while the GRACE-B accelerometer biases maintained nominal
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Figure 3.6: PSD1/2 of the unfiltered (black) and filtered (blue) 2009-05-02 cross track accelerations

which contained severe bias-drift in the low frequencies, removed in the filtering process which

retains the non-gravitational signals of frequencies near 1 cycle-per-revolution (black arrow) and

higher.

values. Hence, the filtered GRACE-A accelerations can be verified against the unfiltered

GRACE-B accelerations throughout this 10-day period. We analysed two 6-hour peri-

ods of filtered GRACE-A cross-track acceleration observations, one containing negligible

bias drift (2009-04-29) and another significant (∼10 nm/s2) bias drift (2009-05-04). For

each 6-hour period, we compared the filtered GRACE-A cross-track accelerations to the

unfiltered GRACE-A and GRACE-B observations (Figure 3.7).

Prior to the rapid decrease of the GRACE-A cross-track bias caused by the disabled

accelerometer heaters on 2009-04-30, the GRACE-A accelerometer observations were unaf-

fected by temperature-induced bias drift (Figure 3.2). The differences between the filtered

and unfiltered GRACE-A cross-track accelerations should be minimal over this span as-

suming that our high-pass filter only removes sub-daily bias variation and not real sub-daily

signal changes. As expected, the difference between the unfiltered and filtered accelera-

tions over ∼4 orbital revolutions (6 hours) on 2009-04-29 is small (<1.2 nm/s2 or ∼3% of

the 1 cycle-per-revolution signal) and likely contains some low-magnitude, long-wavelength

bias drift unrelated to thermal variations (Figure 3.7a). When bias drift is present in the

accelerometer observations as a result of internal temperature changes, the high-pass filter

removes the long-wavelength variations, an example of which is shown for 2009-05-04 (Fig-

ure 3.7B). The reconnection of the accelerometer heaters caused a 10.5 nm/s2 bias drift

over ∼4 orbital revolutions which brought the cross-track biases back to nominal values.
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Figure 3.7: GRACE-A unfiltered (black) and filtered (blue) cross-track accelerations illustrating

the effect of filtering for a 6-hour period of cross-track accelerations (a) that contain negligible bias

drift and (b) some low-magnitude bias drift removed during the filtering process. Both periods

are compared to the unifiltered GRACE-B observations (grey) which was not impacted by thermal

variations during 2009-04-29 and 2009-05-04.

This non-linear change was appropriately removed by the high-pass filter (Figure 3.7b).

We compared the filtered GRACE-A and unfiltered GRACE-B cross-track accelera-

tions, after having reversed the sign and applying a 35-second time offset of the GRACE-B

measurements to align the observations. The dominant orbital period is consistent be-

tween filtered GRACE-A and unfiltered GRACE-B throughout the 10-day period (Figure

3.7), suggesting that the high-pass filter retains non-gravitational signal (i.e. frequency 1

cycle-per-revolution and higher) in the cross-track accelerations.

3.4 Removing thermal noise from the along-track accelera-

tions

The along-track accelerations contain bias drift in the presence of severe internal thermal

variations (e.g. Figure 3.2). In contrast to the cross-track, using the cosine high-pass

filter to remove along-track bias drift tends to attenuate non-gravitational accelerations.

Here, we demonstrate that there is common mode bias drift between the along-track and

cross-track axes in the presence of internal thermal variations. We describe a method for

transferring the derived cross-track bias drift to the along-track observations to correct for

temperature-induced noise.

We compared a 24-hour arc of GRACE-A and GRACE-B accelerometer observations,

wherein one satellite (i.e. GRACE-A) experienced significant thermal variations and,

therefore, significant cross-track bias drift (Figure 3.8a). To try to identify the bias drift



§3.4 Removing thermal noise from the along-track accelerations 97

contained in the GRACE-A along-track accelerations (Figure 3.8a), we filtered the along-

track accelerations on both satellites using a raised cosine low-pass filter with a low fre-

quency cutoff of 0.2 mHz to extract signal with a frequency of ∼1 cycle-per-revolution or

less (Figure 3.8b). We then subtracted the (sign reversed and offset) GRACE-B low-passed

accelerations from the GRACE-A low-passed accelerations (red; Figure 3.8c). Assuming

that GRACE-B is unaffected by bias drift, the resultant signal contains the GRACE-A

temperature-induced variations and a 1 cycle-per-revolution oscillation which may repre-

sent a slight difference in the GRACE-A and GRACE-B along-track accelerometer scale

or pitch difference (Bandikova et al., 2019).

We derived the GRACE-A along-track bias drift (orange; Figure 3.8c) by estimating

a transfer factor to scale the cross-track bias drift (grey; Figure 3.8c) to the difference

in the low-passed along-track accelerations (red; Figure 3.8c). We then removed the

temperature-induced long-wavelength noise by subtracting the along-track bias drift from

the GRACE-A along-track observations (red; Figure 3.8d). The dominant orbital period

then becomes consistent between thermally-corrected GRACE-A and unfiltered GRACE-B

accelerations (Figure 3.8d), confirming that the transfer function method does not remove

non-gravitational signal from the along-track observations.

To find an appropriate GRACE-A along-track bias drift transfer factor for use in

a priori accelerometer calibration for the entire GRACE mission we identified days that

contained a magnitude of cross-track bias drift in the GRACE-A observations (>25 nm/s2)

and negligible bias drift in the GRACE-B observations (<5 nm/s2) prior to permanent

thermal control cessation (April 2011). We calculated GRACE-A along-track transfer

factors for 33 days that satisfied the test case conditions. The mean GRACE-A along-

track transfer factor was -0.041 with a Root Mean Square Error (RMSE) of 3.4E−3 (blue;

Figure 3.9). We repeated this process for 15 GRACE-B test cases and calculated a mean

along-track transfer factor of -0.017 with a RMSE of 4.4E−3 (red; Figure 3.9). Curiously,

it appears that the GRACE-A along track axis is more than twice as sensitive to thermal

variations than the GRACE-B along track axis. We do not have an explanation for this.

We repeated this process for the radial accelerations for each of the GRACE-A and

GRACE-B test cases. Unlike the along-track, the mean estimated radial transfer factors

(-0.0037 and -0.0042 for GRACE-A and GRACE-B, respectively) were not significantly

different from zero (F-test with 95% confidence interval) and produced comparatively large

RMSE (2E−2 and 3.1E−2 for GRACE-A and GRACE-B, respectively) (Figure 3.9). This
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Figure 3.8: Along-track accelerations for 2009-05-02 during a period of severe internal ther-

mal variations on GRACE-A only. The difference in (a) GRACE-B (grey) and GRACE-A (red)

along-track accelerations is due to the long-wavelength bias drift contained in the GRACE-A mea-

surements. (b) Low-pass filtered GRACE-B (grey) and GRACE-A (red) along-track accelerations.

(c) GRACE-A cross-track accelerations (black), GRACE-A cross-track bias drift (grey), differ-

enced GRACE-A and GRACE-B low-pass filtered along-track accelerations (red) and GRACE-A

along-track bias drift (orange) show a common mode bias-drift in the along-track and cross-track

observations. (d) GRACE-B (grey) and thermally-corrected GRACE-A (red).



§3.5 Orbit and gravity field estimation 99

2004 2007 2010
[year]

0.08

0.04

0.00

0.04

0.08
Tr

an
sf

er
 fa

ct
or

RMSE = 3.4E-3
RMSE = 4.4E-3

Along-track

A
B

2004 2007 2010
[year]

RMSE = 2.0E-2
RMSE = 3.1E-2

Radial

Figure 3.9: (Left) along-track (right) and radial estimated and mean transfer factors for GRACE-

A (blue) and GRACE-B (red). The mean along-track transfer factor is statistically significant,

which is further evidence for a common mode bias-drift between the along-track and cross-track

axes. In contrast, the radial axis does not have a statistically significant transfer factor, and

therefore does not appear to be impacted by internal thermal variations.

indicates that the radial accelerations do not contain detectable thermally-induced bias

drift or variations correlated to the accelerometer temperature akin to the along-track and

cross-track axes and, therefore, we do not apply a thermally based correction to the radial

accelerometer observations.

3.5 Orbit and gravity field estimation

We estimated the temporal gravity field using the 10-days of GRACE observations for

periods shown in each of Figs. 3.2-3.4, applying the filtering method described in Section

3 and the transfer function method described in Section 3.2 to the cross-track and along-

track accelerations, respectively. The temporal gravity field solutions using integrated

orbits calculated using uncorrected accelerometer observations and using the thermally-

corrected observations were then compared (Figs. 3.10-3.12).

We computed orbits for GRACE-A and GRACE-B by integrating the accelerations cal-

culated from the background forcing models and observations, including the static gravity

field (Bruinsma et al., 2013), non-tidal atmosphere and ocean dealiasing product and at-

mospheric tides (Dobslaw et al., 2017a), ocean tides (Carrere et al., 2015; Lyard et al.,

2021), celestial body perturbations (Folkner et al., 2009), solid Earth tides (McCarthy,

1992; Wahr et al., 2015), general relativity (Petit and Luzum, 2010) and non-gravitational

accelerations (see Table 1 of (Allgeyer et al., 2022)). Following Allgeyer et al. (2022), we
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use range acceleration as our inter-satellite observation, computed by numerically differ-

entiating the range rate, which has been shown to reduce north-south striping in estimates

of the temporal gravity field.

The temporal gravity field (i.e. mass anomalies with respect to a static gravity field

(Bruinsma et al., 2013)) is represented using mascons as the basis functions. The change

in mass of each mascon (in terms of equivalent water height), whose coordinates were

calculated on the topographic surface, are explicitly related to the accelerations acting on

the satellites (Tregoning et al., 2022). We formed irregularly shaped mascons with an area

of 40,000 km2 that follow continental/ocean boundaries (Tregoning et al., 2022). Densities

of mass changes of 1029 g/cm3 and 1000 g/cm3 were assigned to oceanic and continental

mascons, respectively.

We formed normal equations for each day of observations, then stacked 10 days of

normal equations for each case study outlined in Section 3.2.2. Adjustments to the satellite

orbital parameters and mascons in terms of equivalent water height of the appropriate

density were estimated using as few parameters as possible (initial position and velocity

of each satellite, one accelerometer bias and scale parameter per satellite per orthogonal

axis per day and mascons) in a least squares inversion (Allgeyer et al., 2022):

x̂ = (ATWA+ Cmass + λCM )−1ATWb (3.3)

where x̂ are the adjustments to the satellite orbital parameters and mascon values,

A contains the partial derivatives relating the observations to the parameters, W is an

observation weight matrix, b contains the prefit residuals and Cmass is a constraint matrix

for conservation of mass. CM is a diagonal regularisation matrix with elements 1/σ2m,

where σm is a location-based constraint defined for each mascon and zero off-diagonal

elements, scaled by λ. Weights were assigned to the observations of 70 mm, 70 um/s

and 1 nm/s2 for position, velocity and range acceleration, respectively. We also applied

constraints of 0.1 m, 0.25 m and 0.025 m to non-glaciated continental, glaciated continental

and oceanic mascons, respectively, scaled by 10, the number of stacked daily normal

equations (Tregoning et al., 2022). We converged on a set of orbital parameters and

mascon values that best fit the Level-1B GPS positions and velocities and inter-satellite

range acceleration observations using an iterative process Allgeyer et al. (2022).

Two solutions for the temporal gravity field were created for each of the case studies

described in Section 3.2.2. First, we used orbits that included the unfiltered Level-1B ac-
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celerations as the non-gravitational acceleration observations. Second, we used orbits that

included the filtered Level-1B accelerations as the non-gravitational acceleration observa-

tions. In the second case, we applied the raised cosine high-pass filter to the cross-track

accelerations according to the method outlined in Section 3.3 and the transfer function

method to the along-track accelerations according to Section 3.4. We stacked 10 days of

normal equations for each case study created with the uncorrected/thermally-corrected

non-gravitational accelerations and inverted to simultaneously solve for the adjustments

to all satellite parameters for each 24-hour orbit. 10-day mean values were estimated for

each mascon in terms of equivalent water height.

3.6 Case studies

In this section we compare the estimates of the temporal gravity field using the estimated

orbits which integrated the uncorrected and thermally-corrected non-gravitational accel-

erations for each scenario of temperature-induced bias drift explored in Section 3.2.2.

3.6.1 Intermittent disabling of accelerometer heaters

Internal thermal variations are caused by the intermittent disabling of GRACE-A ac-

celerometer heaters for the most severe case of temperature-induced bias drift analysed

in this study (2009-04-28 to 2009-05-07; Figure 3.2). We used the uncorrected level-1B

accelerometer (ACC1B) observations (black; Figure 3.10a,b) in the integrated GRACE

orbits which were inverted to solve for the temporal gravity field using the parameterisa-

tion outlined in Section 3.5. As a result of low-frequency thermal contaminations in these

observations, the solutions contained significantly high range acceleration postfit residuals

(e.g. Figure 3.10c). The 10-day solution of the temporal gravity field containing the un-

corrected non-gravitational accelerations produced significant and unrealistic north-south

striping (Figure 3.10f), particularly in continental and oceanic regions in the mid-to-low

latitudes. As expected, the estimates of the accelerometer scale factors are unstable on all

axes, particularly for the days containing significant bias drift (black; Figure 3.10i-k).

We produced a second estimate of the temporal gravity field for this 10-day period after

having re-integrated the orbits using the high-pass filtered cross-track (blue; Figure 3.10b)

and the uncorrected along-track (black; Figure 3.10a) non-gravitational accelerations. The

resulting range acceleration postfit residuals were slightly improved (e.g. Figure 3.10d)

and the 10-day solution of temporal gravity field contained less noise. However, north-
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Figure 3.10: First row : (a) Uncorrected (black) and thermally-corrected (red) ACC1B along-

track observations, (b) uncorrected (black) and filtered (blue) ACC1B cross-track observations

for GRACE-A from 2009-04-28 to 2009-05-07. Second row : (c) 24 hours of range acceleration

postfit residuals in 2009-05-02 from each 10-day temporal gravity field solution using uncorrected

ACC1B, (d) filtered ACC1B cross-track and (e) thermally-corrected along-track and filtered cross-

track ACC1B observations. Third row : stacked 10-day temporal gravity field solutions in terms

of equivalent water height (EWH) using (f) uncorrected ACC1B observations, (g) filtered ACC1B

cross-track observations, (h) filtered and thermally-corrected ACC1B cross-track and along-track

observations. Fourth row :Daily scale factor parameter estimates in the (i) along-track, (j) cross-

track and (k) radial axes for the uncorrected (black), filtered cross-track (blue) and filtered cross-

track and thermally-corrected along-track (red) inversions.
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south striping is still observed in the low to mid-latitude oceans and continents (Figure

3.10g). The scale factor estimates produced by this inversion are stabilised near 1 in the

cross-track axis, but remain unstable in the along-track and radial axes (black; Figure

3.10i-k).

In our third solution, we re-integrated the orbits using the high-pass filtered cross-

track (Figure 10B; blue) and the thermally-corrected along-track (red; Figure 3.10a) non-

gravitational accelerations. The range acceleration postfit residuals were improved further

(e.g. Figure 3.10e). Striping in the 10-day solution of the temporal gravity field is no

longer evident (Figure 3.10h) and scale factor estimates in all axes are stabilised near 1

(Figure 3.10i-k), indicating that our model corrections to the cross-track and along-track

accelerometer observations have removed, or significantly mitigated, the thermal noise in

the accelerometer observations. The scale factor estimates in the radial axis are signifi-

cantly improved (Figure 3.10k) despite not applying a thermally based correction to the

radial accelerometer observations, supporting our conclusion that the radial axis is unaf-

fected by thermal-induced bias drift. Mitigating bias drift in accelerometer observations

degraded by bias drift caused by accelerometer switch-on after full-Sun orbit during the

thermally uncontrolled portion of the GRACE mission also improved estimates of the

temporal gravity field (results not shown).

3.6.2 High |β′| angle

Significant cross-track bias drift is present in the cross-track accelerations during ther-

mally controlled (2010-11-01 to 2010-11-10; Figure 3.3) and uncontrolled portions of the

mission (2012-01-20 to 2012-01-29; Figure 3.4) during periods of high |β′| angles. We used

the uncorrected ACC1B (black; Figure 3.11a,b) as the non-gravitational accelerations to

integrate orbits which were inverted to solve for the temporal gravity field. In both cases,

unrealistic north-south striping is visible in the 10-day mascon solutions. Again, this error

is particularly noticeable in low to mid-latitudinal continental and oceanic regions (Figure

3.11c,d).

The north-south striping in the 10-day 2010 estimated temporal gravity field is miti-

gated when the filtered cross-track and thermally-corrected along-track accelerations are

used as the observation in the integrated orbits (Figure 3.11e). Some north-south striping

remains in the thermally corrected 10-day 2012 estimated temporal gravity field (Figure

3.11f) due to large gaps in the ground track pattern at low to mid-latitudes, these errors
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Figure 3.11: (A-F) 2010-11-01 to 2010-11-10 (a) Uncorrected (black) and filtered (blue) GRACE-

A ACC1B cross-track observations. Stacked 10-day temporal gravity field solutions in terms of

equivalent water height (EWH) using (b) uncorrected and (c) filtered and thermally-corrected

ACC1B cross-track and along-track observations show a significant reduction in north-south strip-

ing error. Daily scale factor parameter estimates in the (d) along-track, (e) cross-track and (f)

radial axes for the uncorrected (black) and filtered cross-track and thermally-corrected along-track

(red) inversions. (g-l) as per (a-f) for 2012-01-20 to 2012-01-29.
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Figure 3.12: Estimates of the temporal gravity field in terms of equivalent water height (EWH)

from Allgeyer et al. (2021) during the latter half of the GRACE mission in the absence of thermal

control for (a) December 2011, (b) January 2012, (c) February 2012, (d) March 2012 and (e) April

2012. Across the five months, the |β′| angle changed from a minimum in December 2011 to a

maximum in February 2012 and the non-gravitational accelerations contained bias-drift of varying

magnitude throughout (see Figure 3.1C).

are eliminated with the addition of more days in the stacking of the normal equations

(not shown). In the correction of the along-track accelerations, small but significant bias

drift is removed, a total of 5 nm/s2 and ∼12 nm/s2 from 2010-11-01 to 2010-11-10 and

19 nm/s2 and 14 nm/s2 from 2012-01-20 to 2012-01-29 from GRACE-A and GRACE-B,

respectively.

The scale factor estimates are much more stable when the filtered cross-track and

thermally-corrected along-track accelerations are used as the observations in the integrated

orbits (Figure 3.11d-f,j-l). For all axes, the scale factor parameter estimates remain near 1,

with the exception of the cross-track axis for the November 2010 inversion (Figure 3.11e).

Indeed, the Level-1B cross-track accelerations from 2010-11-01 to 2010-11-04 appear to be

impacted by a reduced scale, as evidenced by a reduced range and peak-to-peak magnitude

of the cross-track accelerations when compared to other observations in the 10-day period.

This issue is resolved by our improved scale factor estimates when the filtered cross-

track and thermally-corrected along-track accelerations are used as the observation in the

integrated orbits.

We analysed monthly solutions of Allgeyer et al. (2022) which include the filtered and

thermally-corrected cross-track and along-track accelerations described in Section 3.3 and



106 Mitigation of thermal noise in GRACE accelerometer observations

3.4, from December 2011 to April 2012 (Figs. 3.1C, 3.12). These five consecutive months

include orbital configurations from a minimum |β′| angle of 18◦ to a maximum of 74◦.

That is, these months include the observations as the accelerometer temperature increased

as the satellites entered then exited full-Sun orbit in early-February and early-March,

respectively. The majority of each of the months from January to March were impacted

by highly variable accelerometer temperatures as a result of solar radiation absorption

and, therefore, the cross-track accelerations contained significant bias drift (Figure 3.1c).

Despite this, the January to March solutions do not contain more noise than the December

2011 or April 2012 solutions which maintained stable bias values. This provides confidence

that our method for removing bias drift effectively removes temperature-induced variations

from the ACC1B along-track and cross-track observations.

3.7 Conclusion

Temperature-induced bias drifts in the accelerometer observations degrade the quality of

mass change estimates from GRACE. These temperature effects are present throughout

the GRACE mission, both during periods of thermal control and once thermal control

of the satellites was disabled in April 2011. Prior to April 2011, low-magnitude bias

drift in the along-track and cross-track accelerometer observations is highly correlated to

variations in the |β′| angle which describes the orientation of the satellite’s orbital plane

with respect to the Earth to Sun vector. Specifically, as the satellites approach full-Sun

orbit (i.e. |β′| angle >68◦) solar radiation absorption increased to a maximum which is

reflected in measurements of higher than average accelerometer temperatures. Although

bias drift during periods of thermal control is relatively small, the errors contribute to

unrealistic north-south stripes in estimates of mass change. Once thermal control was

disabled, bias drift of a significantly greater magnitude began to degrade the GRACE

accelerometer measurements as the internal temperature of the satellites varied freely,

impacting the majority of measurements.

Throughout the GRACE mission there have been instances of sudden and significant in-

ternal temperature variations caused by operational decisions and instrument behaviours.

These events, although infrequent and short-lived, tend to account for the most severe cases

of accelerometer bias drift. Whenever temperature changes affected the accelerometer ob-

servations, the inclusion of drift-affected measurements in orbit integration with minimal

parameterisation (a single bias and scale factor per accelerometer axis per satellite per
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day) introduced large, north-south stripes in estimates of mass change, unrepresentative

of the Earths temporal gravity field.

The temporal and spectral characteristics of thermally-induced bias drift have here

been assessed and thus can be removed (or significantly mitigated) from the accelerometer

observations. Our new method removes the long-wavelength along-track and cross-track

bias changes prior to orbit integration, without attenuating non-gravitational signals, using

a raised-cosine high-pass filter and transfer function. The resulting temporal gravity field

solutions show significant improvements in the mass change estimates when the thermal-

correction method is applied to the along-track and cross-track accelerations. Specifically,

noise in the estimates of the temporal gravity field visible as north-south striping is signif-

icantly reduced by filtering out signals on wavelengths characteristic of thermally-induced

biases. Our method for removing bias drift from the along-track and cross-track acceler-

ations prior to orbit integration does not require additional parameters, thus it limits the

possibility for parameter trade-offs or the attenuation of the gravity field.
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Chapter 4

Characteristics and benefits of

using irregularly shaped mascons

Producing mass anomaly estimates from GRACE and GRACE-FO observations re-

quires parameterising the temporal gravity field with basis functions. The use of

mascons as the basis functions involves the creation of a global (regular or irregular)

grid of mascon tiles which can be constructed using any number of shapes and sizes.

In this chapter, I demonstrate how the construction of the mascon pattern impacts

intra-mascon variability (being the variations of mass change signals within a mascon),

the misappropriation of signals caused by coastline-crossing mascons and the impact

of regularisation on the recovery of a realistic synthetic temporal gravity field. We

present a number of simulation studies that aim to recover a realistic, high-resolution

synthetic temporal gravity field using a variety of mascon grids of different shapes and

sizes. We find that 200 × 200 km irregularly shaped mascons that follow coastlines

recover the synthetic temporal gravity field with the least error due to intra-mascon

variability. These results serve as justification for the mascon parameterisation used to

generate the GRACE mass anomaly time series presented in Chapter 5. This chapter

is based on the manuscript published in the Journal of Geophysical Research - Solid Earth:

Tregoning, P., McGirr, R., Pfeffer, J., Purcell, A. P., McQueen, H., Allgeyer, S.,

and McClusky, S.C. (2022) ANU GRACE data analysis: Characteristics and benefits of

using irregularly shaped mascons. Journal of Geophysical Research: Solid Earth, 127(2),

e2021JB022412.

I made the following contributions to this paper:

• Created a number of different mascon fields (Section 4.5) used in the simulation

109
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studies which included

– 2◦ and 3◦ coastline-crossing regular-shaped mascons (M1, M2; Table 4.1)

– 90,000 km2 and 40,000 km2 irregular-shaped mascons that follow coastlines and

drainage basin boundaries (M3, M4; Table 4.1)

– 90,000 km2 and 40,000 km2 irregular-shaped mascons that follow coastlines and

only the Amazon basin (M5, M6; Table 4.1)

• Reconfigured each of the mascon fields to reduce the impacts of problematic mascon

geometries that degrade the gravity field estimates

• Created a synthetic temporal gravity field based on Dobslaw et al. (2015) which was

used to simulate satellite position/velocity observations (Section 4.6, Figure 4.5)

• Produced and interpreted the results for all simulation studies (Figs. 4.6 to 4.9,

Table 4.2) and wrote the text explaining these result (Section 4.8)

• Produced the iterated solutions using real GRACE Level-1B observations (Section

4.8.2; Figure 4.10)

My approximate contribution to this manuscript was 45%.

Re-configuring the mascon field

In this section, I describe the process I developed to mitigate temporal gravity field estima-

tion errors that use as the basis function irregular-shaped mascons that follow coastlines

and drainage basins. This information, which was not included in the Tregoning et al.

(2022) manuscript upon which this chapter is based, is detailed in this section. To explain

the process of re-configuring the mascon field to mitigate estimation errors it is necessary

to outline some terms and concepts here that are further explained in depth in subsequent

sections (i.e. Sections 4.2 to 4.5).

The mascon fields are defined by a pattern of small, regular 10′×10′ (roughly 18 km×18

km, or 325 km2) mascons that cover the surface of the Earth (see Section 4.2). These small

mascons, which we call ternary mascons, are much smaller than the spatial resolution of

the gravity anomaly fields that can be accurately estimated from GRACE data. We group

these ternary mascons together to form larger mascons that have an area more compatible

with the spatial resolution of the GRACE data (see Section 4.3). These larger mascons,

which we call primary mascons, can be composed of any number of ternary mascons to

form any regular or irregular shape (see Section 4.4). We make use of these irregularly-

shaped primary mascons to create a global pattern of coastline-delimited primary mascons
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Figure 4.1: Examples of problematic and reconfigured primary mascons in the 40,000 km2 ir-

regular, coastline-delimited mascon grid. (a) Denmark continental (X) and ocean (O) primary

mascons with co-located centres of mass (50.8 km), (b) Galapagos small island primary mascon

(7,500 km2), (c) Madagascar continental primary mascon (green, X) that includes distant (> 6◦)

ternary mascons (Mauritius and Réunion islands), (d) Denmark reshaped to repair co-located pri-

mary mascons, (e) Galapagos island primary mascon merged into surrounding ocean mascons, (f)

Mauritius and Réunion island ternary mascons merged into surrounding ocean mascons to repair

primary mascon with distant ternaries.

that are almost exclusively continental or exclusively oceanic. Using coastline-delimited

mascons to estimate mass variations has the advantage of mitigating the misappropriation

of signals caused by coastline-crossing mascons. The creation of the irregular, coastline-

delimited primary mascon pattern from the regular grid of 10’ × 10’ ternary mascons is

described in detail in Section 4.5.

The ternary mascons are aggregated to form an irregular grid of coastline-delimited

primary mascons via a constrained k-means clustering and Minimum Cost Flow (MCF)

algorithm (see Section 4.5 for details). Because the irregular primary mascons follow

complex coastlines, the clustering algorithm can create problematic mascon geometries.

Mascon geometries with co-located centres of mass can induce high correlations between

the mascon parameters, which can cause errors to appear in the gravity field estimates.

That is, primary mascons that have co-located centres of mass (Figure 4.1a), are sig-

nificantly small in area (Figure 4.1b) or are constructed from distant ternary mascons

separated by many ocean primary mascons (Figure 4.1b).

Co-located mascons are defined as a pair of primary mascons whose centres of mass

are so close that adjustments to these mascon parameters cannot be uniquely estimated.
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In the case of co-location, the pair of mascons produce partial derivatives that relate the

mass change of each mascon to the inter-satellite observations that are not significantly

different and, as a result, the parameters that represent these mascons are likely to be

highly correlated. This results in inaccurate mass variation estimates for one or both

mascon parameters (assuming the true value of mass change is different for each mascon).

Co-located primary mascons have been defined here as being mascons with a centre

of mass less than the half-width of the mean primary mascon in distance from another

primary mascons centre of mass. That is, for 200 km × 200 km mascons (40,000 km2), a

primary mascon whose centre of mass is <100 km from another mascons centre of mass is

co-located. Co-located mascons appear in areas with complex coastlines, often in nearly

or partly enclosed seas, for example a pair of co-located primary mascons is shown in

Denmark where the North Sea and the Baltic Sea meet (Figure 4.1a). To avoid highly

correlated mascon parameters, the continental regions shown in Figure 4.1a must be re-

configured until there are no longer any co-located mascons (Figure 4.1d). Instances of

co-location are treated on a case-by-case basis, often cases of ocean/continent co-location

can only be treated by merging two ocean primaries together to shift its centre of mass

away from the continental primary. This is a common necessity amongst groups of islands

(i.e. Indonesia, Philippines). Co-located continental/continental mascons are rare unless

the irregular mascon grid is both coastline and drainage basin delimited.

The process of creating the irregular mascon pattern also permits the creation of small

island primaries that exist significantly far from other continental areas (e.g. Kerguelen

Islands). These mascons have an area much less than the spatial resolution of the GRACE

solutions and cannot be reliably resolved. Therefore, they must be merged into the sur-

rounding ocean primaries or tightly constrained during the least squares adjustment. For

example, the Galapagos Islands primary mascon has an area of only 7,500 km2 (4.1b).

Small continental primary mascons that have an area of less than 50% of the mean pri-

mary mascon (i.e. <20,000 km2) are separated and merged into the surrounding ocean

mascons (4.1e) during re-configuration.

Some small islands distant from mainland regions are included by the algorithm in

primary mascons far from their location. For example, the Mauritius and Réunion islands

are included in a Madagascar primary mascon despite being located further than 6◦ away

(green mascon, 4.1c). I defined the ternary mascons >6◦ from their primary mascons

centre of mass as outlier ternaries. These ternary mascons are then separated and merged
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into the surrounding ocean mascons (4.1f).

To test how re-configuring problematic mascon geometries improves the accuracy of

the mascon parameter estimates I performed three simulations using different mascon ge-

ometries. The methodology for producing estimates of the temporal gravity field from

simulated observations is detailed in Section 4.7 and outlined here. First, I generated a

set of “truth” orbits that contain the accelerations acting on the satellites computed from

models and observations (see Table 1 of Allgeyer et al. (2022)) and a known temporal

gravity field that I sought to recover. The “truth” orbits were then used to create the

simulated observations that replace the satellite positions, velocities and range rate ob-

servations supplied in the GRACE Level-1B data. I also integrated a set of “a priori”

orbits that do not include the temporal gravity field. I then solved for adjustments to

the satellite parameters and mascons in a least squares inversion of the noise free simu-

lated observations, producing a model of mass variations in terms of Equivalent Water

Height (EWH) that resembles the known synthetic temporal gravity field included in the

modelling of the “truth” orbits.

To create the synthetic temporal gravity field, each ternary mascon was assigned a mass

change signal based on the high-resolution Earth system model of Dobslaw et al. (2015).

The synthetic temporal gravity field contains the static components of the monthly-

averaged variations in terrestrial water storage, cryospheric variability and solid Earth

deformation for December 2006, no sub-daily high frequency mass changes were modelled

(see Figure 4.5 and Section 4.6 for details). I performed several simulations using different

mascon geometries for a month of observations in July 2016, the adjustments to the satel-

lite parameters and mascons were solved for in an unregularised least squares inversion

of our noise free simulated observations (see Section 4.7). I assessed the accuracy of each

solution by calculating the “error”, being the deviation of the mascon adjustments from

the known ternary mass variations. The solution error includes the effects of intra-mascon

variability within a primary mascon and the leakage (or misappropriation) of signal from

one mascon to another.

The accuracy of the mascon solutions is improved when the mascon geometries are

reconfigured to remove co-located primary mascons. To demonstrate this, I performed

two simulations using the 40,000 km2 irregular-shaped mascons that follow coastlines, one

with a pair of co-located primary mascons in Denmark (Figs. 4.3a) and one with the

region re-configured to remove the co-located centres of mass (Figs. 4.3a, M6; Table 4.1).
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Figure 4.2: Errors in unregularised estimates of the temporal gravity field from simulations,

using 40,000 km2 mascons (a) that contain a case of primary mascon centre of mass co-location in

Denmark and (b) re-configured to remove co-located centres of mass. The RMS error (RMSE; in

mm) is computed on the ternary mascons over the mapped region.

By re-configuring the primary mascons that have co-located centres of mass, the accuracy

of the estimates of both the re-configured mascons and surrounding mascons are improved

significantly (Figure 4.4) and the Root Mean Square (RMS) of the solution error computed

on the ternary mascons within the mapped region of Figure 4.4 is decreased from 63 mm

(Figure 4.4a) to 40 mm (Figure 4.4b). The estimation errors of both the re-configured and

surrounding mascons are significantly reduced when issues of co-located primary mascons

are addressed.

A third simulation was run to demonstrate the improvements made to the mascon

parameter estimates when small primary mascons and primary mascons containing distant

ternary mascons are removed. In this instance, I used the 40,000 km2 irregular-shaped

mascons that follow coastlines and included a number of small island primary mascons

(<20,000 km2) and primary mascons that contain distant ternaries. As an example, the

RMS error of the Galapagos ternary mascons decreased by a factor of 4.3 (from 154

mm to 36 mm) when the small island primary mascon (Figure 4.3b) was merged into

the surrounding ocean primary mascons (Figure 4.3e). Similarly, the RMS error of the

ternary mascons spread across the north-west Madagascan coast, Mauritaus and Réunion

islands (i.e. Green mascon; Figure 4.3c) were improved by a factor of 3.3 (from 67 mm to

20 mm) when the Mauritaus and Réunion island ternary mascons were merged into the

surrounding ocean primary mascons (Figure 4.3f). When all cases of small primary and

distal ternary mascons were re-configured, the global RMS error decreased significantly,

from 93 mm to 80 mm.
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The process of re-configuring the irregular mascon grid mitigates mascon correlations

by identifying and repairing problematic pairs of primary mascons whose centres of mass

are co-located. In this instance, re-configuring primary mascons that are smaller than a

threshold and primary mascons containing disparate ternary mascons by merging those is-

land ternary mascons into the surround ocean primary mascons also significantly improved

the mascon parameter estimates. These results depend to an extent on the magnitude of

the simulated signals on the small islands, which are likely to be small in reality but can-

not be known a priori. Therefore, estimating their contribution to the temporal gravity

field as ocean mascons is an appropriate choice which best mitigates the error otherwise

introduced by small mascons that cannot be reliably resolved.

The sections that follow are from Tregoning et al. (2022).
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Abstract

The estimation of mass anomalies using Gravity Recovery and Climate Experiment

(GRACE) data involves parameterising the temporal gravity field using basis functions.

In this study, we show that the use of irregularly shaped mass concentration (mascon)

tiles that follow land/ocean boundaries reduces the leakage of land signals into ocean re-

gions, and vice versa. Leakage of signal from continents to oceans in mascons that cross

the coastline affect the integrated mass changes at a regional scale. For example, the

calculated mass loss in 2016 is ∼5% greater for Greenland when using mascons that follow

coastlines. We describe efficient algorithms for computing the accelerations acting on the

satellites caused by mass changes on mascons, along with the partial derivatives relating

the mass changes to the inter-satellite observations. Through simulation, we quantify the

impact of different mascon geometries, spatial resolution and regularisation. The vari-

ations of mass change signals within mascons, which we call “intra-mascon variability”,

contribute to errors in estimates of mass variation from GRACE data. While this can

be mitigated through regularisation of the inversions, it cannot be removed entirely. The

use of irregularly shaped mascons that follow land/ocean boundaries reduces the “intra-

mascon leakage” of land signals into ocean regions, and vice versa. This approach can also

be applied to hydrological basins for calculating integrated mass changes on catchment

scales.
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4.1 Introduction

The Gravity Recovery and Climate Experiment (GRACE) space gravity mission was one of

the most successful space geodesy missions, operating for 12 years beyond the planned mis-

sion length and impacting a vast array of science disciplines including hydrology, oceanog-

raphy, crustal deformation and earthquake seismology. Temporal gravity field solutions

have been provided as Level-2 data products from a number of different processing centres

(e.g. Lemoine et al., 2007; Bruinsma et al., 2010; Watkins et al., 2015; Save et al., 2016;

Dahle et al., 2019; Kvas et al., 2019) in the form of spherical harmonic coefficients. This

is a mathematical approach that has been exploited by geodetic studies for many decades

and the solutions have been used to study mass balance changes in polar regions (e.g.

Velicogna and Wahr, 2006; Tapley et al., 2019), floods and droughts (e.g. Leblanc et al.,

2009; Reager et al., 2014; Rodell et al., 2018), glacial isostatic adjustment (e.g. Riva et al.,

2009) and ocean circulation and mass increase (e.g. Chambers et al., 2010).

A significant issue with the GRACE temporal gravity fields has been the presence of

north-south striped patterns in the resulting gravity fields. These have no physically plau-

sible origin and are typically mitigated through the use of one of many different filtering

processes (e.g. Swenson and Wahr, 2006; Kusche, 2007). The use of spherical harmonics

also causes “leakage” of signals from continental to oceanic regions and vice-versa. This

is particularly prevalent in polar regions where significant mass loss is occurring close to

the continent/ocean boundary and has led to the development of various restoration tech-

niques that seek to place the estimated mass variations in the correct spatial location (e.g.

Chen et al., 2009a; Wiese et al., 2016). These leakage problems have also been mitigated by

estimating scaling factors to revise estimated mass changes to more correct values, where

the scale factors are a relationship between terrestrial water storage variations from land

hydrology models and GRACE total water storage estimates, derived through simulation

(e.g. Landerer and Swenson, 2012).

An alternate mathematical approach for representing the temporal gravity field has

its roots in planetary science in the 1960s. Mass concentration elements (mascons) were

first used in the estimation of gravity anomalies on the Moon (Muller and Sjogren, 1968)

and Rowlands et al. (2005) were the first to transfer the approach into the analysis of

GRACE observations. Essentially, the surface of the Earth is divided into a series of tiles

of known area, and the mass change of each tile is then estimated as the required change

in height of water across the tile to cause the observed gravity signal. Through chain rule
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differentiation, Rowlands et al. (2005) and Luthcke et al. (2006a) related the mass change

of a mascon (roughly 4◦ × 4◦ and 3◦ × 3◦, respectively) to spherical harmonic coefficients

that represented the gravity field anomalies. Knowing the area of each mascon, their

estimated parameters became the change in equivalent water height (EWH) over each

mascon.

Watkins et al. (2015) used 3◦ spherical cap mascons to represent the temporal gravity

field and took advantage of an analytical expression to relate directly the acceleration

acting on the satellites to the change in height on each mascon. One possible limitation of

this approach is that there are spatial gaps between the spherical caps, although Watkins

et al. (2015) stated that the gravity signals in the gaps are included in the estimates of

neighbouring mascons. Luthcke et al. (2013) reduced the size of their mascons to 1◦, but

stated that this is not the spatial resolution of their estimates. Save et al. (2016) used a

similar approach to Luthcke et al. (2006b), although their mascon geometry was a series

of 1◦ regular, equal-area geodesic shapes.

All of these approaches have geometries that include some mascons that contain a

mix of continent and ocean regions. This becomes problematic when there are different

signals in the land and ocean components and results in a smearing of the signal across

the continent/ocean boundary. Essentially, the “leakage” problem that exists in spherical

harmonic solutions persists in mascon solutions, although in a slightly different form.

Loomis et al. (2021) call this “intra-mascon leakage”. Each of the above studies has

recognised the problem of signal leakage between oceans and continents. In mascons that

were a mix of continent and ocean, Wiese et al. (2016) developed a technique to shift

back onto the continents (or ocean) the mass loss signal in the ocean (or land) part of the

mascon. Save et al. (2016) used a multi-step regularisation process to try to mitigate the

leakage of signals from land to ocean, especially around polar ice sheets. Luthcke et al.

(2006b, 2013); Loomis et al. (2019a) used a multi-step, multi-regularisation strategy to

mitigate leakage in their mascon solutions and provided estimates of leakage error.

In this study we use a geometrical pattern of irregular-shaped mascons covering the

entire surface of the Earth. We describe the topology of the connections between mas-

cons and the algorithms used to construct the mascons that follow the continent/ocean

boundaries. Through simulation, we demonstrate how spatial variability of signal within

a mascon causes errors that affect the gravity field estimates and how irregularly shaped

mascons reduce significantly the leakage of signals across the continent/ocean boundaries.
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Finally, improvements in estimates of the temporal gravity field based on the analysis of

actual GRACE observations due to the use of irregular-shaped mascons are described. A

full suite of solutions of the GRACE data, including presentations and analyses of time

series of oceans, polar regions etc are provided in our companion paper (Allgeyer et al.,

2022). Here we focus on the construction and regularisation of our mascons and assess

the leakage caused by certain assumptions and analysis choices.

4.2 Constructing the mascon pattern

A change in mass of a single mascon tile on Earth will cause a change in gravitational

acceleration experienced by each GRACE satellite. If considered as a point mass, the

gravitational acceleration vector, −→a m acting on the satellite because of the mass of mascon

m, can be computed as:

−→a m =
GAmρm
d2

hmd̂ (4.1)

where G is the gravitational constant, d is the distance between the centre of mass of

mascon m and the satellite, d̂ is the unit vector between the mascon and the satellite, Am

is the surface area of the mascon, hm is the thickness (in terms of equivalent water height)

of a layer of water covering mascon m and ρm is the density of the water layer for mascon

m. The parameter estimated is hm, and the partial derivative relating the acceleration to

the change in water height for the mascon, ∂am/∂hm is found by differentiating Equation

5.1 with respect to hm:

∂−→a m
∂hm

=
GAmρm
d2

d̂ (4.2)

We generated a mascon pattern that covers the Earth with mascon tiles and, assuming

some a priori value for the equivalent water height, hm, for each mascon, used the above

equations to calculate the gravitational accelerations (and associated partial derivatives)

acting on the GRACE satellites caused by the temporal gravity field. The approach is

based on the assumption that a rectangular tile can be approximated by a point source,

but the validity of this assumption depends on the size of the mascon tile and the distance

between the mascon and the satellite. For satellites at typical GRACE altitudes (400-500

km), we found that the assumption is valid for a 10′×10′ tile directly beneath the satel-

lites, but errors are introduced into the acceleration calculations (and associated partial
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derivatives) for larger tiles. The size of the tile can be increased without loss of accuracy

if the mascons are located further away (i.e. not directly beneath the ground track of the

satellites).

Thus, we chose to construct a pattern of 10′×10′ (roughly 18 km×18 km, or 325 km2)

mascons over the entire Earth. We began with a spherical mascon (of radius 5′) over the

North Pole, then created latitudinal bands of mascons, each of width 10′, and finished

the pattern with a spherical mascon over the South Pole. There is an integer number of

mascons in each latitudinal band, which means that they don’t all have exactly the same

area (<8% variation).

The number of mascons in each latitudinal band can be found by:

Nlat = [
Clat

α×Rlat
] (4.3)

where [ ] indicates the nearest integer, Clat is the circumference of the centre of the

latitudinal band of radius Rlat and α is the distance equivalent of 10′ of latitude. At a

given latitude, the mascon in which a particular longitude lies can then be found as:

nlon = [ Nlat ×
λ

360
] (4.4)

where λ is the longitude of the point in decimal degrees.

The maximum number of these small mascons in a latitudinal band occurs at the

equator (2160), with a total of 1,485,118 mascons required to cover the entire Earth.

Given a particular point at given latitude/longitude, it is straightforward using Equations

3 and 4 to calculate in which latitude band and in which mascon around the latitude band

the point resides. We compute this on the WGS84 ellipsoid but the equations are equally

valid on a sphere, although the number of mascons would change.

Hydrological processes related to freshwater will cause changes in mass over continents

whereas over oceans the changes will be related to seawater. We used the GEBCO-2014

topography/bathymetry model (Weatherall et al., 2015), augmented with the Bedmap-2

in the Antarctic region (Fretwell et al., 2013), to characterise whether each mascon was

located predominantly over ocean or land. We then assigned a different density of water

for ocean (1029 g/cm3) and land (1000 g/cm3) mascons. For the mascons located over

marine-grounded ice sheets in Antarctica we used the freshwater density since any mass

change will be due to a change in ice or snow for which a freshwater density is appropriate.
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We also assigned to each mascon a mean topographic/bathymetric height and a value for

the geoid-ellipsoid separation (using the EGM-2008 model of Pavlis et al. (2012)).

4.3 Mascon hierarchy

The spatial resolution of gravity anomaly fields estimated from GRACE data is much larger

than the 18 km×18 km size of these small mascons. Therefore, we group them together

to form larger mascons. Attributes are calculated and assigned to the larger mascons

from the summation of the attributes of all smaller mascons contained within each large

mascon. We can then take advantage of the fact that the point mass assumption can

be used with the large mascons without loss of numerical accuracy when mascons are

sufficiently distant from the satellites. In fact, once the mascons are more than 20◦ (about

2000 km) away from the satellite ground track the mascon size can be increased to at

least 300×300 km without loss of accuracy when approximating the mascon tile as a point

source. We introduced a hierarchy of mascons, with “primary” mascons used when the

satellites are distant (> 20◦ away), “secondary” mascons used for intermediate distances

and “ternary” mascons (our 10′×10′ mascons) for near-field cases.

A primary mascon is a collection of ternary mascons and is treated as a point source

when calculating the gravitational accelerations (and partial derivatives) of the primary

mascon acting on the satellites. For this calculation, we need to know the area and coordi-

nates of the centre of mass of each primary mascon, which is derived from the attributes of

all ternary mascons within the primary mascon. We summed the partial derivatives of all

ternary mascons within a primary mascon to derive the partial derivatives of the primary

mascon. Topological information linking ternary mascons to primary mascons (and vice

versa) is read from an external file, stored in memory and accessed at various stages of

the GRACE data processing, including during the orbit integration.

To make use of this mascon hierarchy when integrating the satellite orbits (and partial

derivatives), we need to know where the satellites are with respect to our mascon pattern.

For a given location (φ, λ) of a GRACE satellite, we can calculate the ternary mascon that

lies directly under the satellite (using equations of Section 2) and identify the primary

mascon in which the ternary mascon resides using our lookup table. This also provides

information regarding coordinates of the centres of mass, area, density of water etc for that

particular primary mascon and all its ternary mascons. We can then break that primary

mascon into its ternary mascon components and perform the computations of acceleration
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and partial derivatives by treating each ternary mascon as a point source.

Whether to treat the other primary mascons as point masses (for far-field primary

mascons) or sum the computations performed on each ternary mascon depends upon the

distance of the satellite from each primary mascon. There is a substantial time cost to

computing the distances at each epoch between a satellite location and each mascon;

therefore, we pre-compute and store the information of the distances between all primary

mascons in a lookup table which is pre-read once by our orbit integrator. Having deter-

mined over which primary mascon the satellite is located, we can then use the distances

from this primary mascon to all other primary mascons as the key indicator as to whether

to treat each other primary mascon as a point source or as a sum of the computations on

each ternary mascon contained within it.

Thus, at each time step in the orbit integration, the decision whether to perform

computations on primary or ternary mascons is made by accessing the pre-computed

distances between primary mascons that we store in memory. We effectively obtain the

computational accuracy of 18×18 km mascons without the computational time burden of

calculating values for all 1,485,118 ternary mascons. The calculation of accelerations (and

associated partial derivatives) of the entire mascon field for a single epoch takes around 0.2

seconds, and 66 minutes for a 24-hour orbit integration. We parallelize these computations

in our orbit integrator, since the computations for each mascon are completely independent

of all other mascons.

4.4 Useful features of ternary mascons

The “building blocks” for our primary mascons are the 18 km×18 km ternary mascons.

There are no mathematical restrictions as to how we might group them together and

this provides a powerful tool for mitigating the leakage, or mis-appropriation, of signals

between ocean mascons and land mascons, or between neighbouring mascons in different

continental drainage boundaries.

Primary mascons are constructed from groups of ternary mascons which can be aggre-

gated to form any shape. We make use of irregular primary mascon shapes to delimit the

ocean/continent boundary, assigning land ternaries to “continent primary” mascons and

ocean ternaries to “ocean primary” mascons. Thus, we can form a global irregular grid of

primary mascons that are almost exclusively continental or exclusively oceanic (there are

a few exceptions to this, typically being small remote islands that comprise < 50% of an
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ocean primary mascon). With each ternary mascon being ∼18 km×18 km, we therefore

limit the ocean/continent attribution error to less than half of this distance, which is no

more than ∼8 km. This is a substantial improvement over the spatial smearing that occurs

using spherical harmonics to represent the gravity field, where a degree-180 model would

introduce spatial smearing of up to 100 km.

This feature of our ternary/primary mascon approach can also be exploited to create

primary mascons that follow drainage boundaries. For example, we can define primary

mascons to estimate the change in total water storage in a hydrological basin such as the

Amazon Basin (Figure 4.3). Luthcke et al. (2013) also made use of drainage boundaries

in this manner but their mascons sometimes cross either drainage basin boundaries or the

coastlines, or both.

Another feature of our approach is that ternary mascons comprising a continental

primary mascon do not necessarily need to be adjacent. Therefore, in the case of islands

offshore of a continent, it is possible to sum all the hydrological signals of a region without

including any of the oceanic signals that may also lie within the overall geographical

region. Thus, for example, the mass change signals on the South American coast and

the offshore Falkland Islands can be estimated together, while the ocean channel between

them comprises part of the ocean signal (Figure 4.3d).

It is possible to define primary mascons of different spatial sizes simply by including

more or fewer ternary mascons in particular primary mascons. This capability can be

exploited to obtain higher spatial and/or temporal resolution in polar regions, where

there is a more dense ground track pattern per day than in equatorial regions due to the

near-polar orbit of the GRACE satellites. This is a particular advantage of the mascon

approach to representing the temporal gravity field that cannot be achieved using spherical

harmonics.

4.5 Creating the mascon field

There are a number of steps involved in creating our final pattern of mascons. First,

we created the ternary mascon pattern, as described in Section 4.2. Then, using similar

logic, we formed a quasi-regular primary mascon pattern (Figure 4.3a). We calculated the

percentage of land ternary mascons within each primary mascon and identified all primary

mascons that contain a mix of ocean and land ternary mascons. For each mixed primary

mascon, we transferred the ‘minority’ ternary mascons to the nearest primary mascon of
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Figure 4.3: Steps of the mascon field refinement for South America. (a) Regular 2◦×2◦ mascon

pattern, (b) separated into land/ocean, (c) Irregular mascon pattern separated into land and ocean

and Amazon Basin, (d) as for (c) but also including the reshaping of primary mascons within the

Amazon Basin to have an area of ∼40,000 km2.
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Figure 4.4: Graphical formulation of the Minimum Cost Flow Problem. There are n data nodes

(t1 to tn) representing ternary mascons, k centre nodes (p1 to pk) representing primary mascons,

and one virtual node (V) ensuring that the sum of supplies and demands equals zero. Supply and

demand appear in brackets above each node. m is the specified minimum number of ternaries per

primary. The capacity and cost appear in parentheses above arcs. The distance between ti and pj
is noted d(ti, pj). ε is the maximum difference in size (number of ternaries) allowed between two

primary mascons. The size of any primary mascon will then range between m and m+ ε.

the same type (Figure 4.3b). For example, for a primary mascon that was 89% land we

would transfer the 11% of oceanic ternary mascons to the nearest ocean primary mascon

and for a primary mascon that was 40% land we would transfer the 40% land ternary

mascons to the nearest continental primary mascon. We restricted the transfer of ternary

mascons to only primary mascons located within 1500 km. If no such mascon is within

this range then we left the primary mascon as a mixed mascon.

We then defined regions of interest, containing a large number of ternary mascons

(either land or ocean) following coastlines, then “reshaped” the mascons by dividing a

region of interest into several primary mascons of equal area. This was done using a

constrained K-means clustering algorithm, based on Bradley et al. (2000). It is necessary

to use constrained clusters to ensure that the size of the mascons will not change from

one cluster to another to within a certain limit. The addition of a constraint on the

size of the clusters will add a significant computational burden, but will allow conserving

a uniform resolution for the mascon field. The algorithm consists of a regular K-means

implementation where cluster assignment is done by solving a Minimum Cost Flow (MCF)

problem (Kovács, 2015), as opposed to just forming clusters where each ternary is assigned

to the closest centre of mass of a primary mascon. The number of clusters, k (i.e. the

number of primary mascons in a region of interest), is found by dividing the area of the
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region of interest by the required area of each primary mascon.

The algorithm is initiated by choosing randomly a set of a priori coordinates of centres

of mass of k primary mascons from the n available ternary mascons in the region, with the

objective of assigning m ternaries to each primary mascon. We permit m to m+ ε ternary

mascons to be assigned to each primary mascon and solve the MCF problem formulated in

Figure 4.4, where ε is the maximum permitted difference in number of ternary mascons per

primary mascon. This iterative process is done using the C++ MCFSimplex Solver Class

from the Operations Research Group at the University of Pisa, based on the network

simplex algorithm (Kovács, 2015). New cluster centres are calculated as the centre of

mass of all ternaries assigned to each primary after each iteration. The assignment step is

repeated until cluster centres do not move significantly (less than half the distance between

ternaries).

The MCF problem can be represented graphically as a collection of nodes and arcs

(Figure 4.4). Here, the nodes represent ternary and primary mascons. A pair of nodes

forms an arc. Flow allows moving units from a supply node to a demand node. The supply

(demand) is the amount of units that a node can send (receive). Flow is conserved at each

node, implying that the total flow entering a node, must equal the total flow leaving the

node. Flow is limited in an arc by a lower and an upper bound, also called capacity.

Solving the MCF problem means to find the optimal flow, among all feasible flows, which

minimizes the sum of the costs associated with the displacement of units along arcs.

The MCF is formulated in such a way that data nodes (ternary mascons) are nodes

with unitary supplies of flow. Cluster centres (primary mascons) are nodes with a demand

equal to the minimum number of ternaries needed to match the resolution defined by the

user. The minimum number of ternaries per primary mascon is obtained by dividing

the desired area of each primary mascon by the average area of a ternary mascon in the

region of interest. One additional node allows balancing the global sum of supply and

demands to zero. The latter condition is necessary to ensure that flow is conserved at

each cluster centre, and therefore makes the MCF solution feasible. The data nodes are

fully connected to centre nodes with costs corresponding to Euclidean distances from data

points to respective cluster centres. Computations are performed with node coordinates

in an azimuthal equidistant projection to preserve distances to the cluster centre on the

sphere. The centre nodes are fully connected to the balance node with zero cost, and a

capacity corresponding to the difference in size allowed between clusters. The MCF Solver
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Table 4.1: Mascon geometry and regularisation properties used in simulations

Mascon Geometries
Area (km2) Number of Primary mascons Shape Follow Coastlines (Y/N)?

M1 ∼90,000 4321 regular N
M2 ∼40,000 10314 regular N
M3 ∼90,000 5654 basins Y
M4 ∼40,000 12721 basins Y
M5 ∼90,000 5647 no basins Y
M6 ∼40,000 12754 no basins Y

Mascon regularisation
Land (m) Ocean (m) Ice sheets Glaciated regions (m)

loose 0.1 0.05 0.2 0.2
tight 0.015 0.01 0.05 0.05

finds the solution minimizing the sum of all costs, respecting the constraints imposed by

the supply, demand, and capacity criteria.

We performed this reshaping exercise for each continent and for the global ocean as

a whole. This provides a set of roughly equal-area primary mascons for a continent,

where none of the primary mascons extend beyond the coastline. The required area of

the primary mascons can be changed from one region to another, providing the flexibility

to use smaller primary mascons in ice-covered, polar regions than in equatorial regions

where the ground tracks of the GRACE satellites are further apart. In this study, we have

used mascons of area ∼90,000 km2 and ∼40,000 km2 globally (roughly 3◦ and 2◦ mascons,

respectively). A 3◦ primary mascon contains, on average, about 400 ternary mascons and

its size varies by at most 2.5% (about 10 ternaries or 2250 km2). Other regions of interest

can be extracted using user-defined polygons, and then reshaped to the desired size. This

permits us to define drainage boundaries of glaciers or hydrological basins and to force

the edges of our primary mascons not to cross them. An example of this is shown for the

Amazon Basin (Figure 4.3).

For the simulations described below, we created a number of different mascon patterns

using a variety of sizes and shape criteria, listed as M1-M6 in Table 4.1. The process of

generating our mascon geometry pattern for the mascons is thus:

• generate a set of regular mascons of the required area, including mascons that cross

coastlines (M1/M2 in Table 4.1) (Figure 4.3a)

• identify primary mascons that contained a mix of oceanic and continental ternary

mascons

• separate the mixed primary mascons to generate a set of ocean or continent primary
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mascons (Figure 4.3b)

• reconfigure the ocean and continental mascons using the MCF algorithm to generate

an irregular-shaped mascon field where each primary mascon is roughly the required

area and mascon boundaries follow coastlines and either ∼33 drainage basins (M3)

or just the Amazon Basin (M5) (Table 4.1, Figure 4.3c,d)

Because the mascons are permitted to be irregular in shape, in regions of complex

coastlines and/or islands it is possible that the centres of mass of continent and ocean pri-

mary mascons can be co-located. This can also occur in regions where drainage boundaries

cause elongated primary mascons. Both cases cause the partial derivatives of adjacent mas-

cons to be highly correlated, which results in poor estimates for the mascon parameters.

We resolve these issues by combining affected primary mascons of the same type, then

reshaping the combined mascon to ensure that we maintain primary mascons of roughly

the same area.

4.6 Intra-mascon variability

By estimating a single parameter per primary mascon, being the effective thickness of a

plate of water over the entire primary mascon, we make the assumption that the change

in mass across the entire primary mascon is the same. Of course, in reality this is very

unlikely to be the case. Instead, there is likely to be some heterogeneity in the mass

changes within primary mascons, especially in regions of significant mass loss around the

coasts of polar ice sheets. We call the departures from a mean primary mascon value the

“intra-mascon variability”. The intra-mascon variability therefore represents the minimum

error that can be achieved in mascon solutions, using a mascon size inherently larger than

the expected geophysical signals. This error cannot be quantified, since the actual intra-

mascon variability cannot ever be established from the space gravity data alone. Another

source of error is the “intra-mascon leakage”, defined by Loomis et al. (2021) as the

misappropriation of signal within mascons. While the average mass change within each

mascon is still conserved, the high-resolution mass changes are not modelled within the

mascon. For example, when a single mascon with a continental mass variation signal

crosses the coastline the mean value for the mascon will under-estimate the mass variation

over the continental component and incorrectly assign some of the mass variation over the

ocean component of the mascon. This is different from “inter-mascon leakage” (or just

“leakage”) which is often referred to in GRACE analysis studies, being the assignment
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Figure 4.5: Simulated temporal gravity field signal using the model of Dobslaw et al. (2015). (a)

Global, (b) Greenland, (c) West Antarctica, (d) Alaska.

of signal into the wrong mascon, or the wrong spatial location (Loomis et al., 2021). In

that latter case, the average value of mass changes per primary mascon will differ from

the average ‘true’ value.

The fact that intra-mascon variability exists means that modelling the mass change

over a primary mascon using just a single value will induce errors into the orbit integra-

tions because the spatial variability of the temporal gravity field will not be represented

accurately. Thus, the intra-mascon variability will introduce perturbations into the grav-

ity field estimation process that cannot be resolved. Even in simulation with noise-free

observations, unless the spatial resolution of the primary mascons is sufficiently small as

to capture all the spatial variability of the signal to be estimated with a single parameter

(i.e. the intra-mascon variability is zero), it will not be possible to obtain a perfect solu-

tion. The perturbations introduced by intra-mascon variability then cause inter-mascon

leakage, being error in estimates of mass changes on other primary mascons, due to the

inability of the parameterisation to capture accurately the signal.

We introduced intra-mascon variability into our simulations below by modelling a

different mass change signal on each of our ternary mascons, using an a priori model from

Dobslaw et al. (2015). The model represents changes in mass and we included their static
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components of monthly-averaged terrestrial water storage signals and monthly-averaged

cryospheric variability as well as solid Earth deformation, using a spherical harmonic model

to degree 180 (we do not include any sub-daily high frequency mass changes). We chose

to use their values for December 2006 because it contains realistic signal magnitudes seen

during the GRACE mission (i.e. about 3 m EWH mass loss in polar regions). Because of

the spherical harmonic truncation of large-amplitude signals of mass loss near the coast,

the model actually predicts significant and unrealistic ocean signals in a ringing pattern,

most notably around Alaska, Greenland and West Antarctica. Therefore, zero values were

assigned to ocean regions in our simulations below but we included all continental signals

(Figure 4.5).

The magnitude of intra-mascon variability depends upon how the chosen primary mas-

con geometry actually overlays the signal to be recovered. Of course, in practice this can

never be known accurately because the signal is not know accurately at very high spatial

scales. In simulation, one can assess the impact of different choices of mascon geometry,

both in terms of spatial size and shape of primary mascons. The intra-mascon variability

(i.e. the difference of each modelled ternary signal from the mean primary mascon value)

in Greenland, Alaska and West Antarctica is shown in Figure 4.6 for mascons of size

∼90,000 km2 and ∼40,000 km2, with three different primary patterns: a regular pattern

that does not follow coastlines (M1, M2), a coastline following pattern that does (M3, M4)

and does not (M5, M6) include definitions of continental hydrological drainage basins.

The most accurate estimate of mass change that one could obtain would be the average

value of the total signal across each primary mascon. Therefore, the smallest error that

can be obtained in estimates is the intra-mascon variability within each primary mascon.

This is what is shown in Figure 4.6. Note, however, that this error relates only to the

simulated signal that we have used from the model of Dobslaw et al. (2015). While it may

be indicative of the actual intra-mascon variability in these regions, there is no guarantee

of that being the case.

4.7 Temporal gravity field estimation

We performed several simulations using different mascon geometries and levels of regu-

larisation to assess the extent of intra-mascon and inter-mascon leakage. The interplay

between the signal recovery (expressed as a correction to the a priori value), the regu-

larisation of the solution and the associated error induced in the temporal gravity field
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Figure 4.6: Intra-mascon variability (i.e. the ternary anomalies with respect to the mean value

across each primary mascon) for mascon geometries at 300 km and 200 km spatial scales. RMS

(in mm) of intra-mascon variability computed on the ternary mascons over each region is shown

for ocean ternaries (blue) and land ternaries (red). There is no non-zero intra-mascon variability

for the M3 - M6 ocean primary mascon configurations because the primary mascons do not cross

the coastlines and there is no signal simulated in the oceans. Therefore, the ocean RMS values are

zero for M3 - M6.
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estimates is assessed (throughout this paper, ‘error’ is used in the sense of “difference

from the true value”. It does not refer to the formal uncertainties - often called “errors”

- of parameter estimates). Each ternary mascon was assigned a mass change signal using

the simulated signals for December 2006 (Dobslaw et al., 2015) then, from the ternary

mascons assigned to each primary mascon we calculated the attributes of the primary

mascons. This created the ‘truth’ temporal gravity field that was to be recovered in the

simulations.

We integrated satellite orbits for GRACE A and GRACE B, using accelerations com-

puted from models and observations listed in Table 1 of Allgeyer et al. (2022). These

orbits also included the accelerations induced by the temporal gravity field as represented

on our ternary mascon field. This provided us with a set of “truth” orbits for each day in

July 2016, which represent realistic orbits of how the actual GRACE satellites would have

flown around Earth (assuming that the modelled a priori gravity field of Dobslaw et al.

(2015) is realistic). We then integrated another set of orbits for the same days but without

including the accelerations caused by the temporal gravity field. Thus, these orbits differ

from the “truth” orbit by only the unmodelled effects of the temporal gravity field. This

set of orbits forms our “a priori” orbits.

When integrating the a priori orbits we used the mascon geometry of regular-shaped

primary mascons that cross coastlines (M1, M2 in Table 4.1) as well as the irregular mascon

patterns that follow coastlines (M3 - M6 in Table 4.1). We treated the position/velocity

values at each epoch of our “truth” orbits as “observations”, akin to using the GNV1B

values of position/velocity except that our position/velocity values include the effects of

the temporal gravity field whereas the GNV1B values do not. We also computed range

rate “observations”, Ṙ, from the position and velocity values of our “truth” orbit:

Ṙ =

∑
∆pi

∑
∆ṗi

R
(4.5)

where R is the inter-satellite range and pi, ṗi are the relative cartesian position and velocity

vector components between the centres of mass of the two satellites. The inertial positions

and velocities of the satellites were used in Equation 5, although Earth-fixed values can

be used as well since the range rate is independent of reference frame. Range rate prefit

residuals were formed, being the difference in range rate computed from the “truth” and

a priori orbits. We then generated range acceleration prefit residuals by numerically

differentiating the prefit range rate residuals (Tregoning et al., 2017; Allgeyer et al., 2022).
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It is the range acceleration prefit residuals that were used as our inter-satellite observable

when estimating the temporal gravity field. In our companion paper (Allgeyer et al.,

2022), we demonstrated that using range acceleration information in this manner leads

to a reduction in north/south striping in estimated gravity fields while also being able

to resolve spatially both the low- and high-frequency components of the temporal gravity

field.

Normal equations were formed for each day of July 2016, then stacked to estimate

monthly mean values for each mascon but separate satellite parameters (position, veloc-

ity, accelerometer calibration parameters) for each 24-hour orbit. No perturbations were

applied to any of these satellite parameters in the simulations. We solved for adjustments

to the initial satellite positions/velocities, accelerometer calibration scale factors and bi-

ases (one per axis per satellite per day) and adjustments to the mascons in terms of an

equivalent height of water (of the appropriate density) in a least squares inversion of our

simulated observations for each month (Allgeyer et al., 2022):

x̂ =
(
ATWA+ Cmass + CM

)−1
ATWb (4.6)

where x̂ are the adjustments to all a priori satellite and mascon parameter values, A is the

design matrix of partial derivatives, W is a diagonal weight matrix for the observations, b

are the prefit residuals (the “observed minus computed” difference between observations

from our “truth” and a priori orbits). We assigned weights to the observations of 70 mm,

70 um/s and 1 nm/s2 for observations of position, velocity and range acceleration, respec-

tively. Cmass is a constraint matrix to conserve mass in the Earth system. The matrix CM

is a diagonal regularisation matrix with elements 1/σ2m where σm is a parameter constraint

on each mascon (all off-diagonal elements are zero). We assigned different values for dif-

ferent mascons, based on whether each mascon is located in a non-glaciated continental

region, an ocean or a glaciated continental region (including Antarctica, Greenland, Baffin

Island, Patagonian and Alaskan glaciers). Two different levels of constraints were used,

as described in Table 4.1.
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Figure 4.7: Errors in unregularised estimates of the temporal gravity field from simulations, using

the mascon geometries at 300 km and 200 km spatial scales. RMS error (in mm) computed on the

ternary mascons over each region is shown for ocean ternaries (blue) and land ternaries (red).

4.8 Results

4.8.1 Simulation experiments

To test how well a simulated signal can be recovered, we simulated two sets of orbits.

First, we incorporated into the orbit integrations the simulated temporal gravity field of

Dobslaw et al. (2015) as shown in Figure 4.5. We call these orbits “truth” orbits, since they

contain the simulated (i.e. known) temporal gravity field signals that we seek to recover,

and used them to create the simulated observations to replicate the GRACE Level-1B

observations (satellite positions, velocities and range rate). We also integrated orbits that

did not include the temporal gravity field and we call these our “a priori” orbits.

4.8.1.1 Intra-mascon variability and leakage

When intra-mascon variability (Figure 4.6) is present in the simulated temporal gravity

field signal, the parameterisation no longer represents accurately the spatial pattern of

mass change (Figure 4.5) and it is not possible to estimate a perfect solution from noise-
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Figure 4.8: Errors in regularised estimates of the temporal gravity field from simulations, using

loose regularisation (Table 4.1) and the mascon geometries at 300 km and 200 km spatial scales.

RMS error (in mm) computed on the ternary mascons over each region is shown for ocean ternaries

(blue) and land ternaries (red).

free, simulated data. The error in the estimated gravity fields varies depending on the

size and shape of the primary mascons and to what extent the mascon pattern overlies

the pattern of simulated signal (Figure 4.7). The solutions with primary mascons that

cross coastlines (M1, M2) have higher land and ocean RMS errors because of intra-mascon

leakage (the misappropriation of continental signal over ocean ternary mascons), which

also causes inter-mascon leakage (the incorrect assignment of mass change to the wrong

mascon). In addition, there is usually less intra-mascon variability when the size of the

primary mascons is smaller (compare results of M2 vs M1, M4 vs M3, M6 vs M5 in

Figure 4.7). If intra-mascon variability was the only source of error then the spatial

patterns in Figure 4.7 should match exactly those of Figure 4.6. The differences between

them therefore identifies inter-mascon leakage, induced by the presence of intra-mascon

variability.

An unexpected result was that the intra-mascon variability induced significantly more

inter-mascon leakage in the solutions with defined drainage basins (M3, M4) than in
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either the regular-shaped mascons (M1, M2) or the irregular-shaped without complex

drainage basin geometry (M5, M6). This was particularly noticeable around Pine Island

and Thwaites Glaciers in West Antarctica (middle panels of Figure 4.7) but is also visible

in increased error in ocean mascons offshore of Greenland and Alaska. We do not have

an explanation for this but suspect that there is an adverse interaction between complex

mascon geometry of the drainage basins and the orbital geometry that is causing increased

correlations between partial derivatives relating the primary mascons to the range accel-

eration observations.

These simulation results (Figure 4.7) show significant inter-mascon leakage of simulated

ice loss signals into the oceans (recall that we applied zero ocean signals in our simula-

tion; therefore, all estimated non-zero signals in the ocean regions are errors). Applying

diagonal, spatially varying regularisation to the inversions (through matrix Cm in Equa-

tion 6) is found to mitigate this continent/ocean inter-mascon leakage which is caused by

intra-mascon variability. For example, applying loose regularisation (Table 4.1) the inter-

mascon leakage is mitigated for the M4 and M6 mascon patterns that follow coastlines.

This demonstrates the benefit of designing mascon geometry to exclude mascons with a

mix of land and ocean and that inter-mascon leakage caused by intra-mascon variability

is readily mitigated through regularisation of the ocean mascons. Intra-mascon leakage

is still evident in the regular-shaped mascons that cross coastlines (M1, M2) and in the

larger (∼300 km) mascon cases (M3, M5) (Figure 4.8).

On the basis of these results, we chose to use the M6 mascon geometry as our principal

mascon pattern (∼200 km, following coastlines, no defined drainage basins). We include

the geometry of only one major continental drainage basin into our mascon pattern, being

the Amazon Basin, because the inclusion of this basin caused no significant inter-mascon

leakage effects.

4.8.1.2 Regularisation

It is possible to estimate the temporal gravity field with errors <5 mm EWH when in-

verting noise-free - and intra-mascon variability-free - simulated data without applying

regularisation constraints to the mascon parameters (Figure 4.9d). However, constraints

must be applied when inverting real data to mitigate observation and model noise in the

GRACE and GRACE-FO inversions (e.g. Save et al., 2012; Loomis et al., 2019a) and to

reduce errors caused by intra-mascon variability (c.f. Figure 4.7 and Figure 4.8). Applying
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Figure 4.9: Errors in estimated average primary mascon values from noise-free simulations where

the simulated signal is the average value on each primary mascon (i.e. no intra-mascon variability).

Estimates are shown, using no regularisation (top row) and tight regularisation (middle row). Reg-

ularisation error caused by tight regularisation as predicted using the resolution operator (bottom

row).
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regularisation constraints to the mascons can have the undesirable effect of attenuating

the gravity field if the parameter constraints (σm) are too tight, consequently preventing

the mascon parameters from adjusting to recover the full magnitude of the signal (e.g.

Save et al., 2016). The challenge is to minimise the trade-off between signal attenuation

and noise in the mascon adjustments by applying appropriate regularisation constraints

to each region. Different approaches to regularisation of mascon solutions have been em-

ployed, including distance-based constraints that impose correlations on changes in nearby

mascons (e.g. Sabaka et al., 2010), constraints based on variability computed from hydrol-

ogy and/or ocean models (e.g. Watkins et al., 2015) and from the GRACE data directly

(Save et al., 2016; Loomis et al., 2019a).

While the application of “loose” regularisation (Table 4.1) applied to our noise-free

simulations mitigated the inter-mascon leakage into the oceans caused by intra-mascon

variability on ice sheets, this level of regularisation is too weak to be used in the analysis

of actual GRACE data; otherwise, the estimated temporal gravity fields are dominated

by noise in the form of north/south stripes. Allgeyer et al. (2022) discussed the selection

of appropriate regularisation values and we use their values for our “tight” regularisation

in our simulations and analysis of real data (Table 4.1). Unlike previous authors (e.g.

Luthcke et al., 2006b, 2013; Watkins et al., 2015; Loomis et al., 2019b) we do not include

off-diagonal terms in our regularisation matrix, which means that we do not impose spatial

correlations between neighbouring mascons. While Croteau et al. (2021) showed that such

off-diagonal terms are essential to stabilise inversions using 1-arc-degree mascons, we find

that it is not necessary for our 40,000 km2 mascons. This is consistent with the approach

of Save et al. (2016).

We seek to separate the impacts of regularisation alone from the impacts of regularisa-

tion in a real-world situation where intra-mascon variability is present and significant. We

assessed the former by performing a simulation where we averaged the perturbation signal

of Dobslaw et al. (2015) onto our primary mascons, effectively setting the intra-mascon

variability to zero. An unregularised inversion of the data yields a near-perfect answer,

with RMS of only 1 mm and maximum error on a primary mascon of only 5 mm after

three iterations updating the a priori mascon values (Figure 4.9a,d). Applying the tight

regularisation introduces inter-mascon leakage (Figure 4.9b,e), which is reasonably well

predicted by the resolution operator of Loomis et al. (2019a) (Figure 4.9c,f).

The addition of intra-mascon variability into the simulated signals makes the combined
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Table 4.2: RMS of errors (in mm) in Greenland, Antarctica and globally, showing contributions

from regularisation (R) and intra-mascon variability (IMV)

Zero a priori mascons Iteration 1
R only R + IMV R only R + IMV

Greenland 192.3 188.4 141.6 165.6
Antarctica 36.5 37.8 32.4 36.3

Global 37.8 67.6 31.8 65.7

Iteration 2 Iteration 3
R only R + IMV R only R + IMV

Greenland 121.2 158.6 107.6 155.6
Antarctica 30.4 35.3 29.0 34.6

Global 29.6 65.0 28.1 64.6

error in mascon estimates worse, by as much as a factor of 3 (Table 4.2). A component

of this increase is due to the intra-mascon variability itself (see Figure 4.6). This cannot

be overcome nor can it be quantified for real data analysis since it is below the possible

spatial resolution of GRACE analysis.

4.8.2 Analysis of real GRACE Level-1B data

The analysis of Level-1B data involves a multi-step process of iterating the inversions of

GRACE data to estimate the orbital parameters (initial position, velocity and accelerome-

ter calibration parameters) and the adjustments to the mascon parameters (Allgeyer et al.,

2022). Non-linear thermal noise is removed from real accelerometer Level-1B observations

using the high-pass filter approach of McGirr et al. (2022). The use of actual (rather

than simulated) observations introduces noise into the inversions, which requires the more

stringent regularisation strategy used here for simulated data and in Allgeyer et al. (2022)

for real data. The details of the orbit analysis and a full assessment of our mascon time

series (including the handling of geocentre and C2,0/C3,0 are provided in Allgeyer et al.

(2022).

There is a difference in estimates of ice sheet mass balance change obtained from real

data when using irregularly shaped, ∼200 × 200 km mascons that follow coastlines (M6,

Table 4.1) instead of a regular pattern of similar-sized mascons that cross coastlines (M2,

Table 4.1) (Figure 4.10). For the M2 mascons, we define ‘Greenland’ mascons as being

any mascon that contains any ternary mascons on Greenland. The spatial patterns of the

monthly estimates of the temporal gravity field in the Greenland region for April 2003,

September 2010 and July 2016 are different, with the M6 estimates matching more closely

the geometry of the outlet glaciers. For example, the strong mass loss signal at Jakobshavn
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Figure 4.10: Mascon estimates after three iterations using 200 km mascon geometry that cross

coastlines (M2) and follows coastlines (M6) for an analysis of real data for April 2003, September

2010 and July 2016.
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Glacier (and interior region) in July 2016 is clearly evident in the M6 solution, whereas it

has been smeared somewhat into neighbouring mascons in the M2 solution.

Intra-mascon leakage of signal from continents to oceans occurs when using the M2

mascon pattern but does not occur when using our M6 mascon geometry that follows

coastlines. The proper assignment of greater mass loss along the edges of Greenland

also accentuates the estimated mass gain signal in central Greenland. The integrated

mass loss over Greenland for the M6 solutions for July 2016 is ∼5% greater than the M2

solution for the same month, equating to around 233 Gt (or 0.4 mm global sea level).

This demonstrates that intra-mascon leakage in the coastline-crossing mascon solutions

does impact basin-averaged computations of mass change.

Of course, the fundamental analysis choices of orbit parameterisation, accelerometer

observation calibration, mascon regularisation etc can be far more influential on regional

mass balance change estimates than the <10% changes shown here through different mas-

con geometry choices. However, assuming proper calibration of orbital parameters and

accelerometer bias/scale calibrations (including the removal of thermal effects from the

accelerometer observations (McGirr et al., 2022)), the selection of mascon geometry does

become a significant issue in terms of the remaining error budget.

4.9 Conclusions

Our unique method for creating geometrical patterns of irregularly-shaped mascons miti-

gates leakage errors in estimates of the temporal gravity field from GRACE observations by

delimiting oceans and continents. Through the use of algorithms and pre-computed tables,

we can achieve a numerical accuracy of computed accelerations and partial derivatives of

mascons equivalent to a spatial accuracy of around 18 km×18 km without a burdensome

computational expense. This improves the accuracy of the mass change estimates on the

mascons which have been computed at a spatial resolution of ∼200 km.

The variability of signal magnitude within a primary mascon, which we call “intra-

mascon variability”, affects the accuracy of the estimated temporal gravity fields and is an

unavoidable problem. The use of smaller mascons mitigates the magnitude of intra-mascon

variability but there is a limit on how small the mascons can be before the inversion of

the normal equations will become numerically unstable. Regularisation of the inversion

assists here but also induces signal attenuation, although this can then be mitigated by

iteration through updating of the mascon parameter values. Our simulations show that
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it is not possible to estimate a perfect mascon solution at 200 km spatial resolution from

simulated, noise-free data using regularisation of sufficient strength to mitigate the noise

in inversions of real data.

Our method for constructing the mascon geometry can be used to form primary mas-

cons that follow drainage boundaries as well as to form primary mascons of different sizes

in different regions of Earth. This provides significant flexibility and utility, allowing easy

configuration of the mascons for a number of different applications for both GRACE and

GRACE-FO data. The leakage problems are reduced in computations of integrated total

water storage changes of drainage basins as well as glaciated regions, since the proper

assignment of mass change to the continents or ocean mascons occurs naturally because

of the geometrical construction of the mascon field. This reduces considerably the leakage

of signals between ice sheets and neighbouring ocean regions. There is also no need to

include off-diagonal terms in the regularisation matrices used to stabilise the inversions

for mascons as small as 40,000 km2 (200 km × 200 km) used here and in Allgeyer et al.

(2022), since the matrices used to generate the solutions are full rank and can be inverted.



Chapter 5

Orbit modelling, regularisation

and inter-satellite range

acceleration data

The ability to generate accurate models of Earth’s static and temporal mass variations

from GRACE and GRACE-FO inter-satellite measurements is almost entirely contingent

on the accuracy of the modelled orbits of the twin satellites. The modelled orbits

are an integration of all of the accelerations acting on the satellites as they orbit

around Earth, which include (but is not limited to) the non-gravitational accelerations

measured by the accelerometers, the static gravity field and the ocean tides. Thus, the

accuracy of the modelled orbits hinges on the quality of both the Level-1B observations

and background models, but also the chosen orbit parameterisation and integration

procedure. Further, the choice of the inter-satellite observation and basis functions

can improve the recovery of the gravity field by better localising the mass variations.

Here, we use the range acceleration as the observation and the 200 km × 200 km

irregular, coastline-following mascons introduced in the previous chapter as the basis

functions. This chapter details the ANU approach to orbit modelling, regularisation and

gravity field inversion using range acceleration derived by numerical differentiation of

the Level-1B range rate prefit residuals as the inter-satellite observation. This chapter

is based on the manuscript published in the Journal of Geophysical Research - Solid Earth:

Allgeyer, S., Tregoning, P., McQueen, H., McClusky, S.C., Potter, E.-K., Pfeffer, J.,

McGirr, R., Purcell, A. P., and Montillet, J.-P.(2022) ANU GRACE data analysis:

Orbit modelling, regularisation and inter-satellite range acceleration observations. Journal

of Geophysical Research: Solid Earth, 127(2), e2021JB022489.

143
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I made the following contributions to this paper:

• Developed the accelerometer thermal correction procedure and integrated it into

the ANU GRACE processing software. It is used to correct the non-gravitational

accelerations for each day prior to orbit integration and accelerometer calibration

(Section 5.2.2, Figure 5.5)

• Developed a method to reduce high-frequency noise in K-Band Range Acceleration

(KBRa) prefit residuals by implementing a low-pass filter on the prefit range accel-

eration residuals (Section 5.2.5, Figure 5.8)

• Created the mascon file (as described in Chapter 4) used to estimate the gravity

field from the GRACE observations

• Produced the simulations that demonstrate to what extent we can recover the low

degree components of the temporal gravity field under different regularisation con-

straints (Section 5.3, Figure 5.10)

• Tested and developed the mascon iteration procedure used to produce unattenuated

mascon estimates of the temporal gravity field

My approximate contribution to this manuscript was 25%.

Impact of accelerometer thermal correction on parameter es-

timates

The method described in Chapter 3 was integrated into the ANU GRACE processing

software and applied to each day of available GRACE accelerometer observations used in

the orbit integration. However, a detailed analysis of the impact of accelerometer thermal

corrections (Figure 5.5) on the GRACE solutions was not presented in Allgeyer et al.

(2022). To determine the impact of accelerometer thermal correction on the estimates of

the temporal gravity field, I compared the statistics of the position and range acceleration

postfit residuals for a year of GRACE solutions that included the uncorrected (black),

cross-track corrected (Y; blue) and cross-track and along-track corrected (XY; orange) non-

gravitational accelerations (Figure 5.1). During the chosen year (2012), thermal control of

the satellites was disabled, allowing the temperature of the accelerometers (and therefore

the cross-track biases) to fluctuate with the |β′| angle (Figure 5.1).

There is a clear reduction in the daily RMS of the postfit residuals of the position
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Figure 5.1: β′ angle (light grey) and daily Root Mean Square (RMS) of the (top) postfit position

residuals and (bottom) postfit Range Acceleration (Ra) residuals over the period 2012 to 2013

using uncorrected ACC1B (black), high-pass filtered cross-track ACC1B (Y; blue) and filtered and

thermally-corrected cross-track and along-track ACC1B (XY; orange).

and range acceleration parameter estimates when the thermal correction method is ap-

plied to the Level-1B cross-track and along-track non-gravitational accelerations prior to

integrating the GRACE orbits, compared to the uncorrected and cross-track filtered ac-

celerometer solutions (Figure 5.1). For the three solutions, I calculated the Root Mean

Square (RMS) of the daily position and range acceleration postfit residuals. Treating each

of the daily RMS values as an observation, I then calculated the mean and standard devia-

tion RMS postfit residuals for 2012. A modest reduction in the RMS of the position postfit

residuals is made when just the cross-track axes of the ACC1B have been corrected for

long-wavelength bias drift (blue; 53.21 ± 34.01 mm), compared to the unfiltered ACC1B

(black; 56.23 ± 36.24 mm) (Figure 5.1). The most significant reduction in RMS occurs

when both the along-track and cross-track axes are corrected for thermally induced bias

variation (orange; 40.01 ± 20.05 mm) (Figure 5.1). Similarly, the daily RMS of the postfit

range acceleration residuals are slightly improved when the cross-track ACC1B has been

corrected (2.97 ± 1.19 nm/s2) but significantly improved when both the along-track and

cross-track ACC1B have been corrected (2.56 ± 0.8 nm/s2), compared to the unfiltered

ACC1B (3.2 ± 1.19 nm/s2) (Figure 5.1).
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The reduction in the RMS of the postfit residuals is most evident when the |β′| angle

was > 60◦ (Figure 5.1), which coincides with the largest satellite temperature variations

and, therefore, most significant along-track and cross-track accelerometer bias drift (see

Figure 3.1). The reduction in the RMS of the postfit residuals is also reflected in the im-

provements in the gravity field solutions, specifically, the reduction in north-south stripes

and the improved stability of the daily scale factor estimates as presented and discussed

in Chapter 3, Section 3.6.

Mitigating high-frequency noise present in the inter-satellite

observations

KBR system noise has been shown to dominate the high frequency component of the

GRACE inter-satellite observations (Figure 5.8) which can degrade estimates of the tem-

poral gravity field (Thomas, 1999; Ditmar et al., 2012). Therefore, understanding at which

frequencies these errors exist and whether they are affecting the frequency band that con-

tains the majority of the gravity field signal (0.1 to 18 mHz) is important for understanding

the GRACE error budget (Thomas, 1999; Goswami et al., 2018). Previous studies mostly

agreed that the KBR system noise dominates at frequencies >20 mHz (e.g. Thomas, 1999;

Ko, 2008; Ko et al., 2012; Goswami et al., 2018), although others have demonstrated that

these errors impact frequencies within the gravity field signal band. For example, Ditmar

et al. (2012) analysed the frequency content of GRACE inter-satellite ranging measure-

ments and found that errors originating from the KBR sensor dominated at frequencies

>14 mHz, which propagated into gravity field parameters forming substantial north-south

stripes, particularly in mid- to low-latitudes. In a more recent study, Behzadpour et al.

(2019) performed a multi-resolution wavelet analysis to decompose actual GRACE range

rate residuals, concluding that KBR ranging sensor errors dominated at frequencies >12.5

mHz.

Previous studies have attempted to mitigate the impacts of high-frequency noise con-

tained in the KBR observations on gravity field estimation by the application of low-pass

filters during dual-one-way range processing (Thomas, 1999) and have made modest im-

provements (Ko, 2008). I developed a method to mitigate high-frequency noise, mostly

induced by the KBR sensor, by instead filtering the prefit residuals prior to performing

the least squares inversion to solve for the temporal gravity field. The prefit residuals are



147

the difference between the observed inter-satellite measurements and the theoretical val-

ues computed from the orbits that do not contain the effects of temporal mass variations.

By not modelling the temporal gravity field, the prefit residuals contain the unmodelled

mass variation signals, any errors in the parameter estimates, background model errors

and errors due to system noise.

I modified the filtering method developed in Chapter 3 to remove unrealistic high-

frequency noise contained in the prefit KBRA residuals which are derived from the nu-

merical differentiation of the prefit K-Band Range Rate (KBRR) residuals using the noise

robust derivative filter (Section 5.2.5). Similar to the accelerometer implementation of the

digital frequency filter, the observations are de-meaned and padded prior to applying the

taper function and performing the Fourier analysis on the prefit residuals. To do this, I

extrapolated the observations to include an additional 700 epochs on either end by fitting

a periodic function to the first and last 1000 epochs of the residuals (extending the time

series of range acceleration residuals prior to applying the window function is necessary to

recover the edges of each day of the filtered residuals when the window function is removed

once the signal is transformed back into the time domain). Prior to applying the taper

function, I filled any data gaps by interpolation using the same periodic function to reduce

the effects of data gaps on the Fourier analysis.

The extrapolated and interpolated prefit residuals are tapered using the Hann window

as per Equation 3.1 and transformed into the frequency domain. The frequencies are then

filtered using a raised cosine low-pass filter. The low-pass filter is a modification of the

high-pass filter defined per Equation 3.2:

H(f) =


1, f < flo

0.5(cos
(
π(f−flo)
flo−fhi

)
+ 1), flo < f < fhi

0.5, f > fhi

(5.1)

To determine the appropriate edge frequencies, I tested several implementations of the

raised cosine low-pass filter on the prefit residuals. I first tested an flo and fhi of 20 mHz

and 21 mHz, respectively, as the cutoff frequencies. The choice of 20 mHz for flo was

based on previous studies that identified postfit and prefit inter-satellite residuals to be

noise dominated at frequencies higher than 20 mHz (Ko, 2008; Ko et al., 2012; Goswami

et al., 2018), while avoiding the frequency band that contains the majority of the temporal

gravity field signal. An flo of 20 mHz effectively removes signal with a period less than 50
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seconds. Therefore, this assumes that the gravity field signal measured by the microwave

ranging system on-board the GRACE and GRACE-FO satellites is not resolvable at a

spatial resolution higher than ∼350 km, greater than the 300 km spatial resolution of

GRACE cited in previous studies (e.g. Thomas, 1999; Tapley et al., 2004)

I also tested two end-member implementations of the low-pass filter; using a higher

frequency cut-off (which allows more noise to pass through the filter) and a lower frequency

cut-off (which filters out more noise, but potentially removes high-frequency temporal

gravity signals). For the high frequency end member an flo and fhi of 30 mHz and 31

mHz were chosen, respectively, which effectively removes signal with a period less than 35

seconds. In this case, the assumption is that the microwave ranging system on-board the

GRACE and GRACE-FO satellites is not resolvable at a spatial resolution higher than

∼230 km. For the low frequency end member an flo and fhi of 10 mHz and 11 mHz were

chosen, respectively, which effectively removes signal with a period less than 100 seconds.

This assumes that microwave ranging system is not able to resolve the gravity field at a

spatial resolution higher than ∼700 km.

To test whether any coherent signals are contained in the prefit residuals at frequencies

>10 mHz I performed several simulations. I simulated the GRACE Level-1B position,

velocity and range rate observations for 2010-09-10 to 2010-09-20 from “truth” orbits

using the spherical harmonic Earth system model of Dobslaw et al. (2015) up to degree

180, temporally-averaged over the month of December 2006 (i.e. excluding any sub-daily

high frequency mass changes) as per Chapter 4. The same process was used to generate

the prefit range acceleration residuals in simulation using the noise robust derivative filter

alone (RAND) and low-pass filtered using an flo cutoff frequency of 30 mHz (RA30), 20

mHz (RA20) and 10 mHz (RA10). Because the ranging observations are simulated, the

prefit KBRA residuals contain none of the effects of systematic or background model

errors. Therefore, the prefit KBRA residuals should only contain the unmodelled gravity

field but may include minor high-frequency error introduced by the noise robust derivative

filter.

The Dobslaw et al. (2015) model of the temporal gravity field represented by spherical

harmonic coefficients up to degree and order (LMAX) 180, contains gravitational changes

up to frequencies of ∼70 mHz, significantly higher than the frequency of gravitational

variation that can be detected by the GRACE satellites. In both the temporal and fre-

quency domain, the unfiltered RAND (light grey), low-pass filtered RA30 (blue) and RA20
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Figure 5.2: Simulated prefit range acceleration residuals derived from the ND filter (RAND; light

grey), then low-pass filtered using 30 mHz (RA30; blue), 20 mHz (RA20; orange) and 10 mHz

(RA10; light grey) cutoff frequencies for 2010-09-10 to 2010-09-20 in the (a) temporal and (b)

frequency domain. (c) RA20, (d) RAND minus RA20, (e) RA10 and (f) RAND minus RA10 in the

spatial domain. Simulation uses the truth field of Dobslaw et al. (2015)
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(orange) simulated prefit range acceleration residuals appear to be indistinguishable from

each other (Figure 5.2a,b), suggesting that there is negligible signal contained in the 20

mHz to 30 mHz frequency band. However, for the RA10 filtered simulated prefit range

acceleration residuals, it is noticeable that high-frequency signal has been removed from

the 10 mHz to 20 mHz frequency band in the temporal and frequency domains (black;

Figure 5.2a,b).

To determine the spatial characteristics of the prefit range accelerations filtered from

the time series, I subtracted the filtered residuals from the unfiltered residuals (Figure

5.2d,f). The difference between the RAND and RA20 range acceleration residuals does not

appear to contain coherent signal (at a scale of ±1.5 nm/s2) (Figure 5.2d) suggesting that

no geophysical signal is contained in the inter-satellite observations at frequencies >20

mHz. Some geographically correlated signals are actually apparent at frequencies >20

mHz, but only in the range ±0.15 nm/s2 (not shown), consistent with the recent findings

of Spero (2021) (see Figure 3 therein). Spatially, the RA10 range acceleration residuals

(Figure 5.2e) do not appear attenuated compared to RA20 (Figure 5.2c). However, the

difference between the RAND and RA10 range acceleration residuals clearly demonstrates

that using an flo of 10 mHz removes some coherent signal, but only in the range ±1.5

nm/s2 (Figure 5.2f). The location of these signals are related geographically to the places

that have the largest amplitude signals in the simulated field (i.e. West Antarctica, Alaska,

Greenland, Amazon, Egypt and the Himalayas).

The high-frequency noise content of the prefit KBRA residuals for the period 2010-

09-10 to 2010-09-20 computed from real GRACE observations can be analysed in the

temporal and frequency domains. The unfiltered prefit KBRA residuals (RAND; light

grey) exhibits a rapid increase in power from 10 mHz, peaking at 50 mHz (Figure 5.3b).

Previous studies have demonstrated that this signature appears consistently throughout

the GRACE mission and has been attributed to the limited accuracy of the KBR sensor

at high frequencies (i.e. >10 mHz) (Flury et al., 2008; Ditmar et al., 2012). As expected

the corresponding unfiltered time series of prefit KBRA residuals contains considerable

noise (Figure 5.3a). The noise content in the temporal domain is dramatically decreased

when the residuals are low-pass filtered using the highest frequency cutoff (RA30; blue)

(Figure 5.3a). In the frequency domain, it appears that an flo of 10 mHz is needed to

mitigate the high-frequency noise (black; Figure 5.3b), while the other implementations

of the filter preserve some high-frequency noise (orange and blue; Figure 5.3b).
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Figure 5.3: Prefit range acceleration residuals derived from the ND filter (RAND; light grey), then

low-pass filtered using 30 mHz (RA30; blue), 20 mHz (RA20; orange) and 10 mHz (RA10; black)

cutoff frequencies for 2010-09-10 to 2010-09-20 in the (a) temporal and (b) frequency domain.

For all applications of the low-pass filter the mass variation signal and noise can be ob-

served spatially, specifically, the temporal gravity field signal in the prefit KBRA residuals

becomes more visible as the flo is decreased from 30 mHz to 10 mHz (Figure 5.4a,c,e). To

test whether any of the applications of the low-pass filter visibly remove any geophysical

signal, I subtracted the filtered RA30 prefit KBRA residuals from the unfiltered KBRA

prefit residuals (RAND), then RA20 from RA30 and RA10 from RA20 to identify any ge-

ographically correlated geophysical signal in these frequency bands. A significant amount

of noise contained in the 30 mHz to Nyquist (100 mHz) frequency band is removed from

the RA30 residuals (Figure 5.4b). The additional noise removed from the RA20 residuals

in the 20 mHz to 30 mHz band also appears significant (Figure 5.4d), while minimal noise

appears to be contained in the 10 mHz to 20 mHz band (Figure 5.4f). In each case, no

geographically correlated signals appear to be removed by the low-pass filter (e.g. Figure

5.4b,d,f).

Based on the the analysis of the prefit residuals calculated from simulation and from

real GRACE inter-satellite range rate observations, I think that values of an flo and fhi

of 20 mHz and 21 mHz, respectively, are the most appropriate. These values were then

used for GRACE (and GRACE-FO) processing in Allgeyer et al. (2022). These edge

frequencies were selected to mitigate the high-frequency signals without attenuating the

gravity field signal contained in the prefit KBRA residuals. Note that these filter settings

are not compatible with the LRI ranging measurements as the inter-satellite observable, as

the LRI is sensitive to 0.1 nm/s2, an order of magnitude better than the KBR instrument

(Ghobadi-Far et al., 2020b).

The sections that follow are from Allgeyer et al. (2022).
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Figure 5.4: Prefit range acceleration residuals derived from GRACE inter-satellite range rate

observations, then low-pass filtered using cutoff frequencies (a) 30 mHz (RA30), (b) unfiltered

(RAND) minus RA30, (c) 20 mHz (RA20), (d) RA30 minus RA20, (e) 10 mHz (RA10) and (f) RA20

minus RA10 for 2010-09-10 to 2010-09-20 in the spatial domain.
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Abstract

Several different basis functions have been used to represent the Earth’s gravity field in

order to generate estimates of mass variations on Earth from the analysis of data of the

Gravity Recovery and Climate Experiment (GRACE) and its successor GRACE Follow-

On missions, including spherical harmonics, mass concentration elements (mascons) and

slepian functions. Each approach depends inherently upon accurate modelling of the

orbits of the pair of satellites as they revolve around the Earth, so that the observations

of inter-satellite changes in range (or, more specifically, range rate) can be exploited to

identify mass variations. We have developed software using a classical orbit modelling

approach, mascons and 24-hour orbit integration, to estimate simultaneously corrections

to orbital parameters and the temporal gravity field from GRACE data. Rather than

using the range rate, we use the range acceleration as the inter-satellite observable as it

aids in localising the mass variations. Level-1B range acceleration observations contain

high levels of high-frequency noise that inhibits their usefulness for this purpose. Instead,

we generate range acceleration observations by numerical differentiation of the Level-1B

range rate prefit residuals. Simulations show that the gravity signal is not attenuated

in this process. Our monthly estimates of mass anomalies from GRACE data (2003-

2016) agree well with previous studies, both spatially and temporally. When converted to

spherical harmonics our time series of C2,0, derived from GRACE data alone, are close to

the independent estimates from satellite laser ranging, but the overall solution is improved

by substituting the SLR C2,0.
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5.1 Introduction

The Gravity Recovery and Climate Experiment (GRACE) space gravity mission (Tapley

et al., 2004) operated from 2002 until it was decommissioned in 2017. Data from the

mission have had major impacts in the fields of hydrology (e.g. Leblanc et al., 2009; Lo

et al., 2010; Rodell et al., 2018), cryospheric science (e.g. Velicogna and Wahr, 2006;

Luthcke et al., 2013), oceanography (e.g. Boening et al., 2012b; Chambers, 2006a) and

glacial isostasy (e.g. Riva et al., 2009; Mart́ın-Español et al., 2016). Small changes in the

strength of the Earth’s gravity field caused by the redistribution of mass on the Earth cause

subtle changes in the range between the satellites. This is the fundamental observation

that made the GRACE mission unique.

A number of different mathematical approaches have been used to parameterize the

Earth’s gravity field and the convergence of the inversions of the data. Solving for co-

efficients of spherical harmonic models has been the most common approach used since

the start of the GRACE mission (e.g. Tapley et al., 2004; Lemoine et al., 2007). A com-

mon characteristic of the estimated temporal gravity fields is a north-south striped error

pattern, in part related to the high correlations between even and odd order coefficients

(Swenson and Wahr, 2006). Such errors have been mitigated through the application of

their destriping filter but also through the use of a number of other filters such as Gaussian

(e.g. Wahr et al., 1998) and the suite of DDK filters (e.g. Kusche, 2007). Some studies

(Lemoine et al., 2007; Bruinsma et al., 2010) applied constraints to the spherical harmonic

coefficients so that their change in magnitude with higher degree matched some empirical

pattern, thus reducing the noise in the estimated temporal gravity fields.

Rowlands et al. (2005) and Watkins et al. (2005) introduced the use of mass concen-

tration elements (mascons) as an alternate parameterization to represent the temporal

gravity field from GRACE data. A mascon is defined as a tile or region of known area

on which a change in mass is estimated. They related the change in mass of each mascon

(represented by a uniform thickness of water over the surface of each mascon) to spherical

harmonic coefficients representing the temporal gravity field and, hence, estimated the

spatial pattern of mass variations. Luthcke et al. (2006b) showed that the use of mascons

permitted more intuitive applications of spatial and temporal constraints in the inversion

steps, resulting in temporal gravity field estimates that contained significantly less noise

and did not require any further filtering. They used a regular 3◦×3◦mascon geometry.

Subsequent studies using mascons have adopted different approaches to defining the mas-
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con geometry. Watkins et al. (2015) used 3◦ equal-area spherical caps for each mascon,

while Save et al. (2016) used 1◦ geodesic shapes. Luthcke et al. (2013) reduced the size of

their regular-shaped mascons to 1◦×1◦, although they state explicitly that this is not the

actual spatial resolution of the solutions, since neighboring mascons are correlated.

Different approaches have been used to improve the convergence of the inversions for

temporal gravity field solutions using mascons. Luthcke et al. (2013) used empirically de-

termined constraints on each mascon along with spatial and temporal correlations between

mascons. Watkins et al. (2015) used variations derived from geophysical models (and the

GRACE data itself) to regularise their solutions. Save et al. (2016) constrained their in-

versions using only the information contained in the GRACE measurements themselves.

Their regularisation matrices were time varying and did not bias their solutions towards

any particular model values.

To date, all published solutions use the range rate information. Numerical differ-

entiation of the range rate creates a range acceleration observable but amplifies short-

wavelength signals while reducing the amplitude of longer-wavelength signals. The po-

tential advantage of using the range acceleration as the primary observation (instead of

the range rate) is that gravity anomaly signals caused by mass anomalies on Earth would

be better localised spatially, with a spike occurring in the range acceleration observations

when the satellites are approximately overhead (Save et al., 2012). However, it has not

been demonstrated that the longer-wavelength signals are retained in this approach. Post-

fit range acceleration residuals, derived from postfit range rate residuals, have been used

(Save et al., 2012, 2016) to quantify the amount of mass variation signal that was not

captured by parameters when estimating the temporal gravity field. These studies did not

directly use the range acceleration observations to estimate the gravity fields.

Range rate observations contain a once-per-revolution signal after passing over a dis-

turbing mass signal. Conversely, range acceleration observations are much less affected

once the satellites have passed over a mass anomaly signal. This feature can be exploited

when inverting GRACE observations to estimate the spatial pattern of the temporal grav-

ity field, provided that the long-wavelength features of the gravity field can also be sensed

and estimated.

We show below that accurate mass anomalies at short and long spatial scales can be

recovered from GRACE range acceleration observations, although the range acceleration

observations provided in the Level-1B mission data contain a signal to noise level that
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precludes their use in gravity field estimation. Through an alternate numerical differenti-

ation process, it is possible to filter out the high-frequency noise without attenuating the

short-wavelength signals of the mass anomalies. The resulting temporal gravity field esti-

mates recover accurately both the short- and long-wavelength components of the temporal

gravity field.

In this paper we describe our orbit modelling and mascon parameterisation used to

estimate temporal gravity fields using data from the GRACE mission. We describe how

the inter-satellite range acceleration data can be used to estimate the temporal gravity

fields and how it reduces the typical north-south striped error pattern seen in solutions

derived using the range rate. In our companion paper (Tregoning et al., 2022) we describe

how we constructed our mascon field, and its effect on mitigating the smearing of signals

between oceans and continents.

5.2 Methods

5.2.1 Orbit modeling

We have developed the ANU GRACE processing software with which we estimate the

temporal gravity field of the Earth from GRACE observations. Our software uses the

classical variational approach to integrate satellite orbits (e.g. Beutler et al., 2010), then

estimates adjustments to a static gravity field to quantify the “temporal gravity field”

(time varying mass anomalies with respect to a mean gravity field). We parameterise the

temporal gravity field using mascons and derive changes in mass on each mascon in terms

of an equivalent thickness of water over the area of the mascon. We explicitly relate the

change in mass of each mascon directly to the inter-satellite measurements, as described

in our companion paper (Tregoning et al., 2022).

We integrate the satellite orbits using an Adams-Bashforth-Moulton 3-4 integrator.

It is composed of an Adams-Bashforth (order 3) explicit step (Bashforth and Adams,

1883) as a predictor phase followed by an Adams-Moulton (order 4) step (Moulton, 1926)

as a corrector phase. Table 5.1 describes the forces acting on the satellites in our orbit

integration. Our integrator uses a 5-second step size, performs the integrations in the

inertial reference frame (defined using IERS 2010 conventions, Petit and Luzum (2010))

and outputs positions, velocities and partial derivatives in the terrestrial reference frame.

We parameterise the satellite orbits using as few parameters as possible: initial position
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Table 5.1: Background force modelling used in the orbit integrations

Process Description

Static gravity field DIR-R4 (truncated to degree 200)
(Bruinsma et al., 2013)

Dealiasing atmosphere and AOD1B-RL06 (Dobslaw et al., 2017a)
non-tidal ocean

Ocean tide model FES2014 (Carrere et al., 2015; Lyard et al., 2021)
modified Antarctica from Padman et al. (2002)

Atmospheric tides S1, S2 and S3 from the AOD1B product
(Dobslaw et al., 2017a)

Non-gravitational accelerations Level-1B data ACC1B/SCA1B
Cellestial body perturbation JPL Ephemeris DE421 (Folkner et al., 2009)

Solid Earth tides IERS 2010 non-elastic Earth
(Petit and Luzum, 2010)

including mean polar motion (Wahr et al., 2015)
General relativity IERS 2010 standard (Petit and Luzum, 2010)

and velocity of each satellite plus one accelerometer bias and scale parameter per satellite

per 24 hour period in each of the along-track, cross-track and radial directions. We iterate

the orbits to converge to a set of orbital parameters that best fit the GPS positions and

velocities (provided in the GNV1B data files) and intersatellite range rate measurements

(provided in the KBR1B data files) before estimating simultaneously all orbital and mascon

parameters. This process is described in detail in Section 3.

5.2.2 Calibration of accelerometer observations

The observations made by the accelerometers onboard the GRACE and GRACE-FO satel-

lites require calibration. Previous studies have differed significantly in their approach to

calibrating the observations, although most studies adopt a model which includes a bias

and a scale factor. The temporal estimation of bias values varies from up to 28 values

per day (Rowlands et al., 2010) to daily values (e.g. Bruinsma et al., 2010; Watkins et al.,

2015), while scale factor values have been estimated daily (e.g. Bruinsma et al., 2010; Row-

lands et al., 2010), as monthly mean values or even fixed at a value of 1 for the radial scale

factor (Watkins et al., 2015). Once the thermal control within the satellites was deacti-

vated later in the GRACE mission (from April 2011 onwards), thermally driven non-linear

variations occurred in the accelerometer measurements (Klinger and Mayer-Gürr, 2016;

McGirr et al., 2022), particularly in the cross-track and radial components.

The purpose of calibrating the accelerometer observations is to turn the biased mea-

surements into “absolute” measurements of the non-gravitational accelerations acting on
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Figure 5.5: Uncalibrated cross-track accelerometer observations of GRACE-A for (a) a typical

day (2010-09-01) when the satellites pass into the shadow of the Earth, showing the repeating

pattern of the observations for each revolution. (b) 2010-07-17, including low-frequency thermal

effects (black) and high-pass filtered values (red). Signals have been demeaned. The observed

spikes are generated by thrust events.

each satellite. These calibrated measurements can then be applied directly in the inte-

gration of the satellite orbits. The measurements are a sum of the effects of atmospheric

drag, solar radiation pressure, reflected energy from the Earth and linear components of

the thruster firings during satellite attitude manoeuvres. The atmospheric drag dominates

the along-track component while the solar radiation dominates the radial component. In

most cases, each of these effects has a quasi-stable signature that repeats through each or-

bit cycle within a single day. Therefore, one would expect that the calibrated accelerometer

observations would display a repeatable pattern throughout the ∼15 orbital revolutions

within a day. We find that, in general, a single bias and scale factor parameter per or-

thogonal axis per day is sufficient to ensure that the calibrated accelerometer observations

display the expected temporal patterns in the along-track and radial directions (Figure

5.5a).

Thermal variations within the satellites affect the accelerometer observations and we

mitigate these effects by applying a raised cosine high-pass filter as described in McGirr
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et al. (2022), with low- and high-edge frequencies of 0.045 and 0.055 mHz (Figure 5.5b).

Once the low-frequency thermal effects are removed, the accelerometer observations can

be calibrated using single bias and scale parameters per axis per day, as before.

5.2.3 Partial derivatives

The state vector parameters (~S0 = (p0, v0, s0, b0)), defining the initial condition of satellite

orbits include the initial position (~p0) and velocity (~v0) at the start of the orbit and also

the accelerometer calibration parameter scales (~s0) and biases (~b0). We derive partial

derivatives that relate the observed positions and velocities (~o = (~p,~v)) of a satellite to

the initial state vector parameters by integrating additional orbits where each parameter is

perturbed by a small amount at the start of the orbit. We calculate the partial derivative

for a parameter at epoch t as the difference between the actual and perturbed orbit at

each time t divided by the magnitude of the original perturbation.

∂o

∂Si0
=
~oδSi

0
− ~o

δSi
0

(5.2)

where ~oδSi
0

is the instantaneous position and velocity of the satellite in the perturbed

orbit, ~o is the instantaneous position and velocity coordinate of the satellite in the un-

perturbed orbit and δSi
0

is the size of the perturbation applied to the initial value of S0

to perturb the orbit. The perturbations that we apply are 0.5 m for position parameters,

0.05 mm/s2 for velocity parameters, 50 nm/s2 or accelerometer bias parameters and 3%

for accelerometer scale parameters. We derive partial derivatives relating our mascon pa-

rameters to the observations through an equation for the gravitational acceleration of two

point sources, as described in Tregoning et al. (2022).

5.2.4 Prefit residuals

The least squares inversions to solve for the mass anomaly fields use the difference (which

we call here the “prefit residuals”) between the observations and the theoretical values

computed from orbits integrated without disturbing masses. By not modelling a priori the

mass anomaly fields, these prefit residuals contain the unmodelled mass anomaly signals,

plus any errors in orbit modelling and/or forward models used in the orbit integration

(e.g. ocean tides, non-tidal ocean and atmosphere, orientation errors for the GRACE

satellites etc.). If the orbital parameter values used in the orbit integration are reasonably

accurate then the prefit residuals are dominated by the effects of the unmodelled gravity
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field anomalies.

Typically, gravity field inversions using GRACE data have been done using the rate

of change of range between the satellites, known as the “range rate”, as the observable.

The time derivative of the range rate, called the “range acceleration”, also provided in

the Level-1B data has not been exploited for gravity field estimation; however, range

acceleration solutions have been produced (Tregoning et al., 2017, 2018; Save et al., 2019).

The Level-1B range acceleration observables, R̈L1B, provided at 5-second sampling, are

generated from 10 Hz dual one-way ranges using a digital filter, where the filter is N self-

Convolutions of a Rectangular time-domain window function (CRN) (in this case, N = 7)

and the time window is 70.7 seconds (see Thomas, 1999; Case et al., 2010, for details). The

CRN filter for the range acceleration observations is actually the double time derivative

of the CRN filter used to generate 5-second ranges from the same 10 Hz data. Thus, it

is not the Level-1B range measurements themselves that are used to derive the 5-second

range acceleration observations present in the Level-1B file but the 10 Hz Level-1A dual

one-way ranges. Note that all of the Level-1B range, range rate or range acceleration

“observations” are, in fact, derived values, not direct observations, and no covariance or

correlation information between these three observables is available in Level-1B data files.

The use of the range acceleration to estimate the temporal gravity field offers distinct

advantages over the use of the range rate because it localises the mass change signals;

however, it contains high frequency noise, which needs to be removed from the Level-

1B range accelerations in order to make the range acceleration a viable observable for

estimating temporal gravity fields. In theory, this can be done by appropriate filtering

techniques.

5.2.5 Derivation of range acceleration data

In this section we show how we derive prefit range acceleration residuals that do not contain

the high-frequency noise of the Level-1B observations. We do this through numerical

differentiation of prefit range rate residuals, employing a noise robust derivative filter

which helps to mitigate the high frequency noise. We show below through simulation that

our range acceleration observable retains all the gravity signal but contains significantly

less noise than the Level-1B range acceleration.

To derive an analytical expression from which to calculate typical range acceleration

prefit residuals using simulated data, we start with the inter-satellite range, R:
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R2 = ~rAB · ~rAB (5.3)

where ~rAB is the vector of the inter-satellite relative position between GRACE-A and

GRACE-B. The range rate, Ṙ, is the time derivative of the range:

Ṙ = êAB · ~̇rAB (5.4)

where ~̇r is the inter-satellite relative velocity vector and ê is the unit vector of the line

of sight direction between the two satellites. By differentiating Equation 3 with respect

to time, one can derive an analytical expression for the range acceleration, Ṙ (Rummel,

1979):

R̈ = ˆ̇eAB · ~̇rAB + êAB · ~̈rAB (5.5)

where ~̈rAB is the inter-satellite relative acceleration vector and ˆ̇eAB is the time derivative of

the unit vector ê. This has been called the “classic acceleration” approach (e.g. Rummel,

1979).

Projecting those equations in Cartesian coordinates, they become:

R =
√∑

p2i (5.6)

Ṙ =

√∑
ṗipi

R
(5.7)

R̈ = −Ṙ
2

R
+

∑
ṗ2i + p̈ipi
R

(5.8)

where p, ṗ and p̈ are the relative difference in position, velocities and acceleration

between both satellites.

5.2.5.1 Prefit range acceleration residuals as a temporal gravity field proxy

We generated simulated GRACE orbits and extracted from our orbit integrator the posi-

tions, p, velocities, ṗ, and accelerations, p̈, for each satellite at each epoch in the inertial

reference frame. We used these values in Equation 4.7 to create a set of simulated range

acceleration observations. We calculated orbits for day 2010-09-01 and included in our

gravity models for these orbits the temporal gravity field estimate for September 2010 of
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Figure 5.6: (a) Temporal gravity field of Luthcke et al. (2013) for September 2010, (b) Prefit

Range acceleration residuals for the same month generated using Equation 4.7 for our “target” -

“a priori” orbits.

(Luthcke et al., 2013) (Figure 5.6a) that we will call “target” orbits. Thus, these perturbed

range acceleration observations, R̈t (where superscript t stands for target orbits) contain

the effects of the temporal gravity field for this date. We also calculated the simulated

range rate observable, Ṙt from Equation 4.6.

Next, we generated a second set of GRACE orbits where we did not use the temporal

gravity field as part of the gravity models in the integrator (which we call our “a priori”

orbits). That is, we simulated the satellites flying around just the static component of the

Earth’s gravity field. Once again, we extracted the positions, velocities and accelerations

at each epoch for each satellite and, using Equation 4.6 and 4.7, computed the range rate

and acceleration observations, R̈a (where superscript a stands for a priori orbits).

The difference between R̈t and Ṙa provides us with simulated prefit range acceleration

residuals, ∆R̈a, computed analytically and containing only the effects of the temporal

gravity field on the inter-satellite observable. Plotted spatially (Figure 5.6b), these prefit

range acceleration residuals do indeed correspond to the places on Earth where there are

signals in the temporal gravity field for September 2010 (compare Figure 5.6a,b).

The amplitude spectrum of the analytically derived range acceleration residuals, ∆R̈a,

are shown in Figure 5.7a (blue line). The gravity signal is evident at frequencies lower than

0.01 Hz, with essentially no other power present. To some extent, this is influenced by the

spatial resolution with which we simulated the temporal gravity field (∼200 km). Abich

et al. (2019) and Tapley et al. (2019) estimated that the highest detected frequencies of
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Figure 5.7: (a) Amplitude spectra of range acceleration residuals from a simulated temporal

gravity field (Blue: values computed using Equation 4.7. Orange: values derived from the ND filter

of the simulated range rate differences). (b) Time series for 2010-09-01 of the range acceleration

difference between the analytical formula (Equation 4.7) and using the maximally flat derivative

filter.

the temporal gravity field were likely to be around 30 mHz, which is consistent with our

simulation.

5.2.5.2 Range acceleration obtained via numerical differentiation of Range

rate

Mass changes on mascons will have a direct effect on the accelerations acting on the

satellites. Hence we choose to use the acceleration in the range measurement to determine

the gravity field, but to do this it is necessary to suppress short wavelength noise in the

range acceleration prefit residuals.

We seek a means of deriving prefit range acceleration residuals using real data through

numerical differentiation of the range rate data. It is important to verify that the numerical

differentiation process does not contaminate or attenuate the gravity signal; therefore, we

first performed the numerical differentiation (ND) on our simulated range rate observables,

Ṙt and Ṙa using a maximally flat numerical differentiation filter:
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R̈nd = FND(Ṙ) (5.9)

where FND is the ND filter. The derivative routine implements a 7-point maximally flat

low-pass digital differentiation filter (Selesnick, 2002; Hosseini and Plataniotis, 2017) that

minimises high frequency noise in a uniform manner while producing an accurate derivative

at low frequencies.

We calculated the prefit range rate residuals, ∆Ṙa, (being Ṙs − Ṙb) and performed

the numerical differentiation on ∆Ṙa. This generated a second set of range accelerations,

∆R̈nd. Figure 5.7 shows the difference between the two methods on a single day (2010-

09-01). Here, we found a good agreement between the derived prefit range rate residuals

and those calculated analytically from simulated data, with an RMS differences of only

0.04 nm/s2. The full amplitude of the temporal gravity field is retained in the amplitude

spectrum (orange line; Figure 5.7a) with insignificant noise having been introduced at

higher frequencies and differences less than 0.4×10−9 m/s2 in the time series (Figure

5.7b).

In summary, numerically differentiating prefit range rate residuals yields prefit range

acceleration residuals that are insignificantly different from those generated using the

analytical expression in Equation 4.7. Our numerical differentiation of range rate prefit

residuals can substitute as a means of generating prefit range acceleration residuals. We

adopt our procedure to generate prefit range acceleration residuals from real observations.

5.2.5.3 Prefit range acceleration residuals derived from real data

Range acceleration observations are provided in the Level-1B data for the microwave in-

strument of the GRACE mission, but they contain a very high level of noise (Tregoning

et al., 2017) (blue curve; Figure 5.8a). The difference between the Level-1B range accel-

eration observations and our range acceleration observations derived using Equation 4.7

therefore contains a very higher level of high-frequency noise above 0.2 Hz. The noise is

so large that it obscures the temporal gravity field signal completely in the spatial domain

(Figure 5.8c).

To create prefit range acceleration residuals using the Level-1B data, we need to create

a range acceleration observation that is not dominated by short wavelength noise. Since

we do not have Level-1B observations of the Cartesian accelerations required to compute

the range acceleration analytically using Equation 4.7, we calculate the observations by
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differencing the observed and our computed range rates, then numerically differentiating

the prefit range rate residual as described in Section 5.2.5.2 (orange curve; Figure 5.8a).

We applied this method to the actual GRACE Level-1B data for September 2010.

That is, we difference the Level-1B range rate observations from range rates computed

from our integrated a priori orbits for this day, then numerically differentiated the dif-

ference. It is perhaps not surprising that the amplitude spectrum of these prefit range

acceleration residuals contains a higher level of high frequency noise (orange curve; Figure

5.8a) than our simulated values shown in Figure 5.7; however, it is clear that the part of

the spectrum that contains the gravity field signal contains similar power to the simulated

gravity field for this day (i.e. no signal attenuation has occurred). However, there is a

significant reduction in high frequency noise compared to using the Level-1B range accel-

eration observable. Furthermore, the spatial pattern of signals in our range acceleration

prefit residuals (Figure 5.8d) match those created by simulation from the temporal grav-

ity field estimated by Luthcke et al. (2013). This gives confidence that our prefit range

acceleration residuals are both realistic and not dominated by noise.

Next, we applied a low-pass raised cosine filter to the prefit range acceleration residuals,

using a cutoff frequency of 0.02 Hz. Tapley et al. (2019) showed that 0.03 Hz is the upper

limit of the likely signals of the temporal gravity field, so we consider all power in the

spectrum above this frequency to be noise. Applying the high-pass filter reduces this

noise (green curve; Figure 5.8a,b), leaving a prefit range acceleration residual that can

be used with confidence in inversions for the temporal gravity field (Figure 5.8e). The

comparison between the different maps, as well as the first 30 minutes of the times series

(Figure 5.8b), demonstrates that the noise level of the range acceleration residual after

this processing is at the nm/s2 level.

5.2.5.4 Range acceleration observable reduces north-south striping in gravity

field solutions

The practical advantage of using the range acceleration observations, rather than the range

rate observations, is that it causes a significant reduction in the presence of north-south

stripes in the estimated temporal gravity fields. This occurs because there is a substan-

tial reduction in cross-correlation between partial derivatives relating mascon parameters

to the inter-satellite observations when using range acceleration rather than range rate

observations.
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Figure 5.8: (a) Amplitude spectra of range acceleration residuals from GRACE data on 2010-

09-01 using values computed using Level-1B range acceleration observations (blue), values derived

from the numerical differentiation of the range rate prefit residuals (orange) and values derived

from the numerical differentiation of the range rate residual, then low-pass filtering (green). (b)

first 30 minutes for range-acceleration residual determined using the numerical differentiation filter

(orange) and after applying the low pass filter (green). Spatial distribution of the prefit range ac-

celeration for September 2010 using (c) Range acceleration Level-1B observations, (d) numerically

differentiated prefit range rate, and (e) as for (d) but also applying a low-pass filter.
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In the inversions, the partial derivatives relating each mascon to the inter-satellite

measurements are required (either range rate ∂RR/∂masconi or range acceleration

∂RA/∂masconi, where i is the ith mascon number). If one calculates the cross-correlations

between these partial derivatives for mascon i and all other mascons then strikingly dif-

ferent spatial patterns are obtained for the range rate and the range acceleration partial

derivatives. To illustrate, we calculated the cross-correlations between all mascons and

a single randomly selected mascon located in Panama. In the case of the range rate

observations (Figure 5.9a), strong north-south striping is present in the cross-correlation

pattern. This means that, mathematically, a change in any mascon along the flight path

of the satellites passing over mascon i (or a change of opposite sign in mascons beside

the flight path) will likely yield a very similar fit to the observations. This explains some

of the north-south striping patterns that have been present in GRACE temporal gravity

fields since the start of the mission. In contrast, the range acceleration partial derivatives

(Figure 5.9b) are much more weakly correlated along track. Indeed, if anything, there is

a slight east-west cross-correlation between the partial derivatives but it is much weaker

than for the north-south pattern of the range rate cross-correlations.

There is a spike in the partial derivatives of both ∂RR/∂masconi and ∂RA/∂masconi

when the satellites pass close to mascon i. The high cross-correlations between range rate

partial derivatives stem from the fact that the spike is < 50% larger than the subsequent

once-per-revolution signal induced in the partial derivatives (Figure 5.9c).

That is, the once-per-revolution signal dominates each of the range rate partial deriva-

tive time series, which leads to high correlations (or anti-correlations) between partial

derivatives of different mascons. On the other hand, the spikes in the range acceleration

partial derivatives are around an order of magnitude greater than the associated once-per-

revolution signals (Figure 5.9d), meaning that the mass change signals on the ith mascon

dominate the partial derivatives and are, therefore, well located spatially. The dominance

of the spike signals in the partial derivatives actually breaks the cross-correlations between

partial derivatives of different mascons, as evidenced by the much smaller magnitudes of

cross-correlations visible in Figure 5.9b.

To demonstrate the effect on a global solution, we used the temporal gravity of Septem-

ber 2010 from Luthcke et al. (2013) to simulate observations, then estimated the temporal

gravity field using the range rate or range acceleration as the inter-satellite observable. All

other analysis choices were exactly the same in the two solutions. North-South striping is
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(a) (b)

(c) (d)

(f)(e)

Figure 5.9: Cross-correlations between partial derivatives relating mascon parameters to (a)

range rate observations, (b) range acceleration observations. Example time series of these partial

derivatives for (c) range rate, (d) range acceleration Note the dominance in the range acceleration

partial derivatives of the spike as the satellites pass over the mascon. Estimated temporal gravity

fields for September 2010 using (e) range rate observations, (f) range acceleration observations.

Note that the north/south striping visible in the range rate solution is significantly reduced in the

range acceleration solution.
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evident in the range rate solution (Figure 5.9e) but not when using the range acceleration

observable (Figure 5.9f). Note that we have not applied any filtering to the temporal grav-

ity field solutions, neither spatial Gaussian filters nor any filters in the frequency domain.

While we acknowledge that our range rate solution might be improved by the application

of such filters, it is not the focus of this study. Furthermore a “stripe-free” solution can be

achieved simply by choosing to use the range acceleration as the inter-satellite observable,

without the need for any additional filtering steps.

5.3 Processing workflow and constraints

We have processed the full GRACE Level-1B dataset for the period August 2002 to August

2016.

We parametrise the surface of the Earth in 12,721 mascons of about 40,000 km2

(roughly 200 km by 200 km, located on the ellipsoid) using the methodology of Tre-

goning et al. (2022). For the mascon solutions we also adopt an iterative process to refine

the loads using basic linear least-squares approach (Tarantola, 2005),

xj = xj−1 + (ATC−1D A+ C−1M + Cmass)
−1(ATC−1D b) (5.10)

where xj are the adjustments to the a priori parameters xj−1 for iteration j, A is the design

matrix of partial derivatives, CD is a diagonal weight matrix of the observations, CM is

the constraint (or regularisation) matrix, Cmass is the conservation of mass constraint and

b is the vector of prefit residuals. Monthly solutions are generated by stacking the normal

equations of the daily solutions, which then creates time series of mass changes on each of

our mascons.

After each iteration an a priori model of the mascon loads on land is generated by

computing an annual variation of the time series of each mascon, plus characterising long-

wavelength inter-annual variability as determined using a Butterworth filter with a cut-off

period of 2 years. We conserve mass of the system by calculating the integrated change in

mass over land and uniformly distributing any excess mass into/out of the ocean to satisfy

mass conservation. The a priori model derived from iteration j is then used in iteration

j+ 1. The Jacobian matrix A for each iteration is determined by re-integrating the orbits

using the mascon estimates obtained from the previous iteration as a priori values. CD is

the covariance on the observation, set to 0.07 m for the positions, 0.07×10−3m/s for the
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Figure 5.10: Effect of the regularisations Tikonov 1 m (first column), Tikonov 0.1 m (second

column) and selected regularisation (last column) for September 2010 (first row), July 2016 (second

row), and its ability to recover a C2,0 perturbation of 10−10.

velocities, 1×10−9 m/s2 or the range acceleration.

As shown by Save et al. (2016), it is difficult to find and apply a model covariance (CM )

that is tight enough to suppress the noise but sufficiently loose to permit the mascons to

adjust to their optimal values. Figure 5.10 shows the impact of regularisation (uniform

regularisation at 1 m, 0.1m and tighter variable regularisation) on two monthly solution

(September 2010 a-c, July 2016 d-f). Only the tight regularisation is able to suppress the

noise in the monthly inversions and, in fact, there is still noise present in the July 2016

estimate.

We use a geographically variable CM where different values of the uncertainties of the

mascons depend on very general a priori knowledge of the hydrological processes in the

region. We defined four categories of uncertainty values, 1 cm for the areas with small

hydrological variations (most seas, oceans, interior Antarctica), 1.5 cm for continental

mascons, 2.5 cm for the Amazon Basin and the Caspian Sea, and a 5 cm is defined for

glaciated areas where large variation is expected (Greenland, Alaska, Patagonia, Antarctic
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Figure 5.11: Covariance of the model (regularization) used for the mascons in the inversion

procedure. The model used is purely diagonal (values in meters).

Peninsula, West Antarctica) (Figure 5.11). The Cmass constraint is applied to conserve

the mass of the system by adding a condition that the sum of all mass adjustments is equal

to zero. While these constraints are tight, as shown is the following section it is possible to

estimate signal up to 8 m through this process of iteration. The selection of these values is

subjective and was made based on extensive assessments of noise levels in the solutions and

whether we could identify any attenuation of signals by the presence of spatial coherence

in the postfit range acceleration residuals. Our chosen values suppress the noise in the

inversions while not attenuating the signals (see Figure S1 in the Supplementary Material).

To assess how the regularisation might affect the estimation of long-wavelength com-

ponents of the gravity field, we conducted a simulation where we perturbed the C2,0 term

of the static gravity field by 1e−10, then attempted to recover the perturbation by es-

timating changes using the mascon parameters, using different levels of regularisation.

The estimated mass change fields were then converted to spherical harmonics and the

estimated C2,0 term compared to the perturbation. Using very loose, 1 m Tikhonov reg-

ularisation we recover ∼60% of the perturbation (Figure 5.10). However, the estimated

temporal gravity field is dominated by noise using this level of regularisation, indicating

that stronger regularisation is required. The amount of recovered C2,0 signal decreases to

∼50% if the regularisation is tightened to 0.1 m (Figure 5.10) but the mascon estimates
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are still dominated by noise. When the tight, spatially variable regularisation is used, we

obtain our temporal gravity field estimates but C2,0 perturbation is not well recovered at

all. Thus, the estimation of C2,0 variations from the analysis of GRACE data is strongly

affected by the regularisation applied to the mascon parameters.

5.4 Results

To validate our results, we compare our estimates of integrated water changes over specific

regions with the RL06 solutions of the Center for Space Research, University of Texas

at Austin (CSR) (Save et al., 2016; Save, 2020) and the Goddard Space Flight Center

(GSFC) (Loomis et al., 2019a). Differences between the three analysis approaches mean

that one should not necessarily expect to find exact agreement between the solutions. The

most significant differences are that (a) we use the range acceleration observable, which

then requires less filtering/regularisation of the results, and (b) unlike the mascons in

the solutions of the other centers, our variable-shaped mas484 con geometry means that

our mascons don’t cross coastlines or the Amazon drainage boundaries (Tregoning et al.,

2022). Our solution has been corrected for C2,0 (Loomis et al., 2020), degree 1 (TN13-1

Swenson et al., 2008; Sun et al., 2016b), GIA (Peltier et al., 2018) and AOD1B-GAD

product (Dobslaw et al., 2017a). We also compare with our solution corrected only for

the GIA to assess the effect of the different corrections.

5.4.1 C2,0

Previous analyses of GRACE data have found significant and unrealistic noise in the esti-

mated C2,0 coefficients of the temporal gravity field (e.g. Watkins et al., 2005) This has led

analysts to replace their estimated C2,0 coefficients with values derived from Satellite Laser

Ranging (SLR) observations (Watkins et al., 2015; Save et al., 2016). Mascon solutions

have also been found to have inaccurate estimates of this long-wavelength component of

the temporal gravity field, and Watkins et al. (2015) made a correction of the (implied)

C2,0 component of their mascon fields by converting to spherical harmonic coefficients,

replacing the C2,0 terms then converting back to mascons.

We converted our estimated monthly gravity fields to spherical harmonic models, then

compared our C2,0 coefficient time series with the values derived from SLR observations.

Our GRACE-derived C2,0 captures the general trend of the SLR observations known as

TN-11 (Cheng and Ries, 2017) and TN-14 (Loomis et al., 2020). The largest discrepancy
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Figure 5.12: Comparison of the C2,0 variation from the our GRACE solution with the SLR

derived values TN-11 (Cheng and Ries, 2017) and TN-14 (Loomis et al., 2020) relative to their

TN-14 mean value of -4.8416945732×10−4.

occurs around 2006.5; converted to a spatial difference this amounts to around 5 cm of

equivalent water height in the polar region. This suggests that there is a need to make a

correction to our GRACE mascon solutions to remove errors in out estimated C2,0.

5.4.2 Polar ice sheets

One of the major uses of GRACE data is in the quantification of mass loss of the polar ice

sheets in Greenland and Antarctica. Our solutions for the integrated change of Greenland

are in broad agreement with those of CSR and GSFC, especially in terms of annual varia-

tions (Figure 5.13a). Based on a least squares fit over this time period, the trends of mass

loss of the different solutions are similar for the GRACE-era (2002.5 to 2016.5): -219.7 ±

17.4 Gt/year for this study versus -225.7.0 ± 13.8 Gt/year and -263.1 ± 14.8 Gt/year for

the CSR and GSFC solutions, respectively. The RMS difference between our time series

and that of CSR is 852 Gt/year which is of similar magnitude to the difference between

CSR and GSFC (700 Gt/year). We see no significant difference between our solution

with and without all the corrections (C2,0, deg1, GAD) for the time series integrated over
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Greenland.

In contrast, in Antarctica (Figure 5.13b) we find that our solutions with and without

these corrections adjustments do differ. The corrected time series exhibits a strong seasonal

variations which is related to the degree 1 correction. Our integrated Antarctic mass loss

signal which include all corrections agrees broadly with the time series of CSR or GSFC

(RMS = 202 Gt/year).

5.4.3 Ocean mass change

We summed the change in mass across all our ocean mascons and compare with the

GRACE estimate of total mass change in the oceans of CSR and GSFC (Save et al.,

2016; Loomis et al., 2019a). Here, there is potentially a significant difference in the two

approaches, since our ocean mascons essentially include the entire ocean right to the shore-

line around continents, whereas those of CSR and GSFC include mascons that cross the

coastline. Save et al. (2016) addressed this by breaking their mascons into smaller ocean

and continent components, while Loomis et al. (2019a) used a multi-iteration regularisa-

tion strategy to mitigate the leakage of signal. We do not invoke any particular strategy

since our mascon geometry correctly locates the signals on continent or ocean, thereby

mitigating any signal leakage issue (see Figure 4.8) Tregoning et al. (2022).

All time series (Figure 5.14) have a similar amplitude of annual variation (ANU: 12.6 ±

0.3 mm; CSR: 10.8 ± 0.3 mm; GSFC: 10.3 ± 0.2 mm) and all have a statistically significant

acceleration term (ANU: 0.13 ± 0.01 mm/yr2; CSR: 0.06 ± 0.01 mm/yr2; GSFC: 0.12 ±

0.01 mm/yr2), showing broad agreement between the three solutions.

5.4.4 Caspian Sea and Amazon Basin

Finally, we compare two major basins which have been observed previously to have large

seasonal variations as well as multi-year, non-linear trends. Here again, one might not

expect a high level of agreement between our solutions and those of CSR and GSFC

because our mascons are constructed to follow the shoreline of the Caspian Sea (Figure

5.15a) and the drainage divide of the Amazon Basin (Figure 5.15b), whereas the mascons

of the other two centres span these natural boundaries. Our integrated time series for

the Caspian Sea agrees very closely with that of CSR, whereas that of GSFC has a larger

range and slightly larger annual amplitude. In contrast, our annual amplitude for the

Amazon Basin (170 ± 5 mm) is about 15% smaller than those of GSFC and CSR (200 ±
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Figure 5.13: Comparison of the integrated mass in gigatons (Gt) over (a) Greenland and (b)

Antarctica over the GRACE-era for the ANU time series in blue (our solution), the GSFC mascons

solution (grey) and the CSR solution (black). All time series have been demeaned on their 2003

to 2004 average.
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Figure 5.14: Comparison of the variation of the global sea level (GSL) over the GRACE-era from

the ANU time series in blue (in red with correction applied), the GSFC mascons solution in grey

and the CSR solution in black. All time series have been demeaned on the 2003 to 2004 average.

The dashed lines are the polynomial to the second degree.

4 mm and 195 ± 5 mm respectively). No significant difference is seen between any of the

solutions in terms of long-term trend of total water storage change in the Amazon Basin.

5.5 Conclusions

The range acceleration observable can be used to estimate accurate temporal gravity

fields from GRACE data; however, the very high levels of high-frequency noise in the

Level-1B range acceleration observations cause significant errors in gravity field estimates.

We reduced the noise through a combination of a maximally flat derivative filter and a

low-pass filter of range rate residuals, without attenuating the gravity field signals them-

selves. When converted to spherical harmonics, the C2,0 coefficients of our monthly mass

anomaly fields agree broadly with the independent SLR estimates although the estimates

are affected by the choice of regularisation. We therefore replace the C2,0 in our mascon

solution with the TN-14 SLR estimate. The resulting mass anomalies compare well with

other mascon estimates, both in terms of spatial pattern and temporal evolution in both

continental and oceanic environments. The observed differences can be attributed to the

different processing methodology and definition of the mascons geometry (c.f. our com-
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Figure 5.15: Comparison of the integrated mass in mm of equivalent water height over (a) the

Caspian Sea and (b) the Amazon Basin over the GRACE-era from the ANU time series (blue, red

with the C2,0 correction), the GSFC mascons solution (grey) and the CSR solution (black). All

time series have been demeaned on their 2003 to 2004 average.
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panion manuscript Tregoning et al. (2022)). With the successful launch of the GRACE

Follow-On mission in May 2018, including a more accurate laser to measure the inter-

satellite range, the use of range acceleration observations offers the potential to improve

significantly the recovery of the temporal gravity field.



Chapter 6

Interplay of altitude, ground

tracks, noise and regularisation on

resolution

The ability to accurately estimate the Earth’s gravity field is improved when satellite

measurements are made at lower altitude. Consequently, the spatial resolution of the

estimated gravity field may improve as the altitude of the GRACE satellites decreased

throughout the mission. However, as the satellites descended, they passed through

periods of orbit resonance, during which time the GRACE satellites repeatedly observed

the same strips of the Earth’s gravity field, resulting in sparse ground track coverage.

This decreased the ability to accurately estimate spatially small fluctuations in the

temporal gravity field. This chapter explores the trade-offs between satellite altitude,

ground track coverage, observation noise and regularisation on the spatial resolution

of the GRACE gravity fields. Under simulation conditions using realistic noise on

the observations, we find that small (i.e. ∼150 km × 150 km) regularised mascons

produced the most accurate estimates of a known high-resolution temporal gravity

field. The accuracy of the gravity field estimates are not substantially affected by

resonant orbits but are significantly improved with decreased orbit altitude. This chapter

is based on the manuscript submitted to the Journal of Geophysical Research - Solid Earth:

McGirr, R., Tregoning, P., Allgeyer, S., McQueen, H., and Purcell, A. P. (2022)

Interplay of altitude, ground track coverage, noise and regularisation on the spatial

resolution of GRACE gravity field models. Journal of Geophysical Research: Solid Earth,

submitted March 5, 2022.
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I made the following contributions to this paper:

• Developed the methodology for quantifying the numerical stability of the temporal

gravity field using GRACE/GRACE-FO observations

• Generated and interpreted the time series of condition numbers from the GRACE

and GRACE-FO time series

• Created four additional mascon fields (Section 6.4.1) used to test the impact of orbit

altitude and ground track coverage on the accuracy of the estimated solutions in

simulation

• Reconfigured each of the mascon fields to reduce the impacts of problematic mascon

geometries that degrade the gravity field estimates (See Chapter 3)

• Created the synthetic temporal gravity field based on Dobslaw et al. (2015) which

was then used to simulate satellite position/velocity observations

• Developed a method to add real GRACE observation noise to simulated prefit resid-

uals which included computing unfiltered postfit residuals from GRACE temporal

gravity field models (Section 6.4.3)

• Conceived the study, processed all the data and interpreted the results for all simu-

lation studies (Section 6.5)

• Wrote the text and created all of the figures for this manuscript
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Abstract

Models of the temporal gravity field derived from space gravity missions are typically

produced with monthly temporal resolution and ∼300 km spatial resolution. However,

variations in instrument performance and altitude of the Gravity Recovery and Climate

Experiment (GRACE) mission impact the spatial resolution that can be achieved month-

to-month. As the altitude of the orbits of the twin spacecraft vary throughout the mission,

so does the ability of the observations to recover certain components of the temporal grav-

ity field. Reduced altitude intensifies the gravity signals acting on the satellites, thus

the potential spatial resolution of GRACE observations should increase as the altitude

decreases throughout the mission. From simulations using actual GRACE altitude and

ground track coverage and realistic noise levels, we found this predicted influence of the

altitude of the satellites on the accuracy of the estimated solutions. However, while solu-

tions with larger mass concentration elements (mascons) are more numerically stable as

the satellite altitude decreases, they suffer from greater error caused by inability to prop-

erly represent spatial variations of signals within mascons, referred to as intra-mascon

variability. Mascons as small as ∼150 km × 150 km reduce the intra-mascon variability

and, with appropriate regularisation, yield the most accurate solutions, especially during

the low-altitude periods in the latter years of the GRACE mission. Importantly, the use

of mascon regularisation prevents degradation of solutions during resonant orbit months.

This was further enhanced during the 31/2 resonance of February 2015 because of the

lower altitude of the GRACE satellites.
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6.1 Introduction

Over a period of 15 years, the Gravity Recovery And Climate Experiment (GRACE)

satellite mission was used to observe the Earth’s mean and time-variable gravity field

with unprecedented spatial and temporal resolution and accuracy (Tapley et al., 2004,

2019). The success of the GRACE mission led to the launch of the GRACE Follow-On

(GRACE-FO) mission in May 2018 which continues to observe the Earth’s gravity field.

The GRACE-FO satellites are largely replicas of their predecessors, but with the addi-

tion of a Laser-Ranging Interferometer (LRI) which measures with significantly improved

precision the inter-satellite range using a laser link in parallel with the Microwave In-

strument (MWI) system (Sheard et al., 2012; Abich et al., 2019). Temporal gravity field

solutions produced by several processing centres using GRACE and GRACE-FO observa-

tions have mapped the trends and fluctuations of the surface and subsurface components

of the Earth’s hydrosphere and within the solid Earth (e.g. Luthcke et al., 2013; Dahle

et al., 2014; Watkins et al., 2015; Save et al., 2016; Allgeyer et al., 2022).

The ability to accurately model the Earth’s temporal gravity field from satellite grav-

ity observations is dependent on, amongst other things, the orbital configuration of the

satellites. Both GRACE and GRACE-FO missions were launched to an altitude of ∼490

km with an along-track separation of 220 km ± 50 km in near-circular polar orbits Tapley

et al. (2004). Because gravitational signal fluctuations attenuate with distance from the

source, the contribution of high-frequency spatial variations to the Earth’s gravitational

potential are better observed by satellites in low-Earth orbits. A near-circular orbit is a

common choice for geodetic missions because it allows for a (roughly) uniform influence

of the Earth’s gravitational field on the satellites (Wagner et al., 2006). Polar orbits allow

for global coverage of satellite ground tracks (being the projection of a satellite’s orbit

onto the surface of the Earth).

Typically, the ground tracks of the GRACE satellites evenly covered the Earth’s sur-

face every ∼30 days, permitting the generation of global gravity models with a surface

spatial resolution of ∼300 km at monthly temporal scales (e.g. Tapley et al., 2004). More

specifically, the spatial resolution of GRACE observations not only varies throughout the

mission but also globally as a function of latitude (Wahr et al., 2006) because of the the

polar orbit of the GRACE satellites. The altitude of the GRACE satellites’ (in height

above the surface of the Earth) decreased throughout the mission, causing the orbital

elements of the satellites’ to change, which affected the ground track patterns. In addi-
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tion to temporal variations in instrument performance and background model accuracy,

the quality of a given GRACE solution is also influenced by the geometry of the satellite

orbits during that month.

To obtain temporal gravity field models that have homogeneously high spatial resolu-

tion globally, the satellite ground tracks need to be distributed uniformly over the Earth’s

surface so that all of the components of the gravity field may equally affect the satellites

at all epochs. The increased ground track coverage at high latitudes generally improves

the spatial resolution of the gravity field estimates away from the equator (Wahr et al.,

2006). This increases the spatial resolution of high-frequency variations at locations where

some of the most significant mass anomalies are observed (i.e. polar ice sheets), but de-

creases the spatial resolution at low latitudes where the largest variations in terrestrial

water storage occur (i.e. the Amazon Basin).

The orbital elements of the GRACE satellites varied throughout the mission. By the

mission’s end, the satellite orbits had decreased by ∼160 km to an altitude of ∼330 km, at

which time the satellites would have been more than twice as sensitive to high-frequency

gravity field variations compared to the beginning of the mission. As the satellites de-

scended throughout the GRACE mission, periods of significantly reduced ground track

coverage occurred occasionally due to orbit resonance (Wagner et al., 2006; Visser et al.,

2012; Klokočńık et al., 2015). A resonant orbit (also referred to as a repeat orbit) occurs

when the Earth’s rotational period and the satellites orbital period become proportional

and their ratio is composed of two co-prime integers (Vallado, 2001). Under such condi-

tions and when the integers are small, the GRACE satellites repeatedly observed the same

strips of the Earth’s gravity field, leaving large gaps between ground tracks, particularly

at low- to mid-latitudes, thus decreasing the spatial resolution of the temporal gravity

field model that can be accurately estimated (Wagner et al., 2006).

The spatial resolution of gravity field models from satellite observations is also partly

dependent on the processing strategies used to generate the mass anomaly estimates re-

quired to cause the observed GRACE inter-satellite range changes. GRACE and GRACE-

FO temporal gravity field models are typically represented as either a spherical harmonic

expansion (e.g. Lemoine et al., 2007; Save et al., 2012; Mayer-Gürr et al., 2014) or as

mass anomalies on tiles of known area, known as mass concentration elements (mascons)

(e.g. Rowlands et al., 2005; Luthcke et al., 2006a; Rowlands et al., 2010; Save et al., 2016;

Tregoning et al., 2022). GRACE/GRACE-FO spherical harmonic and mascon estimates
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of the temporal gravity field are both affected by instrument and model errors which man-

ifest spatially as north-south stripes. These errors are mitigated through regularisation

constraints and/or post-processing techniques (e.g. Wahr et al., 1998; Swenson and Wahr,

2006; Save et al., 2016). Regularisation and post-processing techniques (i.e. smooth-

ing and decorellation filters) are effective at mitigating truncation artifacts, north-south

stripe errors and high-frequency noise, but are likely to attenuate the signal amplitudes

(e.g. Chen et al., 2009a; Landerer and Swenson, 2012; Wiese et al., 2016).

The use of mascons in GRACE processing has been shown to better mitigate many

of the errors encountered with spherical harmonic solutions, such as north-south striping

and leakage of signals across coastlines (Save et al., 2016; Loomis et al., 2019a; Tregoning

et al., 2022). Monthly solutions of the temporal gravity field have been produced using

mascons at a range of different shapes and sizes (e.g. Luthcke et al., 2013; Watkins et al.,

2015; Save et al., 2016). However, the spatial resolution of a GRACE mascon solution

of the temporal gravity field is not necessarily equivalent to the size of the individual

mascons used. For example, Save et al. (2016) and Loomis et al. (2019a) used 1◦ mascons,

but highlighted that their monthly mascon solutions are still limited by the fundamental

spatial resolution of the GRACE measurements (i.e. ∼300 km).

The constraints applied to the mascons during inversion of the data must be tight

enough to mitigate the impacts of model and instrument errors, but loose enough to not

attenuate the estimates of the mass change signals (Save et al., 2016). Regularisation

may also increase the correlations between neighboring mascons (Loomis et al., 2019a),

decreasing the spatial resolution of the estimates. Some have attempted to optimise their

regularisation strategy to account for latitude dependent spatial resolution due to vari-

ations in ground track density. For example, following the error analysis of GRACE

spherical harmonic solutions (Wahr et al., 2006), Loomis et al. (2019a) adopted a latitudi-

nally (and regionally) varying regularisation scheme, applying looser mascon constraints

towards the poles where ground track coverage is most dense.

The impact of reduced ground track coverage due to orbit resonance throughout the

GRACE mission on the spatial resolution of the spherical harmonic estimates of the de-

rived gravity field estimates (e.g. Wagner et al., 2006; Visser et al., 2012; Klokočńık et al.,

2015). In contrast, while it is well known that the altitude of the GRACE satellites

changed significantly throughout the mission, to our knowledge, there are not yet studies

of the impact of altitude decay on the resolution of the temporal gravity field generally
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throughout the GRACE mission. Many studies have, however, investigated the possible

increase in spatial resolution that could be achieved in future satellite gravimetry missions

with lower orbital altitudes (e.g. Loomis et al., 2012). Given that lower orbit altitudes

increase orbital sensitivity to variations in the temporal gravity field, it is possible that

the spatial resolution of GRACE models might be inversely correlated with satellite al-

titude, (assuming equivalent levels of instrumental noise and background modelling error

throughout the mission).

In this study we assessed the interplay and trade-offs of five variables, being the orbit

altitude, ground track coverage, mascon size, observation noise and regularisation and

how it effects mascon solutions of the temporal gravity field. We analysed several months

of GRACE measurements taken at a range of altitudes and ground track coverage. We

quantified the numerical stability of each month of GRACE and GRACE-FO data using

the singular value decomposition (SVD) of the normal equations of monthly solutions and

analysed the mascon parameter uncertainties. From a simulation of noise-free observa-

tions, we estimated the temporal gravity field with various mascon resolutions and regu-

larisation strategies using GRACE orbits at various altitudes and with different ground

track patterns. We then repeated this analysis with observations containing realistic noise

on the inter-satellite observations and quantified the impact of noise on the recovery of

the simulated temporal gravity field. We found that the most numerically stable solutions

are generated using large mascons from observations obtained at low altitudes with high

ground track coverage. However, at low orbit altitudes and in the presence of intra-mascon

variability, smaller regularised mascons produced the most accurate estimates regardless

of observation noise level or ground track coverage.

6.2 Methods

In this study, we investigated the impacts of orbit altitude decay and ground track coverage

variability on the numerical stability of the linear system throughout the GRACE and

GRACE-FO records. We refer to this numerical stability measure as the “observability”

of the temporal gravity field. This was achieved by solving for monthly mass anomalies via

a weighted least squares inversion of GRACE and GRACE-FO observations and analysing

the eigenvalues associated with each month’s normal equations matrix. Below we provide

information on how these approaches were applied.



186 Interplay of altitude, ground tracks, noise and regularisation on resolution

6.2.1 Orbit and gravity field estimation

Following Allgeyer et al. (2022) and Tregoning et al. (2022), the temporal gravity field

(i.e. departures of mass from the static gravity field) is represented on roughly equal-

area 200 km × 200 km (∼40,000 km2) irregular-shaped coastline-following mascons. The

mass change of each mascon is expressed in Equivalent Water Height (EWH) as a plate

across each mascon. This is directly related to the accelerations acting on the satellites

via explicit partial derivatives. Our solutions were generated by first computing 24-hour

orbits for each of the twin satellites via an integration of the accelerations calculated from

observations and models of the gravitational and non-gravitational forces acting on the

spacecraft (see Table 1 of Allgeyer et al. (2022)). We solve for the temporal gravity field

by estimating adjustments (x̂) to the initial satellite orbital parameters (i.e. position,

velocity, accelerometer calibration scale factors and biases per axis) for each 24-hour orbit

and a monthly mass anomaly for each mascon using a weighted least squares inversion:

x̂ = (ATWA+ Cmass + CM )−1ATWb (6.1)

where A contains the explicit partial derivatives relating the observations to the param-

eters, W is a diagonal observation weight matrix, b contains the prefit residuals (the

difference between the inter-satellite range acceleration observations and the theoretical

values computed from the integrated orbits), Cmass is a constraint matrix for conserva-

tion of mass and CM is a diagonal regularisation matrix. Weights were assigned to the

observations of 70 mm, 70 um/s and 1 nm/s2 for position, velocity and range accelera-

tion, respectively (Allgeyer et al., 2022). The regularisation constraints are geographically

variable, for example, larger uncertainties were assigned to regions where more signal vari-

ation is expected (i.e. glaciated polar regions, the Amazon basin, the Caspian Sea). This

is discussed further in Section 6.4.2.

6.2.2 Singular Value Decomposition

We investigate the inherent numerical stability of the least squares inversion by analysing

the eigenvalues associated with the monthly weighted normal equation matrix (i.e.

ATWA) which contains the weighted partial derivatives of the observations with respect

to the parameters. We use the properties of the Singular Value Decomposition (SVD)

to determine the “observability” of the gravity field, which depends on the quality and

quantity of the observations (Klema and Laub, 1980). Previous studies have used a similar
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method to assess the conditioning of GRACE spherical harmonic problems, particularly

during periods of orbit resonance (e.g. Wagner et al., 2006; Pini, 2012).

The SVD is a factorisation of any real m× n matrix, M , into its corresponding eigen-

values and eigenvectors:

M = UΣV T (6.2)

where Σ is a diagonal matrix which contains the square root of the eigenvalues (i.e. the

singular values), σi, of MMT and MTM in descending order. U and V are orthogonal

matrices that contain the eigenvectors of MMT (i.e. the left singular vectors) and MTM

(i.e. the right singular values), respectively (Klema and Laub, 1980).

M is rank deficient (i.e. singular), and therefore not invertible, if any of the singu-

lar values are zero. Practically, M is unlikely to be formally rank deficient, but rather

numerically deficient. The rank, r, of M is the number of singular values greater than

some tolerance (i.e. double precision floating-type machine epsilon). M is rank deficient

if it contains singular values that are so close to zero that they cannot be accurately in-

verted. Determining how conditioned (i.e. how accurately invertible) a linear system is

can be achieved through an analysis of the singular values of M via the calculation of the

condition number, k (being the ratio of the largest σ and smallest σ). A low condition

number (i.e. k = 1) is well-conditioned, while large condition numbers are associated with

ill-conditioned problems.

Given the properties of the SVD (Klema and Laub, 1980), we take the square root of

the singular values, contained in Σ, of the monthly weighted normal equation matrix (i.e.

ATWA) to approximate the singular values of A. This is not a perfect representation of the

singular values of A, as incorporating observation weights into the normal equations alters

the results, however, the relative singular values still accurately represent the changing

“observability” of the temporal gravity gravity field throughout the GRACE/GRACE-FO

record.

6.3 Condition numbers throughout the GRACE/GRACE-

FO record

The monthly normal equations were generated using the method of Allgeyer et al. (2022),

as outlined in Section 6.2.1, using the ∼200 km × 200 km irregular-shaped coastline-
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following mascons as the basis functions (see Figure 4.3) (Tregoning et al., 2022). The

condition number, k, is the ratio of the largest and smallest singular values of the A

matrix. An ill-conditioned linear system, which corresponds to a large condition number,

will experience large changes in the solution in the presence of small perturbations (i.e.

noise), whereas, the solution to a well-conditioned linear system, which corresponds to

a small condition number, is more numerically stable. Thus, that the temporal gravity

field solution for a month with a relatively high condition number would be more sensitive

to instrumental or background model errors due to the reduced “observability” of the

temporal gravity field which causes the linear system to be numerically unstable.

The condition numbers vary throughout the GRACE mission due to the changing

orbital elements of the twin spacecraft, which can be thought of as a function of average

orbit altitude and ground track coverage (Figure 6.1). The average altitude of the GRACE

satellites decayed slowly from ∼490 km at launch to ∼460 km by January 2011 at a rate

of ∼0.3 km/month (Figure 6.1). During the second half of the GRACE mission, the orbits

decayed at a rate of ∼1.65 km/month, reaching an average orbital altitude of 335 km by

July 2017. Using the 5-second Earth-fixed positions provided in the GPS Navigation Level-

1B data, we define “ground track coverage” for each month using the proxy of the number

of times each mascon was flown over by the satellites within a month, then computed the

percentage of mascons (n = 12754) that were flown over at least once.

Over the GRACE record where all mascons were overflown (i.e. 100% or “complete”

ground track coverage), the condition numbers decrease logarithmically with altitude (Fig-

ure 6.1). Condition numbers were an order of magnitude higher at the beginning of

the mission than at the end and remained relatively stable until 2011, when orbit de-

cay accelerated. The GRACE-FO satellites lost altitude at a much slower rate (∼0.04

km/month) during the beginning of the mission (from launch until December 2021) com-

pared to GRACE (Figure 6.1). Consistently high ground track coverage (i.e. >99%) led

to the condition numbers remaining relatively stable throughout the available GRACE-

FO record. As expected, GRACE-FO condition numbers are mostly consistent with the

condition numbers of the GRACE mission at comparable altitudes with complete ground

track coverage. However, the condition numbers are slightly increased from 2019 to 2021

due to an extended period of somewhat less-than-complete ground track coverage (i.e.

<100%).

Visible variations in the condition number time series mostly occur during periods
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Figure 6.1: Condition numbers, k, throughout the GRACE and GRACE-FO record (red) com-

pared to (top) GRACE-A average altitude (black) and (bottom) ground track coverage (grey) as

a percentage of the 200 × 200 km mascons overflown by the GRACE-A satellite over each month.

when the GRACE satellites passed through short repeat cycle orbits. A repeat orbit

is referred to as an R/D repeat where R and D are co-prime integers that denote the

number of orbital revolutions that the satellites complete within the repeat period in

days, respectively (Wagner et al., 2006). The smaller the values of R and D, the sparser

the ground track pattern, especially at the equator.

The condition numbers peak during critical repeat orbits during September 2002

(R/D = 76/5), September 2004 (61/4), December 2009 (107/7), May 2012 (46/3), Decem-

ber 2013 (77/5) and February 2015 (31/2). The largest condition number for the entire

time series is September 2004, during the 61/4 repeat orbit when orbit altitude was still

near insertion levels (∼475 km). The condition number for this month is a magnitude

larger than months with complete ground tracks at similar altitude (Figure 6.1). A 46/3

repeat occurred during May 2012, however too few Level-1B records are available during

this period and so Allgeyer et al. (2022) did not produce a temporal gravity field solu-

tion for this month. However, condition numbers increased substantially as the orbits

approached and exited resonance during April and July 2012.

The most significant orbit resonance occurred in February 2015 during a 31/2 repeat,

where just over 57% of the ∼200 km × 200 km mascons were overflown. During this
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period the average altitude of the orbits had already decreased to ∼400 km. The increase

in condition number due to orbit resonance is more than a magnitude greater than the

condition numbers for months with complete ground track coverage at similar altitudes.

Other notable condition number deviations occurred near December 2009 due to the

long-lasting 107/7 repeat. Reduced ground track coverage occurred for 9 months as the

satellites passed through the orbit resonance, degrading the condition numbers from July

2009 to March 2010. Condition numbers are also particularly variable between the 2002

and 2004 repeat orbits despite near-complete ground track coverage. This is due to the

satellites passing through many resonant orbits with larger repeat periods. Increased

condition numbers also occur intermittently between early 2006 and early 2007 for the

same reason.

Towards the end of the GRACE mission, the K-Band Ranging (KBR) system was

switched off multiple times per day and resulted in many days of incomplete inter-satellite

observations. Consequently, the number of observations for many months, particularly

during the final year of the mission, were reduced due to incomplete data records. This

is reflected in the instability of the condition numbers towards the end of the GRACE

record (Figure 6.1) due to the reduced “observability” of the temporal gravity field over

large portions of the Earth. The “observability”, using condition number as a proxy, is

therefore contingent on variations in orbit altitude, ground track pattern and the number

of available Level-1B records during a month of GRACE observations (Figure 6.1).

Decreased observability of the temporal gravity field has been previously noted in the

GRACE spherical harmonic coefficient uncertainties and Root Mean Square (RMS) of

the ocean signal (e.g. Dahle et al., 2019; Kvas et al., 2019; Chen et al., 2022). These

results show that the numerical stability of the spherical harmonic solutions varies as the

satellites passed through resonant orbits and periods of reduced KBR records throughout

the GRACE record. These results are consistent with our GRACE and GRACE-FO

condition number time series (Figure 6.1), using 200 km × 200 km mascons as the basis

functions (Allgeyer et al., 2022).

6.4 Spatial resolution simulation study

The size of the mascons also impacts the “observability” of the temporal gravity field.

We simulated several months of satellite observations made at varying orbit altitudes

and ground track patterns and generated the normal equations. We then analysed the
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mascon estimation errors and parameter uncertainties as a function of latitude, altitude

and ground track coverage. The accuracy of the temporal gravity field estimates from

simulated data was then analysed as a function of orbit altitude, ground track coverage,

mascon size, regularisation and observation noise. The following subsections detail the

simulation procedure.

6.4.1 Mascon field generation

Four irregular-shaped, coastline-following mascon fields, composed of roughly 100 km ×

100 km, 150 km × 150 km, 250 km × 250 km and 300 km × 300 km primary mascons were

used, in addition to the 200 km × 200 km mascon field of Allgeyer et al. (2022) (we refer

to them as, for example, “200 km” mascons hereafter). We used the same procedure as

Tregoning et al. (2022) to generate our mascon fields whereby small (18 × 18 km) regular-

shaped ternary mascons are aggregated to create irregular-shaped primary mascons that

followed coastlines. The mass change on each primary mascon (in terms of EWH) was

estimated on the topographic surface for land primary mascons and at sea level for ocean

primary mascons using the mascons of sizes shown in Table 6.1. Our five mascon fields

span the range of mascon sizes (i.e. from 3◦ to 1◦) that have been previously used to

generate mascon solutions of the GRACE and GRACE-FO mass anomaly time series at

a monthly temporal resolution (e.g. Luthcke et al., 2013; Watkins et al., 2015; Save et al.,

2016; Loomis et al., 2019a; Allgeyer et al., 2022).

Table 6.1: Size, Root Mean Square (RMS) of intra-mascon variability (IMV) and equivalent

spherical harmonic degree (LMAX) of each mascon field and regularisation properties used in

simulations.
Mascon Geometries

Mean width (km) Area (km2) Total mascons RMS IMV (mm) Equivalent LMAX

∼300 ∼90,000 5,647 69.22 60
∼250 ∼62,500 8,150 61.62 72
∼200 ∼40,000 12,754 56.45 90
∼150 ∼22,500 22,765 47.49 120
∼100 ∼10,000 51,083 34.24 180

Mascon regularisation
Ocean (m) Land (m) Ice sheets (m) Glaciers (m)

Loose 0.05 0.1 0.2 0.2
Tight 0.01 0.015 0.05 0.05

In terms of spherical harmonics, our mascon solutions are approximately an equivalent

maximum degree and order (LMAX) 60 expansion for our lowest resolution (300 km) up

to 180 for our highest resolution (100 km) mascon fields (Table 6.1). Spherical harmonic
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solutions of the GRACE and GRACE-FO monthly temporal gravity fields are routinely

provided by several processing centres at LMAX = 60 and LMAX = 96 as Level-2 data

products as part of the shared Science Data System (SDS) (Save et al., 2012; Watkins

and Yuan, 2012; Dahle et al., 2019). However, Watkins and Yuan (2012) only provided

LMAX = 60 spherical harmonic solutions as their maximum resolution for months that

are impacted by reduced observability due to limited ground track coverage. Save et al.

(2012) and Dahle et al. (2019) suggested that more aggressive post-processing strategies

might be required to mitigate increased errors due to noise entering the estimates of the

poorly observed high degree coefficients.

6.4.2 Recovering simulated signals

To perform the simulations, we created a high resolution “truth” temporal gravity field

to be recovered, based on the Earth system model of Dobslaw et al. (2015). Their model

represents high spatial and temporal resolution mass variations via dimensionless stokes

coefficients up to degree and order 180. Mass variations due to terrestrial water storage,

cryospheric variability and solid Earth deformation were included, temporally averaged

over a month (i.e. we do not include sub-daily high-frequency mass changes). We chose to

use their last epoch, being December 2006, which contained the highest magnitude signals

(i.e. ∼3 m EWH mass loss in polar regions). A mass change signal was assigned to each

of our land ternary mascons, setting the ocean ternary mascons to zero (see Figure 4.5)

(Tregoning et al., 2022).

As per Tregoning et al. (2022) and Allgeyer et al. (2022), we integrated two sets of 24-

hour orbits per satellite, which we refer to as the “a priori” and “truth” orbits. Only the

“truth” orbits include the accelerations induced by the “truth” temporal gravity field rep-

resented on the ternary mascons. Therefore, the two sets of orbits for each day only differ

by the accelerations induced by the “simulated truth” temporal gravity field which we aim

to recover from the least squares inversion (Equation 1). Position and velocity “observa-

tions” were computed from the “truth” orbits which were used to generate the simulated

inter-satellite range rate measurements that include the effects of the known temporal

gravity field model Tregoning et al. (2022). We selected several months of GRACE ob-

servations obtained at a range of orbit altitudes, characterised by complete and repeat

ground tracks to simulate (Table 6.2).

We calculated prefit range rate residuals (the difference between observations from
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the “truth” and “a priori” orbits) then numerically differentiated them to generate the

prefit range acceleration residuals, used as the inter-satellite observable (Allgeyer et al.,

2022). Given that no perturbations were applied to the satellite parameters, the prefit

range acceleration residuals should only contain the accelerations induced by the simulated

temporal gravity field. Normal equations were formed for each day, then stacked by month

(Table 6.2) and inverted to solve for the monthly mean mass anomalies in terms of EWH

for each primary mascon, along with estimated adjustments to the satellite parameters

per 24-hour orbit, as per Section 6.2.1.

Every month of GRACE observations used in the analysis and the average orbital

altitude of the satellites’ during that month are listed in Table 6.1, each of which is

characterised by 100% ground track coverage over the 200 km × 200 km mascons. The

months of observations were sampled at 15-30 km intervals of average altitude, from 485

km in December 2002 to 360 km in August 2016, covering the range of average orbit

altitudes for the majority of the GRACE mission. Most of the months selected fall during

the second half of the mission since that is when most change in altitude occurred.

Table 6.2: Months used in simulations.
Altitude decay simulations

Month Ground track coverage (%) Altitude (km)

2002-12 100 485
2008-01 100 465
2012-12 100 442
2014-03 100 423
2015-04 100 395
2016-01 100 371
2016-07 100 357

Repeat orbit simulations
Month Ground track coverage (%) R/D Altitude (km)

2004-02* 100 N/A 476
2004-09 72.5 61/4 474
2015-04* 100 N/A 395
2015-02 57.6 31/2 401

*Complete ground track month compared to repeat month.

The numerical stability of the stacked normal equations were assessed for each month

by analysing its singular values and rank. From the inverted unregularised normal equa-

tions (i.e. (ATWA)−1), we extracted the formal uncertainties of the mascon parameters,

being the square root of the parameter variance. These uncertainties were then analysed

as a function of mascon size, satellite altitude and mascon latitude. The performance of

each simulation was determined by assessing the errors in the estimated temporal gravity
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field solutions, being the difference between the estimated mascons and their “true” value.

By estimating a single mass change parameter per primary mascon, we make the

assumption that the mass change is homogeneous within a primary mascon, despite the

“truth” temporal gravity field including intra-mascon variability (the deviation of ternary

mass anomalies from the mean primary mascon values; see Table 6.1) (Tregoning et al.,

2022). Thus, when intra-mascon variability is present in the simulated temporal gravity

field signal, the mascon parameterisation can no longer perfectly represent the spatial

pattern of mass change. Tregoning et al. (2022) identified that the presence of intra-mascon

variability induced other errors (i.e. inter-mascon leakage) in their temporal gravity field

estimates from simulated observations.

Constraints must be applied to mascon parameters when inverting real GRACE and

GRACE-FO observations to mitigate the effects of instrumental and model noise on the

temporal gravity field estimates (e.g. Save et al., 2012; Loomis et al., 2019a). Tregoning

et al. (2022) demonstrated through simulation that regularisation is also necessary to

reduce errors induced by intra-mascon variability. Following Tregoning et al. (2022), we

constrained the mascon parameter adjustments by applying two levels of geographically

varying regularisation; “loose” and “tight” (Table 6.1). The different values used for the

mascon uncertainties are based on a very general a priori knowledge of the hydrological

processes in the region, such that regions characterised by large seasonal hydrology signals

are less tightly constrained compared to oceans, for example. The regularisation matrix is

a diagonal matrix; therefore, we do not enforce correlations between neighboring mascons.

6.4.3 Adding noise to the simulations

The GRACE and GRACE-FO measurements contain instrumental noise (i.e. accelerom-

eter noise, star camera noise and KBR system noise), as do the background models used

during orbit integration (Wahr et al., 2006). These errors are a considerable source of

noise in the GRACE and GRACE-FO models of the temporal gravity field. For various

reasons, the performance of GRACE instrumentation and systems varied throughout the

mission, which led to increased levels of error during the first two years in orbit and during

the second half of the mission (Landerer et al., 2020). To maintain optimal instrument

performance, the variability of the internal temperature of the satellites was kept to a

minimum via a network of sensors and heaters. However, the thermal control system was

switched off in April 2011 due to power constraints (Herman et al., 2012) which increased
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Figure 6.2: Average PSD of January 2008 (early mission noise; black) and January 2016 (late

mission noise; grey) postfit (a) range rate residuals and (b) range acceleration residuals, calculated

from Allgeyer et al. (2022).

the occurrence of spurious signals in many of the observations (Landerer et al., 2020). In-

strumental noise was at a minimum between 2004 and 2010, producing the most accurate,

low-error gravity field solutions from GRACE data (Landerer et al., 2020).

Synthetic models of GRACE/GRACE-FO instrumental noise and background model

errors have previously been used to perturb the satellite parameters in simulation (e.g.

Loomis et al., 2012). Because it is difficult to accurately simulate real mission errors

(Croteau et al., 2020), we introduced noise into our simulations from an assessment of post-

fit residuals derived from an analysis of real GRACE observations. The postfit residuals

contain the part of the observations that the temporal gravity field model parameterisa-

tion failed to fit. Assuming there is no attenuation of the estimated temporal gravity field

signal, the postfit residuals provide a proxy for instrumental noise, background model er-

ror and errors in the parameter estimates. By inter-satellite observations using noise from

analysis of real GRACE data found in the postfit residuals, we are able to make use of

realistic GRACE errors while also introducing a synthetic signal to be estimated.

We calculated the daily range rate and range acceleration postfit residuals with re-

spect to the monthly temporal gravity mascon solutions of Allgeyer et al. (2022) for two

months; January 2008 and January 2016. These months were chosen to represent the

noise characteristics during the thermally controlled half of the mission when errors were

at a minimum (i.e. early mission noise; Figure 6.2; black) and during the final years of the

GRACE mission when internal thermal variations led to increased instrument noise (i.e.

late mission noise; Figure 6.2; grey). To generate the range rate and range acceleration

observation noise, we averaged the spectral content of the daily unfiltered postfit resid-

uals for each month. We preserved the magnitude of the averaged postfit residuals but
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randomised the phase component of the signal then converted the magnitude and phase

spectra into a time series of ranging measurements representing realistic inter-satellite

observation noise. Prior to solving for the parameter adjustments, the synthetic range

rate and range acceleration noise was added to the prefit residuals of the inter-satellite

observations. The prefit inter-satellite observations are otherwise dominated by signals

induced by the known simulated temporal gravity field.

This method makes several assumptions with regard to the signal content of the postfit

residuals generated from the monthly temporal gravity field solutions of Allgeyer et al.

(2022). First, we assume that the postfit residuals do not contain attenuated gravity

signals, which is supported by the lack of geographically correlated signals in the range

acceleration postfit residuals (Allgeyer et al., 2022). Second, that at least the majority

of instrumental noise and background errors are in fact discarded as postfit residuals and

not absorbed by the parameterisation. The range acceleration postfit residuals of Allgeyer

et al. (2022) are within the GRACE noise level, consistent with Save et al. (2016). We

therefore assume that the postfit residuals of Allgeyer et al. (2022) provide a realistic

assessment of GRACE noise.

6.5 Results

6.5.1 Altitude decay and mascon resolution

To identify the impact of orbit altitude on the accuracy of temporal gravity field estima-

tion we simulated observations at various altitudes and solved for adjustments to mascon

parameters using five different resolutions of irregular-shaped mascon grids as the basis

functions (Table 6.1). Our selected seven months of GRACE observations at various orbit

altitudes (Table 6.2) are characterised by dense (i.e. complete) ground track coverage (e.g.

Figure 6.3a) to eliminate (as much as possible) the impact of ground track pattern on the

“observability” of the linear system. That is, we isolated average orbit altitude and mas-

con size as the two independent variables to be tested for numerical stability and accurate

recovery of the high-resolution “truth” simulated temporal gravity field. In the following

subsections, we present the variations in numerical stability of the normal equations and

mascon parameter uncertainties as a function of mascon size, orbit altitude and latitude.

This is followed by an analysis of the temporal gravity field estimates (noise-free and in

the presence of instrument and model noise).
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Figure 6.3: Typical non-repeat month (March 2014) of GRACE satellite orbits (a) producing

complete ground tracks with complete coverage of the Earth. (b) Number of times each 200 km

× 200 km primary mascon was overflown by the satellites during the month, showing increased

flyovers at high latitudes.

6.5.1.1 Numerical stability of the mascon solutions

We performed SVD on the stacked weighted normal equations, which contain the weighted

partial derivatives of a month of observations with respect to the parameters, and cal-

culated the condition number of their singular values. The temporal gravity field was

parameterised using each of the different resolution mascon fields (Table 6.1) as the basis

functions. The condition numbers decrease with decreasing altitude and the number of

mascon parameters to be estimated (Figure 6.4a). That is, the normal equations are most

invertible (i.e. well-conditioned) with larger mascons, towards the end of the mission when

the GRACE satellites were in a lower orbit. The normal equations using 300 km and 200

km mascons at high altitude (485 km) are as well-conditioned as those using 200 km and

150 km mascons at low altitude (357 km), respectively. This suggests that, by the end

of the GRACE mission, the temporal gravity field estimates could have twice the spatial

resolution compared to those at the beginning of the mission.

There is a limit on how small the mascons can be before the inversion of the normal

equations will become numerically unstable. Rank deficiency of the weighted normal

equations matrix occurs at different mascon resolutions for different altitudes (Figure

6.4b). All of the stacked normal equations are full rank when estimating the larger 300

km, 250 km and 200 km mascons. The 150 km mascon normal equations range from

∼80% to 100% rank (being the percentage of linearly dependent columns), becoming full

rank at orbit altitudes lower than ∼400 km. All of the 100 km mascon normal equations

are rank deficient, ranging from ∼35% to ∼60% at the highest and lowest orbit altitude,

respectively. Regularisation can be used to help to invert a rank deficient or ill-conditioned
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Figure 6.4: Analysis of monthly stacked weighted normal equations (Table 6.2) using five mascon

resolutions (Table 6.1) (a) condition number, k, of the weighted normal equations (b) rank as the

percentage of linearly dependent columns of the weighted normal equations.

problem by adding information to the normal equations to improve the numerical stability

of the inversion and this is discussed in Section 6.4.2.

Polar orbits create ground track spacing that vary latitudinally, such that they have

significantly decreased ground track coverage at mid- to low-latitudes and denser ground

track coverage at high latitudes (Figure 6.3b). To assess the impact of ground track cov-

erage on solution accuracy, we analysed the behaviour of unregularised mascon parameter

uncertainties as a function of latitude. We calculated the RMS of the mascon parameter

uncertainties (σ) within 10◦ latitudinal bands from the (ATWA)−1 (Figure 6.5). Similar

to the condition numbers, the RMS uncertainty is predictably smallest for 300 km mascons

and decreases with altitude for all mascon resolutions (Figure 6.5). These results indicate

that, given perfect noise-free data, an inversion of fewer mascon parameters produces the

most accurate estimate of the temporal gravity field, if the signal to be recovered contains

no intra-mascon variability.

As expected and irrespective of mascon size, the highest error appears at mid- to

low-latitudes, where ground track coverage is the least dense. The latitude-dependent

mascon parameter uncertainties increase significantly with decreasing mascon size (Figure

6.5). A cross-section through the 0◦-10◦ latitude band for each mascon field (e.g. pink

dashed line; Figure 6.5a) shows that the RMS mascon uncertainty decreases with lower

altitude and with larger mascons (Figure 6.5d). For example, at 485 km orbit altitude the

RMS uncertainty for 100 km mascons is ∼650,000 mm RMS compared to ∼130 mm RMS

for 300 km mascons (Figure 6.5d). A cross-section through 425 km orbit altitude (e.g.

yellow dotted line; Figure 6.5a) demonstrates that the polar regions consistently contain

the lowest RMS uncertainty. For example, the polar latitude band contains on average
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Figure 6.5: RMS of the mascon parameter uncertainties (σ) from unregularised monthly stacked

weighted normal equations (Table 6.2) as a function of latitude and satellite altitude. (a) 300 km,

(b) 250 km, (c) 200 km. (d) Variation of RMS σ as a function of altitude taken along a cross-section

through the 0◦-10◦ latitude band (pink dashed line) and (e) as a function of latitude taken along

a cross-section through 425 km orbit altitude (yellow dotted line).
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78% and 20% less RMS uncertainty compared to the mid- to low-latitude bands for the

300 km and 100 km mascons, respectively (Figure 6.5e).

Previous studies (e.g. Loomis et al., 2019a; Croteau et al., 2020) have utilised a latitu-

dinally varying regularisation scheme under the assumption that higher spatial resolution

occurs at high latitudes, as suggested by the error analysis of GRACE spherical harmonic

solutions (Wahr et al., 2006). Our analysis agrees with Wahr et al. (2006), that mascon

uncertainties are inversely correlated spatially with ground track density. Furthermore,

we found that this holds for all of our mascon resolutions (Figure 6.5). However, the un-

certainties also have a temporal component, varying significantly with changes in altitude

throughout the GRACE mission.

6.5.1.2 Noise-free temporal gravity field recovery

When the signal to be recovered from simulated noise-free observations represents a real-

istic high-resolution temporal gravity field, the accuracy of the solution is limited by both

the numerical stability of the normal equations and the intra-mascon variability of the

“truth” signal (see Table 6.1) (Tregoning et al., 2022). Simply assessing the quality of a

solution from an analysis of the numerical stability of the normal equations and/or the

unregularised parameter uncertainties (Figure 6.4) is not an adequate approach. These

methods do not account for the parameter constraints, the actual observations which con-

tain the effects of intra-mascon variability or any post-processing procedures. Therefore,

we analysed the quality of the solutions produced from simulated noise-free observations

using different mascon resolutions and assessed the error content of the actual mascon

parameter estimates under different levels of regularisation.

The RMS error of the unregularised 300 km and 250 km mascon solutions barely

changes with altitude, the average RMS error for both is 86 mm, which is mostly accounted

for by the RMS intra-mascon variability (80% and 72%, respectively, being the ratio of

RMS intra-mascon variability and total RMS error) (black, navy; Figure 6.6a). The RMS

errors of the 200 km solutions are more obviously impacted by altitude with RMS intra-

mascon variability accounting for 70% RMS error at low altitude, decreasing to 58% at

high altitude (blue; Figure 6.6a). The RMS error of the 150 km solutions vary significantly

as a function of altitude with RMS intra-mascon variability accounting for 21% RMS error

at low altitude, decreasing to 5% at high altitude (orange; Figure 6.6a). This is because

the 150 km mascon normal equations are far more numerically stable at lower altitudes
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Figure 6.6: RMS Error (RMSE), being the difference from the “truth” temporal gravity field and

the monthly mascon estimates from simulated noise-free observations (Table 6.2) using five mascon

resolutions (Table 6.1). (a) Unregularised, (b) loosely regularised and (c) tightly regularised. Lines

of best fit (quadratic) are shown as visual aids.

than at high altitudes (Figure 6.5). The RMS error of the 100 km solutions increases

with decreasing altitude, unlike the other solutions (red; Figure 6.6a). The low altitude

solutions contain more high-frequency errors, particularly at mid- to low-latitudes (not

shown), despite the normal equations being more numerically stable (Figure 6.4), which

seems counter-intuitive.

When the mascon parameters are loosely regularised, high-frequency errors due to

numerical instability of the normal equations are reduced and the quality of the mascon

estimates become mostly limited by the intra-mascon variability (Figure 6.6b). There-

fore, smaller mascons are generally better able to represent the temporal gravity field

signal compared to larger mascons because the intra-mascon variability is reduced (Table

6.1). The RMS error of the smaller mascon solutions (i.e. 200 km mascons and smaller)

decreases with decreasing satellite altitude, with the 100 km showing the most altitude-

dependent RMS error variance. This is because, at low altitudes, the solutions are less

impacted by upward continuation of the gravity signal and are more numerically stable

(Figure 6.6b). The same is true for the 250 km and 300 km mascon solutions (Figure 6.6b),

however, due to increased intra-mascon variability, at low altitudes the large mascon solu-

tions are more impacted by the leakage of large continental signals (i.e. West Antarctica

and Greenland mass loss) into the adjacent ocean areas (Tregoning et al., 2022). As a

result, the RMS error of the larger mascons increases with decreasing altitude (Figure

6.6b).

When the mascons are tightly regularised, the accuracy of the large mascon solutions

(i.e. 250 km and 300 km) are only marginally improved by decreased altitude and are
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mostly limited by the intra-mascon variability, explaining ∼90% of the RMS error (Figure

6.6c). Because the ocean mascons have been constrained so tightly (10 mm), the leakage

of signal across coastlines is less limiting on the solution accuracy, although, still apparent.

The accuracy of the smaller mascon solutions (i.e. 200 km mascons and smaller) again

increases significantly with decreasing altitude (Figure 6.6c). When the solutions are

tightly constrained, the 100 km mascon solutions are more in error than all of the other

mascon resolutions (with the exception of the 300 km solution) irrespective of satellite

altitude (Figure 6.6c). Similar behaviour is observed under loose regularisation where the

150 km mascon solutions outperform the 100 km mascon solutions at high altitudes (>450

km) (Figure 6.6b).

Applying tight regularisation to poorly conditioned problems (i.e. small mascons at

high altitude) increases inter-mascon leakage and signal attenuation, causing the solution

accuracy to no longer benefit from decreased intra-mascon variability (Figure 6.4). For

example, at ∼425 km altitude, the RMS error of the tightly constrained 250 km, 200

km and 150 km mascon solutions intersect (Figure 6.6c). Below this altitude, the smaller

mascon solutions benefit from the ability to represent the high-frequency spatial variations

of the synthetic temporal gravity field. Whereas at altitudes above the intersection point,

the smaller mascons are less well-observed and more susceptible to signal attenuation due

to the upward continuation of the gravity signal. A similar behaviour is observed under

the loose regularisation where, by extrapolation, the RMS error of the three mid-sized

mascon solutions would have intersected at ∼525 km had the GRACE satellites orbited at

higher altitudes (Figure 6.6b). Thus, the mascon resolution likely to produce the solution

least in error is dependent on both the altitude of the satellites and the strength of the

mascon constraints.

With noise-free observations, it is possible to tailor the regularisation to each mascon

parameterisation, stabilising the inversion just enough to prevent high-frequency errors

due to numerical instability, but not so tight as to cause significant signal attenuation or

inter-mascon leakage. Therefore, when the temporal gravity field is known a priori and

with perfect observations, the best solution (i.e. lowest RMS error) is achieved using the

smallest mascons (loosely regularised, 100km mascons; Figure 6.6b). However, GRACE

instruments and background models contain considerable noise; therefore, a tight regu-

larisation scheme may be required to adequately mitigate their impact on the accuracy

of the parameter estimates. For example, if the noise level required that the mascons be
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constrained using our tight regularisation scheme, the 100 km mascons would likely pro-

duce one of the highest error solutions due to the susceptibility of small mascons to signal

attenuation under regularisation (Figure 6.6c). So, to minimise the solution error, the

chosen mascon parameterisation and regularisation strategy must also take into account

measurement and background model error.

6.5.1.3 Temporal gravity field recovery in the presence of noise

Instrument and background model noise require that the mascon solutions be tightly

constrained so that meaningful estimates of the temporal gravity field can be produced

using real GRACE measurements (e.g. Save et al., 2016; Allgeyer et al., 2022). The

conclusions outlined in Section 6.5.1.2 are not changed in any significant way with the

addition of measurement and model noise to the simulations. Generally speaking, the

RMS of the mascon errors are shifted higher when the observations contain late mission

noise compared to early mission noise under any of the regularisation schemes tested

here (Figure 6.7). The unregularised solutions contain the highest errors, followed by

the “loosely” regularised solutions and the “tightly” regularised solutions (Figure 6.7).

The RMS errors of the tightly regularised solutions in the presence of early mission noise

(Figure 6.7c) are very similar in magnitude and altitude variance to the tightly regularised

noise-free simulations (Figure 6.6c). Compared to the noise-free solutions, the increased

RMS errors of the regularised solutions containing either noise level is mostly due to

increased spatially incoherent errors in the mascon parameter estimates.

In simulation, if the mascon constraints are not strong enough to mitigate the impact of

noise on the observations, the accuracy of the temporal gravity field estimates is increased

with orbit altitude, which is counter-intuitive (Figure 6.7b,e). Under loose regularisation,

the 100 km mascons (red; Figure 6.6b) produce the best solution at every altitude, however,

this level of regularisation is not adequate in the presence of either early or late mission

noise. In fact, almost any mascon field (except 300 km mascons in the presence of early

mission noise) will produce a better solution under tight regularisation (Figure 6.6c,f).

Overall, when the observations contain noise, the solutions least in error are the tightly

regularised 150 km mascons (orange; Figure 6.7c,f).

Once the choice of mascon constraints is appropriate for the noise level contained in

the observations, the accuracy of the temporal gravity field estimates increases with low

orbit altitude (Figure 6.7c,f). Generally, the accuracy of the solutions also becomes more
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Figure 6.7: RMS Error (RMSE), being the difference from the “truth” temporal gravity field and

the monthly mascon estimates from simulated observations (Table 6.2) in the presence of early

mission noise (a-c) and late mission noise (d-f) using five mascon resolutions (Table 6.1). (a,d)

Unregularised, (b,e) loosely regularised and (c,f) tightly regularised. Lines of best fit (quadratic)

are shown as visual aids.
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limited by the intra-mascon variability when the mascon constraints are strengthened

(Figure 6.7c,f). Under tight regularisation, the 300 km mascons consistently contain the

highest errors which are almost entirely (i.e. 85-90%) explained by the intra-mascon

variability. The range of errors between the 250 km, 200 km, 150 km and 100 km mascon

solutions are mostly small (Figure 6.7c,f). However, at low altitudes, when the simulated

observations contain late mission noise, the accuracy of the solutions benefits significantly

from the use of high-resolution (i.e. small) mascons. At high altitudes, for either noise

level, the 150 km, 200 km and 250 km mascons all perform at a similar level.

Using tight regularisation, the 100 km solutions produce significantly attenuated so-

lutions at all altitudes, causing increased RMS errors (red; Figure 6.7c,f). In any of the

cases tested here, the possible gains that could be made by estimating 100 km mascons are

outweighed by the difficulty in designing a regularisation scheme that adequately mitigates

noise while minimising signal attenuation. Further, we find that the computational cost

of estimating >50,000 mascon parameters is far too high to justify any possible benefits

(∼60 hours vs ∼240 hours for a month of observations using 150 km and 100 km mascons,

respectively).

6.5.2 Repeat orbits and mascon resolution

To identify the impact of resonant obits we performed several simulations using the five

different mascon grids as the basis functions and assessed the accuracy of temporal gravity

field estimation under repeat and complete ground track conditions. We selected two

months of observations that were obtained as the satellites passed through repeat orbits

and compared the results from the SVD and temporal gravity field estimation to those

obtained during months characterised by dense ground track coverage at similar altitude

(Figure 6.8; Table 6.2). For the repeat orbits, we selected the months that were impacted

by the most critical repeat orbits but not impacted by missing Level-1 data (Figure 6.1),

being the September 2004 61/4 repeat and the February 2015 31/2 repeat (Figure 6.8).

During September 2004, the GRACE satellites orbited the Earth at ∼475 km average

altitude, passing through a 61/4 repeat cycle. The GRACE satellites repeated the same

ground track pattern from 61 orbital revolutions every 4 days, producing large ground

track gaps at mid-latitudes, reaching a distance of 5.5◦ at ±30 latitude (∼530 km) (Figure

6.8a). Ground track coverage for this month is 73% on our 200 km mascon field (Figure

6.8c). The most significant orbit resonance of the GRACE mission was encountered during
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Figure 6.8: GRACE satellite resonant orbits months (a) resulting in a 61/4 repeat ground track

in September 2004 and (b) 31/2 repeat ground track in February 2015. Number of times each 200

km × 200 km primary mascon was overflown by the satellites during (c) September 2004 and (d)

February 2015, showing increased flyovers at high latitudes and large gaps at mid- to low-latitudes.
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Figure 6.9: Analysis of monthly stacked unregularised weighted normal equations from repeat

(solid line, circles) and complete (dashed, crosses) orbits (Table 6.2) using five mascon resolutions

(Table 6.1) (a) condition number, k, of the weighted normal equations (b) rank as the percentage

of linearly dependent columns of the weighted normal equations (c) RMS of the unregularised

mascon parameter uncertainties, σ.

February 2015, when the satellites were orbiting at ∼400 km average altitude. The 31/2

repeat, with almost half the unique ground tracks of the 61/4 repeat, resulted in 7◦ gaps

between ground tracks at ±20 latitude (∼730 km) (Figure 6.8b). Ground track coverage

for this month is 58% on our 200 km mascon field (Figure 6.8d). In our analysis, we

compared each of these repeat months to nearby months characterised by complete (i.e.

100%) ground track coverage at similar altitudes (Table 6.2).

The condition numbers and mascon parameter uncertainties of each of the repeat

months are predictably higher than complete months at similar altitude (cf. dashed and

solid line of the same colour; Figure 6.9a,c). As expected, the repeat months are lower

rank compared to their altitude-equivalent complete ground track months using 150 km

and 100 km mascons (Figure 6.9b). Perhaps less obvious is the behaviour of the repeat

months compared to each other (cf. red and black solid lines; Figure 6.9). The condition

number of the 2015 repeat solutions is roughly half that of the 2004 repeat solutions (with

the exception of the 100 km mascon solutions) despite having almost half the number of

unique ground tracks. The lower condition number for the 31/2 repeat orbit is due to

the increased stability of the linear system provided by the 75 km lower orbit altitude in

February 2015 compared to September 2004 (see Figs. 6.1, 6.9a). The increased numerical

stability provided by the decreased orbit altitude is also reflected in the slightly improved

mascon parameter uncertainties for February 2015 compared to September 2004 (Figure

6.9c). However, the improvement in condition number and mascon parameter uncertain-

ties appears to decrease with increasingly smaller mascons. The February 2015 normal

equations are also slightly less rank deficient for the smaller (i.e. 150 km and 100 km)
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mascon solutions compared to the September 2004 normal equations (Figure 6.9b).

The unregularised solutions of the temporal gravity field derived from the repeat

ground tracks produced poor results with increasingly higher errors as the mascon size

was decreased and the noise level on the simulated observations was increased. When

loose or tight regularisation was applied to the mascons, the resonant months produced

solutions with only slightly increased errors compared to months with more complete

ground tracks at an equivalent altitude, regardless of the mascon resolution (Figure 6.10).

The September 2004 (i.e. R/D = 61/4) solutions were consistently outperformed by the

February 2015 (i.e. R/D = 31/2) solutions, regardless of regularisation strength or ob-

servation noise level (Figure 6.10b,e). In fact, when using 150 km mascons, the February

2015 repeat orbit better observed the temporal gravity field than the non-repeat February

2004 orbit, which is characterised by complete ground track coverage (Figure 6.10a,e).

This shows that the altitude of the satellites has a greater impact on the recovery of the

“truth” temporal gravity field than does the density of the ground track coverage.

The impact of repeat ground tracks on the recovery of the gravity field is well studied

in terms of spherical harmonic coefficients (Wagner et al., 2006; Klokočńık et al., 2008;

Pini, 2012; Visser et al., 2012; Klokočńık et al., 2015). Each of these studies has shown

that, during conditions of orbit resonance, a threshold is reached beyond which the high-

frequency spatial variations of the gravity field are under-sampled, reducing the accuracy

of the estimates beyond a particular spherical harmonic degree. Previous studies have

suggested that, under repeat conditions, R is twice as large as the maximum resolvable

spherical harmonic degree (i.e. LMAX = R
2 ) (Wagner et al., 2006). More recent work has

shown that this conclusion is too conservative and in most circumstances LMAX < R is

appropriately observed (Pini, 2012; Visser et al., 2012). This would suggest that, using

the least conservative estimate, the September 2004 and February 2015 ground tracks are

only capable of producing accurate estimates up to spherical harmonic degree 60 and 30,

respectively. This is equivalent to mascon resolutions of 3◦ (∼330 km) and 6◦ (∼660 km)

for September 2004 and February 2015, respectively. Our results show that, not only is

a 150 km mascon solution possible under the conditions of orbit resonance, but that the

most significant repeat orbit throughout the GRACE mission, being the February 2015

31/2 repeat at 400 km, produces a better estimate of the temporal gravity field than a

complete ground track at higher orbit altitudes.

We find that regularisation improves the solutions during repeat conditions remarkably
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Figure 6.10: Tightly regularised 150 km mascon solutions of the temporal gravity field using

simulated observations in the presence of late mission noise. Complete ground track months (a)

February 2004 at ∼475 km altitude and (b) April 2015 at ∼400 km altitude compared to (c)

September 2004 61/4 repeat and (d) February 2015 31/2 repeat including the RMS error (RMSE)

of each solution. Difference between the complete and repeat mascon adjustments for (e) 2004 and

(f) 2015, including the RMS of the difference (RMSD) and the repeat month ground track pattern

(grey).
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(Figure 6.10), to the point that orbit altitude has more impact than reduced ground

tracks during orbit resonance on accurate recovery of the temporal gravity field. Save

et al. (2012) recognised that regularisation and a priori constraints can be used to improve

the temporal gravity field estimates using spherical harmonics. They used a tailored

regularisation strategy for their spherical harmonic solutions to account for reduced ground

track coverage during repeat orbit conditions.

Our results suggest that, when using mascons, a specifically tailored regularisation

approach or extra a priori information is not necessary to produce an accurate solution

of the temporal gravity field from observations obtained during orbit resonance. This

has also been seen in GRACE time series of the RMS of ocean signal, where spherical

harmonic solutions contained increased ocean variability during resonant orbits but ocean

variability in mascon solutions remained low at that time (see Figure 2 of Landerer et al.,

2020).

6.6 Conclusions

The ability to estimate accurate temporal gravity fields from space gravity data depends

upon a number of factors, many of which are intricately linked and which vary with

time throughout the GRACE mission. The numerical stability of the normal equation

matrices to be inverted varies as a function of altitude of the satellites and the spatial

resolution of the gravity field being estimated. The condition number of the matrices

provides a nice proxy for identifying whether analysis choices will lead to stable solutions.

We found from simulations using noise-free observations that using large, unregularised

mass concentration elements (mascons) leads to the most accurate estimates of a known

temporal gravity field signal.

However, GRACE and GRACE-FO models of the temporal gravity field must be reg-

ularised to mitigate the impact of instrumental noise and background model errors on

accurate estimation of mascon parameters. Because temporal gravity field signals vary

over smaller length scales than the mascons (i.e. intra-mascon variability), the solutions

using large mascons no longer produce the most accurate estimates when regularisation is

introduced. Trade-offs then need to be considered between the size of the mascons used to

estimate the temporal gravity field, the altitude of the satellites making the measurements

and the regularisation strategies chosen when making the analysis.

Under the conditions of orbit resonance, the estimated temporal gravity field is less



§6.6 Conclusions 211

accurate compared to solutions estimated from observations obtained during nominal orbit

conditions at a similar altitude. Perhaps surprisingly, the accuracy of the estimates from

low-altitude repeat orbits are comparable to estimates of the temporal gravity field from

observations obtained at higher altitudes, when the satellites were less sensitive to high-

frequency mass variations. This result is at odds with those obtained from studies on the

impact of orbit resonance on spherical harmonic solutions of the temporal gravity field.

Such studies have not accounted for altitude variations and consistently concluded that

the accuracy of the estimate is significantly degraded at degrees higher than the number

of orbital revolutions during a repeat period. In contrast, we found that good solutions

can be obtained from even a 31/2 resonant orbit.

The interplay between mascon size, orbit altitude, ground track coverage, observa-

tion noise, regularisation and intra-mascon variability is complex. Simply assessing the

numerical stability of the normal equations is not an appropriate proxy for determining

the quality of GRACE mascon solutions of the temporal gravity field. Under realistic

simulation conditions, using the ANU GRACE processing strategy and irregular-shaped

coastline following mascons, we find that using ∼150 km mascons produced accurate es-

timates throughout the entire GRACE record. Naturally, the results are most accurate

when the observations are obtained at low altitudes during non-repeat orbit conditions.
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Chapter 7

Summary and outlook

The ability to accurately estimate the temporal gravity field from space gravity data

depends upon several factors, many of which are intricately linked and vary with time

throughout the GRACE mission. In this study, I investigated the impact of thermally-

induced errors and the interplay between orbital characteristics, mascon size and regu-

larisation on the accuracy of temporal gravity field solutions using GRACE data. It was

primarily motivated by improving GRACE-based estimates of the time-variable gravity

field for accurately analysing the redistribution of water masses across and within Earth’s

surface and sub-surface. This was achieved by mitigating GRACE measurement errors

and optimising the processing strategies. In this chapter, I present a summary of the

conclusions made throughout this study and make suggestions for future research.

7.1 Conclusions

7.1.1 Thermally-induced accelerometer noise

Thermally-induced bias drift in the accelerometer observations is present throughout the

GRACE mission and degrades the quality of mass change estimates from GRACE data.

Drift-affected accelerometer measurements occurred during periods of thermal control as

the orbits approached high |β′| angles, causing the satellites to absorb increased solar en-

ergy. They also occurred during short-lived periods of intermittent accelerometer heater

disconnections and with increased frequency and duration once thermal control of the

satellites was permanently disabled. In Chapter 3, I assessed the temporal and spec-

tral characteristics of thermally-induced bias drift. I developed a method to remove the

long-wavelength bias changes in the along-track and cross-track accelerations prior to or-

bit integration without attenuating the real non-gravitational signals. I showed that the

inclusion of drift-affected non-gravitational accelerations in orbit integration with mini-

mal accelerometer parameterisation introduced significant north-south stripe errors in the
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temporal gravity field estimates.

In Chapter 3, I developed a method to remove thermally-induced low-frequency bias

drift from the accelerometer measurements by filtering the cross-track accelerometer ob-

servations. The cross-track bias drift is then scaled and applied as a correction to the

along-track measurements. By removing (or significantly mitigating) the long-wavelength

along-track and cross-track accelerometer thermal errors, the resulting temporal gravity

field solutions showed significant improvements in the mass change estimates. Unrealistic

north-south striping was significantly reduced and scale factor estimates on all three axes

stabilised. By removing bias drift from the along-track and cross-track accelerations prior

to orbit integration, minimal accelerometer parameterisation could be maintained, thus

limiting the possibility for parameter trade-offs or the attenuation of the gravity field.

This work was published in McGirr et al. (2022).

In Chapter 5, I showed that the application of the along-track and cross-track ac-

celerometer thermal correction method, integrated into the ANU GRACE software, im-

proved the temporal gravity field significantly during the second half of the GRACE mis-

sion. This was reflected in the reduction of postfit residuals given a year of temporal

gravity field solutions after thermal control had been disabled.

7.1.2 Mascons and inter-satellite observations

Traditionally, GRACE mass change estimates have been generated using range rate as

the inter-satellite observation and spherical harmonics to represent the temporal gravity

field. The choice of inter-satellite observation, temporal gravity field parameterisation and

regularisation strategy can improve the recovery of the gravity field. In Chapters 4 and

5, I demonstrated how the use of mascons can reduce signal leakage, especially between

ice sheets and neighbouring oceans, and how using range acceleration as the inter-satellite

observation can reduce unrealistic north-south striping.

I quantified the impact of different mascon geometries, spatial resolution and regulari-

sation on recovering a high-resolution synthetic temporal gravity field through simulation.

In Chapter 4, I showed that the use of coastline-following ∼200 × 200 km irregularly-

shaped mascons were best able to reduce the impacts of “intra-mascon variability”, in-

cluding the leakage of land signals into ocean regions. Using July 2016 GRACE data,

the mass loss integrated across Greenland was ∼5% greater when the preferred coastline-

following mascons were used to parameterise the gravity field. This work was published in
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Tregoning et al. (2022). The preferred mascon field was then used to generate the ANU

GRACE mass anomaly time series presented in Chapter 5.

Elevated levels of high-frequency noise are contained in the GRACE range acceleration

inter-satellite observations, precluding the possible benefits of estimating the temporal

gravity field from more localised mass change observations. In Chapter 5, I showed that

using a combination of a noise-robust derivative filter and a low-pass filter on the prefit

range rate residuals creates prefit range acceleration residuals with significantly reduced

high-frequency noise without attenuating the gravity field signal. My contributions meant

that a simple parameterisation could be maintained. This work was published in Allgeyer

et al. (2022).

The use of regularised coastline-following mascons to represent the temporal gravity

field and filtered range acceleration residuals as the inter-satellite observation localised

the spatial fluctuations in mass change and reduced the occurrence of unrealistic north-

south stripes. The resulting time series of mass anomalies from the iterated mascon

solutions were compared to other mascon estimates, matching well the mass loss signals

in Antarctica and Greenland, ocean mass increase contribution to global sea level rise and

seasonal signals in the Caspian Sea and Amazon Basin.

7.1.3 Altitude and ground track coverage

Temporal gravity field models derived from GRACE data are typically produced with

∼300 × 300 km spatial resolutions and monthly temporal resolution. However, variations

in altitude and instrument performance throughout the GRACE mission impacted the

accuracy that could be achieved each month. In Chapter 6, the ability of the observations

to recover the temporal gravity field accurately was shown to vary as the altitude of the

orbits of the twin spacecraft changed throughout the mission. This was achieved through

simulation with realistic observation noise and parameterising the gravity field with a

range of irregularly-shaped mascons of different sizes.

The numerical stability of the normal equation matrices is unaffected by the quality

of the observations or the observed mass anomalies. It was found that the numerical

stability of the solutions varied predictably, increasing with decreased orbit altitude, in-

creased ground track coverage and increased mascon size. However, because temporal

gravity field signals vary within the mascons (i.e. intra-mascon variability), the solutions

using the largest mascons produced the least accurate estimates once the solutions were
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regularised. The mascons must be regularised to improve the misappropriation of signals,

reduce estimation errors and prevent instrument noise from entering the mascon estimates.

In Chapter 6, I showed that, under simulation conditions with realistic noise on the ob-

servations using the ANU GRACE processing strategy and irregular-shaped coastline fol-

lowing mascons, ∼150 × 150 km mascons produced the most accurate estimates through-

out the GRACE record. The smallest mascons (i.e. ∼100 × 100 km) were too numerically

unstable and became significantly attenuated once the mascons were constrained. Using

∼150 × 150 km mascons, I found that reasonable solutions could also be obtained during

resonant orbit conditions. In fact, data obtained in repeat orbit conditions at low-altitude

were better able to recover the mass anomaly signal than high-altitude observations with

complete ground track coverage.

7.2 Future work

The accelerometer thermal correction method developed in Chapter 3 was tested only on

GRACE data where both satellites’ accelerometer observations were available. Thus, the

process for mitigating thermally-induced bias drifts is not advised for use in GRACE-

FO data analysis or on GRACE accelerometer transplant data. Therefore, future work

is needed to tailor this method to pre-process the non-gravitational observations during

GRACE and GRACE-FO single-accelerometer months. Such work could improve the

accuracy of the temporal gravity field estimates, especially during the last seven months

of the GRACE mission, once the GRACE-B accelerometer operations had ceased.

In chapter 6, I showed that numerical stability of the mascon solutions increased with

denser ground track coverage. Because ground track density increases towards the poles,

the numerical stability of the mascon solutions is highest over large ice-covered regions.

There is sufficient flexibility to create a mascon field with different-sized mascons, which

allows for a high-resolution polar solution to be produced. This might involve creating a

mascon field using ∼100 × 100 km mascons in ice-covered regions and larger mascons else-

where to generate a new spatially high-resolution time series of Antarctic and Greenland

mass balance.

The treatment of mass anomalies in the ANU GRACE software allows for the grav-

itational effects of mass redistribution, both at depth and at the Earth’s surface, to be

represented simultaneously. Therefore, future work may involve generating a time se-

ries of surface mass balance change and GIA solved simultaneously. This would require
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the execution of two steps: first, the construction of spatially overlapping surface and

sub-surface mascons and second, the development of specific spatial and temporal regular-

isation constraints for mascons that will exhibit mass change caused by GIA. Of particular

importance is the ability to generate accurate mass change estimates towards the end of

the GRACE mission, when the altitude of the satellites was lower and the gravity field’s

effects were less attenuated. Therefore, the work completed in this study will contribute

to the success of this future work, including the improvement of the gravity field estimates

by mitigating instrument noise and identifying the mascon parameterisation that produces

the most accurate temporal gravity field.

With confirmation that the GRACE-FO laser ranging interferometer measures with

significantly increased accuracy the inter-satellite range compared to the microwave sys-

tem, the use of range acceleration observations will further improve the recovery of the

temporal gravity field. NASA recognised mass change as one of five “designated observ-

ables” essential to their overall program in their decadal survey. Extending the record of

Earth’s water masses has been identified as a scientific priority; therefore, the time series of

mass change is likely to be continued with the launch of future space gravity missions. Spa-

tial and temporal resolution of mass anomaly models are likely to improve with increased

inter-satellite measurement accuracy, instrument performance and improved mission de-

sign.
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228 BIBLIOGRAPHY

range-rate residuals with focus on KBR instrument system noise. Advances in Space

Research, 62(2):304–316.

Gunter, B., Urban, T., Riva, R., Helsen, M., Harpold, R., Poole, S., Nagel, P., Schutz,

B., and Tapley, B. (2009). A comparison of coincident GRACE and ICESat data over

Antarctica. Journal of Geodesy, 83(11):1051–1060.

Haacker, E. M., Kendall, A. D., and Hyndman, D. W. (2016). Water level declines in the

High Plains Aquifer: Predevelopment to resource senescence. Groundwater, 54(2):231–

242.

Han, S.-C. (2017). Elastic deformation of the Australian continent induced by seasonal wa-

ter cycles and the 2010–2011 La Niña determined using GPS and GRACE. Geophysical

Research Letters, 44(6):2763–2772.

Han, S.-C., Jekeli, C., and Shum, C. (2004). Time-variable aliasing effects of ocean tides,

atmosphere, and continental water mass on monthly mean GRACE gravity field. Journal

of Geophysical Research: Solid Earth, 109(B4).

Han, S.-C., Riva, R., Sauber, J., and Okal, E. (2013). Source parameter inversion for recent

great earthquakes from a decade-long observation of global gravity fields. Journal of

Geophysical Research: Solid Earth, 118(3):1240–1267.

Han, S.-C., Sauber, J., and Luthcke, S. (2010). Regional gravity decrease after the 2010

Maule (Chile) earthquake indicates large-scale mass redistribution. Geophysical Re-

search Letters, 37(23).

Han, S.-C., Sauber, J., and Pollitz, F. (2015). Coseismic compression/dilatation and

viscoelastic uplift/subsidence following the 2012 Indian Ocean earthquakes quantified

from satellite gravity observations. Geophysical Research Letters, 42(10):3764–3772.

Han, S.-C., Sauber, J. M., Broerse, T., Riva, R., Pollitz, F. F., and Okal, E. (2019). De-

velopment of earthquake correction models for GRACE and GRACE Follow-On gravity

data time series. In AGU Fall Meeting Abstracts, volume 2019, pages G44A–07.

Han, S.-C., Shum, C.-K., Bevis, M., Ji, C., and Kuo, C.-Y. (2006). Crustal dilata-

tion observed by GRACE after the 2004 Sumatra-Andaman earthquake. Science,

313(5787):658–662.



BIBLIOGRAPHY 229

Han, S.-C., Yeo, I.-Y., Khaki, M., McCullough, C. M., Lee, E., and Sauber, J. (2021).

Novel along-track processing of GRACE Follow-On laser ranging measurements found

abrupt water storage increase and land subsidence during the 2021 March Australian

flooding. Earth and Space Science, 8(11):e2021EA001941.

Hanna, E., Fettweis, X., Mernild, S. H., Cappelen, J., Ribergaard, M. H., Shuman, C. A.,

Steffen, K., Wood, L., and Mote, T. L. (2014). Atmospheric and oceanic climate forcing

of the exceptional Greenland ice sheet surface melt in summer 2012. International

Journal of Climatology, 34(4):1022–1037.

Harvey, N. (2016). GRACE star camera noise. Advances in Space Research, 58(3):408–414.

Harvey, N., Dunn, C. E., Kruizinga, G. L., and Young, L. E. (2017). Triggering conditions

for GRACE ranging measurement signal-to-noise ratio dips. Journal of Spacecraft and

Rockets, 54(1):327–330.

Harvey, N., McCullough, C. M., and Save, H. (2021). Modeling GRACE-FO accelerometer

data for the version 04 release. Advances in Space Research.

Heki, K. and Matsuo, K. (2010). Coseismic gravity changes of the 2010 earthquake in

central Chile from satellite gravimetry. Geophysical Research Letters, 37(24).

Herman, J., Davis, A., Chin, K. B., Kinzler, M., Scholz, S., and Steinhoff, M. (2012). Life

with a weak heart: prolonging the GRACE mission despite degraded batteries. In 12th

International Conference on Space Operations, Stockholm, Sweden.

Herman, J., Presti, D., Codazzi, A., and Belle, C. (2004). Attitude control for GRACE.

In 18th International Symposium on Space Flight Dynamics (ESA SP-548), page 27,

Munich, Germany.

Hosseini, M. S. and Plataniotis, K. N. (2017). Derivative kernels: Numerics and applica-

tions. IEEE Transactions on Image Processing, 26(10):4596–4611.

Houborg, R., Rodell, M., Li, B., Reichle, R., and Zaitchik, B. F. (2012). Drought indica-

tors based on model-assimilated Gravity Recovery and Climate Experiment (GRACE)

terrestrial water storage observations. Water Resources Research, 48(7).

Inácio, P., Ditmar, P., Klees, R., and Farahani, H. H. (2015). Analysis of star camera

errors in GRACE data and their impact on monthly gravity field models. Journal of

Geodesy, 89(6):551–571.



230 BIBLIOGRAPHY

Ivins, E. R. and James, T. S. (2005). Antarctic glacial isostatic adjustment: a new

assessment. Antarctic Science, 17(4):541.

Ivins, E. R., James, T. S., Wahr, J., O. Schrama, E. J., Landerer, F. W., and Simon, K. M.

(2013). Antarctic contribution to sea level rise observed by GRACE with improved GIA

correction. Journal of Geophysical Research: Solid Earth, 118(6):3126–3141.

Ivins, E. R., Watkins, M. M., Yuan, D.-N., Dietrich, R., Casassa, G., and Rülke, A.

(2011). On-land ice loss and glacial isostatic adjustment at the Drake Passage: 2003–

2009. Journal of Geophysical Research: Solid Earth, 116(B2).

Jacob, T., Wahr, J., Pfeffer, W. T., and Swenson, S. (2012). Recent contributions of

glaciers and ice caps to sea level rise. Nature, 482(7386):514–518.

Jekeli, C. (1981). Alternative methods to smooth the earth’s gravity field. Unknown.

Johnson, G. C. and Chambers, D. P. (2013). Ocean bottom pressure seasonal cycles and

decadal trends from GRACE Release-05: Ocean circulation implications. Journal of

Geophysical Research: Oceans, 118(9):4228–4240.

Kaula, W. M. (1971). Dynamical aspects of lunar origin. Reviews of Geophysics, 9(2):217–

238.

Kim, J. (2000). Simulation study of a low-low satellite-to-satellite tracking mission. PhD

thesis, The University of Texas at Austin.

Kim, J. and Tapley, B. D. (2002). Error analysis of a low-low satellite-to-satellite tracking

mission. Journal of Guidance, Control, and Dynamics, 25(6):1100–1106.

King, M., Moore, P., Clarke, P., and Lavallée, D. (2006). Choice of optimal averaging radii

for temporal GRACE gravity solutions, a comparison with GPS and satellite altimetry.

Geophysical Journal International, 166(1):1–11.

Kjeldsen, K. K., Korsgaard, N. J., Bjørk, A. A., Khan, S. A., Box, J. E., Funder, S.,

Larsen, N. K., Bamber, J. L., Colgan, W., Van Den Broeke, M., et al. (2015). Spatial

and temporal distribution of mass loss from the Greenland Ice Sheet since AD 1900.

Nature, 528(7582):396–400.

Klema, V. and Laub, A. (1980). The singular value decomposition: Its computation and

some applications. IEEE Transactions on automatic control, 25(2):164–176.



BIBLIOGRAPHY 231
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Gürr, T. (2019). ITSG-Grace2018: Overview and evaluation of a new GRACE-only

gravity field time series. Journal of Geophysical Research: Solid Earth, 124(8):9332–

9344.

Lambeck, K., Rouby, H., Purcell, A., Sun, Y., and Sambridge, M. (2014). Sea level and

global ice volumes from the Last Glacial Maximum to the Holocene. Proceedings of the

National Academy of Sciences, 111(43):15296–15303.

Landerer, F. W., Flechtner, F. M., Save, H., Webb, F. H., Bandikova, T., Bertiger, W. I.,

Bettadpur, S. V., Byun, S. H., Dahle, C., Dobslaw, H., et al. (2020). Extending the

global mass change data record: GRACE Follow-On instrument and science data per-

formance. Geophysical Research Letters, 47(12):e2020GL088306.

Landerer, F. W. and Swenson, S. (2012). Accuracy of scaled grace terrestrial water storage

estimates. Water resources research, 48(4).

Landerer, F. W., Wiese, D. N., Bentel, K., Boening, C., and Watkins, M. M. (2015).

North Atlantic meridional overturning circulation variations from GRACE ocean bottom

pressure anomalies. Geophysical Research Letters, 42(19):8114–8121.

Leblanc, M. J., Tregoning, P., Ramillien, G., Tweed, S. O., and Fakes, A. (2009). Basin-

scale, integrated observations of the early 21st century multiyear drought in southeast

Australia. Water Resources Research, 45(4).

Lemoine, J.-M., Bourgogne, S., Biancale, R., and Bruinsma, S. (2018). RL04 monthly

gravity field solutions from CNES/GRGS. In The GRACE Science Team Meeting,

Potsdam, Germany.

Lemoine, J.-M., Bruinsma, S., Loyer, S., Biancale, R., Marty, J.-C., Perosanz, F., and

Balmino, G. (2007). Temporal gravity field models inferred from GRACE data. Advances

in Space Research, 39(10):1620–1629.

Lenaerts, J. T., van Angelen, J. H., van den Broeke, M. R., Gardner, A. S., Wouters, B.,

and van Meijgaard, E. (2013). Irreversible mass loss of Canadian Arctic Archipelago

glaciers. Geophysical Research Letters, 40(5):870–874.

Liu, X., Ditmar, P., Siemes, C., Slobbe, D., Revtova, E., Klees, R., Riva, R., and Zhao,



BIBLIOGRAPHY 233

Q. (2010). DEOS Mass Transport model (DMT-1) based on GRACE satellite data:

methodology and validation. Geophysical Journal International, 181(2):769–788.

Llovel, W., K, W. J., F, L., and I, F. (2014). Deep-ocean contribution to sea level and

energy budget not detectable over the past decade. Nature Climate Change, 4:1031–

1035.

Llovel, W., Purkey, S., Meyssignac, B., Blazquez, A., Kolodziejczyk, N., and Bamber, J.

(2019). Global ocean freshening, ocean mass increase and global mean sea level rise over

2005–2015. Scientific Reports, 9(1):1–10.

Lo, M.-H., Famiglietti, J. S., Yeh, P.-F., and Syed, T. (2010). Improving parameter

estimation and water table depth simulation in a land surface model using GRACE

water storage and estimated base flow data. Water Resources Research, 46(5).

Lombard, A., Garcia, D., Ramillien, G., Cazenave, A., Biancale, R., Lemoine, J., Flecht-

ner, F., Schmidt, R., and Ishii, M. (2007). Estimation of steric sea level variations

from combined GRACE and Jason-1 data. Earth and Planetary Science Letters, 254(1-

2):194–202.

Long, D., Chen, X., Scanlon, B. R., Wada, Y., Hong, Y., Singh, V. P., Chen, Y., Wang,

C., Han, Z., and Yang, W. (2016). Have GRACE satellites overestimated groundwater

depletion in the Northwest India Aquifer? Scientific Reports, 6(1):1–11.

Long, D., Scanlon, B. R., Longuevergne, L., Sun, A. Y., Fernando, D. N., and Save, H.

(2013). GRACE satellite monitoring of large depletion in water storage in response to

the 2011 drought in Texas. Geophysical Research Letters, 40(13):3395–3401.

Long, D., Shen, Y., Sun, A., Hong, Y., Longuevergne, L., Yang, Y., Li, B., and Chen,

L. (2014). Drought and flood monitoring for a large karst plateau in Southwest China

using extended GRACE data. Remote Sensing of Environment, 155:145–160.

Loomis, B., Luthcke, S., and Sabaka, T. (2019a). Regularization and error characterization

of GRACE mascons. Journal of Geodesy, 93(9):1381–1398.

Loomis, B., Nerem, R., and Luthcke, S. B. (2012). Simulation study of a follow-on gravity

mission to GRACE. Journal of Geodesy, 86(5):319–335.



234 BIBLIOGRAPHY

Loomis, B. D., Felikson, D., Sabaka, T. J., and Medley, B. (2021). High-spatial-resolution

mass rates from GRACE and GRACE-FO: Global and ice sheet analyses. Journal of

Geophysical Research: Solid Earth, 126(12):e2021JB023024.

Loomis, B. D., Rachlin, K. E., and Luthcke, S. B. (2019b). Improved earth oblateness rate

reveals increased ice sheet losses and mass-driven sea level rise. Geophysical Research

Letters, 46(12):6910–6917.

Loomis, B. D., Rachlin, K. E., Wiese, D. N., Landerer, F. W., and Luthcke, S. B. (2020).

Replacing GRACE/GRACE-FO with satellite laser ranging: Impacts on Antarctic ice

sheet mass change. Geophysical Research Letters, 47(3):e2019GL085488.

Luthcke, S. B., Arendt, A. A., Rowlands, D. D., McCarthy, J. J., and Larsen, C. F.

(2008). Recent glacier mass changes in the Gulf of Alaska region from GRACE mascon

solutions. Journal of Glaciology, 54(188):767–777.

Luthcke, S. B., Rowlands, D. D., Lemoine, F. G., Klosko, S. M., Chinn, D., and Mc-

Carthy, J. J. (2006a). Monthly spherical harmonic gravity field solutions determined

from GRACE inter-satellite range-rate data alone. Geophysical Research Letters, 33(2).

Luthcke, S. B., Sabaka, T. J., Loomis, B., Arendt, A. A., McCarthy, J. J., and Camp, J.

(2013). Antarctica, Greenland and Gulf of Alaska land-ice evolution from an iterated

GRACE global mascon solution. Journal of Glaciology, 59(216):613–631.

Luthcke, S. B., Zwally, H. J., Abdalati, W., Rowlands, D., Ray, R., Nerem, R., Lemoine,

F., McCarthy, J., and Chinn, D. (2006b). Recent Greenland ice mass loss by drainage

system from satellite gravity observations. Science, 314(5803):1286–1289.

Lyard, F., Lefevre, F., Letellier, T., and Francis, O. (2006). Modelling the global ocean

tides: modern insights from FES2004. Ocean Dynamics, 56:394–415.

Lyard, F. H., Allain, D. J., Cancet, M., Carrère, L., and Picot, N. (2021). FES2014 global

ocean tide atlas: design and performance. Ocean Science, 17(3):615–649.

Lyman, J. M., Willis, J. K., and Johnson, G. C. (2006). Recent cooling of the upper ocean.

Geophysical Research Letters, 33(18).

MacGregor, J. A., Colgan, W. T., Fahnestock, M. A., Morlighem, M., Catania, G. A.,

Paden, J. D., and Gogineni, S. P. (2016). Holocene deceleration of the Greenland ice

sheet. Science, 351(6273):590–593.



BIBLIOGRAPHY 235
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