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Abstract. We obtain necessary and sufficient conditions for the finiteness of certain moment functions of the random variable $T_0^-$, which is the first passage time of a Lévy process $(X_t)_{t \geq 0}$ below zero, and the position $X_{T_0^-}$ of the process at this time. Our results generalize classical results of Rogozin and Bertoin on the regularity of $X$, and extend earlier results of Blumenthal and Getoor on the regularity index.
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1. Introduction. There is a long and distinguished history concerning regularity of a real-valued Lévy process $(X_t)_{t \geq 0}$, $X_0 = 0$, with significant contributions by Shtatland, Rogozin, and Bertoin. Let

$$T_0^- := \inf\{t > 0 : X_t < 0\}.$$

We say 0 is regular for $(-\infty, 0)$ at 0 if $P(T_0^- = 0) = 1$. If this is not the case, then $P(T_0^- = 0) = 0$ by the Blumenthal zero–one law, and we say that 0 is irregular for $(-\infty, 0)$. Rogozin [17] showed that

$$0 \text{ is irregular for } (-\infty, 0) \text{ if and only if } \int_0^1 t^{-1} P(X_t \leq 0) \, dt < \infty. \quad (1.1)$$

Statement (1.1) is equivalent to having $T_0^- > 0$ almost surely (a.s.). Bertoin [3] replaced the integral condition in (1.1) with a more accessible integral condition on the Lévy measure of $X$. The behavior can be delineated as follows. When $X \in bv$ ($X$ is of bounded variation), then $\lim_{t \downarrow 0} X_t/t = d_X$ a.s., where $d_X$ is the drift of $X$ (see [20]). Thus when $X \in bv$ and $d_X < 0$, 0 is regular for $(-\infty, 0)$, while $d_X > 0$ implies that 0 is irregular for $(-\infty, 0)$. When $X \notin bv$, Shtatland and Rogozin (see [20], [18], and [17]) established that $\limsup_{t \downarrow 0} X_t/t = -\liminf_{t \downarrow 0} X_t/t = +\infty$ a.s., so 0 is regular for $(-\infty, 0)$ in this case.

That leaves the case $X \in bv$ with drift $d_X = 0$ to consider. Assuming this, Bertoin showed (see [3, Theorems 1 and 2]) that

$$0 \text{ is irregular for } (-\infty, 0) \text{ if and only if } \int_0^1 \frac{\Pi^-(x)}{\Pi^+(y)} \, d\left(\frac{x}{\int_0^x \frac{\Pi^-(y)}{\Pi^+(y)} \, dy}\right) < \infty \quad (1.2)$$

if and only if $\lim_{t \downarrow 0} \frac{X_t^{(-)}}{X_t^{(+)}} = 0$ a.s.
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where $X_t^{(\pm)} = \sum_{0 < s \leq t} \Delta X^\pm_s$ and $\Delta X^\pm$ are the positive and negative jumps of $X$, and $\Pi^\pm$ are the positive and negative tails of the Lévy measure of $X$ (see (2.1)) (and we reversed signs in Bertoin’s result). Each condition in (1.2) reflects in some way the dominance of the positive part of $X$, or of its Lévy measure, over the negative part.

Herein we develop more general equivalences which can be thought of as characterizing a generalized kind of regularity, related to the finiteness of certain moment functions of $T_u^{-}$. These conditions involve the convergence or divergence of generalized versions of the integrals in (1.1) and (1.2) (Theorem 2.1). This analysis leads naturally to defining and characterizing a generalized version of one of the Blumenthal–Getoor [7] indices involving moments of $|X_{T_u^-}|$ (Theorem 2.2).

Rogozin’s proof is by random walk approximations and appealing to random walk renewal results of Spitzer [21]. Bertoin’s proof is by translating a large-time random walk result of Erickson [12] to the small-time Lévy situation, requiring at certain points some quite intricate calculations. Our aim is to give a proof of the equivalence of the convergences of the integrals in (1.1) and (1.2) by direct estimation of probabilities. This approach allows substantial generalization along the lines indicated.

2. Main results. Let $X = (X_t)_{t \geq 0}$ be a real valued, right continuous Lévy process with $X_0 = 0$, having canonical triplet $(\gamma \in \mathbb{R}, \sigma^2 \geq 0, \Pi)$, thus with characteristic function $E e^{i\theta X_t} = e^{t \Psi(\theta)}, \ t \geq 0$, where

$$\Psi(\theta) := i\theta\gamma - \frac{1}{2}\sigma^2 \theta^2 + \int_{\mathbb{R}_+} (e^{i\theta x} - 1 - i\theta x 1_{\{|x| \leq 1\}}) \Pi(dx), \quad \theta \in \mathbb{R};$$

$\Pi$ is a Lévy measure on $\mathbb{R}_+ := \mathbb{R} \setminus \{0\}$ with positive, negative, and two-sided tails

$$\Pi^+(x) := \Pi((x, \infty)), \quad \Pi^-(x) := \Pi((-\infty, -x]),$$

and $\Pi(x) := \Pi^+(x) + \Pi^-(x)$,

for $x > 0$. Define truncated mean functions for $x > 0$ by

$$\nu(x) := \gamma - \int_{x < |y| \leq 1} y \Pi(dy)$$

and

$$A(x) := \gamma + (\Pi^+(1) - \Pi^-(1)) - \int_x^1 (\Pi^+(y) - \Pi^-(y)) \, dy,$$

and truncated second moment functions by

$$V(x) := \sigma^2 + \int_{|y| \leq x} y^2 \Pi(dy) \quad \text{and} \quad U(x) := \sigma^2 + 2 \int_0^x y \Pi(y) \, dy.$$ 

The functions $\nu(x)$ and $V(x)$ are right continuous, and $A(x)$ and $U(x)$ are continuous functions, on $(0, \infty)$. Integrating by parts gives the connections

$$A(x) := \nu(x) + x(\Pi^+(x) - \Pi^-(x)) \quad \text{and} \quad U(x) = V(x) + x^2 \Pi(x).$$

1For alternative proofs of Shtubland and Bertoin’s results using Vigon’s [22] identities see Doney [10]. See [16] for a recent proof of the Pecherskii–Rogozin identity and related ideas.
The function $A(x)$ is important for characterizing when $\lim_{t \to 0} P(X_t \leq 0) = 0$ (see [9] and our section 4).

We assume throughout that

$$\Pi(R_+) = \infty.$$  

When $\Pi(R_+) < \infty$, $X$ is a compound Poisson process and 0 is irregular for $(-\infty, 0)$ if and only if $X$ has drift $d_X > 0$, so we eliminate this case. Since we are only concerned with local behavior, there is no loss of generality in assuming also that $\Pi$ attributes positive mass only to a neighborhood of 0.

Introduce a class of functions $f : (0, \infty) \to (0, \infty)$ which are nonincreasing and satisfy the following kinds of dominated variation conditions: there exist $c_\pm > 0$, $x_0 > 0$, $\alpha \in [0, 1)$, and $\beta > 0$ such that

$$f(x\lambda) \leq c_+ \lambda^{-\alpha} \quad \text{for all } 0 < \lambda \leq 1 \text{ and } 0 < x \leq x_0,$$

and

$$0 < f(0+) < \infty \quad \text{or} \quad \frac{f(x\lambda)}{f(x)} \geq c_- \lambda^{-\beta} \quad \text{for all } 0 < \lambda \leq 1 \text{ and } 0 < x \leq x_0.$$  

(Throughout, $x_0$ will be a small positive number. We may take $x_0$ to be the same in (2.7) and (2.8), and in other situations in what follows. Its existence may be part of the condition, e.g., (2.11).) Note that $f(0+) > 0$, and we may have $f(0+) = \infty$.

When $f$ is regularly varying at 0 with index $-\eta$, $0 < \eta < 1$, the uniform bounds in (2.7) and (2.8) hold with $\alpha = \eta + \delta$ and $\beta = \eta - \delta$ for all $\delta \in (0, \eta)$ (by the Potter bounds; see [6, p. 25]). For more general dominated variation conditions, see [6, p. 73].

For part of the proof we need the additional condition that $f$ can be represented as the Laplace–Stieltjes transform

$$f(x) = \int_0^\infty e^{-px} \mu(dp), \quad x > 0,$$

of a not necessarily finite nonnegative measure $\mu(\cdot)$ on $(0, \infty)$ with $\mu(0) = 0$; equivalently, by a version of Bernstein’s theorem [13, XIII, section 4], $f$ is completely monotone.

An important special case which satisfies (2.7)–(2.9) is $f(x) = x^{-\alpha}$, $0 < \alpha < 1$, $x > 0$. In this case $\mu(dp) = p^{\alpha-1} dp / \Gamma(\alpha)$, $p > 0$. Another important special case is when the function $f \equiv 1$ satisfies (2.7) and (2.8). For another regularly varying example take the function $f(x) = x^{-\eta} |\ln x| I_{0 < x \leq 1}$ on $(0, \infty)$, which is completely monotone, being the product of two completely monotone functions, and hence satisfies (2.7)–(2.9) when $0 < \eta < 1$.

We can now state our first main result. Let $\Pi^-(dx) = -\Pi(dx)$, $x > 0$, be the restriction of $\Pi$ to $(-\infty, 0)$. Recall that (2.6) is assumed throughout.

**Theorem 2.1.** Assume (2.6) is fulfilled. Suppose $f$ is a nonincreasing function satisfying (2.7) and (2.8). Then the following two conditions are equivalent:

(i)  

$$\int_0^1 t^{-1} f(t) P(X_t \leq 0) \, dt < \infty;$$  

(ii)  

$$\lim_{t \to 0} t^{1-\alpha} f(t) P(X_t \leq 0) < \infty;$$  

$$\lim_{t \to 0} t^{1-\alpha} f(t) P(X_t \leq 0) = 0.$$  
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(2.11)\[\begin{align*}
\sigma^2 &= 0, \ A(x) > 0 \text{ for all } x \in (0, x_0), \\
\text{and } \int_{(0,x_0)} \left( \frac{x}{A(x)} \right) f \left( \frac{x}{A(x)} \right) \Pi^{(-)}(dx) < \infty.
\end{align*}\]

Either of (2.10) or (2.11) implies \( \lim_{t \downarrow 0} P(X_t \leq 0) = 0 \) as well as \( X \in \text{bv} \), and if (2.11) holds, it holds with \( f \equiv 1 \).

Suppose, in addition, that \( f \) satisfies (2.9) and that \( \int_1^\infty t^{-1} f(t) \, dt \) is finite. Then (2.10) and (2.11) are each equivalent to

(2.12)\[\begin{align*}
\text{(i) } & T_0^- > 0 \text{ a.s., when } f(0+) < \infty; \\
\text{(ii) } & E f(T_0^-) < \infty \text{ a.s., when } f(0+) = \infty.
\end{align*}\]

Remarks. The case \( f \equiv 1 \) in Theorem 2.1 recovers the equivalences in (1.1), (1.2) (convergence of the integral in (1.2) is equivalent to convergence of the integral in (2.11) when \( f \equiv 1 \); see Lemma 4.7). So we have an alternative proof of Rogozin’s (and Bertoin’s) original results in this case.

The case \( f(x) = x^{-\alpha}, \ 0 \leq \alpha < 1, \ x > 0 \ (f \equiv 1 \text{ when } \alpha = 0) \) requires no side conditions and gives a neat generalization of Rogozin and Bertoin’s results. Note that \( \lim_{x \downarrow 0} A(x)/x = \infty \) when \( \lim_{t \downarrow 0} P(X_t \leq 0) = 0 \) and (2.6) holds; see (4.6) below.

Corollary 2.1. Suppose \( 0 \leq \alpha < 1 \). Then the following statements are equivalent:

(i) \[\begin{align*}
\int_0^1 t^{1-\alpha} P(X_t \leq 0) \, dt < \infty;
\end{align*}\]

(ii) \( \sigma^2 = 0, \ A(x) \) is positive for all \( x \in (0, x_0) \) and

\[\begin{align*}
\int_{(0,x_0)} \left( \frac{x}{A(x)} \right)^{1-\alpha} \Pi^{(-)}(dx) < \infty;
\end{align*}\]

(iii) \( T_0^- > 0 \) a.s., when \( \alpha = 0; \ E \left( \frac{1}{(T_0^-)^{\alpha}} \right) < \infty \) when \( 0 < \alpha < 1 \).

Theorem 2.1 deals with the time of passage of the process below zero. In the next theorem we consider the position of the process at its first passage below zero. When \( f(0+) = \infty \) and \( E f(|X_{T_0^-}|) < \infty \), we understand that \( T_0^- > 0 \) a.s.

Theorem 2.2. Let \( X \in \text{bv} \) with drift \( dX = 0 \). Suppose \( f \) is nonincreasing on \((0, \infty)\) with \( f(0+) = \infty \) and \( X \) satisfies \( E f(|X_{T_0^-}|) < \infty \). Then

\[\begin{align*}
\int_{(0,1)} \frac{x f(x) \Pi^{(-)}(dx)}{\int_0^x \Pi^{(y)}(dy)} < \infty.
\end{align*}\]

Conversely, if

\[\begin{align*}
\int_0^1 \Pi^{(-)}(x)f(x) \, dx \left( \frac{x}{\int_0^x \Pi^{(y)}(dy)} \right) < \infty,
\end{align*}\]

then \( E f(|X_{T_0^-}|) < \infty \).
Remark. The two integrals in Theorem 2.2 converge or diverge together under very general conditions but have different convergence behavior compared to the integral in Theorem 2.1, in general. The conditions in either theorem imply \( \lim_{x \to 0} A(x)/x = \infty \), and convergence of either integral in Theorem 2.2 implies (2.11). When \( f(t) = t^{-\alpha} \), 0 < \( \alpha < 1 \), Theorem 2.2 gives easily checked conditions for the finiteness of \( E(|X_{T_0}^-|^{-\alpha}) \), a quantity introduced by Blumenthal and Getoor [7, p. 501] when studying the local behavior of Lévy processes. Blumenthal and Getoor [7, p. 501] give a sufficient\(^2\) but not very explicit condition for the finiteness of \( E(|X_{T_0}^-|^{-\alpha}) \). The following example illustrates the difference between the integrals in Theorem 2.2 and the integral in (2.10).

Example 1. Sato [19, Theorem 47.6] uses stable processes to give examples of situations with \( T_0^- = 0 \) a.s. or \( T_0^- > 0 \) a.s. (interchange +/- in Sato’s theorem). Here we give examples of the convergences or otherwise of the moments in Theorems 2.1 and 2.2, using the canonical measure directly.

Let \( X \) be a Lévy process of bounded variation with drift \( d_X = 0 \), and Lévy measure satisfying, for small \( x > 0 \), \( \Pi^-(x) = \beta x^{-1}(\ln x)^{-\beta-1} \), where \( \beta > 0 \), and \( \Pi(\cdot)(dx) = 2x^{\alpha-2}(\ln x)^{-2}dx \), when \( 0 \leq \alpha < 1 \). The possible behaviors are as follows:

(i) When \( \alpha = 0 \): \( A(x) > 0 \) for small \( x > 0 \) and the integral in (2.11) with \( f \equiv 1 \) converges for \( 0 < \beta < 1 \); \( A(x) < 0 \) for small \( x > 0 \) when \( \beta > 1 \). Thus \( T_0^- > 0 \) a.s. for \( 0 < \beta < 1 \) and \( T_0^- = 0 \) a.s. for \( \beta \geq 1 \).

(ii) When \( 0 < \alpha < 1 \); the integral in (2.11) with \( f \equiv 1 \) converges for all \( \beta > 0 \) so \( T_0^- > 0 \) a.s. As will be seen in Lemma 4.7, when (2.11) holds and \( d_X = 0 \), we have \( A_-(x) = o(A_+(x)) \) and \( A(x) \sim A_+(x) \) as \( x \downarrow 0 \). Thus \( A(x) \sim (\ln x)^{-\beta} \) as \( x \downarrow 0 \), so the integral in (2.11) with \( f(x) = x^{-\alpha} \) converges when \( 0 < \beta(1-\alpha) < 1 \) and diverges when \( \beta(1-\alpha) > 1 \). Both integrals in Theorem 2.2 with \( f(x) = x^{-\alpha} \) converge when \( 0 < \beta < 1 \) and diverge when \( \beta \geq 1 \). So when \( 0 < \alpha < 1 \) we have

\[
E\left( \frac{1}{(T_0^-)^\alpha} \right) < \infty > E\left( \frac{1}{|X_{T_0^-}|^\alpha} \right) \quad \text{for} \quad 0 < \beta < 1; \\
E\left( \frac{1}{(T_0^-)^\alpha} \right) < \infty = E\left( \frac{1}{|X_{T_0^-}|^\alpha} \right) \quad \text{for} \quad 1 \leq \beta < \frac{1}{1-\alpha}; \\
E\left( \frac{1}{(T_0^-)^\alpha} \right) = \infty = E\left( \frac{1}{|X_{T_0^-}|^\alpha} \right) \quad \text{for} \quad \beta \geq \frac{1}{1-\alpha}.
\]

When \( X \in bv \), we can define the integrals

\[
(2.13) \quad A_\pm(x) = \int_0^x \Pi^\pm(y) dy = x \int_0^1 \Pi^\pm(xy) dy, \quad x \geq 0.
\]

In Example 1, when \( 0 < \alpha < 1 \), \( A(x) \sim A_+(x) = (\ln x)^{-\beta} \) as \( x \downarrow 0 \), and the intuition is as \( \beta \) decreases in magnitude, so \( A_+(x) \) becomes larger near 0, \( X_t \) becomes “more positive” near 0, and \( T_0^- \) and \( |X_{T_0^-}| \) become larger, though not at the same rate. This suggests that the magnitudes of \( T_0^- \) and \( |X_{T_0^-}| \) might be measured in some way by the magnitude of \( A_+ \), or the relative magnitudes of \( A_+ \) and \( A_- \); but we do not explore this further here.

\(^2\)Blumenthal and Getoor gave no necessary condition. The problem seems not to have been further addressed since their time. For recent results concerning the Blumenthal and Getoor indices, see, e.g., [5], [1], [15].
In what follows, we present some preliminaries concerning a compound Poisson approximation to \( X \) in section 3, then give preliminary proofs in section 4. These are then extended to the proof of Theorem 2.1 and some other results in section 5. The proof of Theorem 2.2 will be given elsewhere.

3. Preliminary notation and lemma. Denote the jump process of \( X \) by \((\Delta X_t)_{t \geq 0}\), where \( \Delta X_t = X_t - X_{t-} \), \( t > 0 \), with \( \Delta X_0 = 0 \). Let \( \Delta X_t^+ = \max(0, \Delta X_t) \) and \( \Delta X_t^- = \Delta X_t^+ - \Delta X_t \), \( t > 0 \). Recall that \( X \) is of bounded variation \( (X \in bv) \) if \( \sum_{0 < s \leq t} |\Delta X_s| < \infty \) a.s. for all \( t > 0 \) or, equivalently, if \( \sigma^2 = 0 \) and \( \int_{|x| \leq 1} |x| \Pi(dx) < \infty \). When \( X \in bv \), then \( \nu(0+) = \gamma - \int_{0<|x|\leq 1} x \Pi(dx) \), the drift of \( X \) (recall the definition of \( \nu(\cdot) \) in (2.2)).

The Ito decomposition [19, Theorem 19.2] can be written in the form

\[
(3.1) \quad X_t = t\nu(h) + \sigma Z_t + X_t^{(S,h)} + X_t^{(B,h)}, \quad t \geq 0, \quad h > 0.
\]

Here \( X_t^{(S,h)} \) is a compensated sum of jumps less than or equal to \( h \) in modulus:

\[
(3.2) \quad X_t^{(S,h)} = \text{a.s. lim}_{\varepsilon \downarrow 0} \left( \sum_{0 < s \leq t} \Delta X_s \mathbf{1}_{\{\varepsilon < |\Delta X_s| \leq h\}} - t \int_{\varepsilon < |x| \leq h} x \Pi(dx) \right),
\]

and \( X_t^{(B,h)} \) is a sum of jumps greater than \( h \) in modulus:

\[
X_t^{(B,h)} := \sum_{0 < s \leq t} \Delta X_s \mathbf{1}_{\{|\Delta X_s| > h\}}, \quad t \geq 0.
\]

The process \((Z_t)_{t \geq 0}\) in (3.1) is a standard Brownian motion. All three processes \((Z_t)_{t \geq 0}\), \((X_t^{(S,h)})_{t \geq 0}\) and \((X_t^{(B,h)})_{t \geq 0}\) are independent of one another. As shown by Sato, convergence in (3.2) is a.s., uniform on compact intervals of \( t \).

When \( h = 1 \) in (3.1), we can write \( X_t \) as

\[
(3.3) \quad X_t = t\gamma + \sigma Z_t + X_t^{(J)}, \quad t \geq 0,
\]

where now \((X_t^{(J)})_{t \geq 0}\) is the jump process of \( X \). It satisfies

\[
(3.4) \quad X_t^{(J)} = X_t^{(S,1)} + X_t^{(B,1)} = \text{a.s. lim}_{\varepsilon \downarrow 0} X_t(\varepsilon),
\]

with

\[
(3.5) \quad X_t(\varepsilon) := \sum_{0 < s \leq t} \Delta X_s \mathbf{1}_{\{|\Delta X_s| > \varepsilon\}} - t \int_{\varepsilon < |x| \leq 1} x \Pi(dx), \quad t \geq 0.
\]

We construct a compound Poisson process approximation to \( X \) in a standard way. Choose \( \varepsilon \in (0, 1) \) such that \( \Pi(\varepsilon) > 0 \). Let \( N_t(\varepsilon) \) be the Poisson number of jumps \( \Delta X \) exceeding \( \varepsilon \) in modulus up until time \( t \), with \( E N_t(\varepsilon) = t\Pi(\varepsilon) \). Let \( J_i(\varepsilon) \) denote the magnitudes of those jumps, \( i = 1, 2, \ldots \). The sequence \((J_i(\varepsilon))_{i \geq 1}\) is a sequence of independent identically distributed random variables, independent of \((N_t(\varepsilon))_{t > 0}\), each with distribution

\[
(3.6) \quad \frac{\Pi(dx) \mathbf{1}_{\{|x| \geq \varepsilon\}}}{\Pi(\varepsilon)}, \quad x \in \mathbb{R}.
\]
Then (3.5) can be written in the form

\[
X_t(\varepsilon) = \sum_{i=1}^{N_t(\varepsilon)} J_i(\varepsilon) - t \int_{|x| \leq 1} x \Pi(dx), \quad t \geq 0. 
\]

(3.7)

(Set \( N_0(\varepsilon) \equiv 0 \) and \( \sum_{i=1}^{0} = 0 \)). The identity (3.4) expresses the jump process of \( X \) as a limit of compensated compound Poisson processes. It yields the following assertion.

**Lemma 3.1.** Under (2.6) we have, for each \( t > 0 \),

\[
P(X_t \leq 0) = \lim_{\varepsilon \downarrow 0} P\left( \sigma Z_t + \sum_{i=1}^{N_t(\varepsilon)} J_i(\varepsilon) + \frac{(N_t(\varepsilon) - 1)\mu(\varepsilon)}{\Pi(\varepsilon)} \leq 0, N_t(\varepsilon) \geq 1 \right).
\]

(3.8)

**Proof of Lemma 3.1.**

\( t > 0 \) fixed, and write

\[
P(X_t \leq 0) = \lim_{\varepsilon \downarrow 0} P\left( t \gamma + \sigma Z_t + \sum_{i=1}^{N_t(\varepsilon)} J_i(\varepsilon) - t \int_{|x| \leq 1} x \Pi(dx) \leq 0 \right), \quad x \in \mathbb{R},
\]

(3.9)

as follows from (3.3)–(3.7), and note that, by (2.2), for \( 0 < \varepsilon < 1 \),

\[
R_t(\varepsilon) := \frac{N_t(\varepsilon)\mu(\varepsilon)}{\Pi(\varepsilon)} - t \gamma + t \int_{|x| \leq 1} x \Pi(dx)
\]

\[
= \left( \frac{t \Pi(\varepsilon) - N_t(\varepsilon)}{\Pi(\varepsilon)} \right) \int_{|x| \leq 1} x \Pi(dx) + \gamma \left( \frac{N_t(\varepsilon)}{\Pi(\varepsilon)} - t \right)
\]

(3.10)

\[= O_P(\Pi^{-1/2}(\varepsilon)) \int_{|x| \leq 1} x \Pi(dx) + o_P(1).\]

The last estimate follows since \( \lim_{\varepsilon \downarrow 0} \Pi(\varepsilon) = \infty \) (by (2.6)) and \( N_t(\varepsilon) \sim \text{Poiss}(t \Pi(\varepsilon)) \) imply that \((t \Pi(\varepsilon) - N_t(\varepsilon))/\sqrt{t \Pi(\varepsilon)}\) is asymptotically standard normal as \( \varepsilon \downarrow 0 \). For \( 0 < \varepsilon < \eta < 1 \), the Cauchy–Schwarz inequality yields

\[
\left| \int_{|x| \leq \eta} x \Pi(dx) \right| \leq \left( \int_{|x| \leq \eta} x^2 \Pi(dx) + \Pi(\eta) \right)^{1/2}
\]

\[
\leq \sqrt{\Pi(\varepsilon)} \sqrt{\int_{0 < |x| \leq \eta} x^2 \Pi(dx) + \Pi(\eta)}.
\]

Divide by \( \sqrt{\Pi(\varepsilon)} \), then let \( \varepsilon \downarrow 0 \) followed by \( \eta \downarrow 0 \), to see that

\[
\lim_{\varepsilon \downarrow 0} \frac{1}{\sqrt{\Pi(\varepsilon)}} \int_{|x| \leq 1} x \Pi(dx) = 0,
\]

(3.11)

and so the right-hand side of (3.10) is \( o_P(1) \). Thus we deduce that \( R_t(\varepsilon) \overset{P}{\rightarrow} 0 \) as \( \varepsilon \downarrow 0 \).

Now by (3.9) and (3.10), \( P(X_t < 0) = \lim_{\varepsilon \downarrow 0} P(X_t < 0) \) is bounded from above by

\[
\liminf_{\varepsilon \downarrow 0} P\left( \sigma Z_t + \sum_{i=1}^{N_t(\varepsilon)} J_i(\varepsilon) + \frac{N_t(\varepsilon)\mu(\varepsilon)}{\Pi(\varepsilon)} \leq 0 \right) + \limsup_{\delta \downarrow 0} \liminf_{\varepsilon \downarrow 0} P(R_t(\varepsilon) > \delta).
\]

(3.12)
The second term is 0 since $R_t(\varepsilon) \xrightarrow{P} 0$ as $\varepsilon \downarrow 0$. On the other hand, $P(X_t \leq 0) = \lim_{\varepsilon \downarrow 0} P(X_t \leq \varepsilon)$ is bounded from below by

$$
\limsup_{\varepsilon \downarrow 0} \left( \sigma Z_t + N_1(\varepsilon) \int_0^t \frac{N_t(\varepsilon) \nu(\varepsilon)}{\Pi(\varepsilon)} - \int_0^t \frac{R_t(\varepsilon)}{\Pi(\varepsilon)} \right) \leq 0 - \limsup_{\varepsilon \downarrow 0} P(R_t(\varepsilon) < -\delta).
$$

Again the second term is equal to 0; $X$ is not compound Poisson, so $P(X_t = x) = 0$ for $t > 0$ and $x \in \mathbb{R}$ [19, Theorem 27.4], thus $P(X_t < 0) = P(X_t \leq 0)$, and (3.12) and (3.13) together give (3.8) since, by (3.11), $\nu(\varepsilon) = o(\Pi(\varepsilon))$, and $P(N_t(\varepsilon) = 0) = e^{-t\Pi(\varepsilon)} \rightarrow 0$ as $\varepsilon \downarrow 0$.

4. Preliminary results. In this section we derive the machinery needed for proving the results in section 1. Crucial in our approach are equivalences of [9] for $\lim_{t \downarrow 0} P(X_t \leq 0) = 0$ and a result of [4, Theorem 2], giving that

$$
\lim_{t \downarrow 0} P(X_t \leq 0) = 0 \text{ if and only if } \lim_{t \downarrow 0} t^{-1} \int_0^t P(X_s \leq 0) \, ds = 0.
$$

We also draw on methods of [14], where a variety of general renewal theorems for random walks is given.

**Lemma 4.1.** Assume the integral in (1.1) converges. Then $\sigma^2 = 0$ and

$$
\lim_{t \downarrow 0} P(X_t \leq 0) = 0.
$$

Conversely, (4.2) implies $\sigma^2 = 0$.

**Proof of Lemma 4.1.** The integral in (1.1) cannot converge, nor can (4.2) hold, if $\sigma^2 > 0$, because then $X_t/\sqrt{t}$ converges in distribution to a normal random variable with mean 0 as $t \downarrow 0$, and hence $\lim_{t \downarrow 0} P(X_t \leq 0) = 1/2$. So we can eliminate this possibility. Assuming convergence of the integral in (1.1), write, for $0 < t < 1$,

$$
t^{-1} \int_0^t P(X_s \leq 0) \, ds \leq \int_0^t s^{-1} P(X_s \leq 0) \, ds \rightarrow 0 \quad \text{as } t \downarrow 0,
$$

and apply (4.1) to get (4.2). Lemma 4.1 is proved.

When (4.2) holds, results of [9] are applicable. We list those we need. Assume (4.2) holds, so $\sigma^2 = 0$, and assume that $\Pi^-(0+) > 0$. Then Theorem 1.1 of [9] gives that the function $A(x)$ in (2.3) is positive for all small $x$, $0 < x \leq x_0$, and

$$
\lim_{x \downarrow 0} \frac{A(x)}{x \Pi^-(x)} = \infty.
$$

When $\Pi^-(0+) = 0$, (4.2) implies that $X$ is a subordinator (possibly with a drift) and $A(x) \geq 0$ for all small $x > 0$ [9, Remark 1]. In this case we can write

$$
A(x) := d_x + \int_0^x \Pi^+(y) \, dy,
$$

where $d_x \geq 0$. Conversely, (4.3) when $\Pi^-(0+) > 0$ or $A(x) \geq 0$ for all small $x > 0$ when $\Pi^-(0+) = 0$ implies (4.2).
In view of (2.6) we can assume \( x_0 \) so small that \( \overline{\Pi}(x) > 0 \) for \( 0 < x \leq x_0 \). Further, when (4.2) holds, we have by Lemma 2.1 of [9] \(^3\)

\[
(4.5) \quad x^2 \overline{\Pi}(x) \leq U(x) \leq 3xA(x) \quad \text{for} \quad 0 < x \leq x_0
\]

(recall (2.4)). Since (2.6) is always in force, (4.5) implies that

\[
(4.6) \quad \lim_{x \downarrow 0} \frac{A(x)}{x} = \infty
\]

and (hence) that \( A(x) \) is positive for all small \( x, \ 0 < x \leq x_0 \). Another useful result is the following.

**Lemma 4.2.** Suppose (4.5) holds. Then \( 0 < y \leq x \leq x_0 \) implies

\[
(4.7) \quad \frac{4A(y)}{y} \geq \frac{A(x)}{x}.
\]

**Proof of Lemma 4.2.** For \( 0 < y \leq x \leq x_0 \) and \( c > 0 \)

\[
xA(y) - cyA(x) = xA(y) - cyA(y) - cy \int_y^x (\overline{\Pi}^+(z) - \overline{\Pi}^-(z)) \, dz
\]

\[
\geq yA(y) + (x - y)A(y) - cyA(y) - cy(x - y)\overline{\Pi}^+(y)
\]

\[
= (1 - c)yA(y) + (x - y)\overline{\Pi}^+(y).
\]

By (4.5), the last term is positive if \( c < 1/3 \). Lemma 4.2 is proved.

**Lemma 4.3.** Assume (4.6) holds and choose \( \delta > 0 \). Let \( b(0) = 0 \), and, for \( t > 0 \), define

\[
(4.8) \quad b(t) = b(t, \delta) := \inf \left\{ 0 < x \leq x_0 : \frac{A(x)}{x} \leq \frac{\delta}{t} \right\}.
\]

Then \( b(t) \) satisfies \( 0 < b(t) \leq x_0 \) for all \( t > 0 \) with \( \lim_{t \downarrow 0} b(t) = 0 \). Also \( b(t) \) is left-continuous and strictly increasing in \( t \) and satisfies

\[
(4.9) \quad \frac{tA(b(t))}{b(t)} = \delta, \quad t > 0.
\]

The function \( b(\cdot) \) has a unique inverse \( b^{-1}(x) := \inf \{ y : b(y) \geq x \} \) which is nondecreasing and continuous for \( x > 0 \). Together, \( b(\cdot) \) and \( b^{-1}(\cdot) \) satisfy

\[
(4.10) \quad b(b^{-1}(x)) \leq x \leq b(b^{-1}(x) +), \quad b(t) \leq x
\]

\[ \Rightarrow \quad t \leq b^{-1}(x), \quad t < b^{-1}(x) \Rightarrow b(t) < x. \]

Assume in addition that (4.7) holds. Then

\[
(4.11) \quad \frac{\delta x}{A(x)} \leq b^{-1}(x) \leq \frac{4\delta x}{A(x)} \quad \text{for} \quad 0 < x \leq x_0.
\]

\(^3\)Doney’s lemma is proved under assumption (4.3), but his proof works equally well when \( \Pi^-(0^+) = 0 \).
Proof of Lemma 4.3. The assumption \( \lim_{x \downarrow 0} A(x)/x = \infty \) ensures that \( b(\cdot) \) is well defined, and has the properties specified. The relation (4.9) is satisfied since \( A(\cdot) \) is continuous. Relations (4.10) is also easily verified.

To prove (4.11), assume (4.7) and note from the definition of \( b(\cdot) \) that \( A(y)/y \geq \delta/t \) for any \( y \leq b(t) \). Choose \( x > 0 \). Then for any \( \eta > 0 \), \( x \leq b(b^{+}(x)+\eta) \) by (4.10), so

\[
\frac{A(x)}{x} \geq \frac{\delta}{b^{+}(x)+\eta}.
\]

Letting \( \eta \downarrow 0 \) gives the first inequality in (4.11). For the second one, use

\[
\frac{\delta}{b^{+}(x)} = \frac{A(b(b^{+}(x)))}{b(b^{+}(x))} \geq \frac{A(x)}{4x},
\]

which follows from (4.7) since (4.9) holds and \( b(b^{+}(x)) \leq x \). Lemma 4.3 is proved.

We will often use the abbreviation

\[
(4.12) \quad b_{n}(\varepsilon) := b\left(\frac{n}{\Pi(\varepsilon)}\right)
\]

whenever \( \varepsilon > 0 \), \( n \geq 1 \), \( \Pi(\varepsilon) > 0 \).

Lemma 4.4. Assume (4.6) and (using Lemma 4.3) define \( b(t) \in (0, x_{0}] \) by (4.8) with \( \delta > 0 \), and define \( b_{n}(\varepsilon) \in (0, x_{0}] \) by (4.12). Then for all \( \eta > 0 \) and \( t > 0 \)

\[
(4.13) \quad \liminf_{\varepsilon \downarrow 0} \sum_{1 \leq n \leq (1+\eta)t\Pi(\varepsilon)} nP(N_{t}(\varepsilon) = n)P(J_{1}(\varepsilon) \leq -b_{n}(\varepsilon)) \geq t\Pi^{-}(b((1+\eta)t)).
\]

Proof of Lemma 4.4. Choose \( \eta > 0 \) and \( t > 0 \), and then choose \( \varepsilon \in (0, b((1+\eta)t)) \) so small that \( t\Pi(\varepsilon) > 1 \). Let \( n \in [1, (1+\eta)t\Pi(\varepsilon)] \), so \( b_{n}(\varepsilon) \leq b((1+\eta)t) \). From (3.6) calculate

\[
P(J_{1}(\varepsilon) \leq -b_{n}(\varepsilon)) = \frac{\Pi^{-}(b_{n}(\varepsilon) \vee \varepsilon) \Pi(\varepsilon)}{\Pi(\varepsilon)} \geq \frac{\Pi^{-}(b((1+\eta)t))}{\Pi(\varepsilon)}.
\]

Then the sum on the left-hand side of (4.13) is not less than

\[
\frac{\Pi^{-}(b((1+\eta)t))}{\Pi(\varepsilon)} \sum_{1 \leq n \leq (1+\eta)t\Pi(\varepsilon)} nP(N_{t}(\varepsilon) = n) = \frac{\Pi^{-}(b((1+\eta)t))}{\Pi(\varepsilon)} \sum_{1 \leq n \leq (1+\eta)t\Pi(\varepsilon)} nP(N_{t}(\varepsilon) = n) = \frac{\Pi^{-}(b((1+\eta)t))}{\Pi(\varepsilon)} \sum_{1 \leq n \leq (1+\eta)t\Pi(\varepsilon)} nP(N_{t}(\varepsilon) = n).
\]

Let \( \varepsilon \downarrow 0 \). Then \( N_{t}(\varepsilon)/\Pi(\varepsilon) \Rightarrow \frac{\Pi^{-}(b((1+\eta)t))}{\Pi(\varepsilon)} \Rightarrow 1 \), so by Fatou’s lemma, the expectation is greater than or equal to 1 in the limit. Hence (4.13) is fulfilled. Lemma 4.4 is proved.

Lemma 4.5. Assume (4.5) holds and (using Lemma 4.3) define \( b(t) \in (0, x_{0}] \) by (4.8) with \( 0 < \delta \leq 1/12 \). Then, for \( t \in (0, 1) \),

\[
(4.14) \quad 16P(X_{t} \leq 0) \geq t\Pi^{-}(b(t+)).
\]
Proof of Lemma 4.5. Assume (4.5) holds and fix \( t \in (0,1) \) and \( \varepsilon \in (0,1) \) throughout the proof. Denote the compound Poisson term in (3.8) by \( S_{N_t}(\varepsilon) \). Then by (3.8)

\[
2P(X_t \leq 0) = 2 \lim_{\varepsilon \downarrow 0} P \left( \sum\limits_{i=1}^{n} \sigma Z_i + S_{N_t}(\varepsilon) + \frac{(N_t(\varepsilon) - 1)\nu(\varepsilon)}{\Pi(\varepsilon)} \leq 0 \right)
\]

(4.15)

\[
\geq \liminf_{\varepsilon \downarrow 0} P \left( S_{N_t}(\varepsilon) + \frac{(N_t(\varepsilon) - 1)\nu(\varepsilon)}{\Pi(\varepsilon)} \leq 0, \varepsilon < b \left( \frac{N_t(\varepsilon)}{\Pi(\varepsilon)} \right) \right),
\]

where the inequality follows because \( Z_t \) is independent of the other random quantities, with \( P(Z_t \leq 0) = 1/2 \). Take \( \varepsilon \in (0,1) \) and define

\[
C(\varepsilon, t) := \{ n \geq 0 : \varepsilon < b_n(\varepsilon) \leq b(t) \}.
\]

Keeping \( n \in C(\varepsilon, t) \), so that \( 0 < \varepsilon < b_n(\varepsilon) \), set

\[
J_i^n(\varepsilon) = (J_i(\varepsilon) \lor (-b_n(\varepsilon)) \land b_n(\varepsilon)), \quad 1 \leq i \leq n.
\]

\((J_i^n(\varepsilon) \text{ need not be defined when } n \notin C(\varepsilon, t).)\) We proceed to replace \( \nu(\varepsilon)/\Pi(\varepsilon) \) in (4.15) by \(-EJ_i^n(\varepsilon) \). Recall the distribution of \( J_i(\varepsilon) \) in (3.6). It gives, for \( y > 0 \),

\[
P(J_1(\varepsilon) > y) = \frac{\Pi^+(\varepsilon)1_{y \leq \varepsilon} + \Pi^+(\varepsilon)1_{y > \varepsilon}}{\Pi(\varepsilon)},
\]

with the same for \( P(J_1(\varepsilon) < -y) \) but with \( \Pi^+ \) replaced by \( \Pi^- \). Write

\[
\Pi(\varepsilon)EJ_i^n(\varepsilon) = \Pi(\varepsilon) \int_0^{b_n(\varepsilon)} \left( P(J_1(\varepsilon) > y) - P(J_1(\varepsilon) < -y) \right) \, dy
\]

\[
= \varepsilon (\Pi^+(\varepsilon) - \Pi^-(\varepsilon)) + \int_\varepsilon^{b_n(\varepsilon)} (\Pi^+(y) - \Pi^-(y)) \, dy
\]

\[
= \varepsilon (\Pi^+(\varepsilon) - \Pi^-(\varepsilon)) + A(b_n(\varepsilon)) - A(\varepsilon) \quad \text{(by (2.3))}
\]

(4.16)

\[= A(b_n(\varepsilon)) - \nu(\varepsilon) \quad \text{(by (2.5))},\]

in which \( 0 < \varepsilon < b_n(\varepsilon) \leq b(t) \leq x_0 < 1 \). Thus

\[
(4.17) \quad \Pi(\varepsilon)EJ_i^n(\varepsilon) + \nu(\varepsilon) = A(b_n(\varepsilon)) = A \left( b \left( \frac{n}{\Pi(\varepsilon)} \right) \right) = \frac{\delta b(n/\Pi(\varepsilon))}{n/\Pi(\varepsilon)} \quad \text{(by (4.9))}.
\]

This leads to

\[
(n - 1) \left( EJ_i^n(\varepsilon) + \frac{\nu(\varepsilon)}{\Pi(\varepsilon)} \right) \leq \delta b \left( \frac{n}{\Pi(\varepsilon)} \right) = \delta b_n(\varepsilon).
\]

Returning to (4.15), we can now say that

\[
2P(X_t \leq 0) \geq \liminf_{\varepsilon \downarrow 0} \sum_{n \in C(\varepsilon, t)} P(N_t(\varepsilon) = n)P \left( S_n(\varepsilon) - (n - 1)EJ_i^n(\varepsilon) + \delta b_n(\varepsilon) \leq 0 \right).
\]

(4.18)

To estimate the last probability we use an argument originally due to [11]:

\[
P \left( \sum_{i=1}^{n} J_i(\varepsilon) - (n - 1)EJ_i^n(\varepsilon) \leq -\delta b_n(\varepsilon) \right)
\]

\[
\geq P \bigcup_{k=1}^{n} \left\{ \sum_{i=1, i \neq k}^{n} J_i(\varepsilon) - (n - 1)EJ_i^n(\varepsilon) \leq (1 - \delta)b_n(\varepsilon), J_k(\varepsilon) < -b_n(\varepsilon) \right\}
\]
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Thus
\[
\geq n \mathbb{P}(J_1(\varepsilon) < -b_n(\varepsilon)) \left( \mathbb{P} \left( \sum_{i=1}^{n-1} J_i(\varepsilon) - (n-1) \mathbb{E} J_1^n(\varepsilon) \leq (1-\delta)b_n(\varepsilon) \right) \right)
\]
(4.19)
\[
-(n-1) \mathbb{P}(J_1(\varepsilon) < -b_n(\varepsilon))
\]
(recalling \( n \in \mathcal{C}(\varepsilon, t) \)). Further note that, on \( \{ \max_{1 \leq i \leq n-1} J_i(\varepsilon) \leq b_n(\varepsilon) \} \),
\[
J_i(\varepsilon) \leq J_i(\varepsilon) \lor (-b_n(\varepsilon)) = (J_i(\varepsilon) \lor (-b_n(\varepsilon))) \land b_n(\varepsilon) = J_i^n(\varepsilon), 
\]
\( 1 \leq i \leq n-1. \)

Thus
\[
\mathbb{P} \left( \sum_{i=1}^{n-1} J_i(\varepsilon) - (n-1) \mathbb{E} J_1^n(\varepsilon) \leq (1-\delta)b_n(\varepsilon) \right)
\]
\[
\geq \mathbb{P} \left( \sum_{i=1}^{n-1} J_i^n(\varepsilon) - (n-1) \mathbb{E} J_1^n(\varepsilon) \leq (1-\delta)b_n(\varepsilon), \max_{1 \leq i \leq n-1} J_i(\varepsilon) \leq b_n(\varepsilon) \right)
\]
\[
\geq \mathbb{P} \left( \sum_{i=1}^{n-1} J_i^n(\varepsilon) - (n-1) \mathbb{E} J_1^n(\varepsilon) \leq (1-\delta)b_n(\varepsilon) \right)
\]
(4.20)
\[
- \mathbb{P} \left( \max_{1 \leq i \leq n-1} J_i(\varepsilon) > b_n(\varepsilon) \right).
\]

By definition, \( b_n(\varepsilon) \leq x_0 \), so by (4.5), and since \( \delta \leq 1/12 \),
\[
\mathbb{P} \left( \max_{1 \leq i \leq n-1} J_i(\varepsilon) > b_n(\varepsilon) \right) \leq (n-1) \frac{\Pi^+(b_n(\varepsilon))}{\Pi(\varepsilon)} \leq \frac{3nA(b_n(\varepsilon))}{\Pi(\varepsilon)b_n(\varepsilon)} = 3\delta \leq \frac{1}{4}.
\]
The first probability on the right-hand side of (4.20) is, by Chebyshev’s inequality, not less than
\[
1 - \frac{n \mathbb{E}(J_1^n(\varepsilon))^2}{(1-\delta)^2b_n^2(\varepsilon)}.
\]
Since \( n \in \mathcal{C}(\varepsilon, t) \), so \( \varepsilon < b_n(\varepsilon) \), we have
\[
\Pi(\varepsilon) \mathbb{E}(J_1^n(\varepsilon))^2 = 2\Pi(\varepsilon) \int_0^{b_n(\varepsilon)} y \mathbb{P}(|J_1(\varepsilon)| > y) \, dy
\]
\[
= 2 \int_0^\varepsilon y \Pi(\varepsilon) \, dy + 2 \int_{\varepsilon}^{b_n(\varepsilon)} y \Pi(y) \, dy
\]
\[
\leq 2 \int_0^{b_n(\varepsilon)} y \Pi(y) \, dy = U(b_n(\varepsilon)).
\]
(4.22)

Again by (4.5) and since \( b_n(\varepsilon) \leq x_0 \), we deduce that
\[
\Pi(\varepsilon) \mathbb{E}(J_1^n(\varepsilon))^2 \leq 3b_n(\varepsilon)A(b_n(\varepsilon)),
\]
and hence the expression in (4.21) is at least
\[
1 - \frac{3nA(b_n(\varepsilon))}{(1-\delta)^2b_n(\varepsilon)\Pi(\varepsilon)} = 1 - \frac{3\delta}{(1-\delta)^2} \geq \frac{16}{25}.
\]
(since $\delta \leq 1/12$). This gives $16/25 - 1/4 = 39/100$ as a lower bound for the right-hand side of (4.20), hence for the middle probability on the right-hand side of (4.19), when $n \in C(\varepsilon, t)$.

The last probability on the right-hand side of (4.19) is, by (4.5), for all $n \geq 1$,

$$
P(J_1(\varepsilon) < -b_n(\varepsilon)) = \frac{\Pi^{-}(b_n(\varepsilon)) \Pi(\varepsilon)}{\Pi(\varepsilon)} \leq \frac{3A(b_n(\varepsilon))}{\Pi(\varepsilon)} = \frac{3\delta}{n} \leq \frac{1}{4n}
$$

(since $\varepsilon < b_n(\varepsilon)$ and $\delta \leq 1/12$). So a lower bound for the right-hand side of (4.19) is $nP(J_1(\varepsilon) < -b_n(\varepsilon))(39/100 - 1/4)$.

For $\eta > 0$ we have $b_n(\varepsilon) \leq b((1 + \eta)t)$ from the definition of $C(\varepsilon, t)$. Then (4.18) gives

$$
2P(X_t \leq 0) \geq \frac{14}{100} \liminf_{\varepsilon \downarrow 0} \sum_{n \in C(\varepsilon, t)} P(N_t(\varepsilon) = n) nP(J_1(\varepsilon) < -b_n(\varepsilon)) \geq \frac{1}{8} \liminf_{\varepsilon \downarrow 0} \sum_{1 \leq n \leq (1 + \eta)\Pi(\varepsilon)} P(N_t(\varepsilon) = n) nP(J_1(\varepsilon) < -b_n(\varepsilon)) \geq \frac{1}{8} nP((1 + \eta)t) \geq \frac{1}{8} \Pi^{-}(b((1 + \eta)t)) \text{ (by (4.13)).}
$$

Since $\eta > 0$ is arbitrary, we arrive at (4.14). Lemma (4.5) is proved.

In the following lemma we bring in the general $f$ used in Theorems 2.1 and 2.2. The following properties are useful. For $0 < x \leq x_0$, (2.7) and the monotonicity of $f$ imply

$$
xf(x) \leq \int_0^x f(y) \, dy = x \int_0^1 f(yx) \, dy \leq c_+ xf(x) \int_0^1 y^{-\alpha} \, dy = \left(\frac{c_+}{1 - \alpha}\right) xf(x) =: c_+ x f(x),
$$

showing in particular that $\int_0^1 f(x) \, dx \leq c_+ := c_+ f(1) < \infty$.

Relations (2.8) implies $f(x_0\lambda) \geq c_-\lambda^{-\beta} f(x_0) \geq c_- f(x_0)$ for $0 < \lambda \leq 1$ in the case $\beta > 0$, so taking $y = x_0\lambda$ we see that $\inf_{0 < y \leq x_0} f(y) \geq c_- f(x_0) > 0$. In the other case, when $f(0+) > 0$ in (2.8), we also have $\inf_{0 < y \leq x_0} f(y) > 0$.

When (2.7), (2.8), and (4.11) hold, we have, for $\delta > 0$ and $0 < x \leq x_0$,

$$
\min(1, c_- (4\delta)^{-\beta}) f \left( \frac{x}{A(x)} \right) \leq f \left( \frac{4\delta x}{A(x)} \right) \leq f \left( \frac{\delta x}{A(x)} \right) \leq \max(1, c_+ \delta^{-\alpha}) f \left( \frac{x}{A(x)} \right).
$$

**Lemma 4.6.** Suppose $A(x)$ is positive for $0 < x \leq x_0$, (4.2) holds, and (2.7) and (2.8) are satisfied. Define $b(\cdot)$ by (8) with $\delta > 0$. Then the convergence of

$$
\int_0^1 f(t) \Pi^{-}(b(t)) \, dt
$$

implies the convergence of the integral in (2.11), and conversely.
Proof of Lemma 4.6. Assume the conditions on \(A(\cdot), b(\cdot), f(\cdot)\) of the lemma are fulfilled, and proceed as follows. Equation (4.2) implies (4.5), (4.6), (4.10), and (4.11). Choose \(x_1 \in (0, 1)\) such that \(x/A(x) \leq x_0\) for \(0 < x \leq x_1\) (recall (4.6)). The integral in (4.25) exceeds
\[
\int_0^1 f(t) \int_{t(b(t) < x \leq x_1)} \Pi^{-}(dx) dt = \int_{[0, x_1]} \int_{t(b(t) < x \leq x_1)} f(t) dt \Pi^{-}(dx) \\
\geq \int_{[0, x_1]} \int_{t(b^{-}(x)} f(t) dt \Pi^{-}(dx) \\
\geq \int_{[0, x_1]} b^{-}(x) f(b^{-}(x)) \Pi^{-}(dx) \quad \text{(by (4.23))}
\]
where we used (4.10) in the first inequality, the monotonicity of \(f\) in the second inequality, and (4.11) in the third. Then by (4.24), finiteness of the integral on the left-hand side of (4.26) implies that of the integral in (2.11). The converse is proved in a similar way (but is not needed for what follows). Lemma 4.6 is proved.

For the following lemma recall the definitions of \(A_{\pm}\) in (2.13). Clearly functions \(A_{\pm}(x)\) increase, while \(A_{\pm}(x)/x\) decrease, having limit \(\lim_{x \to 0} A_{\pm}(x)/x = \infty\) when \(\Pi^{\pm}(0+) = \infty\).

**Lemma 4.7.** Suppose (2.11) holds. Then \(X \in \text{bv with drift } d_X \geq 0\) and
\[
A(x) = d_X + A_{+}(x) - A_{-}(x), \quad x > 0.
\]
Assume further that \(d_X = 0\). Then \(A_{+}(x) > 0\) for all small \(x > 0\), and \(A_{-}(x) = o(A_{+}(x))\) as \(x \downarrow 0\). In either case, \(d_X > 0\) or \(d_X = 0\), we also have
\[
\int_{[0, x_0]} \left(\frac{x}{d_X + A_{+}(x)}\right) f\left(\frac{x}{d_X + A_{+}(x)}\right) \Pi^{-}(dx) < \infty
\]
as well as (4.2), i.e., \(\lim_{t \to 0} P(X_t < 0) = 0\).

Conversely, suppose \(X \in \text{bv with drift } d_X \geq 0\), and assume (4.28) holds with \(A_{+}(x) > 0\) for all \(x > 0\) when \(d_X = 0\). Then (2.11) holds.

When \(X \in \text{bv with } d_X = 0\) and \(f \equiv 1\), (4.28) holds if and only if the integral in (1.2) converges.

Proof of Lemma 4.7. Assume (2.11) holds, so (since \(f(0+) = 0\)) it holds in particular with \(f \equiv 1\), and suppose it were the case that
\[
\int_0^{x_0} \Pi^{-}(x) dx = \infty.
\]
Then
\[
A(x) = \gamma + (\Pi^{+}(1) - \Pi^{-}(1)) - \int_x^{1} (\Pi^{+}(y) - \Pi^{-}(y)) dy
\]
\[
\leq \gamma + (\Pi^{+}(1) - \Pi^{-}(1)) + \int_x^{1} \Pi^{-}(y) dy \sim \int_x^{1} \Pi^{-}(y) dy,
\]
as \(x \downarrow 0\), so (2.11) with \(f \equiv 1\) implies, for arbitrary \(\varepsilon > 0\) and \(\delta > 0\) small enough,
\[
\varepsilon > \int_0^{\delta} \frac{x \Pi^{-}(x) dx}{\int_x^{\delta} \Pi^{-}(y) dy} \geq \int_{x}^{x-\varepsilon} \frac{x \Pi^{-}(x) dx}{\int_x^{x-\varepsilon} \Pi^{-}(y) dy} \geq \frac{z(\Pi^{-}(z) - \Pi^{-}(\delta))}{\int_x^{\delta} \Pi^{-}(y) dy}
\]
for any $0 < z < \delta$. We infer from (4.29) that
\[
\lim_{z \downarrow 0} \frac{z \Pi^+(z)}{\int_x^1 \Pi^-(y) \, dy} = 0.
\]

The assumption $\int_0^1 \Pi^-(x) \, dx = \infty$ means that $\Pi^-(0+) = \infty$. Choose $\beta \in (0, 1)$ so that $\Pi^-(\beta) > 0$ and $\int_0^1 \Pi^-(y) \, dy > 0$. We can then integrate by parts to see that
\[
\int_0^x \Pi^-(x)\left(\int_x^1 \Pi^-(y) \, dy + x \Pi^-(x)\right) \, dx
= \int_0^x \Pi^-(x)\left(\int_x^1 \Pi^-(y) \, dy\right)^2 \, dx
\geq \int_0^x \Pi^-(x) \, dx
= \ln\left(\frac{\int_0^1 \Pi^-(x) \, dx}{\int_0^1 \Pi^-(x) \, dx}\right)
\]
for any $\eta \in (0, \beta)$. The last expression tends to $\infty$ as $\eta \downarrow 0$ by our assumption that $\int_0^1 \Pi^-(x) \, dx = \infty$, so this must be wrong, and hence $\int_0^1 \Pi^-(x) \, dx < \infty$. But then
\[
A(x) = \gamma + (\Pi^+(1) - \Pi^-(1)) - \int_x^1 (\Pi^+(y) - \Pi^-(y)) \, dy \geq 0
\]
implies $\int_0^1 \Pi^+(x) \, dx < \infty$. Since $\sigma^2 = 0$, we conclude $X \in \text{bv}$. Integrating by parts,
\[
A(x) = \gamma + x(\Pi^+(x) - \Pi^-(x)) - \int_{|y| \leq 1} y \Pi(dy) \rightarrow \gamma - \int_{0 \leq |y| \leq 1} y \Pi(dy) = dx
\]
as $x \downarrow 0$, thus $A(0) = d_X$ and
\[
A(x) = d_X + x(\Pi^+(x) - \Pi^-(x)) + \int_{|y| \leq x} y \Pi(dy)
\]
(4.30)
\[
= d_X + \int_0^x (\Pi^+(y) - \Pi^-(y)) \, dy,
\]
so (4.27) holds. Since $A(x)$ is positive for all small $x$, we have $d_X \geq 0$.

Assume further that $d_X = 0$ and also that $\Pi^-(0+) > 0$. Then $A(x) \leq A_+(x)$, and so $A_+(x) > 0$ for $x \leq x_0$, and convergence of the integral in (2.11) with $f \equiv 1$ implies
\[
\int_{(0,x_0)} \left(\frac{x}{A_+(x)}\right) \Pi^-(dx) < \infty.
\]
Convergence (4.31) implies (since the function $x/A_+(x)$ increases, with limit 0 as $x \downarrow 0$)
\[
\lim_{x \downarrow 0} \frac{x \Pi^+(x)}{A_+(x)} = 0 \quad \text{and} \quad \lim_{x \downarrow 0} \frac{\int_0^x y \Pi^-(dy)}{A_+(x)} = 0.
\]
Integration by parts then gives

\[ \lim_{x \downarrow 0} \frac{\int_0^x \Pi^-(y) \, dy}{A_+(x)} = \lim_{x \downarrow 0} \frac{A_-(x)}{A_+(x)} = 0, \]

so \( A_-(x) = o(A_+(x)) \), as claimed. This means \( A(x) \sim A_+(x) \) as \( x \downarrow 0 \) and, in view of (2.6), \( \Pi^-(0+) = \infty \). Then for \( 0 < \delta < 1 \) and \( x \) small enough that \( \delta x/A(x) \leq x/A_+(x) \), by (4.24) we have

\[ f \left( \frac{x}{A_+(x)} \right) \leq f \left( \frac{\delta x}{A(x)} \right) \leq \max(1, c_4 \delta^{-\alpha}) f \left( \frac{x}{A(x)} \right). \]

Thus (2.11) implies (4.28) when \( d_X = 0 \) and \( \Pi^-(0+) = \infty \). Then (4.3) follows from

\[ \frac{A(x)}{x \Pi^-(x)} = \frac{A_+(x)}{x \Pi^-(x)} \to \infty \quad \text{as} \quad x \downarrow 0, \]

and this implies (4.2). When \( \Pi^-(0+) = 0 \) and \( A(x) \geq 0 \) for all small \( x \), as holds by assumption (2.11), (4.2) holds already (as discussed following Lemma 4.1). So (4.2) holds when \( d_X = 0 \).

Alternatively, when \( d_X > 0 \), \( \lim_{x \to 0} A(x) = d_X \) by (4.30), and

\[ (4.34) \quad X_t = d_X t + \sum_{0 < s \leq t} \Delta X^+_s - \sum_{0 < s \leq t} \Delta X^-_s, \]

in which \( \sum_{0 < s \leq t} \Delta X^+_s = o_P(t) \) as \( t \downarrow 0 \) (e.g., [2, Proposition 8]). So (4.2) holds and (4.28) is implied by the case \( f \equiv 1 \) of (2.11).

Conversely, assume \( X \in bv \) and (4.28) holds. Since \( X \in bv \), this implies (4.27) as shown in (4.30), so \( A(x) \to d_X \) as \( x \downarrow 0 \), and hence when \( d_X > 0 \), (2.11) follows from (4.28) (recall (4.24)). When \( d_X = 0 \) and \( A_+(x) > 0 \) for small \( x \), (4.32) and (4.33) follow from (4.28) with \( f \equiv 1 \). Hence \( A(x) \sim A_+(x) \) as \( x \downarrow 0 \), so \( A(x) > 0 \) for small \( x > 0 \) and (2.11) follows from (4.28) again.

Additionally, when \( X \in bv \) and \( d_X = 0 \), (2.11) implies (4.28) and (4.32) with \( A_+(x) > 0 \) for small \( x > 0 \), so we can integrate the integral in (1.2) by parts to see that it converges. Conversely, when the integral in (1.2) converges, so that \( A_+(x) > 0 \) for small \( x > 0 \), it is easy to see that the first relation in (4.32) holds, and then integration by parts shows that (4.28) holds. Lemma 4.7 is proved.

**Lemma 4.8.** Suppose the nonincreasing function \( f \) satisfies (2.7) and (2.8), and (2.11) holds. Then (2.10) holds.

**Proof of Lemma 4.8.** By Lemma 4.7, (2.11) implies that \( X \in bv \) with drift \( d_X > 0 \), as well as (4.2), so we have (4.3)–(4.7) available for \( x_0 \) small enough. Fix \( t \in (0, x_0) \) and define \( b(t) \) by (4.8) with \( \delta > 3 \). Assume \( t \) is small enough for \( b(2t) \leq x_0 \) and choose \( \eta \in (0, 1/2) \). Since \( \Pi(0+) = \infty \) under assumption (2.6), \( \lim_{x \to 0} P(N_t(\varepsilon) = 0) = 0 \). In what follows, keep \( \varepsilon \in (0, b(t/2)) \) and so small that \( (1 - \eta) b(\Pi(\varepsilon)) \geq 1 \) and \( \Pi(\varepsilon) > 1/x_0 \). Then

\[ \mathbb{P} \left( b \left( \frac{N_t(\varepsilon)}{\Pi(\varepsilon)} \leq \varepsilon \right) \right) \leq \mathbb{P} \left( b \left( \frac{t}{2} \leq \varepsilon \right) \right) + \mathbb{P} \left( N_t(\varepsilon) < \frac{\Pi(\varepsilon)}{2} \right) \to 0 \quad \text{as} \quad \varepsilon \downarrow 0, \]
because \( N_t(\varepsilon)/\Pi(\varepsilon) \xrightarrow{p} t \) as \( \varepsilon \downarrow 0 \), and for the same reason, \( \mathbb{P}( |N_t(\varepsilon) - t\Pi(\varepsilon)| > \eta \Pi(\varepsilon) ) \to 0 \) as \( \varepsilon \downarrow 0 \). Recall that we denote \( S_{N_t(\varepsilon)}(\varepsilon) = \sum_{i=1}^{N_t(\varepsilon)} J_i(\varepsilon) \), and let \( A_t(\varepsilon) \) denote the event
\[
(4.35) \quad \{ S_{N_t(\varepsilon)}(\varepsilon) + (N_t(\varepsilon) - 1) \frac{\nu(\varepsilon)}{\Pi(\varepsilon)} \leq 0, \quad \varepsilon < b \left( \frac{N_t(\varepsilon)}{\Pi(\varepsilon)} \right), \quad |N_t(\varepsilon) - t\Pi(\varepsilon)| \leq \eta \Pi(\varepsilon) \}. 
\]
Then by (3.8) with \( \sigma^2 = 0 \)
\[
\mathbb{P}(X_t \leq 0) = \lim_{\varepsilon \downarrow 0} \mathbb{P}(A_t(\varepsilon)) < \limsup_{\varepsilon \downarrow 0} \mathbb{P}\left( \max_{1 \leq i \leq (1 + \eta)\Pi(\varepsilon)} J_i(\varepsilon) > b((1 - \eta)t) \right)
+ \limsup_{\varepsilon \downarrow 0} \mathbb{P}\left( S_{N_t(\varepsilon)}(\varepsilon) + (N_t(\varepsilon) - 1) \frac{\nu(\varepsilon)}{\Pi(\varepsilon)} \leq 0, \quad \varepsilon \vee \max_{1 \leq i \leq N_t(\varepsilon)} J_i(\varepsilon) \leq b \left( \frac{N_t(\varepsilon)}{\Pi(\varepsilon)} \right), 1 \leq N_t(\varepsilon) \leq (1 + \eta)\Pi(\varepsilon) \right).
\]
For an upper bound on the first term on the right-hand side of (4.36), use
\[
\mathbb{P}\left( \max_{1 \leq i \leq (1 + \eta)\Pi(\varepsilon)} J_i(\varepsilon) > b((1 - \eta)t) \right) \leq (1 + \eta)\Pi(\varepsilon) \mathbb{P}(J_1(\varepsilon) > b((1 - \eta)t))
\leq 2\Pi \mathbb{P}(b((1 - \eta)t)) \quad \text{(by (3.6)).}
\]
The second probability on the right-hand side of (4.36) equals
\[
(4.37) \quad \mathbb{P}(J_1(\varepsilon) \in dy) = \Pi(\varepsilon) dy \mathbb{1}_{\{|y| > \varepsilon\}} / \Pi(\varepsilon)
\]
from (3.6)) to get the bound
\[
\mathbb{P}\left( S_{n}(\varepsilon) + \frac{(n - 1)\nu(\varepsilon)}{\Pi(\varepsilon)} \leq 0, \quad \max_{1 \leq i \leq n} J_i(\varepsilon) \leq b_n(\varepsilon) \right)
\leq n \mathbb{P}\left( S_{n-1}(\varepsilon) + \frac{(n - 1)\nu(\varepsilon)}{\Pi(\varepsilon)} \leq y, \quad \max_{1 \leq i \leq n-1} J_i(\varepsilon) \leq y \right) \Pi(\varepsilon). 
\]
Substitute in (4.38) to get as an upper bound for the second term on the right-hand side of (4.36) \( te^{-\eta \Pi(\varepsilon)} \) times
\[
(4.39) \quad \sum_{n=1}^{\infty} \frac{(\Pi(\varepsilon))^n}{n!} \int_{y < \varepsilon \leq b_n+1(\varepsilon)} \mathbb{P}\left( S_{n}(\varepsilon) + \frac{n\nu(\varepsilon)}{\Pi(\varepsilon)} \leq y, \quad \max_{1 \leq i \leq n} J_i(\varepsilon) \leq y \right) \Pi(\varepsilon). 
\]
Notice that
\[ b_n(\varepsilon) = b\left(\frac{n}{\pi(\varepsilon)}\right) \leq b((1 + \eta)t) \leq b(2t) \leq x_0, \]
when \( n \in \mathcal{D}(\varepsilon, t) \), by our choice of \( t \). So \( y \leq x_0 \) in (4.39). By the definition of \( b(\cdot) \) in (4.8), \( y \leq b_n+1(\varepsilon) = b(n+1)/\pi(\varepsilon) \) implies
\[ \frac{A(y)}{y} \geq \frac{\delta}{n+1/\pi(\varepsilon)} \geq \frac{3\pi(\varepsilon)}{n+1} \geq \frac{2\pi(\varepsilon)}{n} \]
(since we took \( \delta > 3 \)). Thus \( y \leq nA(y)/2\pi(\varepsilon) \). Now on \( \{\max_{1 \leq i \leq n} J_i^- (\varepsilon) \leq y\} \),
\[ S_n(\varepsilon) = \sum_{i=1}^{n} J_i(\varepsilon) = \sum_{i=1}^{n} J_i(\varepsilon) \vee (-y) \geq \sum_{i=1}^{n} (J_i(\varepsilon) \wedge y) \vee (-y) = S_n^u(\varepsilon), \]
where \( S_n^u(\varepsilon) := \sum_{i=1}^{n} J_i^u(\varepsilon) \) and the \( J_i^u(\varepsilon) \) are independent identically distributed with the distribution of \( (J_i(\varepsilon) \vee (-y)) \wedge y \), \( y > 0 \). So we can write
\[ \mathbf{P}\left( S_n(\varepsilon) + n\nu(\varepsilon)/\pi(\varepsilon) \leq y, \max_{1 \leq i \leq n} J_i^- (\varepsilon) \leq y \right) \leq \mathbf{P}\left( S_n^u(\varepsilon) - \mathbf{E}S_n^u(\varepsilon) \leq y - \mathbf{E}S_n^u(\varepsilon) - n\nu(\varepsilon)/\pi(\varepsilon) \right). \]
(4.40)

We have \( X_i \in bv \) and \( d_X \geq 0 \), and the same calculation as in (4.16) gives, for \( y > \varepsilon \),
\[ \mathbf{E}J_i^u(\varepsilon) = \frac{A(y) - \nu(\varepsilon)}{\pi(\varepsilon)}, \]
so
\[ \mathbf{E}S_n^u(\varepsilon) + n\nu(\varepsilon)/\pi(\varepsilon) = n\left( \mathbf{E}J_i^u(\varepsilon) + \nu(\varepsilon)/\pi(\varepsilon) \right) = nA(y)/\pi(\varepsilon). \]
Thus, via (4.40), and since \( y \leq nA(y)/2\pi(\varepsilon) \), the integrand in (4.39) is bounded by
\[
\mathbf{P}\left( S_n^u(\varepsilon) - \mathbf{E}S_n^u(\varepsilon) \leq -\frac{n}{2} \frac{A(y)}{\pi(\varepsilon)} \right).
\]
(4.42)

Let \( u = nA(y)/2\pi(\varepsilon) > 0 \). The same calculation as in (4.22) gives, for \( \varepsilon < y \leq x_0 \),
\[ s_n^2 := \text{Var}(S_n^u(\varepsilon)) \leq n\mathbf{E}(J_i^u(\varepsilon))^2 = \frac{nU(y)}{\pi(\varepsilon)} \]
\[ \leq \frac{3nyA(y)}{\pi(\varepsilon)} \quad \text{(by (4.5), and since } y \leq x_0). \]

Hence
\[ s_n^2 + 2yu \leq \frac{3nyA(y)}{\pi(\varepsilon)} + \frac{yA(y)}{\pi(\varepsilon)} = \frac{4nyA(y)}{\pi(\varepsilon)}.
\]
Bernstein’s inequality (e.g., [8, Exercise 4.3.14]) implies
\[
P(S^*_n(\varepsilon) - ES^*_n(\varepsilon) \leq -u) \leq \exp\left(-\frac{u^2}{2(s_n^2 + 2yu)}\right) \leq \exp\left(-\frac{u^2\Pi(\varepsilon)}{8nyA(y)}\right) = \exp\left(-\frac{nA(y)}{64y\Pi(\varepsilon)}\right).
\]
(4.43)

Thus, defining
\[
\rho(\varepsilon, y) = \exp\left(-\frac{A_+(y)}{64y\Pi(\varepsilon)}\right),
\]
(4.44)
via (4.42) an upper bound for (4.39) is
\[
t e^{-\bar{m}(\varepsilon)} \sum_{n \geq 0} \frac{(i\Pi(\varepsilon))^n}{n!} \int_{\varepsilon < y \leq 1} \rho^n(\varepsilon, y) \Pi^-(dy)
\]
\[
= t \int_{\varepsilon < y \leq 1} e^{-\bar{m}(\varepsilon)\Pi^-(1-\rho(\varepsilon, y))} \Pi^-(dy).
\]
(4.45)

Thus, this constitutes an upper bound for the second term on the right-hand side of (4.36), which, together with (4.37), gives an upper bound for \( P(X_t \leq 0) \).

Now recall the definition of the event \( A_t(\varepsilon) \) in (4.35) and use (4.36) to write
\[
\int_0^{x_0} t^{-1} f(t) P(X_t \leq 0) dt = \int_0^{x_0} t^{-1} f(t) \liminf_{\varepsilon \downarrow 0} P(A_t(\varepsilon)) dt \leq \liminf_{\varepsilon \downarrow 0} \int_0^{x_0} t^{-1} f(t) P(A_t(\varepsilon)) dt \leq \lim sup_{\varepsilon \downarrow 0} \int_0^{x_0} t^{-1} f(t) P(A_t(\varepsilon)) dt.
\]
(4.46)

Then from (4.36), (4.37), and (4.45), a bound for the right-hand side of (4.46) is
\[
2 \int_0^{x_0} f(t) \Pi^-(b((1-\eta)t)) dt + \lim sup_{\varepsilon \downarrow 0} \int_0^{x_0} f(t) \int_{\varepsilon < y \leq 1} e^{-\bar{m}(\varepsilon)\Pi^-(1-\rho(\varepsilon, y))} \Pi^-(dy) dt.
\]
(4.47)

Changing variable in the first integral in (4.47) and using \( f(t/(1-\eta)) \leq f(t) \), we see that it is finite by Lemma 4.6.

Now we deal with the second integral in (4.47). By (4.44), for all \( y > 0 \),
\[
\bar{m}(\varepsilon)(1-\rho(\varepsilon, y)) = \bar{m}(\varepsilon)\left(1 - \exp\left(-\frac{A_+(y)}{64y\Pi(\varepsilon)}\right)\right) \geq \frac{A_+(y)}{64y} \exp\left(-\frac{A_+(y)}{64y\Pi(\varepsilon)}\right).
\]
(4.48)
Recall that $\Pi(\varepsilon) > 1/x_0$. The function $A_+(y)/y$ is positive, continuous, and strictly decreasing on $(0, x_0)$, taking value $\infty$ as $y \downarrow 0$ (since $\Pi^+(0+) = \infty$; see the lines following (4.33)) and value 0 as $y \to \infty$. So we can define a unique $y(\varepsilon)$ such that

$$(4.49)\quad \frac{A_+(y(\varepsilon))}{y(\varepsilon)} = \Pi(\varepsilon).$$

Then $y(\varepsilon) \in (0, \infty)$ and $y(\varepsilon) \downarrow 0$ as $\varepsilon \downarrow 0$. Assume $\varepsilon$ is also small enough for $y(\varepsilon) \leq x_0$. We have to consider two subcases.

Case (a)(i). Suppose $y(\varepsilon) \leq \varepsilon$. Observe that $y > y(\varepsilon)$ implies $A_+(y)/y \leq A_+(y(\varepsilon))/y(\varepsilon) = \Pi(\varepsilon)$, and hence by (4.48)

$$(4.50)\quad \Pi(\varepsilon)(1 - \rho(\varepsilon, y)) \geq \frac{e^{-1/64}A_+(y)}{64y} \geq \frac{A_+(y)}{65y}.$$

Choose $y_0 > 0$ such that $y/A_+(y) \leq x_0$ for $0 < y \leq y_0$. Then the second integral in (4.47) does not exceed

$$(4.51)\quad \int_{y(\varepsilon)<y \leq y_0} \int_0^1 f(t)e^{-t\Pi(\varepsilon)(1-\rho(\varepsilon,y))} \, dt \, \Pi(-)(dy)$$

$$\leq \int_{y(\varepsilon)<y \leq y_0} \int_0^1 f(t)e^{-tA_+(y)/65y} \, dt \, \Pi(-)(dy) + \int_{y_0<y \leq y_1} \int_0^1 f(t) \, dt \, \Pi(-)(dy)$$

$$\leq \int_{y(\varepsilon)<y \leq y_0} \left( \frac{y}{A_+(y)} \right) \int_0^{A_+(y)/y} f \left( \frac{t}{A_+(y)} \right) e^{-t/65} \, dt \, \Pi(-)(dy) + c_{++} \Pi(y_0)$$

(\text{using (4.23)). Write the inner integral in (4.51) as}

$$\int_0^1 f \left( \frac{t}{A_+(y)} \right) e^{-t/65} \, dt.$$

In the first of these integrals, $0 < t \leq 1$ and $y/A_+(y) \leq x_0 < 1$, so $f(ty/A_+(y)) \leq c_{+} t^{-\alpha} f(y/A_+(y))$ by (2.7). In the second integral, $t \geq 1$, so $f(ty/A_+(y)) \leq f(y/A_+(y))$ since $f$ is nonincreasing. So the right-hand side of (4.51) is bounded above by $c_{++} \Pi(y_0)$ plus

$$(4.52)\quad \int_{y(\varepsilon)<y \leq y_0} \left( \frac{y}{A_+(y)} \right) f \left( \frac{y}{A_+(y)} \right) \left[ \int_0^\infty (c_{+} t^{-\alpha} + 1) e^{-t/65} \, dt \right] \Pi(-)(dy),$$

and the last expression is finite as $\varepsilon \downarrow 0$ by assumption (2.11), which implies (4.28).

Case (a)(ii). Suppose $y(\varepsilon) > \varepsilon$. Assume at first that $f(0+) < \infty$. Then the second integral in (4.47) does not exceed $f(0+)$ times

$$(4.53)\quad \int_{y(\varepsilon)<y \leq y_0} \int_0^\infty e^{-t\Pi(\varepsilon)(1-\rho(\varepsilon,y))} \, dt \, \Pi(-)(dy)$$

$$\leq \left[ \int_{y(\varepsilon)<y \leq y_0} + \int_{y(\varepsilon)<y \leq y_1} \right] \frac{\Pi(-)(dy)}{\Pi(\varepsilon)(1-\rho(\varepsilon,y))}.$$

When $0 < y \leq y(\varepsilon)$, $A_+(y)/y \geq A_+(y(\varepsilon))/y(\varepsilon) = \Pi(\varepsilon)$, so by (4.44),

$$1 - \rho(\varepsilon, y) \geq 1 - e^{-1/64}.$$
When \( y > y(\varepsilon) \), (4.50) applies. Thus the right-hand side of (4.53) does not exceed

\[
\frac{1}{\Pi(\varepsilon)(1 - e^{-1/64})} \int_{\varepsilon < y \leq 1} \Pi^{(-)}(dy) + 65 \int_{0}^{1} \left( \frac{y}{A(y)} \right) \Pi^{(-)}(dy).
\]

The first term on the right-hand side is smaller than \((1 - e^{-1/64})^{-1}\), and the second is finite by (4.28) with \( f \equiv 1 \).

Alternatively, \( f(0+) = \infty \), in which case \( f \) satisfies (2.8) with \( \beta > 0 \). Recall \( \Pi(\varepsilon) > 1 \). In this case use Chebyshev’s rather than Bernstein’s inequality in (4.43) to obtain

\[
\mathbb{P}\left( S_n^y(\varepsilon) - E S_n^y(\varepsilon) \leq -u \right) \leq \frac{nU(y)}{u^2 \Pi(\varepsilon)} \leq \frac{3nyA(y)}{u^2 \Pi(\varepsilon)} \quad \text{(by (4.5))}
\]

(4.54)

\[
= \frac{12 \Pi(\varepsilon)y}{nA(y)} \leq \left( \frac{24 \Pi(\varepsilon)}{n + 1} \right) \left( \frac{y}{A(y)} \right),
\]

correct for \( n = 0, 1, \ldots \). For \( 0 < y \leq y_0 \) we can replace \( A(y) \) by \( A_+(y) \) in this if we replace 24 by 48. When \( 0 < y < y(\varepsilon) \) we have \( A_+(y)/y \geq A_+(y(\varepsilon))/y(\varepsilon) = \Pi(\varepsilon) \).

Now go back to (4.39) and split the integral over \((\varepsilon, b_{n+1}(\varepsilon)]\) into integrals over \((\varepsilon, y(\varepsilon)]\) and \((y(\varepsilon), b_{n+1}(\varepsilon)]\). (If \( y(\varepsilon) > b_{n+1}(\varepsilon) \), simply omit the second integral.) Use the bound in (4.54) in the first of these and the same calculation as in (4.45) for the second to write, as an upper bound for (4.39),

\[
\begin{align*}
t e^{-\overline{m}(\varepsilon)} & \sum_{n \geq 0} \frac{((\Pi(\varepsilon))^n}{n!} \int_{\varepsilon < y \leq y(\varepsilon)} \left( \frac{48 \Pi(\varepsilon)}{n + 1} \right) \left( \frac{y}{A(y)} \right) \Pi^{(-)}(dy) \\ & + t \int_{y(\varepsilon) < y \leq 1} e^{-\overline{m}(\varepsilon)(1 - \rho(\varepsilon, y))} \Pi^{(-)}(dy).
\end{align*}
\]

(4.55)

As required in (4.46), when multiplied by \( t^{-1} f(t) \) and integrated over \( 0 < t \leq x_0 \), the second of these integrals is bounded by the left-hand side of (4.51), and hence finite as \( \varepsilon \downarrow 0 \) just as in (4.52). The first term in (4.55) is

\[
48 e^{-\overline{m}(\varepsilon)} \sum_{n \geq 0} \frac{((\Pi(\varepsilon))^n}{(n + 1)!} \int_{\varepsilon < y \leq y(\varepsilon)} \left( \frac{y}{A(y)} \right) \Pi^{(-)}(dy)
\]

\[
= 48 (1 - e^{-\overline{m}(\varepsilon)}) \int_{\varepsilon < y \leq y(\varepsilon)} \left( \frac{y}{A(y)} \right) \Pi^{(-)}(dy).
\]

Use \( y/A_+(y) \leq 1/\Pi(\varepsilon) \), so \( f(y/A_+(y)) \geq f(1/\Pi(\varepsilon)) \), to bound the last integral by

\[
\frac{48}{f(1/\Pi(\varepsilon))} (1 - e^{-\overline{m}(\varepsilon)}) \int_{0 < y \leq 1} \left( \frac{y}{A(y)} \right) f\left( \frac{y}{A_+(y)} \right) \Pi^{(-)}(dy).
\]

(4.56)

We have to multiply this by \( t^{-1} f(t) \) and integrate over \( 0 < t \leq x_0 \). So we need to bound

\[
\frac{1}{f(1/\Pi(\varepsilon))} \int_{0}^{x_0} t^{-1} f(t) (1 - e^{-\overline{m}(\varepsilon)}) dt
\]

(4.57)

\[
= \int_{0}^{x_0 \Pi(\varepsilon)} t^{-1} f(t/\Pi(\varepsilon)) \left( \frac{1}{f(1/\Pi(\varepsilon))} (1 - e^{-t}) \right) dt.
\]
Now (2.8) (with $\beta > 0$, since $f(0+) = \infty$) implies
\[
\frac{f(\mu y)}{f(y)} \leq \frac{\mu^{-\beta}}{c_-}
\]
for all $\mu \geq 1$, $0 < y \leq x_0/\mu$. So $1 \leq t \leq x_0 \bar{\Pi}(\varepsilon)$ implies $1/\bar{\Pi}(\varepsilon) \leq x_0/t$ and
\[
\frac{f(t/\bar{\Pi}(\varepsilon))}{f(1/\bar{\Pi}(\varepsilon))} \leq \frac{t^{-\beta}}{c_-}.
\]
Using this, together with (2.7), gives an upper bound for the right-hand side of (4.57) as
\[
\left[ c_+ \int_0^1 t^{-1-\alpha} + \int_1^{\infty} t^{-1-\beta}/c_- \right] (1 - e^{-t}) \, dt,
\]
and since $\alpha < 1$, this is finite, so again we have a finite upper bound. We have proved that the integral in (2.10) is finite when (2.11) holds, in the case $d_X = 0$.

Case (b). In the alternative case, $d_X > 0$, we have $\lim_{y \downarrow 0} A(y) = d_X$. To check for convergence, the integral in (2.11) can be replaced by the same integral with $A(y)$ simply omitted (replaced by 1). This follows from the monotonicity of $f$ and (2.7) and (2.8). Modify the proof of Case (a) by setting $y(\varepsilon) = 1/\bar{\Pi}(\varepsilon)$ and replacing $\rho(\varepsilon, y)$ in (4.44) by
\[
\bar{\rho}(\varepsilon, y) = \exp\left( -\frac{1}{64 y \bar{\Pi}(\varepsilon)} \right).
\]
The argument in (4.45)–(4.49) remains valid with $\rho(\varepsilon, y)$ and $A_+(y)$ replaced by $\bar{\rho}(\varepsilon, y)$ and 1, so the proof can be carried through as before.

Case (b)(i). We suppose that $y(\varepsilon) = 1/\bar{\Pi}(\varepsilon) \leq \varepsilon$. For $y > y(\varepsilon)$, so $1/y \leq \bar{\Pi}(\varepsilon)$, replace (4.50) by
\[
\bar{\Pi}(\varepsilon)(1 - \bar{\rho}(\varepsilon, y)) \geq \frac{e^{-1/64}}{64 y} \geq \frac{1}{65 y}.
\]
Then the bounds in (4.51) and (4.52) remain valid if $y(\varepsilon)$ and $A_+(y)$ are replaced by $1/\bar{\Pi}(\varepsilon)$ and 1. The modified bound (4.52) is finite under (2.11) with $A(y)$ replaced by 1.

Case (b)(ii). Suppose $1 > 1/\bar{\Pi}(\varepsilon) > \varepsilon$. Relations (4.5) remains valid when $\lim_{y \downarrow 0} A(y) = d_X$ since
\[
U(x) = 2 \int_0^x y \bar{\Pi}(y) \, dy \leq 2x \int_0^x \bar{\Pi}(y) \, dy = o(x) \quad \text{as } x \downarrow 0
\]
(since $X \in bv$). So (4.43) remains valid for small $y$ if $A(y)$ is replaced by 1. Then we get (4.56) with $A_+(y)$ replaced by 1. Again this gives a finite quantity. Lemma 4.8 is proved.

Lemma 4.9. Suppose (2.11) holds. Then
\[
(4.58) \quad \sum_{n \geq 0} \mathbf{P}(X_{2^{-n}} \leq 0) < \infty.
\]
Proof of Lemma 4.9. Assume (2.11) holds, so by Lemma 4.7, \( X \in bv \). Set \( f \equiv 1 \).

Case (a). We have \( d_X = 0 \). Use the estimates in (4.36), (4.37), and (4.45) to obtain

\[
\mathbf{P}(X_{2^{-n}} \leq 0) \leq 2^{-n+1} \Pi^{-}(b((1 - \eta)2^{-n})) + 2^{-n} \limsup_{\varepsilon \downarrow 0} \int_{\varepsilon < y \leq 1} e^{-2^{-n}\Pi((1 - \rho(\varepsilon, y))} \Pi^{-}(dy).
\]

(4.59)

Summing over \( n \) we get for the first term on the right-hand side of (4.59)

\[
\sum_{n \geq 1} 2^{-n-1} \Pi^{-}(b((1 - \eta)2^{-n})) = \sum_{n \geq 1} 2^{-n-1} \sum_{j=1}^{n} \int_{b((1 - \eta)2^{-j}) < x \leq b((1 - \eta)2^{-j+1})} \Pi^{-}(dx) + C
\]

\[
\leq 2 \sum_{j \geq 1} 2^{-j} \int_{b((1 - \eta)2^{-j}) < x \leq b((1 - \eta)2^{-j+1})} \Pi^{-}(dx) + C
\]

\[
\leq 2 \int_{0, b((1 - \eta)]} b^{-}(x/(1 - \eta)) \Pi^{-}(dx) + C.
\]

(Here \( C := \Pi^{-}(b((1 - \eta)) \) and we keep \( \eta \in (0, 1/2) \).) When (2.11) holds, this is finite as shown in Lemma 4.6 (with \( f \equiv 1 \)). To deal with the second term on the right-hand side of (4.59), use the inequality

\[
\sum_{n \geq 1} 2^{-n} e^{-2^{-n}a} \leq \frac{2}{a},
\]

valid for \( a > 0 \), to write

\[
(4.60) \sum_{n \geq 1} 2^{-n} \int_{\varepsilon < y \leq 1} e^{-2^{-n}\Pi((1 - \rho(\varepsilon, y))} \Pi^{-}(dy) \leq 2 \int_{\varepsilon < y \leq 1} \frac{\Pi^{-}(dy)}{\Pi(1 - \rho(\varepsilon, y))}.
\]

Define \( y(\varepsilon) \) to satisfy (4.49), and suppose \( y(\varepsilon) \leq \varepsilon \). When \( y > y(\varepsilon) \), (4.50) holds and

\[
\int_{\varepsilon < y \leq 1} \frac{\Pi^{-}(dy)}{\Pi(1 - \rho(\varepsilon, y))} \leq \int_{y(\varepsilon) < y \leq 1} \leq 65 \int_{0}^{1} \left( \frac{y}{A_{+}(y)} \right) \Pi^{-}(dy)
\]

is finite by (4.28). Alternatively, when \( y(\varepsilon) > \varepsilon \), the right-hand side of (4.60) is finite as in (4.53) and the following.

Case (b). The case when \( d_X > 0 \) is handled similarly as in Lemma 4.8. Thus we get (4.58). Lemma 4.9 is proved.

Lemma 4.10. Suppose (2.11) holds. Then \( d_X > 0 \) or \( d_X = 0 \) and

\[
\lim_{t \downarrow 0} \frac{\sum_{0 < s \leq t} \Delta X_{s}^{-}}{\sum_{0 < s \leq t} \Delta X_{s}^{+}} = 0 \quad a.s.
\]

(4.61)

Proof of Lemma 4.10. Assume (2.11) holds. Then \( X \in bv \) and \( d_X \geq 0 \) by Lemma 4.7, and \( \sum \mathbf{P}(X_{2^{-n}} \leq 0) < \infty \) by Lemma 4.9. From the Borel–Cantelli lemma we deduce \( \mathbf{P}(X_{2^{-n}} \leq 0 \ i.o.) = 0 \). If \( d_X = 0 \), then (4.34) shows that
\[\sum_{0<s\leq 2^{-n}} \Delta X_s^- \leq \sum_{0<s\leq 2^{-n}} \Delta X_s^+ \] all but finitely often, a.s., as \( n \to \infty \). Given \( t \in (0, 1) \) let \( n(t) = \lceil -\log_2 t \rceil \). Then
\[
\frac{\sum_{0<s\leq t} \Delta X_s^-}{\sum_{0<s\leq t} \Delta X_s^+} \leq \frac{\sum_{0<s\leq 2^{-n}} \Delta X_s^-}{\sum_{0<s\leq 2^{-n}} \Delta X_s^+} = \frac{\sum_{0<s\leq 2^{-n-1}} \Delta X_s^-}{\sum_{0<s\leq 2^{-n-1}} \Delta X_s^+} + \frac{\sum_{2^{-n-1}<s\leq 2^{-n}} \Delta X_s^-}{\sum_{0<s\leq 2^{-n-1}} \Delta X_s^+}.
\]

The first term on the right-hand side has \( \limsup \leq 1 \) a.s. By independence of \( (\Delta X_t^+_{t\geq 0}) \) and \( (\Delta X_t^-_{t\geq 0}) \), and the stationarity of \( (\Delta X_t^-_{t\geq 0}) \), we get
\[
(4.62) \quad \limsup_{t\downarrow 0} \frac{\sum_{0<s\leq t} \Delta X_s^-}{\sum_{0<s\leq t} \Delta X_s^+} \leq 2 \quad \text{a.s.}
\]

By considering the Lévy process \( X_t^a := a \sum_{0<s\leq t} \Delta X_s^+ - \sum_{0<s\leq t} \Delta X_s^- \), with \( 0 < a < 1 \), in place of \( X \), it is not hard to see that (4.62) can be improved to (4.61).

Lemma 4.10 is proved.

**Lemma 4.11.** Suppose \( X \in \text{bv} \) with drift \( d_X = 0 \) and \( \Pi^+ (0+) = \infty \). Then (4.61) implies (4.28).

**Proof of Lemma 4.11.** Assume \( X \in \text{bv} \), \( d_X = 0 \), and (4.61) holds. Take \( a > 1 \) and write
\[
X_t^a := a \sum_{0<s\leq t} \Delta X_s^+ - \sum_{0<s\leq t} \Delta X_s^- =: X_t^{a,+} - X_t^{a,-}.
\]

\( X_t^a \) is \( \text{bv} \) with drift 0 and jumps \( \Delta X_t^{a,+} = a \Delta X_t^+ \) and \( \Delta X_t^{a,-} = \Delta X_t^- \), and by (4.61),
\[
P\left( X_t^a \leq 0 \text{ i.o. as } t \downarrow 0 \right) = P\left( \frac{\sum_{0<s\leq t} \Delta X_s^-}{\sum_{0<s\leq t} \Delta X_s^+} \geq a \text{ i.o. as } t \downarrow 0 \right) = 0.
\]

(Since \( \Pi^+ (0+ = \infty \), the denominator here is positive a.s.) Suppose (4.28) fails to hold. Then since \( f(0+ > 0 \), it fails to hold with \( f \equiv 1 \), i.e., (4.31) fails to hold. Then for a contradiction we want to show \( P\left( X_t^a \leq 0 \text{ i.o. as } t \downarrow 0 \right) > 0 \). Given \( \eta \in (0, 1) \), choose \( \delta > 0 \) so that \( 21a\delta < \eta(1 - 2\delta a)^2 \). Define the function
\[
(4.63) \quad c(t) := c_\delta(t) = \inf\left\{ 0 < x \leq x_0 : \frac{A_+(x)}{x} \leq \frac{\delta}{t} \right\}, \quad t > 0,
\]
where \( A_+(x) > 0 \) for \( 0 < x \leq x_0 \) since \( \Pi^+ (0+) = \infty \). Then \( c(t) \) is continuous and strictly increasing and satisfies
\[
(4.64) \quad \frac{A_+(c(t))}{c(t)} = \frac{\delta}{t}, \quad t > 0.
\]
Assume, for some \( t_n \downarrow 0 \), we have

\begin{equation}
(4.65) \quad \limsup_{n \to \infty} \mathbf{P} \left( X_{t_n}^{a,-} > \frac{c(t_n)}{2} \right) \leq \eta
\end{equation}

and

\begin{equation}
(4.66) \quad \mathbf{P} \left( X_{t_n}^{a,-} > c(t_n) \right) \text{ i.o. as } n \to \infty = 1.
\end{equation}

Then by the Feller–Chung inequality (see [8, p.70])

\begin{equation}
(4.67) \quad \mathbf{P} \left( X_{t_n}^{a,-} \leq 0 \text{ i.o. as } t \downarrow 0 \right) \geq \mathbf{P} \left( X_{t_n}^{a,-} \geq X_{t_n}^{a,+} \text{ i.o. as } n \to \infty \right) \\
\geq \lim_{m \to \infty} \mathbf{P} \left( X_{t_n}^{a,-} > c(t_n), X_{t_n}^{a,+} \leq \frac{c(t_n)}{2} \text{ for some } n > m \right) \\
\geq (1 - \eta) \mathbf{P} \left( X_{t_n}^{a,-} > c(t_n) \text{ i.o. as } n \to \infty \right) \geq 1 - \eta.
\end{equation}

Hence it is enough to show (4.65) and (4.66) with \( t_n = 2^{-n} \).

To prove (4.65), observe that, since \( a > 1 \),

\[
\mathbf{E} \left( \sum_{0 < s \leq t} (\Delta X_s^{a,+} \wedge c(t)) \right) = \mathbf{E} \left( \sum_{0 < s \leq t} (a \Delta X_s^+ \wedge c(t)) \right) = tA_a^+(c(t)) = atA_a^+(c(t)) = \delta ac(t).
\]

Consequently, we have

\begin{equation}
(4.68) \quad \mathbf{P} \left( X_t^{a,+} > \frac{c(t)}{2} \right) \leq \mathbf{P} \left( a \Delta X_s^+ > c(t) \text{ for some } s \leq t \right) \\
+ \mathbf{P} \left( \sum_{0 < s \leq t} (\Delta X_s^{a,+} \wedge c(t)) - \mathbf{E} \sum_{0 < s \leq t} (\Delta X_s^{a,+} \wedge c(t)) > \frac{c(t)}{2} - \delta ac(t) \right) \\
\leq \mathbf{E} \left( \frac{c(t)}{a} \right) + 4 \text{Var} \left( \sum_{0 < s \leq t} (\Delta X_s^{a,+} \wedge c(t)) \right) \frac{1}{c^2(t)(1 - 2\delta a)^2}
\end{equation}

in which

\[
\text{Var} \left( \sum_{0 < s \leq t} (\Delta X_s^{a,+} \wedge c(t)) \right) \leq ta^2 \int_0^{c(t)/a} x^2 \mathbf{P}^+(x) \, dx \leq ta^2 U \left( \frac{c(t)}{a} \right).
\]

So, when \( 0 < t < a/x_0 \), the right-hand side of (4.68) is not greater than

\[
\mathbf{E} \left( \frac{c(t)}{a} \right) + \left( \frac{4}{1 - 2\delta a} \right) \frac{ta^2 U(c(t)/a)}{c^2(t)} \leq \left( \frac{7}{1 - 2\delta a} \right) \frac{ta^2 U(c(t))}{c^2(t)}
\]

since \( x^2 \mathbf{P}(x) \leq U(x) \) and \( a > 1 \). Now (4.61) implies (4.2), so we have (4.5). Thus the last expression is not greater than

\[
\left( \frac{7}{1 - 2\delta a} \right) \frac{3taA(c(t))}{c(t)} \leq \left( \frac{7}{1 - 2\delta a} \right) 3a\delta < \eta,
\]

for small \( t \), by the choice of \( \delta \). This proves (4.65), with \( t_n \) replaced by \( t \).
To prove (4.66), start by noticing that
\[ X_{2^{-n}} = \sum_{0 < t \leq 2^{-n}} \Delta X_t \geq \sup_{2^{-n-1} < t \leq 2^{-n}} \Delta X_t. \]
Since the events involved are independent,
\[ \mathbb{P}\left( \sup_{2^{-n-1} < t \leq 2^{-n}} \Delta X_t > c(2^{-n}) \right) = 1 \text{ if and only if} \]
\[ \sum_{n \geq 0} \mathbb{P}\left( \sup_{2^{-n-1} < t \leq 2^{-n}} \Delta X_t > c(2^{-n}) \right) = \infty. \]
Relation (4.61) implies (4.2), so by (4.3), \( x\Pi^-(x) = o(A(x)) = o(A_+(x)) \) as \( x \downarrow 0 \).
Hence
\[ \Pi^-(c(t)) = o\left(\frac{e(t)\Pi^-(c(t))}{A(c(t))}\right) \rightarrow 0. \]
The sum on the right-hand side of (4.69) is
\[ \sum_{n \geq 0} (1 - e^{-2^{-n-1}\Pi^-(c(2^{-n}))}) \geq \sum_{n \geq 0} e^{-1+o(1)}2^{-n-1}\Pi^-(c(2^{-n})). \]
The function \( c(x) \) has a unique inverse function \( \delta x/A_+(x) \) (see (4.64)), so
\[ \sum_{n \geq 1} 2^{-n}\Pi^-(c(2^{-n})) \geq \sum_{n \geq 1} \int_{2^{-n}}^{2^{-n+1}} \Pi^-(c(x)) \, dx = \frac{c(1)}{\Pi^-(c(1))} \int_{A_+(c(1))}^{c(1)} \frac{x}{A_+(x)} \, dx. \]
The right-hand side is the integral in (1.2) and is infinite when (4.31) fails to hold, as can be seen by integrating by parts. Thus \( \mathbb{P}(X_{2^{-n}} > c(2^{-n})) \) i.o. as \( n \rightarrow \infty \) = 1, and we have (4.66) with \( t_n = 2^{-n} \). Relation (4.67) gives the contradiction required to prove the lemma. Lemma 4.11 is proved.

5. Proof of Theorem 2.1.

**Lemma 5.1.** Suppose (2.7) and (2.8) hold. Then (2.10) is equivalent to (2.11).

**Proof of Lemma 5.1.** Assume (2.7), (2.8), and (2.10) hold. Since \( f(0+) > 0 \), (2.10) implies the convergence of the integral in (1.1), so by Lemma 4.1, we have \( \sigma^2 = 0 \) and (4.2). Thus (4.5)–(4.7) hold, and we can define \( b(\cdot) \in (0, x_0) \) by (4.8) with \( 0 < \delta < 1/12 \) and \( x_0 \) as in (4.5). Then by Lemma 4.5, \( 16\mathbb{P}(X_t \leq 0) \leq t\Pi^-(b(t+)) \), so \( \int_0^1 f(t)\Pi^-(b(t+)) \, dt \) is finite by (2.10). This implies convergence of the integral in (2.11) by Lemma 4.6. In the other direction, assume (2.7), (2.8), and (2.11). Then (2.10) holds by Lemma 4.7. Lemma 5.1 is proved.

To complete Theorem 2.1 we add in the finiteness of the moment condition for \( T^-_0 \). As a result of the definition \( T^-_0 := \inf\{t > 0 : X_t < 0\} \), we have
\[ \mathbb{P}(T^-_0 < t) \leq \mathbb{P}(X_t < 0) \leq \mathbb{P}(T^-_0 \leq t), \]
where \( X_t := \inf_{0 \leq s \leq t} X_s, t \geq 0 \). The following lemma, a consequence of the Wiener–Hopf factorization, connects \( \mathbb{P}(X_t < 0) \) and \( \mathbb{P}(X_t < 0) \).
Lemma 5.2. For any $0 < p < \infty$,
\begin{align*}
(5.2) \quad 1 - p \int_0^\infty e^{-pt} \mathbb{P}(X_t < 0) \, dt &= \exp \left\{ - \int_0^\infty e^{-pt} \mathbb{P}(X_t < 0) \, \frac{dt}{t} \right\} \\
\text{and} \quad (5.3) \quad p \int_0^\infty e^{-pt} \mathbb{P}(X_t < 0) \, dt &\leq \int_0^\infty e^{-pt} \mathbb{P}(X_t < 0) \, \frac{dt}{t}.
\end{align*}

Proof of Lemma 5.2. Equation (5.2) follows from [19, eq.(47.10)] applied to $(-X_t)_{t \geq 0}$ on noting that $\mathbb{P}(X_t \leq 0) = 1$. Take the logarithm of both sides of (5.2) and use the inequality $z < -\ln(1 - z)$, $0 < z < 1$, to get (5.3). Lemma 5.1 is proved.

Lemma 5.3. Assume (2.6)–(2.9) and $\int_1^\infty t^{-1} f(t) \, dt < \infty$. Then (2.10) is equivalent to (2.12).

Proof of Lemma 5.3. Assume (2.6)–(2.9) and $\int_1^\infty t^{-1} f(t) \, dt < \infty$. When $f(0+) < \infty$ we deduce $T_0^- > 0$ a.s. by (1.1). When $f(0+) = \infty$ we have by (2.9)
\begin{align*}
\infty > \int_0^\infty t^{-1} f(t) \mathbb{P}(X_t < 0) \, dt &= \int_0^\infty t^{-1} \int_0^\infty e^{-pt} \mu(dp) \mathbb{P}(X_t < 0) \, dt \\
&\geq \int_0^\infty p \int_0^\infty e^{-pt} \mathbb{P}(X_t < 0) \, dt \mu(dp) \quad \text{(by (5.3))} \\
&\geq \int_0^\infty p \int_0^\infty e^{-pt} \mu(dp) \mathbb{P}(T_0^- < t) \, dt \quad \text{(by (5.1))} \\
&= \int_0^\infty \int_0^\infty e^{-pt} \mu(dp) \mathbb{P}(T_0^- < t) \, dt = \mathbb{E} f(T_0^-),
\end{align*}
where for the second equality we integrated by parts and used (2.9) again. So we have proved that (2.10) implies (2.12).

In the other direction, assume $\mathbb{E} f(T_0^-) < \infty$, so $T_0^- > 0$ a.s. By (2.9) and (5.2),
\begin{align*}
\int_0^\infty t^{-1} f(t) \mathbb{P}(X_t < 0) \, dt &= \int_0^\infty t^{-1} \int_0^\infty e^{-pt} \mu(dp) \mathbb{P}(X_t < 0) \, dt \\
&= - \int_0^\infty \ln \left( 1 - p \int_0^\infty e^{-pt} \mathbb{P}(X_t < 0) \, dt \right) \mu(dp) \\
&\leq - \int_0^\infty \ln(1 - \mathbb{E}(e^{-pT_0^-})) \mu(dp) \\
&= \int_{p=0}^\infty \int_u^1 \frac{du}{u} \, \mu(dp),
\end{align*}
where $g(p) := 1 - \mathbb{E}(\exp(-pT_0^-))$, $p > 0$, and we used $\mathbb{P}(X_t < 0) \leq \mathbb{P}(T_0^- \leq t)$, implying
\begin{align*}
p \int_0^\infty e^{-pt} \mathbb{P}(X_t < 0) \, dt &\leq p \int_0^\infty e^{-pt} \mathbb{P}(T_0^- \leq t) \, dt \\
&= \int_0^\infty e^{-pt} \mathbb{P}(T_0^- \in dt) = \mathbb{E}(e^{-pT_0^-}).
\end{align*}

The function $g(\cdot)$ is continuous and strictly increasing with $g(0) = 0$ and $g(\infty) = 1$. Let $g^{-1}(\cdot)$ be its inverse function. Change the order of integration, so the right-hand
side of (5.4) equals

$$\int_{u=0}^{1} \int_{p=0}^{u} \mu(dp) \frac{du}{u} = \int_{0}^{1} \mu(g^-(u)) \frac{du}{u}$$

(recall $\mu(0) = 0$). Also note that

$$E f(T_0^-) = \int_{t>0} f(t) P(T_0^- \in dt) = \int_{y=0}^{\infty} \int_{t>0} e^{-yt} P(T_0^- \in dt) \mu(dy)$$

$$= \int_{0}^{\infty} (1 - g(y)) \mu(dy) = \int_{0}^{\infty} \mu(y) d g(y) = \int_{0}^{1} \mu(g^-(z)) dz.$$  \hspace{1cm} (5.6)

So the integral on the right-hand side of (5.6) is finite. We want to deduce from this the finiteness of the integrals in (5.5). Choose $t_0 \in (0, 1)$ and write

$$\left( \int_{0}^{t_0} + \int_{t_0}^{1} \right) \frac{\mu(g^-(y))}{u} du \leq \int_{0}^{t_0} \frac{\mu(g^-(u))}{u} du + \frac{1}{t_0} \int_{0}^{1} \mu(g^-(u)) du. \hspace{1cm} (5.7)$$

The second integral on the right-hand side is finite because of (5.6). It remains to show the same is true of the first one. First, we estimate

$$\frac{z}{g^-(z)} = \frac{1 - E(e^{-g^-(z) T_0^-})}{g^-(z)} = E \left( \frac{1 - e^{-g^-(z) T_0^-}}{g^-(z)} \right) \to E(T_0^-) \in (0, \infty) \text{ as } z \downarrow 0.$$ 

Thus $g^-(z) = O(z)$ as $z \downarrow 0$. Hence, for some $c > 0$ and $t_0$ small enough,

$$\int_{0}^{t_0} \frac{\mu(g^-(u))}{u} du \leq \int_{0}^{t_0} \frac{\mu(cu)}{u} du. \hspace{1cm} (5.8)$$

Next, we need an upper bound for $\mu(t^{-1})$ of the form

$$f(t) = \int_{0}^{\infty} e^{-pt} \mu(dp) \geq e^{-1} \left( (t^{-1}) - \mu(0) \right) = e^{-1} \mu(t^{-1}), \hspace{1cm} t > 0,$$

showing that

$$\int_{0}^{t_0} \frac{\mu(cu)}{u} du \leq e \int_{0}^{t_0} \frac{f((cu)^{-1})}{u} du = e \int_{1/t_0}^{\infty} \frac{f(u/c)}{u} du.$$ 

By assumption this is finite. Hence the right-hand side of (5.8) is finite, so the same is true for (5.7), (5.5), and (5.4). This proves the lemma and completes the proof of Theorem 2.1. Lemma 5.3 is proved.
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