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ABSTRACT:
Oriented electrostatic fields can exert catalytic effects upon both the kinetics and thermodynamics of chemical reactions; however, the vast majority of studies thus far have focused upon ground state chemistry and rarely consider any more than a single class of reaction. In the present study, we first use density functional theory (DFT) calculations to clarify the mechanism of CO₂ storage via photochemical carboxylation of o-alkylphenyl ketones, originally proposed by Murakami et al. (J. Am. Chem. Soc. 2015, 137, 14063); we then demonstrate that oriented internal electrostatic fields arising from remote charged functional groups (CFGs) can selectively and cooperatively promote both ground- and excited-state chemical reactivity at all points along the revised mechanism, in a manner otherwise difficult to access via classical substituent effects. What is particularly striking is that electrostatic field effects upon key photochemical transitions are predictably enhanced in increasingly polar solvent, thus overcoming a central limitation of the electrostatic catalysis paradigm. We explain these observations, which should be readily extendable to the ground state.

INTRODUCTION
The understanding that oriented electrostatic fields (OEFs) can be used to catalyse and control the reactivity or selectivity of chemical reactions has recently sparked immense interest from both the theoretical and experimental community. In part, this interest is motivated by the ubiquity and effectiveness of OEFs within the active sites of enzymes and an increasing awareness of unrecognized or under-utilized electrostatic field effects within organic chemistry. Additionally, the use of OEFs within organic chemistry proposes numerous advantages, of which the most pertinent include their orthogonality to existing approaches (i.e. light, heat, co-catalysts) and their strong directionality. However, the adoption of OEFs into common procedure is limited in part by the attenuation of their effects in polar solvents, and limited information about their effects in complex multi-step mechanisms. Herein, we attempt to simultaneously address both of these concerns.

We have previously found that OEFs arising from charged functional groups (CFGs) are able to selectively modify key photochemical transitions in Type I photoinitiators, and demonstrated that OEFs can favourably affect the rates, regio- and diastereoselectivity of Diels-Alder reactions. We were thus motivated to identify some mechanism which featured both components, and determine if the effects of OEFs were synergistic and synthetically useful in a complex yet realistic model system.

Recently, Murakami and co-workers demonstrated that irradiation of o-alkyl aromatic ketones could achieve photochemical CO₂ capture and storage under mild conditions; effectively using UV light to drive an endergonic transformation (Scheme 1A). In their original report, Murakami and co-workers suggested on the basis of preliminary DFT calculations that the mechanism of CO₂ capture was consistent with a typical photoenolization/Diels-Alder (PEDA) sequence, as exemplified in Scheme 1B. Such sequences were first established by Yang and Rivas in 1961, and have since been the subject of intense scrutiny.

Under Murakami’s PEDA mechanism, absorption of light by the o-alkyphenyl ketone 1 generates a singlet excited state S1-B, which decays via intersystem crossing (ISC) to the corresponding triplet, T1-B. A Norrish Type II reaction forms the transient o-quinodimethane (Z)-C on the triplet surface, which exists in fast equilibrium with (E)-C. Either isomer can undergo ISC to yield the corresponding singlet dienol (Z)-A or (E)-A, whereupon the latter may
be trapped via subsequent Diels-Alder cycloaddition (in this case, with CO$_2$) to afford the enol-lactone 2, which rearranges into the observed keto-carboxylic acid 3. The (Z)-A dienol rapidly undergoes 1,5-sigmatropic hydrogen atom transfer on the singlet surface to regenerate the starting material, whereas the reketonization of (E)-A requires an intermolecular proton transfer and is relatively slow. Thus, to drive the reaction forward, isomerization from (Z)-A to (E)-A must occur on the triplet surface, such that the latter becomes kinetically trapped following ISC.

While this PEDA mechanism appears to satisfactorily explain the process developed by Murakami and co-workers, a subsequent theoretical study by Su and Su$^{24}$ proposed an alternative. In particular, the (E)-(Z) isomerization was ignored and it was instead proposed that CO$_2$ addition occurs directly to the (Z)-isomer via an 8-membered transition state, directly affording the keto-carboxylic acid 3 without generating the enol-lactone 2 (Scheme 1C). However, based on the calculations presented in that work, there was a large barrier for the CO$_2$ addition (65 kJ mol$^{-1}$ on a relative scale) in competition with a much smaller barrier (38 kJ mol$^{-1}$) for hydrogen transfer to regenerate the starting material. That is, under this mechanism, the starting alkylphenylketone reforms five orders of magnitude faster than the product. Even allowing for the potential uncertainty in the DFT calculations, this is difficult to reconcile with the experimental results.

In the present work we first aim to clarify the mechanism of photochemical CO$_2$ storage by comparing on equal grounds the PEDA mechanism proposed by Murakami and co-workers with the mechanism of Su and Su. We then explore the effects of CFGs upon the full PEDA sequence, with the aim to harness OEFs to simultaneously drive photochemical and excited state reactivity while improving the competition between the (E)-(Z) isomerization and Diels-Alder cycloaddition pathways on the singlet surface.

**COMPUTATIONAL METHODS**

All calculations were performed using the Gaussian 16 electronic structure package.$^{25}$ Theoretical procedures were chosen based on our previous studies of related excited state reactions$^{18,26}$ and of electrostatic effects upon Diels-Alder reactions.$^{8,20,21}$ Geometries were optimized with the M06-2X$^{27}$ exchange correlation functional with the 6-31+G(d,p) basis set; time-dependent DFT (TD-DFT) calculations of excited states were performed at the same level of theory. Solvent corrections were obtained with the SMD continuum solvent model,$^{28}$ and the conformational approach was employed to determine Gibbs free energies in solution.$^{29}$ All energies given are from the experimentally searched, global minimum energy structures in both gas and solvent phases, unless otherwise indicated. Stability analysis was employed to approximately locate conical intersection points. Intrinsic reaction coordinate (IRC) calculations were used to verify the nature and connectivity of key transition states. Photochemical switches are calculated as a Boltzmann-weighted average from rotations about the CFG linker, with weights determined from the Gibbs free energies in solution. Point charge approximations and σ-induction controls were performed as in our previous studies.$^{18,30}$

**Scheme 1.** Alternative proposed mechanisms for carboxylation of ω-alkylphenyl ketones.$^{22,24}$
RESULTS AND DISCUSSION

Reaction Mechanism. The computed Gibbs free energy surface for photochemical carboxylation based on Murakami’s PEDA mechanism (vide supra) is presented in Figure 1. Our results support the notion that hydrogen-transfer to form the o-quinodimethane must occur in the triplet state; this is followed by intersystem crossing at the conical intersection point of (E)-(Z) isomerisation to form the singlet (E)- or (Z)-dienol. On the singlet surface, the barrier for hydrogen atom transfer (HAT) from the (Z)-enol is substantially lower than on the triplet surface (24 kJ mol\(^{-1}\) versus 87 kJ mol\(^{-1}\) in DMSO, respectively), resulting in swift deactivation to the starting ketone. If, however, the (E)-enol is formed, it must first overcome the isomerisation barrier before deactivation can occur. While this is plausible, product formation is also possible because the barrier for isomerisation (68 kJ mol\(^{-1}\)) and for cycloaddition of CO\(_2\) (78 kJ mol\(^{-1}\)) are close. Indeed, with the inclusion of one and two explicit solvent molecules, the two barriers are effectively degenerate, at between approximately 50 kJ mol\(^{-1}\) and 53 kJ mol\(^{-1}\), respectively (Appendix §1).

In contrast, competition between CO\(_2\) addition via Su and Su’s mechanism\(^{24}\) (83 kJ mol\(^{-1}\) at our level of theory) and HAT (24 kJ mol\(^{-1}\)) are such that deactivation is dominant. At their chosen level of theory, Su and Su report a more favourable barrier difference of 27 kJ mol\(^{-1}\) (in favour of HAT), however they fail to account for solvation effects, which are particularly significant given the initial phase difference between the (Z)-enol and CO\(_2\). Moreover, the 8-membered transition state proposed by Su and Su is not supported by their own calculations; IRC calculations on their reported geometry at either their chosen level of theory or our own reveal that their transition state is merely an asynchronous Diels-Alder cycloaddition (Appendix §2). While Su and Su initially propose that cycloaddition occurs to the (Z)-enol, they erroneously report the geometry of the (E)-enol transition state in its place on two separate occasions, with no explanation as to how the (E)-enol might have formed. Summarising, if CO\(_2\) addition were to occur to the (Z)-enol, it cannot occur in the manner suggested by Su and Su, and deactivation remains the dominant pathway, (irrespective of the excess internal energy remaining after relaxation from the Frank-Condon point to the triplet minimum); if CO\(_2\) addition occurs to the (E)-enol, then their mechanism fails to consider the necessary isomerization.

Only Murakami’s mechanism (Scheme 1B, Figure 1) can thus account for product formation. Based on this mechanism, the photochemical activation is governed by the feasibility of the S\(_0\) to T\(_1\) transition, while the efficiency of product formation is governed by the rate of HAT on the triplet surface and the competition between (E)-(Z) isomerization and CO\(_2\) cycloaddition to the (E)-enol on
the singlet surface. We now explore the effect of charged functional groups on each of these processes.

**Diels-Alder versus Isomerization.** On the basis of the mechanistic insights provided by the previous section, we first turn to electrostatic control of the competition between \((E)-(Z)\) isomerization and Diels-Alder cycloaddition, with an understanding that changes to this competition will likely have the greatest impact upon the rate of product formation. Due to pioneering work by Shaik and co-workers,\(^{32}\) the effect of electrostatic fields upon the Diels-Alder reaction is now relatively well-understood; the transition state of an archetypal normal electron demand Diels-Alder reaction between an electron-rich diene such as \(	ext{C}_6\text{H}_4\text{CO}_2\text{H}\) and an electron-poor dienophile such as \(\text{CO}_2\text{H}\) contains a significant degree of charge-transfer character. This character arises as a result of single electron transfer from the diene to the dienophile, which imparts the latter with a transient negative charge which is greatest in the transition state; electrostatically stabilising this transient charge amounts to electrostatic catalysis of the Diels-Alder reaction. However, the effect of electrostatic fields upon \((E)-(Z)\) isomerization remains to be studied.\(^{32}\)

To identify the factors which drive selective electrostatic catalysis of either the Diels-Alder reaction or the \((E)-(Z)\) isomerization process, we placed CFGs in both their anionic/cationic and neutral forms around the \(\alpha\)-alkylphenylketone motif (Scheme 2). The model \(\text{BF}_2/\text{BF}_3\) pair was chosen to replace the more common \(\text{COOH}/\text{COO}^+\) pair (to remove the risk of triplet decarboxylation), while the corresponding positive charge was modelled with the \(\text{NH}_2/\text{NH}_3^+\) pair. Each pair was covalently attached to the \(\alpha\)-alkylphenylketone motif by linkers of varied length, which we denote \(\text{Me}, \text{Bn}, \text{and Nap}\). Although the core conjugated motif changes with each of these linkers, concomitant changes to (1) molecular polarizability and (2) the distance and angle between the charge and affected dipoles permits direct comparison between realistic model systems across (3) a range of solvents in both the ground and excited state manifold, and the elucidation of the role these three factors play in cooperative electrostatic catalysis. Each CFG is not \(\pi\)-conjugated to the core motif, which helps to isolate electrostatic contributions; this is supported by point-charge calculations and \(\sigma\)-induction controls (Appendix §3, §4 of the Supporting Information).

The effects of forming cationic or anionic charges upon the relative barrier heights of \((E)-(Z)\) isomerization and Diels-Alder cycloaddition as a function of substituent position are illustrated in Figure 2, (the uncharged partners to either switch have negligible effect upon the two barriers). We observe the greatest electrostatic effects when the CFG is spatially close to the intended reaction centre, the sign of the effect typically depends only on the sign of the applied field, and the effect is attenuated in polar solvent (Appendix §5). With a cationic CFG, we observe switches of up to 63 kJ mol\(^{-1}\) in favour of Diels-Alder cycloaddition (Figure 2A, position R4), or 49 kJ mol\(^{-1}\) in favour of \((E)-(Z)\) isomerization (Figure 2A, position R7). Using an anionic CFG, we observe switches of up to 57 kJ mol\(^{-1}\) in favour of Diels-Alder cycloaddition (Figure 2A, position R7), or 13 kJ mol\(^{-1}\) in favour of \((E)-(Z)\) isomerization (Figure 2B, position R4). The effects of OEFs upon individual barriers to either Diels-Alder cycloaddition or isomerization can exceed the change in relative barrier heights reported in Figure 2.

**Scheme 2.** The core \(\alpha\)-alkylphenyl ketone motif (A), with indicated positions \(X=\{2,3,4,6,7,8\}\) bearing linkers \(\text{Me}\) through \(\text{Nap}\) (B) carrying charged functional group pairs (CFGs; C). The \(\text{Me}\) and \(\text{Bn}\) attachment point naming convention is "Rx" \((x \in X)\). The \(\text{Nap}\) convention is "Rxy" \((x \in X, x \neq X \forall y = x \pm 1)\), where the value of \(x\) denotes the side bearing the given CFG. Thus, a \(\text{Nap}\)-linked CFG at position R32 is ortho-fused at indicated positions R2 and R3, with the CFG closest to position R3.
Significantly, we find that the magnitude and sign of the switches presented in Figure 2 are more strongly linearly correlated with the change in barrier to (E)-(Z) isomerization ($R^2=0.64$) than with the corresponding change in barrier to cycloaddition ($R^2=0.32$; Appendix S6). After consideration, this is not surprising; we and others have previously demonstrated that electrostatic catalysis of the Diels-Alder reaction depends strongly upon the relative orientation of the applied field with respect to the bond-forming axis from the incoming dienophile (the “reaction-axis rule”), which in this case is orthogonal to the plane of the ring system to which the CFG is attached and therefore unlikely to have any catalytic effect (Scheme 3B).

In contrast, in the case of isomerization the applied OEF is largely co-planar with the rotating alkene bond, and its effect is determined by its sign and orientation with respect to the transition state dipole moment (Scheme 3A). The field promotes zwitterionic character in the isomerization transition state, which is in part responsible for the dipole direction illustrated in Scheme 3A. This further explains why the magnitude and sign of the electrostatic switch appears strongly related to the choice of ring system, which is particularly clear when comparing the effect of a cationic CFG in positions R2-R4 versus positions R6-R8 in Figure 2A-B (and the corresponding positions in 2C), and to a lesser extent the effect of an anionic CFG in those same positions. We additionally demonstrate that the changes in relative barrier heights are induced by charge ($R^2=0.90$), and effectively uncorrelated with the presence of an uncharged CFG ($R^2=0.0013$). The ability to induce such significant electrostatic switches on (E)-(Z) bond isomerization has broader implications for pH-responsive materials design.

Scheme 3. The CFG-stabilized transition state dipole moments of the Diels-Alder (A) and (E)-(Z) isomerization (B) reactions, illustrating the origin of both the position-dependence and relative magnitudes of the observed electrostatic switches in Figure 2. Dipoles are defined from negative to positive, in Debye.
Effect of CFGs on the ππ* excited state and the role of polarizability. In ground-state chemistry, electrostatic field effects have been generally well approximated by a simple charge-dipole model, where the magnitude of the (de)stabilization depends on the separation between the charge and the affected dipole, the magnitude of the dipole, and its relative orientation, as well as the solvent polarity. However, polarization can also play a key role in enhancing stabilization effects and diminishing destabilization, particularly in resonance stabilized systems. In our recent study of Type I photoinitiators, we found that polarization effects were particularly large in ππ* excited states, to the extent that stabilization exceeded 1 eV, while destabilizing effects diminished to almost zero.

On the basis of results from the previous section, our analysis of co-operative field effects upon excited states and photochemical transitions will focus on CFGs at positions R4 and R7 as these are good candidates for driving the competition between isomerization and cycloaddition in favour of the latter. In particular, we wish to understand how these effects change as a function of (1) the sign and position of the applied field, (2) the identity of the linker and the role of polarizability, and (3) the polarity of the solvent medium. For tractability, we initially restrict our consideration of electrostatic field effects upon photochemical transitions to the ππ* state with a Me linker, which is typically most affected and most relevant. Field effects at the remaining positions and upon other relevant transitions are beyond the scope of the present work, but the complete dataset and preliminary analysis of the three aforementioned factors (averaged over substituent position) are provided in the Supplementary Information (Appendix §6), and consistent with the general insights presented here.

Figure 3 shows the effect of cationic and anionic CFGs on the solution-phase energies of the ππ* transition of the Me-linked o-alkylphenyl ketone motif. It is immediately clear that the effects of positive and negative charges are largely unequal in magnitude and opposite in sign. A cationic CFG at R4 and R7 is weakly (de)stabilising, respectively, and an anionic CFG in position R4 is strongly stabilising (between 0.40 eV to 0.76 eV), consistent with the charge-dipole model presented in Figure 3. Under this...
model, cationic and anionic charges at R4 should (de)stabilise the non-adiabatic $S_0 \rightarrow S_2$ transition dipole, respectively, and *vice-versa* at R7.

However, an anionic CFG at position R7 is also found to be stabilizing, and the magnitude of stabilization is initially attenuated—and then enhanced—in increasingly polar solvent, irrespective of position, in apparent disregard for a central limitation of electrostatic catalysis; this phenomenon was first theorized for the singlet excited states of olefin isomerization in the 1970s.\textsuperscript{34} In fact, only the effects of the cationic CFG are consistent with the charge-dipole model. In contrast, the effects of an anionic CFG are dominated by molecular polarizability induced by the anion, which results in the observed unequal magnitude and supposedly position-invariant field effects of the latter (Appendix §6).

A novel consequence of this polarizability regime is that the observed electrostatic switching is related to the relative change in amount and stability of *any* charge-separated character in the excited state (relative to the ground state), and not merely the stabilisation of the resulting net transition dipole (though this is still pertinent, compare the effects of a negative charge in toluene at positions R4 and R7). For example, in Figure 3 we observe a crossover point between DCM and acetone, in which the polarization induced by the Me-linked anionic CFG is first stabilized only by the charge and accordingly attenuated from toluene to DCM, and then co-operatively stabilized by both the charge and surrounding solvent in acetone and DMSO. We further demonstrate using the Bn- and Nap-linked systems (Appendix §7) that by controlling the extent of change in charge-separated character throughout the $S_0 \rightarrow S_2$ transition, one can predictably enhance or diminish solvent attenuation of electrostatic effects. We envisage that this principle can be generalised to overcome solvent attenuation in the ground state for certain classes of molecule and work is ongoing in this direction.

**Cooperative Ground and Excited State Control.** Returning to the aim of this study, we have now demonstrated that electrostatic fields arising from CFGs can have a significant effect upon both photochemical absorbance and the competition between product formation via Diels-Alder cycloaddition and deactivation via (E)-(Z) isomerization. In order for these effects to be practically useful in the present application, it is necessary that the ISC from the $S_1$ to the $T_2$ excited states remains feasible and that subsequent triplet HAT is—at the very least—not adversely affected by the use of electrostatic fields.

We predict that the anionic Me-linked CFG at position R6/R8 (the two positions are rotationally equivalent) will co-operatively deliver the optimal outcome in each of these aspects, and that these effects will be synthetically relevant even in polar solvents (Figure 4). While the anionic CFG at position R7 is predicted to yield the greatest ground- and excited-state effects, the resulting change in excited-state orbital character impedes the $S_0 \rightarrow T_1$ transition (Appendix §6). In DMSO, we predict that an anionic CFG at position R6/R8 can lower the energies of the $S_0 \rightarrow S_2$ and $S_0 \rightarrow T_2$ transitions by up to 88.1 kJ mol\textsuperscript{-1} and 27.2 kJ mol\textsuperscript{-1} respectively, while leaving the remaining relevant photochemistry and the triplet HAT reactivity virtually unaffected. At the same time, the competition between (E)-(Z) isomerization and Diels-Alder reactivity is now improved by an average of 7.2 kJ mol\textsuperscript{-1} in favour of the latter relative to the unfunctionalized o-alkylphenyl ketone, an enhancement that alone represents up to 80 times greater conversion from the ground state (E)-enol (ceteris paribus). Finally, in the Supplementary Information (Appendix §12) we briefly demonstrate with a diverse set of 19 examples that it is otherwise difficult to cooperatively promote both excited- and ground-state outcomes in the PEDA sequence using traditional substituent effects, lending further evidence towards the potentially unique synthetic utility of oriented electrostatic fields. The results of this analysis are largely consistent with the experimental yields reported by Murakami and co-workers and previous theoretical work by some of us,\textsuperscript{26} lending support to our predictions.

**Figure 4.** The CFG-modified o-alkylphenyl motif predicted to achieve optimal co-operative electrostatic catalysis in the ground- and excited-state.

**CONCLUSION**

We find that electrostatic fields arising from synthetically-accessible internal OEFs can cooperatively and selectively promote ground- and excited-state reactivity in a realistic multi-step reaction in polar solvent. Specifically, we demonstrate that OEFs can simultaneously shift the $S_0 \rightarrow S_2$ transition of o-alkylphenyl ketones towards the visible region while also driving product formation and CO\textsubscript{2} capture via Diels-Alder cycloaddition by selectively destabilising deactivation via (E)-(Z) isomerization,
with minimal compromise in excited state reactivity. Additionally, we show that the mechanism of photochemical carboxylation of o-alkylphenyl ketones cannot proceed via the mechanism suggested by Su and Su,\(^2\) and additionally provide detailed support for the initial mechanism suggested by Murakami and co-workers.\(^4\)

Contrary to the current understanding of electrostatic field effects, we find that the largest photochemical shifts (irrespective of position) are caused by molecular polarizability and only partially related to the distance between the CFG and the affected dipole. However, the largest individual electrostatic switches are still obtained by careful placement of spatially-close CFGs, indicating the somewhat complex relationship between electrostatic field effects and the position of the CFG relative to the affected dipoles.

Even more surprising, when polarizability is important, the role of solvent in attenuating the effects of CFGs on excited state chemistry becomes complex. On the one hand, increasing solvent polarity attenuates the resulting net transition dipole; on the other, the polarization induced by the charge is itself stabilized with increasing solvent polarity. As a result, the attenuation in the effects of CFGs with increasing solvent polarity are diminished, hence overcoming the usual trade-off between solubility and solvent polarity.

While the aim here was to drive the overall Diels-Alder/isomerization competition toward the former, we show here that (E)-(Z) bond isomerization can also be selectively targeted using electrostatic fields, and that the magnitude of effect can exceed that previously reported for Diels-Alder chemistry. These effects are readily tuned as a function of solvent choice, and/or the sign and position of the CFG, a point which has obvious implications for the future role of electrostatic fields in organic chemistry or the design of functional materials.
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