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We are not now that strength which in old days
Moved earth and heaven;
That which we are, we are;

One equal temper of heroic hearts,
Made weak by time and fate, but strong in will
To strive, to seek, to find, and not to yield.

-Ulysses by-
-Alfred, Lord Tennyson-
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Abstract

The ever-increasing congestion in Earth’s orbital space is a worrying environmental con-
dition. The global community is reliant on various vital services provided by satellites
orbiting the Earth. However, sharing these same orbits are pieces of space debris, includ-
ing human-made objects, taking up valuable orbital space. As the congestion in Earth’s
orbit increases, there is a higher probability of a collision occurring between the various
orbiting objects. Each collision generates more space debris and contributes to a poten-
tial cascade chain reaction where eventually Earth’s orbit will be filled with space debris
and satellites will no longer be safely launched into orbit. There are several proposed
space debris removal methods in the literature, investigated with the aim of reducing the
debris population. One promising method is using photon pressure from a ground-based
continuous wave laser to gradually alter the orbit of a small piece of space debris.

This thesis investigates the development of a ranging method using the same continuous
wave laser source used to manoeuvre the space debris. This approach would allow the
continuous wave laser method to simultaneously manoeuvre and measure the change in
position of the piece of space debris. The experiments presented in this thesis amplitude
modulated a continuous wave laser with a pseudo-random noise (PRN) code and used a
matched filter analysis approach to measure the position and change in position of a target.

The motion of the space debris causes a Doppler shift of the amplitude modulated code.
The matched filter analysis generates a template PRN code where the properties of the
template code can be altered to model the Doppler effect caused by a moving target space
debris. The correlation between the template and amplitude modulated code indicates
how similar the two codes are to each other. The parameter values of the altered template
code with the highest correlation is an estimate of the time-varying delay of the reflected
optical signal due to the space debris’ motion.

The thesis investigated two detection schemes for potential space debris application. The
first detection scheme is called the direct detection scheme where the optical intensity of
the signal beam is directly measured. The experimental results showed that by taking
advantage of the PRN code properties to integrate the signal for a more extended period,
both signal detection and precision in estimating the time-varying delay was improved for
low signal-to-noise ratio optical signals. The second detection method investigated in this
thesis is called the coherent detection scheme. In this detection scheme, the optical signal,
with the amplitude modulated PRN code, is interfered with a second brighter optical beam
called a local oscillator. The interference aims to amplify the modulated signal and improve
the signal-to-noise ratio of the optical signal for the matched filter analysis.

The proposed laser ranging and analysis methods models using a 1.8 m telescope aperture
with a 10 kW transmitting laser power. The aim of the analysis is to estimate the time-
varying delay of a piece of space debris between 1 cm and 10 cm in size to within 1 mm/s.
The estimated time-varying delay can be used for orbit prediction to determine potential
collisions and the effect of the manoeuvring effort. Assuming the received signal power
from a piece of space debris is equal to 3.5 fW, to achieve 1 mm/s precision the integration
time needed for the direct detection scheme is 83 hours while for the coherent detection
scheme is 250 s.
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The coherent detection scheme would be able to achieve the desired measurement precision
within a flyover of the target debris. In addition, current space debris pulsed-laser ranging
methods may not be able to operate during daylight hours due to the low signal-to-noise
ratio of the reflected optical signal. For the coherent detection scheme, the optical signal
can be amplified above the additive noise sources and potentially allow daylight operations.
The bench-top experimental results in this thesis clearly showed the coherent detection
scheme is superior to the direct detection scheme and potentially could overcome some
of the challenges faced by current laser ranging methods for space debris ranging and
maneuvering application.
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Chapter 1

Introduction

On the 4th of October 1957 the Soviet Union launched Sputnik 1, the first human-made
satellite to enter orbit around the Earth. Today there are approximately 1300 operational
spacecraft orbiting our planet [1]. These satellites are used to provide many essential
services back on Earth, including satellite communication, Global National Satellite System
(GNSS), weather forecasting and disaster alerts. Scientific spacecraft, such as the Hubble
telescope, have also been launched into Earth’s orbit to study various celestial bodies and
to peer back at the mysteries of the universe.

In order to satisfy the global community’s desire for the various satellite services, the
number of spacecraft in Earth’s orbit has steadily increased. Earth’s orbital space also
contains orbiting space debris such as meteorites and human-made objects that no longer
serve a useful purpose [2]. As the congestion in the limited available space in Earth’s orbit
increases, there is a higher likelihood of a collision between the different orbiting objects.
Each collision increases both the number of space debris and the congestion in Earth’s
orbital space, further increasing the likelihood of future collisions [3]. The unwanted space
debris in Earth’s orbit must be removed to make room for active satellites.

1.1 Earth Orbital Space Debris

The most significant number of unwanted space debris in Earth’s orbit are human-made.
Human-made space debris size varies from large defunct satellites at the end of their
mission’s lives to small pieces of debris due to fragmentation, explosions or material ageing
of the spacecraft. These orbital space debris share the same orbits as active satellites,
taking up valuable space. The four main Earth orbital boundaries shared by both active
satellites and space debris are shown in Figure 1.1. These orbits are:

1. Low Earth Orbit (LEO): 160 km to 2000 km above the Earth’s surface.

2. Medium Earth Orbit (MEO): 2000 km to 35 786 km above the Earth’s surface.

3. Geostationary Earth Orbit (GEO): beyond 35 786 km above the Earth’s surface.

4. Highly Elliptical Orbit (HEO): orbit has low altitude perigee but high altitude apogee
allowing for longer coverage by the spacecraft over the desired location.

Figure 1.2 shows the severity of the congestion of satellites and space debris in Earth’s
orbital space. Figure 1.2b also shows the formation of a ring of orbiting objects congested
in the most valuable satellite positions for GEO.
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1.1 Earth Orbital Space Debris

Figure 1.1: The four main orbit altitudes around the Earth used by active satellites.

(a) Human-made objects oc-
cupying Low Earth Orbit.

(b) Human-made objects circling
the Earth in the different orbits.

Figure 1.2: Each black dot in both images shows either a functioning satellite, an inactive satellite,
or a piece of space debris orbiting the Earth. The diagram was retrieved from [4].

Figure 1.3 shows that the number of active spacecraft has been steadily increasing since
the 1960’s due to the increase in demand for satellite services. Figure 1.3 also shows an
increase in the number of orbiting fragmentation debris, with two noticeable sudden jumps.
The first spike in 2007 was caused by a Chinese anti-satellite missile test and the second
spike in 2009 was an accidental collision between an active Iridium satellite and a defunct
Cosmos satellite [5].

Collisions between orbiting objects would be catastrophic due to the high orbital velocities
involved. Satellites can travel as fast as 7 km/s in LEO and space debris, depending on
its mass and altitude, can circle the Earth with velocities as high as 15 km/s in LEO [7].
Metals struck by projectiles travelling at these velocities tend to behave like liquids [8],
leaving a crater with a depth typically two to five times the diameter of the projectile [7].
Space debris as small as 1 cm in diameter can significantly damage active satellites.

The debris clouds generated by collisions similar to Iridium-Cosmos incident are of great
concern for satellites operators and space agencies [4]. As more satellites enter the already
congested orbits, there is a higher likelihood of similar collisions occurring in the future,
with each collision producing similar spikes to those seen in Figure 1.3. For example, the
Iridium-Cosmos incident created more than 1800 pieces of debris larger than 10 cm [9].
The resulting debris cloud covers a large area, increasing the probability of these pieces of
debris colliding with other orbital objects. Future subsequent collisions could contribute
to the rapid increase in the number of fragmented debris in orbit [3].
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Figure 1.3: Population of objects in Earth orbit categorised by object type officially catalogued
by the U.S. Space Surveillance Network. Data was retrieved from [6].

Active satellites can perform a collision avoidance manoeuvre if the piece of space debris
is catalogued and precisely tracked. The Iridium-Cosmos incident suggests the current
tracking system are not precise enough. Even though avoiding collisions between active
satellites and space debris can reduce the rate of debris growth; currently, there is no
solution to prevent space debris-on-space debris collisions. The number of debris generated
from space debris-on-space debris collisions will exceed the reduction from the natural
orbital decay [10, 11] leading to the formation of a debris belt [3].

LEO is the most congested orbit for both the number of active satellites and space debris.
Most satellite operators prefer LEO to other orbits as it is much cheaper to reach. However,
to provide complete global coverage, the satellite operator approximately needs between 25
to 40 satellites in orbit simultaneously [12]. The high number of orbiting objects in LEO
increases the likelihood of collisions in this region, resulting in an unstable environment [13]
with the predicted collision rate between catalogued debris in 2009 occurring at once every
five years [9]. Without taking further actions to mitigate the growth of space debris, this
rate is expected to increase.

Between June 2009 and May 2019, the number of orbital space debris has increased from
11,429 [14] to 14,432 [6] objects due to several fragmentation events. In 2019, the European
Space Agency (ESA) has stated 11.6 non-deliberate fragmentation events are occurring
every year, of which 2.4 are considered important contributing events [15]. Therefore LEO
debris removal is the main focus of many debris removal techniques [16, 17].

1.2 Space Debris Removal

Many different debris removal concepts are being investigated to reduce the congestion in
Earth’s orbital space. Most of these studies involve using a spacecraft to rendezvous and
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capture the space debris to either de-orbit or move the debris out of the most congested
regions [18–21]. These methods are practical solutions to removing large debris objects such
as defunct satellites and rocket bodies. However, over 80% of all catalogued objects in LEO
are small pieces of debris, resulting from explosions or collisions [22]. These methods would
be impractical to continually capture and remove space debris smaller than 10 cm [15] to
a safer orbit. To accomplish this task, the entire process would be complex [11] and would
require several spacecraft in operation simultaneously. Also, access to all the spacecraft
for maintenance and upgrade is not feasible after launch into Earth’s orbit.

One proposed collision avoidance method that would be more practical in de-orbiting smal-
ler pieces of space debris is using ground-based high powered lasers. Using momentum
transfer from the laser photons has been considered as alternative propulsion or to apply
orbital changes of a spacecraft [23, 24]. Figure 1.4 illustrates the proposed debris manoeuv-
ring concept [25]. The ground-based laser is used to apply photon pressure to alter a piece
of debris’ orbit to avoid collision with other orbiting objects and eventually move the debris
out of the congested regions. High-intensity pulsed lasers have been considered to ablate
the surface of the debris [26]. However, a high-intensity pulsed laser can be expensive, and
the surface ablation could result in the object assuming a complicated orbit [27]. Instead,
using constant momentum transfer from a continuous wave laser to change the debris orbit
gradually is a better alternative for space debris manoeuvring application [11].

Figure 1.4: Remote orbital debris manoeuvring concept at the EOS Mount Stromlo facility.
Image was photographed and designed by Lyle Roberts and presented in [25].

The Space Environmental Research Centre (SERC) aims to use the 1.8 m telescope at
Mount Stromlo facility, shown in Figure 1.4, to demonstrate manoeuvring small space
debris in LEO with a 10 kW continuous-wave laser [28]. The SERC facility routinely
performs laser ranging of LEO debris [29] and a second 1.0 m telescope is used to track
active satellites. A ground-based laser has several advantages compared to using multiple
spacecraft in-orbit to remove space debris, such as more straightforward operation, access
for maintenance, ease of upgrade [11] and can share infrastructure with current satellite [30–
32] and space debris laser ranging ground stations. Potentially, a ground-based laser system
could operate for a longer period than the mission life of an in-orbit spacecraft. Larger
space debris objects such as defunct satellites are too heavy to be effectively perturbed
using photon pressure from the proposed ground-based laser. However, as the technology
matures, these larger pieces of debris may also be manoeuvred in the future.
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1.3 Thesis Goals

SERC plans on demonstrating using a ground-based continuous wave laser as a viable
solution to alter the orbits of small pieces of debris, for both collision avoidance and to
reduce the debris population in LEO. To achieve this goal, several key challenges must be
resolved when determining the position of the debris for the manoeuvring application:

1. Using a continuous wave laser to measure the position of the space debris

2. Improving the measurement precision of the space debris’ change in position to better
predict the space debris’ orbit in relation to other orbiting objects

3. Reducing the impact of background photon and photodetector noise.

Most laser ranging facilities, including the Mount Stromlo telescopes, use a pulsed laser
instead of a continuous wave laser to measure the range of both satellites and space debris.
Without changing this approach, two different laser sources must be used to measure the
range and manoeuvre the debris by either switching between sources or using two telescopes
simultaneously. This thesis explores an alternative to measure both the position of space
debris and apply radiation pressure using the same telescope with a continuous wave laser.

Precisely measuring the change in position of the space debris provides vital orbital inform-
ation of the space debris for two purposes. The first reason is to provide a more accurate
prediction of the space debris’ orbit, as well as its interaction with other orbiting objects.
Satellite operators can use this information to anticipate and react to potential collisions
more effectively, and prevent collisions such as the Iridium-Cosmos collision in 2009. The
second reason is to determine the effect of the photon pressure on altering the space debris’
orbit and to predict the new future position of the space debris with other orbiting objects.
SERC aims to measure the space debris’ velocity to within 1 mm/s. This thesis introduces
an experimental design to achieve the desired 1 mm/s velocity measurement precision.

The performance of an optical space debris ranging system depends on the signal-to-noise
ratio of the acquired optical signal. Compared to an active satellite, space debris is con-
sidered a non-cooperative target with a higher scattering of the reflected optical signal
resulting in a lower signal-to-noise ratio. Most space debris laser ranging, including the
EOS telescope, is limited to short periods during dusk and dawn [33]. During the day, the
higher background noise in the signal measurement makes signal detection more challen-
ging. Night time operation is also challenging as it is more difficult to locate the space
debris without solar illumination. Operating within the small period during dusk and dawn
is a compromise between having sufficient lighting for the acquisition of the space debris
and lower background noise to allow signal detection to measure the range of the space
debris. This thesis explores two different detection methods to improve the signal-to-noise
ratio and allow space debris ranging operations during the day.

1.4 Thesis Outline

Section 1.3 presented the three main goals investigated in this thesis. The first is developing
a space debris laser ranging system to measure the position of the space debris using a
continuous wave laser. The continuous wave laser is amplitude modulated using a pseudo-
random noise (PRN) code to time-tag the outgoing laser light. Figure 1.5 illustrates the
proposed ranging concept. The PRN code is used to measure the propagation delay τ of
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the laser light. The propagation delay is used to measure the range of the target space
debris. PRN codes have been used in radar ranging applications and as modulation on
a continuous wave laser to determine propagation delays [34–37], including ranging to a
satellite [38]. PRN codes have also been used to provide accurate pico-level measurements
using lasers [39] for different applications.

Figure 1.5: A continuous wave laser modulated with pseudo-random noise codes to measure the
range between the telescope and space debris target. Image was photographed and designed by
Lyle Roberts and presented in [40].

The second goal is measuring the change in position of the space debris. The space debris
target has a time-varying delay and causes a Doppler shift of the PRN code modulated onto
the continuous wave laser. A matched filter analysis approach, with parameter estimation,
is used to measure the change in the PRN code properties due to the time-varying delay.
The measurements are used to estimate the target debris’ position and change in position
due to its higher-order derivatives of motion. The matched filter parameter estimation
approach is chosen since the parameters of the Doppler shifted PRN code is not known.
The parameters are used to generate an altered version of the modulated code, called
the template code, and correlated with the Doppler shifted code. The parameter values
used to generate the template code with the most significant correlation with the Doppler
shifted code provides the best estimate of the position and change in position of the space
debris. Parameter estimation analysis is used in different applications including range
measurement [41], optical communication links [42] and in determining the properties of
the celestial bodies that generated gravitational waves [43].

The third goal is reducing the impact of background photon and photodetector noise. This
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goal is achieved by investigating two different detection designs. The first detection method
is called the direct detection scheme where the intensity of the reflected laser is directly
measured by a photodetector, similar to current pulsed-laser ranging methods. The second
detection scheme is called the coherent detection scheme where the reflected laser interferes
with a second laser beam before signal detection by a photodetector. This approach is used
to amplify the reflected laser signal above both photodetector and background photon noise
sources, improving the signal-to-noise ratio and hence both the debris’ change in position
measurement precision.

Figure 1.6 shows the structural layout of the thesis.

Chapter 1: Introduction

Chapter 2: Challenges of current space debris ranging
Ranging using radars and optical telescope
Challenges of space debris laser ranging

Received power calculations for space debris laser ranging
Noise sources

Chapter 3: Matched Filter Analysis
Pseudo-random noise (PRN) code properties

PRN amplitude modulation of continuous wave laser
Doppler shift of the modulated PRN code

PRN code matched filter analysis
Code parameters that impact the matched filter analysis

Chapter 4: Direct Detection Scheme
Bench-top experiment layout for direct detection method

Characterising the bench-top experiment
Experimental result measuring the time-varying delay

Chapter 5: Coherent Detection Scheme
Theoretical discussion of a coherent detection optical layout
Bench-top experiment layout for coherent detection method

Characterising the bench-top experiment
Experimental result measuring the time-varying delay

Chapter 6: Experimental Result Discussion

Chapter 7: Conclusion and future work

Figure 1.6: Thesis structure

Chapter 2 presents current space debris ranging using radars and an optical illuminating
source. The chapter aims to show that the primary challenge of space debris ranging with
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an optical source is the low signal-to-noise ratio of the optical signal, which limits the
ranging precision. The chapter presents the different aspects of space debris ranging that
affect the optical signal power reflected by the space debris and collected by an optical
telescope. The chapter also presents the different noise sources present in the optical
signal. Chapter 2 also discusses that the reflecting surface of a piece of space debris is
a diffuse surface. A diffuse surface causes the reflected light to scatter in many random
directions and could also add varying propagation path length to the different parts of the
reflected beam. The result is reduced signal power of the optical signal and the electric
field of each beam collected by the telescope may have a varying phase. Depending on the
signal-to-noise ratio of the measured optical signal, most coherent detection method used
for propagation delay measurement using phase modulation may not be applicable.

Chapter 3 presents the properties of m-sequence PRN codes used to amplitude modulate
the continuous wave laser. The modulated optical signal is correlated with a local copy
of the modulating code to measure the propagation delay of the light. The chapter also
presents the time-varying delay aspects of space debris. The debris’ high-velocity Doppler
shifts the modulated PRN code and reduces the signal correlation output. The chapter
discusses using a matched filter analysis with parameter estimation to measure the time-
varying delay of the target from the Doppler shifted modulated PRN code. The matched
filter analysis changes the template code properties to apply the same Doppler shift effects.
The altered template code properties are used to determine the time-varying delay of the
space debris. The chapter also presents the effect of both code properties and noise on the
signal correlation.

Chapter 4 presents the optical bench-top experiment for the direct detection scheme. The
chapter discusses how the experiment generates a Doppler shifted PRN code modelling
reflection from a moving space debris target. The chapter discussed the amplitude mod-
ulation of the signal continuous wave laser, signal acquisition and matched filter analysis
steps taken to measure the time-varying delay applied in the bench-top experiment. The
chapter also discusses the experimental results for the direct detection scheme. The res-
ults demonstrate how the matched filter analysis can be used to measure the time-varying
delay. The chapter also investigates the impact of a background photon noise source on
the time-varying delay measurements.

Chapter 5 investigates adapting the optical bench-top experiment discussed in Chapter 4
for the coherent detection scheme. The chapter explains interfering the amplitude mod-
ulated PRN code signal with the second optical beam to improve the signal detection
above additive noise sources that impact the direct detection scheme. The chapter then
presents the method of recovering the PRN code and using the same matched filter ana-
lysis discussed in Chapter 4 to measure the time-varying delay. The bench-top experiment
also introduces frequency noise into the signal path and using a second free-running laser
source as the local oscillator to introduce 1

f laser frequency noise. The experiment aims
to present improved results on the matched filter analysis performance of the coherent
detection scheme compared to the direct detection scheme and unaffected by the added
frequency noise. The chapter also presents simulated results showing the random phase
effect from a diffuse surface does not impact the coherent detection scheme.

Chapter 6 discusses and compares the experimental results from Chapter 4 and 5 for the
space debris ranging application. The results are used to calculate the required received
signal power and integration time needed to measure of 1 mm/s change in the velocity
parameter for a space debris target.

Chapter 7 concludes the discussion in the thesis and also presents future experiments to
be carried out beyond the scope of this thesis.

8



Chapter 1 Introduction

1.5 Chapter Summary

Space debris is a growing environmental threat. Space debris collisions with active satellites
and other debris will generate further debris at a rate that exceeds the natural orbital decay
resulting in Earth’s orbital space being inaccessible. In the absence of large-scale debris
removal, altering a debris’ orbit using photon pressure from a ground-based continuous
wave laser is one option currently being investigated to prevent collisions in Earth’s orbit.
Such a system would take advantage of current laser ranging facilities used to range to
both space debris and satellites.

Moving to a continuous wave laser requires a different approach to ranging to space debris.
This thesis proposes using a PRN code modulation to time-tag the outgoing laser light
and measures the time-varying delay of the laser light with a matched filter analysis. This
method provides a measure of the higher-order derivatives of motion and can potentially
achieve a change in velocity measurement of 1 mm/s.
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Chapter 2

Current Space Debris Ranging

There are several different ranging methods currently used to determine the Earth orbital
properties of a piece of space debris. The two most common methods are using ground-
based radars and optical illumination [33]. Figure 2.1 illustrates the concept to measure
the range of a defunct satellite orbiting around the Earth in a mono-static or bi-static
arrangement using either a radar antenna or an optical telescope at the ground stations.

Figure 2.1: A space debris ranging concept where the ground station is used to represent either
radar antennas or optical telescope. The range to the defunct satellite can be measured using a
single ground station in a mono-static arrangement with a propagation delay of 2t1 or in a bi-static
agreement using a second ground station with propagation delay t1 + t2.

Radar and optical ranging methods operate in a different wavelength of the electromagnetic
spectrum. Radars use radio or microwaves which have a longer wavelength while optical
illumination operates at a shorter wavelength than radars in the optical or near infra-red
regions. Both methods have similar ranging concepts and are limited in their ranging
capabilities by:

• Transmitted signal power.

• The cross-sectional area of the target.

• The effective collecting area of the telescope or antenna.

• Signal-to-noise ratio of the reflected signal and detection sensitivity.
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2.1 Radar

RAdio Detection And Ranging (RADAR) was developed before and during the Second
World War by several different nations as a means of detecting and providing early warn-
ings of incoming enemy aircraft. Sir Robert Watson-Watt demonstrated the first successful
practical radar system in 1935 [44]. Today, radars are used in many different range meas-
urement applications outside the military [45].

Radars can be of a mono-static or bi-static arrangement, as illustrated in Figure 2.1.
Radars use a radar dish or antenna to transmit pulses of radio waves or microwaves that
then reflect off an object in their path. The reflected signals propagate in various directions.
In a mono-static arrangement, a small amount of the reflected signal energy propagates
back to the transmitting antenna. The distance between the radar dish and target is
calculated by measuring the propagation delay 2t1 of the signal to and from the target. In
a bi-static arrangement, a second antenna is used to collect the reflected signal energy. The
measured propagation delay is t1 + t2. The distance between the two radar dishes must be
known to calculate both t1 and t2. The measured propagation delay is used to calculate
the position of the target. Multiple independent range measurements are obtained and
together used to determine the change in the position of the target.

2.1.1 Space Debris Ranging using Radar

Radars were the earliest and are the most widely used method of detecting and ranging
space debris in Earth’s orbit [33]. Radars can provide all-weather, day and night operation
[33, 46]. The longer wavelength of the radar signal has lower signal energy loss due to
atmospheric scattering and absorption [47]. The Haystack Ultrawideband Satellite Imaging
Radar (HUSIR) is capable of tracking space debris in the size range of 5 mm to 30 cm in
LEO [48] and radars can identify and track a piece of space debris as small as 1 cm in
GEO [49].

Most radar space debris ranging uses a mono-static arrangement since a bi-static arrange-
ment can be more expensive and complex [50]. However, using multiple receiving dishes
increases the active collecting area [51] of the reflected pulse and improves the measure-
ment precision. For example, the FGAN Tracking and Imaging Radar (TIRA) uses a 34 m
radar dish [52] to track and image space debris in a mono-static arrangement. In the
mono-static configuration, the TIRA system is capable of detecting objects as small as
2 cm in size 1000 km away [53]. A second 100 m parabolic antenna located 21 km away is
also used in a bi-static arrangement. In the bi-static configuration with both radar dishes
used for data collection, the TIRA system can detect objects as small as 0.9 cm in size
1000 km away [53].

The field of view (FOV) of a radar system can vary. A wider FOV allows the radar system
to cover a larger area simultaneously by spreading the energy of each pulse. This approach
allows the radar system to identify and track new pieces of space debris, with several
of these sensors used to create a detection net [49]. A narrower FOV provides improved
ranging precision [54] by focusing more of the signal energy onto the target debris. However,
the narrower FOV makes it more difficult for the radar system to locate a new space debris
target.

The collected observation vectors are used to obtain the orbital parameters and the radar
signature of the target. The radar signature can provide clues to the object’s natural motion
such as rotation and if the piece of space debris is tumbling [53]. Averaging the gathered
information over several observed orbits improves the initial ranging precision [49].
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2.2 Ranging using Optical Sources

LIght Detection And Ranging (LIDAR) is a method used to measure the distance of a target
by illuminating with a pulse of light [55]. LIDAR systems were first used in meteorology
applications to measure the motion of clouds [56] but have since been used for different
applications including in autonomous cars [57]. LIDAR can provide several advantages
compared to radar, such as high spatial resolution [58] and measure aerosols that radars
cannot [59]. The outgoing laser used in a range finder application can be either a pulsed
or a continuous wave laser modulated with a known signal [38, 60].

In some applications, the reflected optical signal coherently interferes with a second laser
[61]. The result produces an interference pattern depending on the frequency and phase
difference of the two laser beams. Since the transmitted laser and the second laser frequen-
cies are both known, this method is used to measure the Doppler shift of the reflected laser
beam due to the motion of the target [62]. A coherent LIDAR system is more sensitive
to the Doppler shift caused by a moving target than a Doppler radar system due to the
higher frequencies of the optical source [58, 63].

2.2.1 Current Space Debris Laser Ranging

There are currently two methods of obtaining the range of space debris using an optical
telescope. One is called passive tracking where the Sun is the illuminating source and the
second method is called active tracking where a light source such as a laser is projected
onto the target [64]. This thesis focuses the discussion on the active tracking methods.

Figure 2.1 can be used to explain the space debris laser ranging (SDLR) concept for both
a mono-static and bi-static arrangement. The ranging concept is very similar to the radar
ranging concept, discussed in Section 2.1.1, and satellite laser ranging (SLR). Most SDLR
and SLR systems use a pulse of energy from a laser source to illuminate the target. In the
simplest form, the range of the target is determined by measuring the time of flight of the
pulse from the transmission to the reception at the receiving optical telescope [65]. Further
signal processing on the detected pulse can be performed to improve the accuracy of the
measurement. This will be discussed more in Chapter 3. The pulse repetition rate of SLR
systems is commonly around the kHz level [66, 67]. Sending multiple pulses at a higher
pulse repetition rate for an entire tracking period, allows the change in the object’s range
to be more accurately measured and the orbital velocity of the object to be obtained. An
SLR system with 100 kHz pulse repetition rate has also been successfully tested [68].

Modern pulsed laser ranging systems can achieve ranging precision of about 5 cm for space
debris target with radar cross-sections between 2 m2 and 12 m2 [69]. The EOS Mount
Stromlo facility uses a 100 W laser source and can track a piece of space debris as small as
10 cm in LEO [29] with an accuracy of 20 arc-seconds after averaging for 3 to 4 complete
orbits [70].

Compared to using radars, optical sources have not been able to achieve the same level
of performance in space debris ranging. This is because the SDLR system faces several
challenges such as constraints on the optical telescope aperture, limited tracking periods
at dusk and dawn and atmospheric effects. For example, both TIRA and HUSIR use a
34 m and 37 m antenna [48, 52] respectively for radar ranging of space debris while the
EOS telescope is only 1.8 m. These challenges will be discussed further in Section 2.3.
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2.3 Factors that Affect Received Optical Signal Power

The precision of the range measurements depends on the signal-to-noise ratio of the optical
signal detected at the receiving telescope. The factors that affect the collected optical signal
power are:

1. Divergence of the laser beam propagating the distance R to the target debris

2. The cross-sectional area of the space debris ASD

3. Diffuse surface of the space debris

4. Telescope aperture used to calculate the area of the telescope AT

5. Signal loss due to atmospheric effects

As discussed in Section 2.2 and presented in Figure 2.1, ranging using optical sources
can be performed using either a mono-static or bi-static arrangement. There are several
potential advantages of using a bi-static arrangement in an SDLR application such as
improved target detection due to the geometric layout of the two telescopes [71]. Also,
if both telescopes are used as a receiving telescope to gather the reflected light, a more
precise range measurement of the target can be obtained. However, the EOS telescope,
used as a model for the telescope design in this thesis, has a mono-static arrangement and
is used as the focus of the discussions in this section.

2.3.1 Laser Beam Divergence

A laser is a coherent light source where the emitted beam is represented as a Gaussian
function [72] and propagates a considerable distance without much beam divergence [73].
The low beam divergence allows more of the signal laser to be focused on the target,
improving the signal-to-noise ratio. However, in a space debris application, there is signal
loss due to beam divergence as the signal propagates the large distances R to the target.

Figure 2.2 illustrates a laser beam focused by a lens to a beam waist ω0. The beam waist
is the location along the propagation direction where the beam radius ω is minimum [74].
As the beam propagates over large distances, the beam starts to diverge, and the width of
the beam expands, with a beam divergence angle of θ.

Figure 2.2: Gaussian laser beam with a beam divergence θ and a beam waist ω0. The beam
reflected by the mirror also diverges along the propagation path.

The diffraction-limited divergence angle θ can be calculated using Equation 2.1 where λ
is the laser wavelength. Equation 2.1 shows that a laser beam with a broad beam waist
ω0 produces a smaller beam divergence angle θ. For laser ranging applications, the beam
waist is at the output of the transmitting telescope and the beam waist is approximately
equal to the radius r of the telescope aperture (ω0 = r). Therefore a large aperture size of
the telescope is essential to form a laser beam with a broad beam waist ω0.
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θ =
λ

πω0

=
λ

πr

(2.1)

As the laser beam propagates the distance R to the space debris position, the beam di-
verges. The increased diameter of the beam reduces the overlap between the beam area
and the cross-sectional area of the space debris, reducing the reflected optical signal power.
A large aperture telescope can output a broader beam waist and minimise the beam di-
vergence. By using a larger telescope to produce a transmitted signal laser beam with a
smaller beam divergence, more of the signal laser is reflected by the target debris resulting
in an improved signal-to-noise ratio of the acquired signal.

2.3.2 Size of the Space Debris

The amount of laser light reflected by the space debris depends on the overlap between
the space debris cross-sectional area ASD and the area of the beam at the debris’ position.
The larger the overlap between the space debris cross-sectional area and the beam, the
more optical signal power is reflected by the target debris, increasing the signal-to-noise
ratio of the optical signal collected at the receiving telescope.

Pieces of space debris come in different shapes and sizes. For simplicity, most debris targets
are treated as a circular object and categorised based on the diameter of the debris as shown
in Table 2.1. The cross-sectional area ASD is calculated from the categorised diameter of
the piece of space debris. This categorisation of the space debris is also used to identify
the ease of tracking the piece of space debris as well as how dangerous the debris would be
to an active spacecraft.

Category Object Diameter (cm) Ease of Tracking Potential Damage

1 >10 High Catastrophic

2 10 to 1 Low precision Sig. Damage

3 <1 Extremely Low Moderate

Table 2.1: Categorising space debris based on diameter of the debris [75].

Category 1 contains large debris such as old defunct satellites and rocket bodies. If a
piece of Category 1 debris were to collide with a satellite, the impact would destroy the
spacecraft like the Iridium-Cosmos collision. However, this debris is large enough for cur-
rent range measurement systems to identify and track with sufficient precision to produce
a more detailed prediction of the debris’ orbit. This information can then be used by
satellite operators to determine the likelihood of collision with an active satellite and take
precautionary steps if required.

Category 2 space debris are between 1 and 10 cm in diameter. Though most debris removal
research focuses on the re-entering Category 1 space debris, Category 2 space debris are
of most concern for satellite operators [76]. The size of the debris is still large enough to
cause significant damage upon impact but the precision of the range measurement is low
making orbit prediction and collision avoidance more challenging.
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Category 3 space debris cannot be tracked easily due to the small size. The signal-to-noise
ratio of the optical signal reflected by the space debris is inadequate to predict its orbits
accurately. Most modern spacecraft have sufficient shielding [77] to protect vital spacecraft
systems from an impact with a Category 3 debris. The disadvantage of using such shielding
is the increase in weight and size of the satellites, making it more difficult to fit in launch
vehicles and more expensive to launch the spacecraft. Also, Category 3 space debris can
damage externally mounted equipment and unshielded portions of the spacecraft, leading
mission degradation or reduced mission life [75].

A piece of space debris with the larger cross-sectional area has a higher overlap with the
area of the laser beam at the debris’ position resulting in more reflected optical signal
power and improved ranging precision. The focus of this thesis will be on Category 2
space debris.

2.3.3 Diffuse Reflecting Surface of Space Debris

The discussion so far has treated space debris as an ideal reflecting surface. In reality, a
piece of space debris would have a rough and complicated surface resulting in a diffuse
reflection. The effect of a diffuse surface is illustrated in Figure 2.3 where the incident
optical signal is scattered randomly in many different directions [78]. The scattered light
from each individual scattering centre interferes with each other to produce a speckle
pattern [78]. In some applications, these speckle patterns are used to characterise the
reflecting surface [79]. However, this discussion is beyond the scope of this thesis and is
not considered for a space debris application in this thesis.

Figure 2.3: Illustration of the scattering effect of the incident optical signal of a diffuse surface.
The blue lines represent the incident optical beam. The red lines represent the scattered reflected
beam. E1, E2 and E3 are the electric fields of three optical beams reflected back to the telescope.

Using Figure 2.3, a diffuse reflecting surface has two effects on the reflected optical signal:

1. Scattering the optical signal in many directions

2. Adds random phase to the reflected signal

As seen in Figure 2.3 the incident beam is reflected in various different directions. A smaller
amount of the optical signal is reflected parallel to the incident beam. In a space debris
ranging application, the reflected optical signal from a diffuse reflecting surface would have
reduced signal-to-noise ratio.

The second effect of a diffuse surface is that each scattered signal has a different path
length. Each kth reflected signal can be represented as an electric field Ek(t), as shown
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in Equation 2.2, where Ak is the amplitude, f frequency and φk is the phase. The phase
of the electric field φk depends on the propagating distance LSig of the optical signal
(φk = 2πf

c LSig) [80].

Ek(t) = Ake
i(2πft+φk) (2.2)

Using Figure 2.3, the propagating distance LSig of each reflected optical signal is slightly
different. For example E2 has a propagating distance larger than 1 mm compared to E1.
Therefore each kth electric field of the reflected optical signal has a different phase φk.
The randomness of the phase of the optical signal reflected by the diffuse surface can be
represented by a Gaussian distribution [78, 81].

Figure 2.4 is used to illustrate the impact of the diffuse surface on the magnitude of
individual electric fields using Equation 2.2. For simplicity to show the statistics of the
diffuse surface effects on the reflected electric field, Ak is generated using a Gaussian
distribution where the mean is equal to 1 and standard deviation is equal to 0.2 while φk
is also generated using a Gaussian distribution where the mean is equal to 0 and standard
deviation is equal to 2π. The simulation is repeated for a million times to produce the
histogram. The simulated result shows the magnitude of the electric fields varies following
a Gaussian distribution with the mean equal to 1 and the standard deviation equal to 0.2.

Figure 2.4: Histogram showing the Gaussian distribution of the electric field magnitude reflected
from a diffuse target.

The electric field ESig(t) of the optical signal collected at the receiving telescope is the
complex sum of the different electric fields as shown in Equation 2.3 [79]. Equation 2.3
shows the amplitude of the electric field ESig(t) depends on the amplitude of the different
scattered signals collected by the telescope.

ESig(t) = E1(t) + E2(t) + E3(t) + ..... EN (t)

=

N∑
k=1

Ake
i(2πft+φk)

(2.3)

Figure 2.5 illustrates the resultant electric field ESig(t) after adding the different electric
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fields from a diffuse target. Since the propagating path length of each electric field is
different, the electric fields are not in phase. This causes the phase of the summed electric
field ESig(t) to behave in a random manner. The result is the amplitude of ESig(t) is
reduced.

Figure 2.5: Impact of summing the scattered electric field from the diffuse surface. The scattered
electric fields causes the phasor to behave in a random manner and reduce the amplitude.

Figure 2.6 illustrates a histogram to represent the summed electric fields using Equation
2.3. In the simulation, N is equal to 100 and the simulation is repeated a million times
to identify the statistics. The histogram shows the magnitude of the summed electric
fields ESig(t) follows a Rayleigh distribution with the mean equal to 10. The result shows
a change in the statistic of the magnitude of the summed electric field ESig(t) from the
individual reflected electric fields Ek(t) due to the diffuse surface. In the case of an ideal
reflecting surface, where the individual electric fields Ek(t) are in phase with each other,
the summed electric field ESig(t) follows a Gaussian distribution with a mean equal to
100 (N = 100). The reduced mean of the summed electric field distribution in Figure 2.6
shows that the diffuse surface has reduced the overall magnitude of the electric field.

Figure 2.6: Histogram showing the Rayleigh distribution of the summed electric field magnitude
reflected from a diffuse target.

For a direct detection method, such as the pulse laser ranging and the direct detection
scheme discussed in Chapter 4, the phase of the laser is not measured. The small change
in path length of the optical signal for a piece of space debris between 1 cm and 10 cm would
not impact propagation delay measurement. However, the optical power of the received
signal would be reduced due to the scattering effect of the diffuse surface.
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A coherent detection method is sensitive to phase fluctuations of the optical signal [73]. In
a coherent detection method, the optical signal beam interferes with a second beam at the
receiving telescope. The result is an interference pattern called a beat note which depends
on the frequency and phase difference, fh and ∆φ respectively, of the two interfering beams.
Coherent detection methods are widely used to measure the velocity of a moving target [62]
and by modulating the phase of the signal laser [25, 82] to measure the propagation distance
of the signal beam. Statistically, as shown in Figure 2.6 for a diffuse surface, a beat note
will always be present but the magnitude of the phasor sum is reduced. This also reduces
the amplitude of the interference pattern. In a space debris application, the combination of
a diffuse surface and a received signal with a low signal-to-noise ratio, a coherent detection
and phase modulation method to measure the range may not be possible.

In summary, a space debris target with a diffuse reflection of the optical signal affects
both the amplitude and phase of the reflected signal. The resulting signal loss affects
both direct and coherent detection methods. Chapter 5 will discuss the approach for the
coherent detection scheme to measure the propagation distance of the target space debris.

2.3.4 Telescope Aperture

The receiving telescope is used to collect the space debris reflected optical signal photons.
The optical signal power collected by the telescope is directly related to the active collecting
area AT of the telescope. A telescope with a larger AT collects more of the reflected optical
signal. Equation 2.4 is used to calculate the AT of the telescope with an aperture D.

AT = π
(D

2

)2
(2.4)

Structural design and cost constraints typically prevent the building of telescope with
a single large mirror. Larger modern astronomical optical telescopes, such as the Giant
Magellan Telescope (GMT), may use lightweight segmented mirrors [83], where each mirror
has an individual support structure, but when installed together act as a single mirror with
a much larger aperture [84].

Another approach is linking multiple telescopes to emulate a larger aperture telescope.
Since the laser beam is scattered off debris in various direction, a second telescope can be
also be used in a bi-static arrangement to collect the tracking data as shown in Figure 2.1.
One study was able to show a pulse laser signal reflected from a large defunct ENVISAT
satellite was detected at a second optical telescope, approximately 300 km away [85]. When
using the tracking data collected from both telescopes, the range measurement precision
showed an improvement of an order of magnitude [85].

The telescope used at the Mount Stromlo facility has an aperture of 1.8 m [29] for space
debris ranging and is used for all calculations related to the telescope design in this thesis.

2.3.5 Atmospheric Loss

Atmospheric effects on the propagating beam are:

1. Distorting the wavefront of the laser beam causing an increase in beam divergence.

2. Change in the polarisation of the laser beam [86].

3. Reducing the returning signal power through photon absorption and scattering.
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The Point Spread Function (PSF) and the Fried Coherence length are two parameters
that help describe the impact of atmospheric distortion for an optical system. The PSF
describes the response of an imaging system to a point source or point object. For a
telescope with an aperture D, the smallest angular resolution that can be observed is
given by the telescope’s PSF. As the optical signal passes through the atmosphere, the
wavefront distortion increases the telescope’s smallest observable angular resolution by a
factor of D/r0 [87]. r0 is the Fried Coherence length which is a measure of the quality of
the optical transmission through the atmosphere.

The refractive index of the atmosphere changes with a change in the atmospheric density.
The net effect is a distortion of the phase of the laser, reducing the coherence of the
propagating laser beam causing the laser beam to defocus and increase the beam divergence
[88]. This results in a larger beam width at the telescope’s location and less of the signal
photons is collected. The phase distortion also acts as a noise source and can impact range
measurements based on using the phase or frequency of the laser.

Atmospheric conditions are challenging to gauge since the effects can change rapidly de-
pending on weather conditions. Adaptive optics (AO) can be used to reduce the wavefront
distortion of the laser beam [89]. Installing an AO system to the optical telescope has
been proposed for space debris ranging [11] and is being developed by SERC as part of
their debris manoeuvring demonstration [28, 90]. A sodium laser guide star is used to
form an artificial star [91] with the AO system used to measure the wavefront distortion of
laser guide star. The wavefront measurement is then used to correct for the distort of the
transmitted laser beam, as the beam travels through the atmosphere, allowing the laser
beam to be focused on the target.

Atmospheric absorption and scattering of the laser photons also reduce the amount of
power that returns to the telescope. Atmospheric absorption depends on the wavelength
of the laser and the number of atmospheric molecules that can absorb the photons at the
laser wavelength [92].

This thesis would not focus on the discussions related to the implementation of an A0
system to reduce the wavefront distortion while the signal loss from the atmospheric ab-
sorption and scattering is denoted as F .

2.3.6 Estimating the Reflected Signal Power

This section aims to derive an equation to calculate the optical power collected by the
telescope. The same steps can be taken to calculate the collected signal for a radar ranging
method. The initial discussions in this section will make two assumptions:

1. The target is a satellite

2. Beam divergence is diffraction-limited

Both the diffuse reflecting surface of a piece of space debris and atmospheric effects impact
the optical power of the received signal but also vary greatly for different space debris
targets and changing atmospheric conditions respectively. By making the initial assump-
tions, this section aims to present an equation to show how the fixed parameters in the
ranging system impacts the received signal power. This equation is then updated to take
into account signal loss due to the diffuse surface and atmospheric effects. Section 2.3.7
will discuss for the difference between a satellite and space debris targets between 1 cm
and 10 cm.
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Figure 2.7 illustrates the divergence of a laser beam transmitted in the direction of a
satellite with a range of R. ASD is the cross-sectional area of the satellite, and ΩT is the
solid angle of the laser beam. A solid angle is used to estimate the field of view covered by
an object when observed from a particular point.

Figure 2.7: Illustration of a laser beam transmitted in the direction of a defunct satellite with
range R and cross-sectional area of ASD. ΩT is the solid angle of the laser beam.

The solid angle gives the amount of outgoing laser power that reaches the target at a range
of R. The solid angle of a diverging Gaussian beam from a telescope, as illustrated in
Figure 2.7, is approximately the shape of a cone with beam divergence θ. The solid angle
Ωcone for a cone is calculated using Equation 2.5. The equation is simplified for small
angles of θ (sin θ ≈ θ).

Ωcone = 4π sin2
(θ

2

)
≈ πθ2

(2.5)

Using Equation 2.1, the diffraction-limited beam divergence angle θ is related to the radius
of the telescope. Therefore replacing θ in Equation 2.5, the solid angle ΩT of the trans-
mitting laser beam from the telescope can be calculated by using Equation 2.6 where AT
is the active collecting area of the telescope.

ΩT =
λ2

π(D/2)2

=
λ2

AT

(2.6)

The amount of light reflected back to the telescope depends on the portion of the light
intensity that overlaps an area equal to the cross-sectional area of the target ASD. If the
transmitted power is PT at a wavelength of λ, the reflected optical power PSD is calculated
with Equation 2.7.

PSD = PT
1

ΩT

ASD
R2

= PT
ASDAT
λ2R2

(2.7)
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Assuming the reflected laser beam also has diffraction-limited beam divergence, Figure 2.8
shows the solid angle of the laser beam is also approximately a cone and can be used to
calculate the signal power collected by the telescope. Equation 2.8 shows the reflected laser
beam solid angle ΩR calculated using the size of the target satellite DSD to calculate the
cross-sectional area of the target ASD.

Figure 2.8: The reflected laser beam from the defunct satellite with range R has a solid angle of
ΩR. AT is the effective collecting area of the telescope.

ΩR =
λ2

π(DSD/2)2

=
λ2

ASD

(2.8)

The amount of light collected by the telescope will depend on the portion of light, with
the solid angle ΩR at the range R, that overlaps with the area of the telescope AT . With
the reflected power of PSD at wavelength λ, the amount of signal power collected at the
telescope PR can be calculated using Equation 2.9.

PR = PSD
1

ΩR

AT
R2

= PT
(ASDAT )2

(Rλ)4

(2.9)

Equation 2.9 shows how the relationship between the received signal power PR with the
laser wavelength λ, range of the target R, the target cross-sectional area ASD and the
active collecting area of the telescope AT . Table 2.2 shows two examples, providing values
for the various parameters, to calculate the received signal power PR using Equation 2.9.
For Example 1, a 10 cm target with a range of 1000 km results in 3 W received signal power
PR, using a 1.8 m telescope aperture and a 10 kW transmitted laser power PT . In Example
2, only the target size is reduced to 1 cm and all other parameter values are fixed. The
received signal power PR is reduced to 300µW. Table 2.2 shows that in the ideal conditions
using Equation 2.9, taking into account the assumptions made, the signal-to-noise ratio
for a small target can be low.

In reality, the actual received signal power PR would be smaller than the values calculated
in Table 2.2 for 1 cm and 10 cm target. By assuming a diffraction-limited beam divergence
and a satellite as a target to derive Equation 2.9, the following conditions were not taken
into account:
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Parameters E.g. 1 Values E.g. 2 Values

Transmitted Power PT 10 kW 10 kW

Laser Wavelength λ 1064 nm 1064 nm

Target Size 10 cm 1 cm

EOS Telescope Aperture D 1.8 m 1.8 m

Approx. Received Power PR 3 W 300µW

Table 2.2: Calculating PR using Equation 2.9 for target size of 1 cm and 10 cm.

1. Increased beam divergence due to atmospheric wavefront distortion

2. Signal loss due to atmospheric absorption and scattering

3. Signal loss due to increase scattering from a target with a diffuse surface.

Equation 2.9 is updated and represented as Equation 2.10 in order to take into account the
increased signal loss due to the above mention factors. F and β are parameters that aim
approximate the signal loss from the atmospheric condition and from a small piece of space
debris with a diffuse surface respectively. Since the signal passes through the atmosphere
twice between the transmission and collection of the optical signal, F is squared in Equation
2.10.

PR = PT
(ATASD)2

(Rλ)4

F 2

β
(2.10)

The main challenge is providing an approximate value for the F and β parameters to help
calculate the received signal power PR for a space debris target. F will vary depending on
weather and atmospheric conditions which can change throughout the day. β depends on
the size of the space debris, the nature of the diffuse surface and the reflecting material,
with all three factors can vary for different targets.

2.3.7 Difference between Satellite and Space Debris Laser Ranging

Space debris laser ranging (SDLR) uses the same concept as satellite laser ranging (SLR).
However, SLR measurements of the position of an LEO satellite, together with using
onboard GPS, can be determined to between millimetre and centimetre level accuracy [93,
94]. The same level of performance cannot be achieved for space debris ranging.

All active satellites maintain a stable orbit [95]. A piece of space debris might not maintain
a stable orbit, tumbling in space, and cause fluctuations in the reflected optical signal
power.

Most active satellites have onboard retro-reflectors. A retro-reflector is a device that reflects
light in the direction parallel to the incident beam. An onboard retro-reflector can increase
the optical power of the signal beam reflected to the telescope [96]. The optical signal from
a retro-reflector also dominates the reflected signal from diffuse surfaces of the satellite.
This prevents the random phasor discussion in Section 2.3.3 and allows coherent systems
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for range measurements [62]. Discussions presented by Lehr et al on using laser ranging
on two satellites, with and without an onboard retro-reflector, showed an increase in the
number of signal is approximately 108 for the satellite with an onboard retro-reflector [46].

The size and shape of the space debris also impact the reflected signal power. Due to
collision or fragmentation events, the reflecting surface of a piece of space debris varies
greatly. Optical reflectively of space debris is not known but considered comparable to
microwave radar cross-section (RCS) [32, 97]. For comparison a stealth aircraft has an
RCS of 0.1 m2 [98] and a retro-reflector as high as 20 000 m2 [99]. Kirchner et al discussed
several challenges of developing an SDLR system at the Graz SLR station [32]. The test
carried out in Kirchner et al tracked space debris with RCS between 0.3 m2 and 15 m2 in a
stable orbit at a target range between 600 km and 2500 km. The space debris system used
25 mJ/pulse, 10 ns pulse width and 1 kHz repetition rate laser source. With the help of an
avalanche photodiode, approximately 4 photoelectrons/s was obtained during their tests.

The EOS SDLR system in Mount Stromlo uses a 4.5 J/pulse laser and 170 Hz repetition
rate. The expected energy density on a target at a range of 800 km is equal to 0.08 J/cm2.

Due to the combination of these factors, a piece of space debris is considered a non-
cooperative target. It is difficult to provide a sensible approximation of the received signal
power for a space debris target as the reflected signal power from a piece of space debris
varies greatly and can vary for different targets. For active satellites, with the help of retro-
reflectors, the signal power is more consistent and higher than for a space debris target,
resulting in better accuracy in the range measurement. For the discussion in Chapter 6,
this thesis will try to approximate the parameter β to calculate the received signal power.

2.4 Noise Sources

Section 2.3 highlighted the factors that impact the optical signal collected by the receiving
telescope. Using Equation 2.10 the upper bound optical power of LEO space debris would
be low and the signal is exposed to various noise sources that degrade the signal-to-noise
ratio and reduce the range measurement precision. The primary noise sources that affect
the optical signal are:

1. Shot noise

2. Photodetector noise

3. Background photon noise

4. Analogue to Digital converter clock noise

5. Laser frequency and phase noise

Figure 2.9 shows the impact of the amplitude and clock noise sources on a pseudo-random
noise (PRN) code amplitude modulated continuous wave laser. Amplitude noise sources
such as shot noise, photodetector noise and background photon noise add amplitude fluctu-
ations on the modulated signal. For low power optical signals, amplitude noise corrupts the
modulated signal, making it difficult to distinguish the PRN code features and amplitude
transitions. Clock-related noise will cause timing errors, adding to the uncertainty in the
arrival time of the modulated code. These timing errors lead to the range and velocity
measurement errors.
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Figure 2.9: PRN code with amplitude noise distorting the optical signal detected and clock noise
which affects the correct sampling of the detected PRN code.

Figure 2.9 does not show the effect of both laser frequency and phase-related noise. Both
types of noise sources would not impact the direct detection methods since only the intens-
ity of the signal laser is measured. However, a coherent detection method is sensitive to
both frequency and phase-related noise. In the coherent system, the optical signal collected
by the telescope interferes with a second laser called the local oscillator. The interference
pattern is a sinusoidal function of time called the beat note with a frequency fh and phase
∆φ. fh is the difference in the laser frequency of the optical signal fSig and local oscillator
fLO (fh = fSig − fLO) while ∆φ is the difference in the phase of the two interfering lasers
(∆φ = φSig−φLO). Measuring the change in the beat note frequency fh due to the Doppler
shift of the signal laser frequency can be used to calculate the velocity of the target [62].

Figure 2.10 shows the effect of laser frequency noise on the beat note of an acquired in-
terference pattern in the frequency domain. The beat note is obtained by interfering two
free-running optical lasers and the intensity of the interference measured using a photo-
detector. Without frequency and phase noise, the expected beat note frequency would be
a single harmonic at fh. But due to the laser frequency noise, the peak of the beat note
has drifted to a higher frequency and is broadened over a range of frequencies. This would
lead to reduced accuracy in estimating the Doppler shift of the signal laser frequency in a
coherent-lidar application to estimate the target’s velocity. The two lasers can be frequency
stabilised and phase-locked but this will be further discussed in Chapter 5.

Figure 2.10: Effect of laser frequency noise on the beat note in a coherent detection method.
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2.4.1 Shot Noise

Light is electromagnetic radiation made of up tiny packets of energy called photons [100].
The energy of each photon E depends on the wavelength λ of the light source as shown in
Equation 2.11 where ~ is Plank’s constant and c is the speed of light.

E =
~c
λ

(2.11)

The arrival of each photon is treated as a discrete independent event. The number of
photons n arriving per measurement interval τ can be described using a Poisson distribu-
tion [101, 102]. Equation 2.12 calculates the optical power P of a light source by counting
the average number of photons n̄ arriving within a 1 second time interval.

P = n̄E (2.12)

Since the arrival follows a Poisson distribution, the standard deviation of the distribution
is the measure of the fluctuations in the number photons arriving from one measurement
interval of τ to another. The fluctuations in the number of photons arriving per second
causes fluctuation in the optical power. This fluctuation is called shot noise. Shot noise is
represented as σSN in Equation 2.13 where τ is equal to 1 second.

σSN =
√
n̄τE (2.13)

Equation 2.13 showed that shot noise is related to the optical power P of the signal. An
increase in the optical signal power increases the shot noise. Figure 2.11 shows a simulation
on how the shot noise of the optical source changes when the source is amplitude modulated
with a sinusoidal signal. At the peak of the modulated signal, the uncertainty in the number
of photons arriving is larger, and so the fluctuations in the optical power from shot noise
would also is more substantial than at the troughs for the same interval of time.

Figure 2.11: The red curve represents the mean optical power of the amplitude modulated laser
source and the blue region indicates the amount of shot noise from the optical source.

Shot noise is a white noise source that is independent of frequency and is a property of the
light source [103]. Both quantum noise and technical noise sources generate laser intensity
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Chapter 2 Current Space Debris Ranging

noise, but the lowest possible intensity noise level achievable is from shot noise [103]. Even
though there are methods of reducing the intensity noise below the shot noise limit [103],
for this thesis shot noise is the fundamental limit of the optical noise.

For the direct detection and coherent detection scheme discussed in this thesis for a space
debris application, shot noise from the received optical signal would not be the dominant
noise source. For the direct detection scheme, both photodetector and background photon
noise would be larger. For the coherent detection scheme, the signal is amplified above
the various additive amplitude noise and shot noise from the local oscillator laser is the
dominant noise source.

2.4.2 Photodetector Noise

A photodetector is a device that is capable of measuring the intensity of the optical sig-
nal. When a photon arrives at the photodetector, the photon transfers its energy to the
semiconductor in the photodetector, generating a photoelectron-hole pair [100] and flows
like an electric current.

The photodetector also generates dark-current noise. Dark-current noise is the random
generation of electron-hole pairs in the absence of light. Due to thermal effects, an electron
can gain sufficient energy to generate an electron-hole pair. This electron-hole pair is
indistinguishable from the photoelectron-hole pair. The dark current of a photodetector is
reduced by cooling the environment that houses the detector. Also, the photodetector has
additional noise sources from associated electronic circuits and amplifiers [100].

2.4.3 Background Photon Noise

Background photon noise is the dominant noise source for current space debris laser ran-
ging methods [33] and limits daylight operations at Mount Stromlo [70]. Background
photon noise is when the photodetector measures a photon associated with an external
optical source unrelated to the signal. The telescope will also collect photons generated by
sources in the surrounding environment including both starlight and sunlight. The largest
background noise source in space debris ranging is the Sun. The spectrum of the solar
radiation outside of the Earth’s atmosphere is mostly between 200 nm and 2500 nm [104].
As the solar radiation passes through the Earth’s atmosphere, the spectrum is altered due
to absorption and scattering.

The continuous wave laser used in the bench-top experiment in this thesis is at 1064 nm.
There is some loss of solar radiation in the near infra-red region due to water vapour and
carbon dioxide molecules but a significant amount of the solar radiation at 1064 nm passes
through the atmosphere [104]. The optical signal photons can become indistinguishable
from the background photons for a low signal-to-noise ratio optical signal. Optical filters
can be used to remove photons at the different wavelengths, but background noise within
the wavelengths allowed by the optical filter reduces the signal-to-noise ratio.

2.4.4 ADC Sampling Timing Error

Clock-related noise is introduced into the measurement at two stages of the experiment.
One is during the generation of the PRN code, and the other is the digitisation of the PRN
code by the analogue to digital converter (ADC).
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When digitising the signal, two different types of clock noise are present. The first causes
a timing offset in the ADC sampling of the PRN code. This timing offset may also drift
over time. In a bench-top experiment, the generation and digitisation of the PRN code
are synchronised to a master clock. There is now a common clock timing error, and this
prevents the independent drift of the clock frequency at each stage of the experiment.

The second clock noise is called timing jitter. The digitisation of an ADC is typically
assumed to be periodic with a fixed time interval between the digitised samples. Due to
the jitter of the ADC sampling time, the time interval between the samples varies and
could lead to the incorrect digitisation of the PRN code. Due to the timing errors present
in the digitised PRN code, the precision of the range measurement is reduced.

2.4.5 Laser Frequency Noise

Laser frequency noise is the random fluctuations of the instantaneous frequency or the
random fluctuations in the linear evolution of the phase of the laser source [105, 106]. Laser
frequency noise would not impact the direct detection methods but coherent detection
methods are sensitive to fluctuations in the laser frequency and phase. If two unstabilised
laser sources are used, one as the illuminating source and the second as the local oscillator,
both would have the 1

f laser frequency noise [107]. The laser frequency noise from both
sources introduces errors when measuring the beat note frequency fh since the resulting
beat note frequency when interfering the two laser beams broadens [108] and drifts over
time. Laser frequency noise of a source can be stabilised and reduced by locking the output
of the laser to an optical cavity [109, 110].

Heterodyne interferometry based measurements often require frequency stabilised lasers
[111] or deriving both signal and local oscillator from the same source [73] to reduce
the impact of laser frequency noise. Laser frequency stabilisation has been shown to
achieve sub-Hz resolution using a frequency comb [112]. In space-based interferometer
missions such as GRACE Follow-On and LISA, the laser stabilisation is designed to achieve
30 Hz/

√
Hz [113] and 100 Hz/

√
Hz [114] respectively. Chiodo et. al showed that the laser

frequency of the source can be stabilised and tuned to track the Doppler shift of the
reflected signal laser frequency in satellite ranging application using a coherent detection
method [62].

2.5 Chapter Summary

Chapter 2 looked at the two most common methods of ranging space debris using radars
and optical telescopes. Space debris is a non-cooperative target. The range measurement
obtained from a piece of space debris is less precise than from an active satellite with
retro-reflector. Space debris ranging is also affected by space debris size and range, laser
beam divergence due to the vast propagation distances, telescope size and atmospheric
condition. These factors impact the number of signal photons reflected and collected by
the ranging system. The chapter also presented the different noise sources present in the
signal laser beam that impact the delay measurement accuracy.

The diffuse surface of a piece of space debris causes scattering of the optical signal and
varies the phase of the reflected signal’s electric field. This reduces the amplitude of the
electric field and may prevent using a coherent detection method for low signal-to-noise
ratio scenarios.
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Chapter 3

Matched Filter Analysis

The discussions in Chapter 2 highlighted the challenges faced by current space debris laser
ranging applications. The low signal-to-noise of the optical signal is the main limiting
factor for poor ranging precision of the optical illumination method compared to radar.
Low signal-to-noise ratio also prevents current space debris laser ranging operation during
the daylight hours because of the increase in background photon noise. Further, a piece
of space debris is a non-cooperative target with a diffuse reflecting surface. The diffuse
surface increases the scattered reflection of the optical signal and varies the phase of each
reflected signal’s electric field. Both reduce the amplitude of the optical signal and may
prevent using phase modulation methods to measure the propagation delay.

This chapter discusses amplitude modulating the continuous wave laser with pseudo-
random noise (PRN) codes. By taking advantage of the code statistics [34], a more ex-
tended period than a single pulse of the acquired optical signal is used to improve signal
detection and the range measurement precision. The different phase of the electric fields
do not affect the amplitude modulation method as only the PRN code amplitude trans-
itions of the optical signal are required for the range measurement, and the phase of the
optical signal can be ignored. The amplitude modulated PRN code is shifted in time due
to the propagation delay of the optical signal. The motion of the space debris also causes
a Doppler shift of the PRN code properties. A matched filter analysis with parameter
estimation is used to determine the position and change in position of the space debris.
This method provides information on the space debris range, velocity and higher-order
derivatives of motion. These estimated parameters can be used to determine the orbit of
a piece of space debris and predict future collisions. The estimated parameters can also be
used to determine the effectiveness of the manoeuvring laser on the debris’ orbit.

3.1 Background on Matched Filters with Parameter Estima-
tion

Matched filters have been used as a signal processing tool in many different fields for
several different applications since the 1950s [115]. A matched filter can be used to look
for the presence of the desired signal, called the template, in the measured time series by
cross-correlating the template signal with the acquired signal [116]. Equation 3.1 shows
the output y[n] of the matched filtering process where h[n] is the template and x[n] is the
acquired signal.

y[n] =
∞∑

n=−∞
x[n]h[n+ k] (3.1)
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If the template h[n] is present in the acquired signal x[n], the output of the matched filter
y[n] will be typically much larger compared to when the template is absent, even if the
acquired signal is corrupted with noise. The template has a high correlation with the
acquired signal but has a weak correlation with the additive noise present in the signal.

The good cross-correlation property of matched filters is also used to determine the para-
meters of the acquired signal. In some cases, the properties of the transmitted signal have
changed, resulting in poor correlation with the template. Parameter estimation techniques
are used to adjust the properties of the template, and the cross-correlation output provides
a measure of how similar the template is to the acquired signal. The template parameters
that generated the most significant cross-correlation output provides the best estimate of
the acquired signal’s properties.

3.1.1 Example of Ranging Applications using Parameter Estimation

Matched filters with parameter estimation are commonly used in ranging applications.
One example is the pulsed-compression matched filter used in pulse radar ranging applic-
ations [117]. A pulse-compression matched filter is used at the receiver with parameter
estimation to improve signal detection of the reflected pulse and to improve the measure-
ment resolution of the position of the target.

Figure 3.1a shows the transmitted pulse with pulse peak amplitude equal to A1 V and a
pulse width T s. Figure 3.1a also shows that within the pulse, the radio signal is frequency
modulated with a chirp signal to reduce the frequency linearly by B1 Hz. Figure 3.1b shows
the received pulse shifted in time by τD due to the propagation delay. The received pulse
is shown to have a peak amplitude of A2 V, pulse width T s and modulation bandwidth
B1.

(a) Transmitted pulse with width T and a linear frequency sweep of the radio wave
decreasing by B1 Hz within the pulse.

(b) The detected pulse at the receiver and frequency modulation of the radio wave
are both shifted in time due to the propagation delay.

Figure 3.1: Comparing the transmitted pulse and the reflected pulse with a linear frequency
sweep from a stationary target.
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In an ideal case, the peak amplitude of target reflected pulse acquired at the receiver
(A2) has a good signal-to-noise ratio to provide accurate and precise measurement of the
propagation delay τD. In some applications, A2 is small and increasing A1 to improve the
signal-to-noise ratio of the acquired reflected pulse can be complex and difficult to achieve.
A transmitted pulse with a wider pulse width has more energy per pulse and a pulse-
compression matched filter can be used to improve both signal detection and measuring
the propagation delay [118].

The acquired pulse is passed as one of two inputs for the pulsed-compression matched
filter analysis. The second input is the template pulse with the same pulse width T s and
modulation bandwidth B1Hz. The matched filter analysis carries out a cross-correlation of
the two input pulses. Figure 3.2 shows the output of the matched filter analysis resembling
a sinc function as the template parameter τ is altered. The peak of the sinc function scales
with the amplitude A2, the modulation bandwidth B1 and the width T of the received
pulse [118]. Figure 3.2 also shows that the width of the main peak of the sinc function is
affected by the bandwidth B1 [118]. Since 1

B1
s� T s and A2B1T V� A2 V, the width of

the sinc function is smaller with a larger peak amplitude compared to the received pulse.

Figure 3.2: The cross-correlation output of a pulse-compression matched filter. The result is a
sinc function with both the peak and width of the pulse affected by the frequency modulation B1.

The largest cross-correlation amplitude, equal to A2B1T V, is produced when the time
shift τ applied to the template pulse matches the propagation delay τD of the acquired
pulse. The cross-correlation peak amplitude is used to estimate the propagation delay τD
and hence the position of the target. Equation 3.2 shows that the range resolution δR
depends on the width of compressed pulse [45, 118] where c is the speed of light.

δR =
c

2B1
(3.2)

If the target is in motion, the received signal pulse modulation bandwidth B1 is altered
to BDoppler (B1 6= BDoppler) due to being Doppler shifted by the target’s motion. The
Doppler shift of the modulation bandwidth B1 can be large enough where the acquired
pulse does not correlate as well with the template pulse, reducing the cross-correlation
peak amplitude.

Figure 3.3 shows three different cross-correlation results where the parameter value for the
for modulation bandwidth of the template pulse B is altered and the initial propagation
delay of the target is τD. For simplicity, only the chirp signal with the different B parameter
value used to generate the template pulse is compared to the Doppler shifted chirp BDoppler
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of the acquired pulse are shown in Figure 3.3. These three different chirp signals are
modulated onto the template pulse. As before the acquired pulse is cross-correlated with
the template pulse to produce the cross-correlation output.

Figure 3.3: Matched filter concept where the delay and linear chirp frequency of the template
chirp are altered before correlating with the signal. The peak value of the correlation is equal to
P2 when the template h(t) is matched to the acquired signal x(t).

For the first template in Figure 3.3, the input parameter value B used to generate the
chirp for the template pulse is larger than the Doppler shifted chirp BDoppler for the
acquired pulse (B > BDoppler). Despite the mismatch, the two pulses are similar enough
to produce a cross-correlation with a peak value of P1. For the second template, the input
parameter value B matches the Doppler shifted chirp signal (B = BDoppler). The result is
a larger cross-correlation output with a peak value of P2. For the final template, the input
parameter value B is smaller than the Doppler shifted chirp (B < BDoppler). The result is
a reduced cross-correlation output equal to P3.

The pulse-compression matched filter example showed that two parameters, τ and B, of the
transmitted signal, can be changed during the propagation of the signal. These changes
reduce the cross-correlation output of the received signal with a copy of the originally
transmitted signal. Using a parameter estimation approach to alter the same two para-
meters for the copy of the transmitted signal, the cross-correlation output can be used to
estimate received signal’s τ and B parameter value. These two values can then be used in
estimating the position and change in position of the target.

Another type of parameter estimation matched filter is the correlation of two m-sequence
PRN codes [119]. This method is widely used in continuous wave radar [120] and lidar
[34] ranging applications. This method is discussed in more detail in Section 3.2. Other
examples of the use of parameter estimation matched filters are in gravitational wave
detection [121, 122].
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3.2 Pseudo-Random Noise Sequences

Pseudo-Random Noise (PRN) codes are widely used in both radar [120] and lidar [34]
applications to measure the range of a target. A PRN code is a deterministic and periodic
binary sequence [123]. Within the sequence period, the bit pattern is random, but the
sequence pattern repeats itself indefinitely [123].

One such PRN code sequence is called the maximal length sequence, also known as m-
sequence [123]. Figure 3.4 shows a 4-bit m-sequence PRN code. The properties of an
m-sequence PRN code are:

1. Code length L is 2n−1 chips for an n-bit linear feedback shift register code generator

2. Output sequence of 1’s and 0’s are deterministic

3. Contains 2(n−1) 1’s and 2(n−1) − 1 0’s

4. An all-zero state in the shift register will remain latched with constant zero output.

5. When a shifted sequence is modulo-2 added to an identical unshifted sequence, it
generates the same sequence with a different shift

6. Has good auto-correlation.

Figure 3.4: A 4-bit m-sequence PRN code. The code length of a 4-bit code is 15 chips where
each chip is 1

fChip
seconds. The m-sequence pattern will repeat at the end of the code length.

The chip frequency fChip determines the rate at which the PRN code generator creates a
new output. This time interval is called a chip. The code repetition frequency fCode is the
rate at which the sequence repeats itself. As shown in Equation 3.3, the code repetition
frequency fCode of the sequence depends on the chip frequency fChip and the code length
L of the sequence (L = 2n − 1).

fCode =
fChip
2n − 1

(3.3)

3.2.1 Generation of a PRN Sequence

An m-sequence PRN code is generated using a linear feedback shift register [124]. Figure
3.5 shows a 4-bit linear feedback shift register. The shift register can be described by the
polynomial expression x4 +x3 + 1 indicating that bits from position x3 and x2 of the 4-bit
shift register are the XOR operation inputs. The output of the XOR operation is fed back
to the shift register in position x0 while the bits in the registers are shifted by one position.
The bit that was previously in position x3 moves out of the register as the output of the
PRN code generator. Only using certain positions of the shift register, as inputs to the
XOR operations, will generate an m-sequence [123].
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Figure 3.5: A 4-bit linear feedback shift register for generating an m-sequence PRN code.

The PRN code generation cycle is repeated and the time taken for the generator to output
a new value depends on the chip frequency. The sequence in the shift register is unique at
every cycle resulting in the PRN code output to appear random [123, 125]. However, the
sequence will repeat itself every period resulting in a repeating pattern.

3.2.2 Spectra of a PRN Sequence

Figure 3.6 shows the normalised power spectrum of the 4-bit m-sequence PRN code. The
frequency response of the PRN code has a sinc2f envelope [123], spread over a broad
range of frequencies. The nulls in the spectrum occur at integer multiples of the chip
frequency. The spacing between the frequency lines is dependent on the code repetition
rate (fCode Hz). A longer PRN code sequence will reduce the frequency spacing between
the PRN code harmonics.

Figure 3.6: A PRN code spectra with a sinc2f envelope and the nulls of the envelope occurring
at integer multiples of the chip frequency fChip.

3.2.3 Applications of PRN Codes

PRN code sequences are used in many different fields and applications to take advantage
of the sequence’s spread-spectrum properties highlighted in Figure 3.6. For example, an
analogue noise source with white Gaussian characteristics can be built using a large PRN
sequence generator. PRN code sequences can also be used to modulate a carrier frequency.
The spectrum of the code will spread the signal over a broader range of frequencies [126],
scrambling the data and preventing jamming or interference at a specific frequency. M-
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sequence PRN codes have good auto-correlation properties and are widely used in ranging
applications with a parameter estimation matched filter. Two m-sequence PRN codes are
also used in the generation of Gold Codes [127]. Gold codes generated from one GPS
satellite has poor cross-correlation with Gold codes from another satellite [128]. This
property of Gold codes allows GPS operators to broadcast from multiple satellites in the
same frequency range.

3.2.4 Correlation of PRN Codes

Most PRN code sequences have either good auto-correlation or cross-correlation properties.
Correlation is the measure of how similar two PRN code sequences are to each other [125].
Auto-correlation is the correlation of PRN code with a delayed copy while cross-correlation
is the correlation of two different PRN codes. The auto-correlation of two identical m-
sequence PRN codes is sensitive to time-shifts applied to one of the PRN code. The
amplitude of the correlation output can be used to measure the time-shift of a delayed
PRN code.

Equation 3.4, shows the correlation output R[m]xy of two identical m-sequences x(n) and
y(n) with code length L as a function of the differential delay m. For simplicity, x(n) is
considered a binary signal with amplitude transitions between 1 and 0 for the discussion
in this section only. y(n) is the template code with the amplitude transitions between 1
and −1. In the correlation, the two codes are first multiplied together. If the amplitude
of the nth chip for both x(n) and y(n) is equal to 1, the two chips are in agreement, and
the output of the multiplication is equal to 1. If x(n) is equal to 1 and y(n) is equal to
−1, the output is equal to −1. If x(n) is equal to 0, the output of the multiplication is
equal to 0. The correlation then counts the number of chips in agreement by summing
the multiplication of the two PRN codes for the length L of the sequence. The process is
repeated for every mth chip shift applied to the template code y(n) to produce R[m]xy.

R[m]xy =

L−1∑
n=0

x(n)y(n+m) (3.4)

When the two sequences are aligned with each other, the output of the correlation is
approximately equal to L

2 since half of the x(n) sequence is equal to 0. This is also known
as the group delay of an Finite Impulse Response (FIR) filter. When the two sequences
are not aligned, the correlation output is approximately equal to 0. Therefore the delay of
the PRN code x(n) can be determined using the correlation output R[m]xy. Section 3.2.5
discusses using a PRN code to estimate the propagation delay of the outgoing laser light
in a ranging application.

3.2.5 PRN Code Amplitude Modulation of the Continuous Wave Laser

PRN codes can be modulated onto the amplitude [34] or the phase [82] of the laser to
measure the propagation delay. However, the discussion in Section 2.3.3 showed that
phase modulation may not suitable for space debris ranging application due to the diffuse
reflecting surface of a piece of space debris. The addition of the scattered electric fields
with varying phase would degrade the amplitude of the beat note. In a low signal-to-
noise ratio application such as space debris ranging, the accuracy and precision of the
range measurement using phase modulation of the laser may not be applicable. Hence the
amplitude modulation method is considered for space debris applications.
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PRN codes have been used to amplitude modulate a continuous wave radar signal [129]
and continuous wave laser in lidar [130, 131] for ranging applications. Equation 3.5 shows
the transmitted output power of a continuous wave laser s(t), with the optical power of
the laser P , amplitude modulated with the PRN code C(t). The PRN code sequence is
represented as n number of rectangular-shaped pulses, represented as rect function, with
a width equal to TChip [34]. an is used to represent the binary value of the nth bit of the
sequence, either equal to 1 or 0.

s(t) = P.C(t)

= P (anrect(t− nTChip))
(3.5)

From Equation 3.5 the output power of the continuous wave laser is turned on and off by
the PRN code sequence. If the binary value an is equal to 1, the output power is equal to
P . If the binary value an is equal to 0, the output power is also equal to 0. The output
power of the laser in the time series will show a PRN code sequence transitioning between
P and 0.

Equation 3.6 shows the acquired signal y(t) using a photodetector. In the equation, y(t)
is the delayed version of the transmitted signal s(t) due to the propagation delay τ and α
is the conversion of the power of the delayed optical signal s(t− τ) to the output voltage
amplitude by the photodetector. b(t) is the background noise present in the detected
optical signal.

y(t) = α(s(t− τ) + b(t)) (3.6)

Figure 3.7 shows the correlation output between the acquired optical signal y(t) and the
template code for sequence length equal to ti seconds. As the delay of the template code
is shifted to τ , the two codes are aligned. Hence the correlation output changes to the
maximum value of α2

∑tifChip

n=1 P . This value is denoted as Amax in Figure 3.7.

Figure 3.7: The auto-correlation process to find the propagation delay of a PRN code reflected
by a simulated target

The peak amplitude of the signal correlation is dependent on the acquired signal’s optical
power P and the integration time ti. If the detected signal has a low signal-to-noise
ratio, increasing the integration time ti results in a larger Amax value. The background
noise b(t) present in the acquired signal is also present in the signal correlation but has
poor correlation with the template code. The integrated noise causes fluctuations in the
correlation output but increases by

√
ti for increasing integration time ti while the desired
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signal increases proportional to ti. Therefore the improvement in signal detection and the
precision in measuring τ using the correlation method improves by

√
ti.

The ambiguity range RAmbiguity depends on the distance light travels within the time taken
to generate a complete PRN code sequence of L chips. Equation 3.7 is used to calculate
the ambiguity range of a L chip length PRN code (L = 2n − 1).

RAmbiguity = c
(2n − 1

fChip

)
m (3.7)

Figure 3.8 shows a signal correlation at τ delay and a second signal correlation output at
the delay of τ + L

fChip
. Since the PRN code pattern is periodic, if τ + L

fChip
delay is applied

to the template code, the PRN codes are once again aligned, and so the correlation output
produces a second signal correlation peak. If the propagation distance to the target is
larger than the ambiguity range cτ >> RAmbiguity, the absolute range of the target cannot
be measured. A PRN code range measurement method can have a larger RAmbiguity by
either using a longer PRN code sequence or reducing the chip frequency fChip.

Figure 3.8: The ambiguity range of the PRN code depends on the code length L. At τ +L delay
a second correlation peak is generated.

Time of flight measurement using a continuous wave laser amplitude modulated with PRN
codes can provide improved accuracy and high unambiguous estimation of the parameter τ ,
by controlling the chip frequency and code length of the sequence. The PRN modulation
method can also provide improved signal detection and ranging precision compared to
pulse ranging methods [34, 38] due to the extended integration time ti being larger than
the pulse width T .

3.3 Doppler Shift of the Amplitude Modulated Optical Signal

Section 3.2.5 discussed a method to determine the position of a piece of space debris using
a continuous wave laser. The outgoing laser light is amplitude modulated with an m-
sequence PRN code, and the acquired signal is correlated with a template code to measure
the parameter for the propagation delay τ . However, a piece of space debris in Earth’s orbit
is not a stationary target. Some space debris in LEO can travel as fast as 15 km/s [7]. Due
to the target debris’s motion, the propagation delay of the reflected PRN code changes as
a function of time. This results in the Doppler shift of the modulated PRN code statistics.
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3.3.1 Background on Earth Orbital Mechanics

The Doppler shift applied to the reflected optical signal is directly related to the orbital
motion of the target space debris. This orbital motion can be approximated using Kepler’s
Laws of Planetary motion. Figure 3.9 illustrates the elliptical orbits of two planets, at
different distances, from the Sun as described by Kepler’s Laws of Planetary motion [132].

Figure 3.9: Illustration of Kepler’s three laws with two planetary orbits.

1. Law 1: The orbit of a planet is an ellipse with the Sun at one of the 2 foci (F1 and
F2 for planet 1).

2. Law 2: A line segment joining the planet and Sun sweeps equal areas during equal
intervals of time (A1=A2).

3. Law 3: The square of the orbital period of a planet is proportional to the cube of
the semi-major axis of its orbit.

The same three Kepler’s Laws can also be used to describe the elliptical orbit of a piece
of space debris about the centre of the Earth. Equation 3.8 shows the three main orbital
properties of the orbiting space debris. These properties are the total distance of a complete
orbit dorbit, orbital velocity vorbit and orbital period Torbit. RS is the altitude of the space
debris from the surface of the Earth, RE and ME is the radius and mass of the Earth
respectively, and G is the gravitational constant. RE , ME and G are constants in the
orbital equations. Hence the orbital parameters are dependent on the altitude of the space
debris RS . For space debris orbiting the Earth in LEO, due to a smaller value of RS , the
debris has a larger orbital velocity vorbit and shorter orbital period Torbit than a similarly
sized space debris in GEO.

Dorbit = 2π(RS +RE)

vorbit =

√
2GME

(RS +RE)

Torbit = 2π

√
(RS +RE)3

GME

(3.8)
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The ground station used to transmit and collect the optical signal is located on the Earth’s
surface. Therefore the point of reference must be changed from the centre of the Earth.
The relationship to alter the reference point is illustrated in Figure 3.10. B is the location
of the ground station on the Earth’s surface, and A is the location of the orbiting space
debris. θ is the angle of the space debris at position A from the centre of the Earth using
the reference illustrated in Figure 3.10.

Figure 3.10: Geometry of a space debris orbiting around the Earth in reference to both the center
of the Earth and the telescope on the Earth’s surface at position B. dTelescope is the distance of
the debris from the telescope.

From the telescope’s point of view, the space debris appears to have different properties to
that described by Kepler’s Laws. The scenario that produces the most significant Doppler
shift of the optical signal is when the LEO space debris travels directly overhead the
telescope with a zenith angle equal to 0◦. Using this assumption and that the telescope is
able to track the space debris from horizon to horizon, Equation 3.9 is used to calculate
the distance d(t)Telescope between the telescope and the space debris. As the angle θ varies
with time, the distance dTelescope also changes.

d(t)Telescope =
√

[(RE +RS) cos(θ(t))]2 + [(RE +RS) sin(θ(t))−RE ]2 (3.9)

Figure 3.11 shows d(t)Telescope calculated for a piece of space debris observed by the ground
telescope using Equation 3.9 for an altitude RS equal to 500 km. This is the minimum
altitude space debris the EOS telescope can track due to the slew rate of the telescope.
For space debris at a lower altitude, the EOS telescope is unable to track the debris during
its observational pass of the telescope. Figure 3.11 shows that d(t)Telescope is time-varying.
Even though the space debris has a constant orbital velocity vorbit, from the telescope’s
reference on the Earth’s surface, the space debris has higher-order derivatives of motion
such as acceleration and jerk.

The orbital properties presented in Figure 3.11 assumes the space debris has a stable
circular orbit. In reality, the orbital velocity vorbit is not constant and has an acceleration
term [133]. The piece of space debris could have an unstable and complicated orbit and
various external factors such as atmospheric conditions [134] could also alter the orbital
properties. The observing telescope also has a relative velocity due to the rotation of
the Earth. The time-varying distance of the space debris may be more complicated than
presented in Figure 3.11.
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Figure 3.11: Derivatives of displacement of a satellite in reference to the optical telescope for a
circular orbit with altitude of 500 km.
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3.3.2 Doppler Shift of the Laser Frequency

The space debris’ time-varying distance causes a Doppler shift of the optical signal laser
frequency. A piece of space debris at an altitude of 500 km in LEO can cause a Doppler
shift of the laser frequency by as much as ±8 GHz.

The Doppler shift of the optical signal laser frequency is ignored for the direct detection
scheme in Chapter 4 since the laser frequency is not measured during signal detection and
the Doppler shifted laser frequency does not impact the amplitude modulated PRN code.

For the coherent detection scheme in Chapter 5, used to amplify the amplitude modulated
PRN code optical signal, the Doppler shift would change the beat note frequency and im-
pact the amplitude modulated PRN code on the beat note. Satellite ranging applications of
a coherent system overcome this challenge by either using a large bandwidth photodetector
or by frequency tuning the local oscillator frequency using the known orbital information of
the target debris to keep the beat note frequency within the photodetector bandwidth [62].
Many applications use frequency stabilised lasers with wide tuning ranges [62, 114, 135]
in satellite ranging and other fields. A similar approach can be used to prevent the beat
note frequency from being shifted beyond the bandwidth of the photodetector and lose the
amplitude modulated PRN code. However, as discussed in Section 2.3.3, there are addi-
tional challenges in a space debris application that need to be considered in an attempt to
measure the Doppler shift of the laser frequency.

3.3.3 Doppler Shift of the Modulated PRN Code

The space debris’ time-varying distance observed from the telescope location causes the
Doppler shift of the amplitude modulated PRN code collected by the telescope. Spacetime
diagrams are used to explain the Doppler effect on the amplitude modulated PRN code as
it provides the relationships of positions and time as measured in a coordinate system [136].
For simplicity, the two spacetime diagrams in Figure 3.12 explain the time-varying delay
on single pulses of light transmitted at equal intervals of time. Each chip of a PRN code
is represented as single pulses with the time interval of each chip also fixed. Therefore the
spacetime diagram results are used to present the effect on the reflected pulses of the PRN
code sequence by a target moving at a constant velocity equal to v m/s.

(a) Spacetime diagram showing the
compression of the transmitted pulses.

(b) Spacetime diagram showing the
stretching of the transmitted pulses

Figure 3.12: Spacetime diagram comparing affects on the arrival of pulses transmitted at equal
intervals due to the change in propagation delay between the reflecting target and the observer.

In Figure 3.12a the target is moving towards the observing telescope with a constant
velocity v m/s. As the distance between the target and the telescope reduces, so does the
propagation delay of each subsequent pulse reducing the time interval between the arriving
pulses. As the time width of each chip is reduced, the chip frequency of the amplitude
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modulated PRN code collected at the telescope has increased. The acquired signal PRN
code appears compressed compared to the original code.

In Figure 3.12b the target is moving away from the telescope with a constant velocity v m/s.
As the distance between the target and the telescope increases, so does the propagation
delay of each subsequent pulse increasing the time interval between the arriving pulses. As
the time width of each chip is increased, the chip frequency of the amplitude modulated
PRN code collected at the telescope has decreased. The acquired signal PRN code appears
stretched compared to the original code.

Figure 3.13 compares the compressed and stretched code due to the Doppler shift of the
chip frequency with the template PRN code. Even if the start of the PRN codes sequences
is aligned to the original position of the space debris target, due to the time-varying delay,
the Doppler shifted PRN code sequences move out of alignment with the template code.

Figure 3.13: Comparing the original transmitted PRN code with a compressed and a stretched
version of the code when the reflecting target has a constant velocity.

Figure 3.14 compares the impact on the reflected PRN code if the target has an acceleration
term. Figure 3.11 shows that the space debris is observed to have an acceleration term
which changes the rate of compression or stretching on the acquired PRN code at the
receiver unlike in Figure 3.13 where the rate is constant. If either a longer PRN code or
for larger integration time is chosen for the analysis, the acceleration term can reduce the
signal correlation. This is further discussed in Section 4.1.9 for the bench-top experiment.

Figure 3.14: Comparing the original transmitted PRN code with a compressed and a stretched
version of the code when the reflecting target has a constant acceleration.
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3.3.4 Correlation with a Doppler Shifted PRN Code

As the space debris position changes with time, the propagation delay τ of the optical signal
also varies with time. This time-varying delay causes a Doppler shift of the amplitude
modulated PRN code’s chip frequency. The PRN code from the acquired optical signal is
no longer an identical sequence to the template code resulting in weaker correlation output.

The time-varying delay of τ can be estimated by measuring the τ for subsequent signal
correlations. Assuming the simulation can collect the reflected signal from the moving
target at 7 km/s for 1 s and the analysis divides the acquired signal into 4 consecutive
segments. Each segment is used to estimate the parameter τ . Figure 3.15, shows the
correlation output of the four consecutive segments where the integration time ti is equal
to 0.25 s. If the target is stationary, the τ parameter measurement is equal to τ1 for each
consecutive signal. However, for a moving target, the signal correlation is shifted in time
resulting in a time-varying τ parameter measurement from τ1 to τ4 for the 4 consecutive
signals. Estimating the time-varying delay τ using consecutive signal correlation is possible
if the acquired signal has a high enough signal-to-noise ratio for signal detection.

Figure 3.15: Comparing four consecutive simulated signal correlations where the detected signal is
reflected from a target moving with velocity of 3000 km/s away from the telescope. The integration
time is equal to 0.25 s.

Figure 3.16 compares, in simulation, the signal correlation from a signal reflected by a
stationary target, to the signal correlation where the PRN code is a Doppler shifted by a
target travelling at 7 km/s. Since less of the Doppler shifted PRN matches the template
code, the signal correlation is reduced as seen in Figure 3.16.

Another observation of the two signal correlations in Figure 3.16 is that the signal cor-
relation from the Doppler shifted acquired signal is broader than the 2 chip width than
observed with the acquired signal without Doppler effect. The misalignment between the
Doppler shifted PRN code and the template code due to the time-varying delay causes
the signal correlation to spread into the surrounding delays. This spreading effect would
be more significant for larger Doppler shifts of the acquired signal resulting in a smaller
correlation peak output.

The simulated results in this section show that the time-varying delay of a target can be
measured from consecutive signal correlations using the PRN code correlation method.
This approach is similar to measuring the time-varying delay for consecutive pulses in
the pulse laser ranging method. Amplitude Modulating the continuous wave laser would
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Figure 3.16: Simulation comparing the signal correlation for target moving with a constant
velocity equal 7 km/s and a stationary target. The initial propagation delay of light between
transmission and reception is τ .

provide an improvement in signal detection and range measurement precision due to a
longer integration time than a single pulse. However, the result in Figure 3.16 shows that
the correlation output is not ideal as the time-varying delay within the chosen integration
time for the analysis causes a reduction in the signal correlation. This result can make
signal detection more challenging for low signal-to-noise ratio optical signals.

3.4 Parameter Estimation to Measure the Time-Varying Delay

Section 3.3 showed that the position of the space debris is time-varying with higher deriv-
atives of motion resulting in a Doppler shifted modulated PRN code. The discussions also
showed the signal correlation is reduced due to the time-varying delay of the target debris.
Using parameter estimation to apply the Doppler effect on the template code allows the
matched filter analysis to:

1. Maximise the signal correlation improving low signal-to-noise ratio signal detection.

2. Estimate the time-varying delay parameters to provide a more accurate and precise
measurement of the target’s motion

3.4.1 Modelling the Time-Varying Delay of a Target

A model of the time-varying delay is used to apply the Doppler effect and adjust the
template code. This model is referred to as the Delay model. Equation 3.10, together
with Figure 3.17, shows the Delay model used to calculate the time-varying delay τ(t) of
the optical signal between the telescope and the target. The time-varying delay can be
described using the Taylor series. Equation 3.10 shows the calculation of the time-varying
delay up to the first three terms of the Taylor series. d0 is the initial distance between
the target and the telescope, v0 is the initial velocity of the target and a0 is the initial
acceleration of the target at time t = 0. Together the distance d(t) changes with time
depending on the term d0, v0 and a0.
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τ(t) =
d(t)

c

' 1

c

(
d0 + v0t+

a0t
2

2

) (3.10)

Figure 3.17: Illustration of change in the distance d(t) between the ground telescope and target
debris depending on the space debris’ observable parameters d0,v0 and a0.

Equation 3.11 shows the template code x(t) generated by inserting the Delay model from
Equation 3.10 to delay the PRN code C(t).

x(t) = C(t− τ(t)) (3.11)

For a stationary target where both v0 and a0 are equal to zero (v0 = a0 = 0), d(t) = d0

for all values of t. For a target moving with a constant velocity (a0 = 0), the sign of the
velocity parameter determines the direction of the target’s motion. A positive velocity
value causes d(t) to increase with time, indicating that the target is moving away from
the telescope. The template code x(t) is a stretched version of the original code C(t).
A negative velocity value causes d(t) to decrease with time, indicating that the target
is moving towards the telescope. The template code x(t) is a compressed version of the
original code C(t). Adding the acceleration term changes the rate at which the PRN code
is compressed or stretched.

In a space debris application, the parameter values of d0, v0 and a0 are not known. To
estimate these parameter values, a parameter bank, with a range of possible values, is
generated for each parameter. The different parameter values are used to generate the
altered template code and produce a correlation. Section 3.4.2 and Section 3.4.3 show the
impact of changing each parameter value on the template code and Section 3.4.4 shows
the impact on the signal correlation output.

3.4.2 Estimating the d0 Parameter Using Template Banks

Figure 3.18 shows a two-dimensional grid representing the template bank for the parameters
d0 and v0. In Figure 3.18 only the parameter value for d0 is changed and v0 is fixed and
equal to vSD, the velocity of the target. Figure 3.18 shows three points on the grid with
different d0 values and compares the generated template code to the acquired optical signal.

As d0 in Figure 3.18 is changed, the template code is shifted in time. The second template
code example in Figure 3.18 is aligned to the acquired optical signal, unlike the first and
third template codes where the time shift is smaller and larger than the propagation delay
of the optical signal respectively. The second example would generate a larger signal
correlation than the surrounding d0 parameter values.
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Figure 3.18: Matched template for both the distance and velocity parameters. Only the input
value for the distance parameter is changed. The template code will be aligned to the acquired
signal when the distance parameter value matches the target’s distance.

3.4.3 Estimating the v0 Parameter Using Template Banks

Figure 3.19 shows the same two-dimensional grid in Figure 3.18, but the three points on
the grid show a change in the velocity parameter v0. The distance parameter d0 is fixed
and equal to dSD, the initial propagation distance to the target. Figure 3.19 also shows
the impact of changing the v0 parameter on the generated template code in comparison to
the acquired optical signal.

Figure 3.19: Matched template for both the distance and velocity parameters. The distance
parameter input value is constant and only the velocity parameter value is changed. The template
code remains aligned to the acquired signal for the chosen sequence length when the velocity
parameter value matches the target’s velocity.

By changing the input value v0, a different time-varying delay is applied to the template
code. The second template code example in Figure 3.19 is aligned with the optical signal.
However, the first appears to be more stretched while the third template code appears to
be more compressed compared to the optical signal resulting in both codes moving out
of alignment with the acquired signal. The second template code would produce a more
significant signal correlation of the three examples for the velocity parameter.
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3.4.4 Cross-Correlation of Optical Signal with the Template Code

Figure 3.20 shows the signal correlation between the optical signal and the template codes
by varying the d0 and v0 parameter values. The output of the signal correlation indicates
the similarity of the template code parameter values to the parameters of the Doppler
shifted PRN code modulated onto the optical signal. The template code parameter values
that generated the most substantial signal correlation would likely present the optimal
values for d0 and v0 that best matched the optical signal.

Figure 3.20: Cross-correlation between the return signal and template code for the input para-
meters d0 and v0.

Both the template spacing and noise in the correlation would impact the correct estimation
of the optimal parameter values. If the optimal values are between the template points,
the matched filter analysis cannot obtain the maximum signal correlation, and the optimal
values are not measured. The smaller the template spacing the closer the matched filter
analysis can identify the optimal values, but this also increases the computational require-
ment. Fluctuations in the signal correlation due to noise can cause errors in the correlation
peak position and introduce errors in estimating the parameter values. An interpolation of
the signal correlation or applying a fit that matches the shape of the signal correlation may
provide a better estimate of the optimal parameter values and will be discussed further in
Chapter 4.

3.4.5 Adding More Parameter Template Banks to the Delay Model

In practice, the higher-order effects will be included as needed in the analysis to maximise
the signal correlation and improve estimating the time-varying delay parameters. The
same approach introduced in Section 3.4.2 and 3.4.3 can be used with higher derivatives
of motion from the Taylor series, such as the acceleration term a0. Another parameter
template bank can be added to account for the parameter. However, due to the limitation
of the computational resources for the bench-top experiment, discussed in Chapter 4, these
higher-order derivatives are not included in the analysis. The discussion in Section 3.5 will
focus on the distance and velocity parameters. The bench-top experiment limitations are
discussed in Chapter 4.

47



3.5 Factors That Impact the Matched Filter Analysis

3.5 Factors That Impact the Matched Filter Analysis

The parameter estimation matched filter analysis presented in Section 3.4 is the proposed
method to adjust the template code parameters and match the template code to the Dop-
pler shifted acquired signal. Matching the template parameter values to the acquired signal
improves signal detection and estimates the time-varying delay parameters to produce more
precise information on the space debris’ orbit. The parameter values used as inputs to the
Delay model that generated the most significant signal correlation is the best estimate of
the acquired signal time-varying delay.

The time-varying delay measurement accuracy and precision for the parameter estimation
matched filter analysis depend on the slope of the signal correlation and the noise present
in the correlation. The determinants that impact the signal correlation are:

1. Bandwidth effects

2. Chip frequency

3. Integration time

4. Amplitude noise

3.5.1 Bandwidth Effects

Up until this section, the chip frequency, fChip, of the PRN code generator is assumed to be
equal to the analogue to digital (ADC) sampling frequency, fSampling. For the simulation of
the matched filter analysis in this section, the chip frequency can be changed independently
of the ADC sampling frequency. The ADC sampling frequency is equal to 1.5 GHz to match
the bench-top experiment and the chip frequency is equal to 75 MHz. For the discussions
in this section, both the ADC sampling frequency and the chip frequency can be altered.

The ADC sampling frequency sets the maximum bandwidth limit of the simulation. Nyquist-
Shannon sampling theorem states that when digitising a continuous-time signal, the sampling
frequency must be more than twice the bandwidth of the digitised signal [137]. In the
bench-top experiment, discussed in Chapter 4 and 5, the bandwidth of the digitised signal
is limited by the photodetector. The photodetector bandwidth is equal to 125 MHz [138]
and the PRN code chip frequency is 75 MHz. The ADC chosen to digitised the signal is
fixed at 1.5 GHz. Therefore the criteria set by the Nyquist-Shannon sampling theorem is
satisfied.

For simplicity of the discussion, the ratio between the ADC sampling frequency and the
chip frequency (fSampling

fChip
) is called the oversampling ratio. This oversampling ratio must

be larger than 2. Section 3.5.2 further discusses the impact of changing the chip frequency,
and hence the oversampling ratio, on the matched filter analysis estimate of the delay and
velocity parameters.

Other bandwidth effects come from the limited bandwidth of electronic devices used to
generate, modulate and detect the optical signals. The bandwidth of these components
limits the measurable chip frequency in the optical experiment. These limited bandwidths
also affect the digitised PRN code. Figure 3.21 shows two simulated results comparing a
digitised PRN code, that has a peak to peak amplitude equal to A, with the same PRN
code passed through a high pass filter in Figure 3.21a with a cut-off frequency equal to
10 kHz and a low pass filter in Figure 3.21b with a cut-off frequency equal to 125 MHz.
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These frequencies were chosen to match the photodetector used in the optical bench-top
experiment in Chapter 4.

(a) Effect of 10 kHz high pass filtering (HPF) on the PRN code.

(b) Effect of 125 MHz low pass filtering (LPF) on the PRN code.

Figure 3.21: Simulating bandwidth affects on a PRN code sequence.

The unfiltered digitised PRN code in both Figure 3.21a and Figure 3.21b has transition
between 0 and A and has a DC offset equal to A

2 . The high pass filter in Figure 3.21a
removes the DC offset of the signal, but the peak to peak amplitude of the code transitions
is still instantaneous and equal to A.

The low pass filter in Figure 3.21b no longer outputs a PRN code with instantaneous
transitions but has rounded edges. The unfiltered PRN code spectra is a sinc2 function in
the frequency domain with PRN code harmonics up until the maximum bandwidth limit
set by the ADC sampling frequency. The low pass filter removes the higher frequency
harmonics above 125 MHz. The loss of the higher frequency components results in a more
rounded feature at the transition points with some low pass filter ripple effects. The peak
to peak amplitude is equal to A with a DC offset of A2 . The loss of these higher frequency
harmonics will produce a slightly smaller signal correlation than the unfiltered PRN code.
If the chip frequency is larger than the cut-off frequency (125 MHz), the PRN code is
filtered out; hence a 75 MHz chip frequency is chosen for the simulation.

The matched filter analysis also applies a second low pass filter to the digitised PRN code
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before correlating the acquired signal with the template code. The low pass filter has
a cut-off frequency equal to 375 MHz to reduce the data rate of the acquired PRN code
without introducing aliasing. This step is done to overcome the limited computational
resources available in the data acquisition and allowing for the acquisition of a longer
sequence signal. The other alternative is using an ADC with a smaller sampling frequency,
reducing the maximum bandwidth limit of the digitisation of the PRN code. Figure 3.22
shows the signal correlation, using the distance d0 parameter template when the ADC
sampling frequency is reduced from 1.5 GHz to 375 MHz compared to when the PRN code
is digitised at 1.5 GHz and then low pass filtered to 375 MHz. No further bandwidth effects,
such as from the photodetector, was added in the simulation.

Figure 3.22: Comparing the cross-correlation when the sampling frequency is reduced from
1.5 GHz to 375 MHz to when the code is digitised at 1.5 GHz and then low pass filtered to 375 MHz.

Both signal correlations in Figure 3.22 show horizontal steps. However, the low pass filtered
PRN code correlation has smaller width horizontal steps than the PRN code digitised at
375 MHz, for the same template spacing used in the analysis. The low pass filtered PRN
code has retained the higher digitised sampling frequency information. In the simulated
scenario, the accuracy of the matched filter analysis is reduced by going to a smaller
sampling frequency than reducing the data rate by low pass filtering the digitised signal.

As discussed earlier, the low passed filtered PRN code correlation has a slightly smaller
signal correlation peak than the unfiltered PRN code correlation. This is again due to the
low pass filter filtering out the PRN code harmonics above 375 MHz.

In summary, different bandwidth effects must be considered in the matched filter analysis
for the bench-top experiment. A higher sampling frequency is desirable to generate a
PRN code with higher chip frequency, as will be discussed in Section 3.5.2, but electronic
components in the experiment such as the photodetector also apply bandwidth limits on
the digitised PRN code and impact the signal correlation. If the computational resources
limit the data acquisition, rather than reducing the ADC sampling frequency, the digitised
PRN code can be low pass filtered before the matched filter analysis.

3.5.2 Chip Frequency fChip

Chip frequency fChip is the rate at which the PRN code generator outputs a new binary
value and determines the width of each chip ( 1

fChip
s). The chip frequency also affects the

slope of the signal correlation when varying the parameters d0 and v0. In the presence
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of noise, a steeper signal correlation slope results in a more precise estimate of the two
parameters. The Full Width Half Maximum (FWHM) of the signal correlation slope is
used to measure the steepness of the correlation slope for varying chip frequencies.

Figure 3.23 compares the signal correlation when varying only the distance d0 parameter
when using three different chip frequency to generate the signal and template codes. The
integration time chosen for the matched filter analysis is equal to 1 ms. The simulated
distance of the target is equal to dSignal. The target is stationary with a velocity equal to
0 m/s. The sampling frequency of the ADC is equal to 1.5 GHz.

Figure 3.23: Comparing the signal correlation for different chip frequencies for varying delay d0

parameter values.

From Figure 3.23, the FWHM of the signal correlation increases as the chip frequency is
reduced. Equation 3.12 is used to calculate the FWHM of the signal correlation along
the distance parameter d0. The FWHM is equal to the distance the optical signal travels
within 1 chip interval ( 1

fChip
) at the speed of light c. The result shows that a higher chip

frequency produces a signal correlation with a steeper slope when varying the distance
parameter d0.

FWHMDistance =
c

fChip
(3.12)

Figure 3.24 compares the signal correlation when varying only the velocity v0 parameter
when using the three different chip frequencies. As in Figure 3.23, the integration time
chosen for the matched filter analysis is equal to 1 ms and the sampling frequency of the
ADC is equal to 1.5 GHz. The initial position of the target in the simulation is equal to
dSignal but the target has a velocity equal to 10 km/s.

From Figure 3.24, the FWHM of the signal correlation increases as the chip frequency is
reduced. Equation 3.13 is used to calculate the FWHM of the signal correlation along the
velocity parameter v0. The FWHM is a function of integration time ti but in this section
ti is fixed to 1 ms.

FWHMV elocity = 2
[ c
ti

1

fChip

]
(3.13)

The conclusion of the simulated results in this section is a higher chip frequency produces
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Figure 3.24: Comparing the signal correlation for different chip frequencies for varying velocity
v0 parameter values. The Full Width Half Maximum (FWHM) of the signal correlation is also
shown.

a steeper signal correlation when varying both the distance d0 and velocity v0 parameters.
It is crucial that the chip frequency must be at most half the ADC sampling frequency
to satisfy the Nyquist-Shannon sampling theorem. However, in a bench-top experiment,
bandwidth limitations from the electronic components may require the chip frequency to
be smaller than half the ADC sampling frequency.

3.5.3 Integration Time ti

Section 3.2.5 presented that the peak output value of the signal correlation increased
linearly with the received signal power PSig and integration time ti. For low signal-to-
noise ratio optical signals, the integration time can be increased to improve both signal
detection and the precision in estimating the d0 parameter. Section 3.5.2 also showed that
the FWHM of the signal correlation is also affected by the integration time when varying
the velocity parameter v0. Therefore increasing the integration should also reduce the
FWHM.

Figure 3.25 compares the signal correlation for two integration times of 1 ms and 10 ms.
The chip frequency of the simulation is equal 75 MHz and the ADC sampling frequency
is equal to 1.5 GHz. The initial position of the target in the simulation is equal to dSignal
but the target has a velocity equal to 10 km/s. Figure 3.25a shows the signal correlation
amplitude has increased from approximately 18×104 V to 18×105 V, increased by an order
of magnitude. Figure 3.25b shows that the FWHM of the correlation peak has reduced
from 8000 km/s to 800 km/s, reduced by an order of magnitude.

The results in Figure 3.25 confirm that the integration time is proportionally related to
the maximum output amplitude of the signal correlation and inversely proportional to the
FWHM. Both affect the steepness of the signal correlation. Therefore the precision of the
estimated v0 is expected to be related to square of the integration time ti (t2i ) while the
precision in estimating d0 with integration time is ti.

The advantage of increasing the integration time is improved precision in the parameter
estimate and if the smaller chip frequency had to be used in the bench-top experiment
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(a) Comparing the Signal Correlation for 1 ms and 10 ms integration times.

(b) Comparing the normalised signal correlation for 1 ms and 10 ms integration times.

Figure 3.25: Signal correlation using only a velocity template bank to vary v0. The distance
parameter value d0 is fixed to dSignal.

due to bandwidth limitations, a steeper correlation slope can be produced to improve the
precision of estimating the time-varying delay. The disadvantage is the increased time
taken to complete the analysis and may require additional computational resources.

3.5.4 Noise on the Signal Correlation

This section investigates the impact of both amplitude noise and clock noise in simulation
on the signal correlation. Equation 3.14 shows the detected signal y(t) where C(t) is
the PRN code sequence with both amplitude noise δA from the photodetector and clock
noise δt added during acquisition of the signal. The simulation ignores the impact of laser
frequency noise since the direct detection scheme does not measure the laser frequency.

y(t) = αP.C(t− δtClock) + δAPD (3.14)

Figure 3.26 compares the signal correlation of a simulated signal both with and without
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amplitude and clock noise. The photodetector noise added in the simulation is equal to
250 nW matching the noise floor of the photodetector used in the bench-top experiment.
The timing jitter due to clock noise has a root mean square (RMS) of 1 ps. The clock noise is
matched to the ADC used in the bench-top experiment. The impact of the timing jitter on
the signal correlation in the simulation was much smaller than the impact of the amplitude
noise from the photodetector. Therefore the amplitude noise from the photodetector is the
dominant noise source in the signal correlation.

Figure 3.26: Comparing the cross-correlation of a simulated signal with amplitude noise and a
simulated signal without amplitude noise with a template code.

Figure 3.26 shows that amplitude noise causes fluctuations in the signal correlation output.
If the analysis searches for the maximum amplitude, the noise on the signal correlation will
introduce an error in the measurement. However, despite the fluctuations due to amplitude
noise, the signal correlation has the same shape as the signal correlation output without
amplitude noise. An interpolation of the signal correlation would give a better estimate of
the parameters in the presence of noise.

Equation 3.15 shows how the simulated amplitude noise impacts the correlation between
the simulated signal and template PRN codes. σCorr is the noise in the signal correlation
and σPD is the RMS of the noise source added to the simulated signal. Amplitude noise
in the received signal will add incoherently in the correlation. The RMS of the fluctuation
on the correlation depends on the amplitude of the noise sources added to the signal and
the integration time ti.

σCorr = σPD.
√
ti (3.15)

Equation 3.15 shows the noise added in the correlation is influenced by ti but is not
affected by the PRN code properties. Increasing the integration time ti will increase the
peak correlation output resulting in a steeper correlation slope and improve the parameter
estimate. But increasing the value of ti will also increase the noise fluctuations on the
correlation by

√
ti.
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3.6 Chapter Summary

The discussion in Chapter 3 presented using a matched filter analysis with parameter
estimation to estimate the different parameters of the target’s time-varying delay with the
chapter discussions focused on the distance and velocity parameters. Matched filters have
been used in several applications to measure unknown parameters of a modulated signal
including in range measurement applications. The signal correlation provides a measure
of the similarity between the signal and the template. The template that produced the
highest signal correlation most likely has the same PRN code parameters as the signal.

The chapter also discusses the PRN code properties such as the chip frequency and in-
tegration time, as well as bandwidth effects, that can impact the range and time-varying
delay measurement.
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Chapter 4

Direct Detection Scheme

This chapter presents the bench-top experimental layout and results for the direct detection
scheme. The bench-top experiment generates an m-sequence pseudo-random noise (PRN)
code and amplitude modulates the sequence onto the continuous wave laser. The chip
frequency of the modulated PRN code is altered to model the Doppler effect from a moving
reflecting target. The Doppler shifted acquired signal is passed through the matched filter
analysis to estimate the time-varying delay applied onto the continuous wave laser. Table
4.1 shows the chosen PRN code properties and bench-top experiment parameters. Section
4.1 discusses and justifies the values selected for the experiment.

Parameters Parameter Values

ADC sampling frequency fsampling 1.5 GHz

PRN chip frequency fchip 75 MHz

PRN code length L 32 767 chips

PRN code period Tcode 0.44 ms

Matched filter analysis frequency fMF 375 MHz

Laser wavelength λ 1064 nm

Photodetector NEP 22.5 pW/
√
Hz

Photodetector bandwidth 125 MHz

Background Photon Noise Source 120µW

Max. Integration time 0.1 s

Table 4.1: Table summarising the parameters chosen for the optical bench-top experiment.

4.1 Experimental Layout

The bench-top experiment aims to simulate the time-varying delay of the amplitude mod-
ulated PRN code when used in space debris ranging applications. Setting up an optical
bench-top experiment that modelled a moving space debris target was achieved by breaking
the problem up into a smaller number of tasks:

1. Generate a Doppler shifted PRN code sequence
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2. Amplitude modulate the continuous wave laser with the PRN code

3. Add different noise sources that limit current space debris ranging

4. Measure the PRN modulated optical signal at different optical powers

5. Estimate the time-varying delay using the matched filter analysis

6. Collect statistics on the precision in estimating the time-varying delay

7. Characterise how integration time ti and received signal power PSig impacts the
precision of the measurement.

4.1.1 Pseudo-Random Noise Code Generation

The first step in the bench-top experiment is generating a Doppler shifted PRN code
sequence. A Keysight N4970A Pseudo-Random Bit Stream (PRBS) generator [139] is used
to generate an m-sequence PRN code. The PRBS can generate a PRN code with a chip
frequency between 50 MHz and 12.5 GHz. Figure 4.1 shows an external clock frequency
(fPRBS) is supplied to the PRBS device to control the chip frequency (fChip) of the PRN
code sequence. This approach of changing the chip frequency of the PRBS output allows
the bench-top experiment to emulate the Doppler shift of the PRN code caused by a space
debris target.

Figure 4.1: Block diagram of the PRN code generation from the PRBS where the chip frequency
fchip is supplied from a signal generator.

Figure 4.2 shows the power spectrum density of the PRN code sequence with a 75 MHz
chip frequency. The spectrum shows a sinc2 function, with the first null occurring at
75 MHz. This chip frequency was used in the experiment as the unaltered chip frequency,
without Doppler shift. The chip frequency was chosen as it is well within the photodetector
bandwidth (125 MHz) and the analogue to digital converter (ADC) sampling frequency
(1.5 GHz) is an integer multiple of the chip frequency.

Figure 4.2 also shows two unexpected harmonics at 75 MHz and 150 MHz. These harmonics
are generated by the PRBS generator when generating the PRN code but are not a property
of the PRN code as both harmonics were not observed in the simulated PRN code spectra
presented in Figure 3.6 and when generating the PRN code on an FPGA module. The
harmonics are observed to always occur at the nulls of the spectra even when changing
either the chip frequency or code length of the PRN code. The harmonics would not impact
the matched filter analysis as the spectrum of the template code will have nulls close to
these frequencies, significantly reducing the amplitude of the harmonics, and the remaining
magnitude of these harmonics is spread into multiple frequencies when correlated with the
template code.

Table 4.2 shows the different sequence lengths generated by the PRBS. As discussed in
Section 3.2.5, both the code length and chip frequency affects the ambiguity range. Ideally,
the ambiguity range is larger than the maximum propagation distance of the optical signal,
which for an LEO space debris target is up to 5500 km. In practice, the 23-bit PRN code
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Figure 4.2: Frequency Spectrum of a 15-bit PRN code generated by the PRBS and recorded
using the ADC. The acquisition stage is discussed in more detail in Section 4.1.8.

with 75 MHz chip frequency is suitable for space debris ranging, with a code repetition
rate of approximately 0.11 s and ambiguity range of 33 000 km, but due to the limited
computational resources available for the experiment that allows maximum acquisition
time of 0.1 s the 15-bit PRN code was chosen. The code repetition rate of a 15-bit PRN
code with a 75 MHz chip frequency is approximately 0.4 ms. The ambiguity range of the
modulated optical signal is equal to 130 km. This decision would not affect the experimental
results but if used in a space debris application, the absolute range of the debris cannot
be measured.

Code Length L Polynomial fcode @ fchip = 10GHz

27 − 1 x7 + x6 + 1 78.7MHz

210 − 1 x10 + x7 + 1 9.78MHz

215 − 1 x15 + x14 + 1 305kHz

223 − 1 x23 + x18 + 1 1.19kHz

231 − 1 x31 + x28 + 1 4.67Hz

Table 4.2: Keysight N4970A PRBS code pattern properties. [139]

The proposed system would generate a Doppler shifted PRN code with the aim of amplitude
modulating onto the continuous wave laser. The modulated optical signal acquired by the
ADC would contain the Doppler shifted code, and the matched filter analysis is used to
measure the Doppler shift applied at the PRN code generation stage of the experiment.

The main limitation of this proposed method is its inability to synchronise the start of the
PRN code with the signal acquisition, introducing a delay called LCode that is different for
two different acquired signals with amplitude modulated PRN codes from the bench-top
experiment. The delay estimate for each acquired signal would be different even though
the propagation distance within the bench-top experiment is the same. The optical layout
of the bench-top experiment aims to solve this challenge and remove the effect of LCode.
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4.1.2 Fibre Mach-Zehnder Interferometer

The Doppler shifted PRN code is amplitude modulated onto the output of the continuous
wave laser using a Fibre Mach-Zehnder interferometer. Figure 4.3 shows the optical layout
of the bench-top experiment. The optical source is a 1064 nm wavelength laser with a
maximum output intensity of approximately 200 mW. The output of the laser is passed
through a beam splitter to control the input optical power entering the Fibre Mach-Zehnder
interferometer to protect the components used in the interferometer from high optical
intensities. The second output from the beam splitter is blocked in Figure 4.3 but will be
used as the local oscillator for the coherent detection scheme discussed in Chapter 5.

Figure 4.3: Optical layout of the direct detection scheme bench-top experiment. The continuous
wave laser is amplitude modulated with PRN codes using a Fibre Mach-Zehnder and used to
measure the both the LSignal and LControl propagation distances.

The Fibre Mach-Zehnder interferometer was built using off-the-shelf Electro-optic modu-
lator (EOM) and fibre stretcher, and connected using fibre splitters, as shown in Figure
4.3. In the Fibre Mach-Zehnder interferometer, the input optical power is split equally
into two arms using a 1 × 2 fibre splitter. Equation 4.1 shows the electric field of the
two arms from the fibre splitter. The electric field equations contain amplitude, frequency
and phase information on the optical signal for each arm. The first path is called the
phase modulation arm represented by the electric field EMod(t) where an EOM is used to
phase modulate the laser with the PRN code (φPRN ). The second path is called the fibre
stretcher arm containing a fibre stretcher with the electric field EFS(t). The fibre stretcher
is used to control the optical path length of the fibre stretcher arm.

EMod(t) = EMode
i(2πfLasert+φMod+φPRN )

EFS(t) = EFSe
i(2πfLasert+φFS)

(4.1)

In Equation 4.1 φMod = 2πfLaser
c LMod and φFS = 2πfLaser

c LFS . Changing the path length
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LMod and LFS alters the phase of the optical beam in the phase modulation and fibre
stretcher arm respectively.

An Electro-Optic Modulator (EOM) is used to phase modulation the PRN code onto the
phase modulation arm. In an EOM, the laser beam propagates through a crystal where
the refractive index of the crystal is changed by applying an electric field [140]. The change
in the refractive index causes a change in the phase delay of the propagating laser beam
and hence a phase shift of the output laser beam. The voltage supply needed to apply a
π phase shift to the input laser beam is called Vπ. In the experiment, a Photline EOM
(NIR-MPX-LN-10) is used with 10 GHz bandwidth and Vπ value equal to 5.5 V [141].

The fibre stretcher in the fibre stretcher arm contains a piezoelectric element [142] whereby
applying an input voltage causes mechanical stress in the material, resulting in small path
length changes in LFS [143]. The path length change depends on the input voltage, and the
fibre stretcher can apply path length changes within the optical laser wavelength (1064 nm).
An alternative approach is using a Modulator Bias Controller to lock the operating point
of the Photline EOM to ensure a stable operation over time and environmental conditions.
However this equipment was not available during the experiment.

Figure 4.3 also shows a double-pass AOM optical configuration in the signal path. The
double-pass AOM can be used to introduce additional frequency noise into the optical
signal. This will be discussed further in Section 5.2.4 for the coherent detection scheme.

4.1.3 Output Signal of the Fibre Mach-Zehnder Interferometer

The two arms of the Fibre Mach-Zehnder interferometer are recombined using a 2x1 fibre
coupler. The two arms electric fields interfere with each other, and the output optical signal
of the Fibre Mach-Zehnder PFMZ is shown in equation 4.2. The resulting interference
pattern depends on the phase difference φ∆L of the two arms [144], which is equal to
φMod − φFS , and the PRN code phase modulation φPRN .

PFMZ(t) =
PIn
2

+
PIn
2

cos(φ∆L + φPRN (t)) (4.2)

Using Equation 4.2, Figure 4.4 shows the change in the output optical power PFMZ as the
phase difference φ∆L of the two path lengths is changed. Assuming φ∆L can be controlled
and set to a fixed phase offset equal to 3π

2 , phase modulating the PRN code onto the phase
modulation arm can produce the desired amplitude modulated PRN code.

Figure 4.4: Illustration of the interference of two laser beams as a function of the difference in the
phase of the two laser beams. The phase difference φ∆L is equal to 3π

2 and a ±π4 phase modulation
is added using φPRN .
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The desired phase difference is achieved by controlling the input voltage to the optical fibre
stretcher in the fibre stretcher arm to change LFS so that φ∆L is equal to 3π

2 . As shown
in Figure 4.4 a ±π

4 phase modulation was chosen since the change in the output optical
power is approximately linear between 7π

4 and 5π
4 . Together with Figure 4.4, Equation

4.3 shows the impact of the phase modulation on the Fibre Mach-Zehnder interferometer
output intensity.

PFMZ(t) =


PIn

2 + PIn
2 cos

(
3π
2 + φPRN

)
≈ 0.7PIn, if φPRN = π

4

PIn
2 + PIn

2 cos
(

3π
2 − φPRN

)
≈ 0.3PIn, if φPRN = −π

4

(4.3)

If the modulating PRN code has a binary value of 1, a π
4 phase modulation is applied to

the beam in the phase modulation arm and shifts the phase to 7π
4 . The output interference

amplitude is equal to 0.7PIn. If the modulating PRN code has a binary value of 0, a −π
4

phase modulation is applied to the beam and shifts the phase to 5π
4 producing an output

amplitude of 0.3PIn. As the phase of the interference pattern changes due to the PRN
phase modulation, so does the output intensity of the Fibre Mach-Zehnder interferometer,
resulting in the amplitude modulation of the continuous wave laser.

Figure 4.4 assumes that the phase difference φ∆L is fixed to 3π
2 . In the bench-top experi-

ment, the optical fibre path length of each arm changes independently due to temperature
fluctuations and vibrations [145]. These path length changes cause fluctuations in the
optical power when the two paths interfere. The second use of the fibre stretcher in the
bench-top experiment is to maintain the desired 3π

2 phase offset.

The control layout using the fibre stretcher is shown in Figure 4.5. The low-frequency fibre
fluctuation is obtained from the DC port of the control path photodetector, between 0 Hz
to 50 kHz. The 50 kHz bandwidth of the DC port must be larger than the bandwidth of the
controller presented in Figure 4.5. The controller uses an integrator in the adder/subtractor
to maintain the desired path length difference of the two arms. Some of the amplitude
modulated PRN code harmonics are present in the DC port but these harmonics did not
disrupt the locking process during the time taken to complete the experiment.

Figure 4.5: Illustration of the fibre fluctuation captured from the control arm photodetector and
passed through the adder/subtracter. The output of the adder/subtracter is an error signal after
passed through a high-voltage amplifier is fed back to the fibre stretcher.

As shown in Figure 4.5, due to the fibre fluctuations, the optical power will randomly
fluctuate between the maximum and minimum intensity. The optical intensity measured
from the DC port is passed through an adder/subtracter. The adder/subtracter is used
as an integrator and to apply an offset in the path length of the fibre stretcher arm. By
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shifting the fluctuations of the DC output to half the fringe height, a 3π
2 phase difference

is achieved. The output of the adder/subtracter is the error signal. This error signal is
first passed through a high-voltage amplifier before used as input to the fibre stretcher.

If there is no fluctuation in the optical intensity, the output of the error signal is equal to
0, and the 3π

2 phase difference is maintained. However, if there is an optical fluctuation,
the non-zero error signal causes the fibre stretcher to change the path length of the fibre
stretcher arm to maintain 3π

2 phase difference. The sign of the error signal is used to either
shorten or increase the path length of the arm. The control layout was able to remove
large optical fibre fluctuations in the bench-top experiment. The residual optical intensity
fluctuation is considered as optical intensity noise in the bench-top experiment.

In the ideal case, a π modulation depth would be applied to have a full intensity modulation
of the laser between PIn and 0. However, the current control layout, could not apply the
full intensity modulation for two reasons:

1. Fluctuations in the π phase modulation depth due to fluctuations in the PRN code
amplitude from the output of the PRBS

2. Fluctuations in the phase difference φ∆L

Both these can cause intensity fluctuations. This translates to a PRN code with varying
amplitude modulation depth. Instead the bench-top experiment focuses on the more linear
section of the cosine term between 7π

4 and 5π
4 phase difference shown in Figure 4.4.

The matched filter analysis takes into account the modulation depth used in the bench-top
experiment and uses the change in the optical power of the amplitude modulated PRN
code as the received signal power PSig for the results in Section 4.2 and Section 4.3.

4.1.4 Using Different Propagating Path Lengths

The PRN amplitude modulated continuous wave laser, from the output of the Fibre Mach-
Zehnder, is split into two separate paths:

1. Control path - used to measure the optical intensity fluctuations for the fibre stretcher
control layout and to measure LControl path length

2. Signal path - used to measure LSignal path length

The start of the PRN code generation from the PRBS is not synchronised with the data
acquisition which means each time the PRN code is collected at either the control path or
signal path photodetector, the PRN code delay LCode is different, influencing the individual
path length measurement. The control path length measured using the PRN code is the
sum of the PRN code delay LCode and physical path length LControl on the bench-top
experiment while the signal path length measured using the PRN code is the sum of the
PRN code delay LCode and physical path length LSignal. Since the PRN code delay LCode
is the same in both path lengths, calculating the path length difference ∆L removes the
LCode. Equation 4.4 shows the calculation of ∆L from the two PRN code path length
measurements.

∆L = (LCode + LSignal)− (LCode + LControl)

= LSignal − LControl
(4.4)
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On the bench-top experiment the physical path length measured for LSignal is equal to
2.75 m and for LControl is equal to 0.675 m. Therefore the physical path length difference
∆L is 2.075 m.

4.1.5 Attenuating The Optical Signal Power

In the signal path, the laser beam is attenuated using a combination of neutral density
(ND) filters to reduce the optical signal power to test the matched filter analysis for varying
received signal powers. In equation 4.5, IO is the incident intensity, I is the intensity after
the filter, and OD is the optical density of the neutral density filter.

I

IO
= 10−OD (4.5)

Table 4.3 lists the ND filters, with the calibrated OD measurements, used in the bench-top
experiment. The calibration was performed by passing a 27.5 mW optical signal through
each of the ND filters and measuring the attenuated optical power. The results in Table
4.3 shows that the specified value of OD is not equal to the calibrated measurement of the
ND filter attenuation. Hence, the calibrated measurement of each ND filter is used when
calculating the optical power attenuation in the bench-top experiment.

OD Value Output Power IO Calibrated ND
Measurement

0.2 20.1 mW 0.16
0.5 9 mW 0.49
1.0 2.63 mW 1.02
2.0 0.257 mW 2.03
3.0 20.23µW 3.13

Table 4.3: Calibrated ND filters used in the optical experiment with I = 27.5 mW.

4.1.6 Photodetector

Two Newport 1811 free-space photodetectors are used to detect the amplitude modulated
optical signal in both the control path and signal path of the bench-top experiment. The
photodetector splits the measured optical intensity into two frequency bandwidths. The
DC port produces signals between DC and 50 kHz. This port is used to measure small
fluctuations in the optical intensity from the Fibre Mach-Zehnder interferometer. The
AC port produces signals between 25 kHz and 125 MHz. This port contains the higher
frequency information of the optical signal including the amplitude modulated PRN code.
Due to the limited bandwidth of the photodetector, the PRN code obtained from the AC
port is equivalent to passing the signal through both a high pass filter and low pass filter.

The AC output uses a transimpedance gain equal to 40 000 V/A [138]. Together with
the responsivity of the photodetector, equal to 0.70 A/W at 1064 nm [138], the conversion
from optical power in watts to the output voltage is equal to 28 000 V/W. In the bench-
top experiment, as presented in Figure 4.3, the output of the AC port of the signal path
photodetector is split into two outputs using an RF splitter. One output of the splitter
is first passed through a 2 dB attenuator before an analogue to digital converter (ADC)
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is used to digitise the signal. The attenuator is used to attenuate back reflections of the
signal within the coaxial cable and reduce the amplitude of a false signal correlation due
to the back reflections. The second output of the splitter is monitored on an oscilloscope
to confirm the presence of the amplitude modulated PRN code before the ND filters are
inserted in the signal path.

In the absence of a background photon noise source, photodetector noise is the dominant
noise source in the bench-top experiment for the direct detection scheme. The minimum
noise equivalent power (NEP) of the photodetector is 22.5 pW/

√
Hz between 10 MHz and

200 MHz [138]. Equation 4.6 explains the relationship between the root mean square
(RMS) of the photodetector noise σPD in Watts with the bandwidth B and NEP of the
photodetector. The bandwidth B of the photodetector is equal to 125 MHz. Therefore the
calculated σPD is approximately equal to 2.5× 10−7 W.

σPD = NEP
√
B (4.6)

Figure 4.6 shows the measured noise floor σPD of the Newport 1811 photodetector used
as the signal path photodetector in the bench-top experiment measured using a spectrum
analyser compared with the calculated noise floor using equation 4.6, taking into account
the conversion rate and attenuation of the photodetector signal by the spectrum analyser.
The measured photodetector noise from the spectrum analyser is shown to be slightly
smaller at 75 MHz than the calculated photodetector noise.

Figure 4.6: Comparing the measured noise floor of the Newport 1811 photodetector using a
spectrum analyser to the calculated noise floor of the detector. The calculated noise floor takes
into account the 20 dB attenuation of the signal by the spectrum analyser.

4.1.7 Background Photon Noise Source

Background photon noise is the most significant noise source for current pulsed laser ran-
ging systems and could prevent operations during the day [33, 70]. Hart et al. discussed
that the daytime sky surface brightness is typically between 4 and 5 magnitudes/arcsec2

[146]. For the EOS telescope, where the experiment was carried out, this corresponds to
5 × 105 photons/ms/arcsec2 [146]. Assuming the EOS telescope at Mount Stromlo col-
lects the same amount of background photons and has 1 arcsec telescope resolution, the
background source power is approximately equal to 90 pW.
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For the bench-top experiment, the background source must be above the Newport 1811
photodetector noise floor to investigate the matched filter analysis performance when the
dominant noise source is background photon noise. To achieve this the background noise
source optical power must be more than the 90 pW.

Figure 4.7 shows the addition of a halogen lamp to the bench-top experiment to act as
a background photon noise source. The halogen lamp is an incoherent light source with
a broadband emission in the visible and near infra-red spectral regions (400 to 2200 nm).
The optical output power is approximately 50 mW. A beam splitter is used to combine
the background photon noise with the optical signal before the photodetector.

Figure 4.7: Optical layout similar to Figure 5.4 but with a Halogen lamp added to the experiment
to add background photon noise to the acquired signal.

Figure 4.8 compares the frequency spectrum of the photodetector noise to the background
photon noise produced by the halogen lamp. The lamp increased the noise floor of the spec-
trum by approximately 1.25 dB at the PRN code chip frequency (fChip = 75 MHz). Since
the halogen lamp is an incoherent light source, the output beam has a large beam diver-
gence. No further increase in the background photon noise was possible as the saturation
limit of the photodetector was reached at 120µW [138].

Figure 4.8: Comparing the noise floor of the 1811 photodetector to the addition of background
photons from the halogen lamp in the signal path.

Using the increase in the noise floor in Figure 4.8, the background photon noise source is
the dominant noise source in the experiment with an approximate power of 120µW. This
background photon noise source is much larger than the expected 90 pW background noise
source calculated for the EOS telescope.
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4.1.8 Data Acquisition

Section 4.1.2 to Section 4.1.7 discussed the bench-top experimental layout where the Dop-
pler shifted PRN code from the PRBS generator, discussed in Section 4.1.1, is amplitude
modulated onto the continuous wave laser. The optical signal is measured using a photode-
tector. This section discusses the digitisation of the photodetector output by an analogue
to digital converter (ADC) to be used in the matched filter analysis.

Figure 4.9 illustrates the data acquisition of a photodetector measurement from both the
signal and control paths and the data transfer of the acquired signal to a host computer
for the matched filter analysis.

Figure 4.9: The red dots identify the points the two signals are digitised by the ADC. The
digitised signal from the photodetector is decimated using a low pass filter (LPF) to the desired
data rate before packing and passing through a FIFO for saving on the host computer.

The optical signals measured at both the signal and control path photodetectors are digit-
ised using a NI-5771 analogue to digital converter. The NI-5771 ADC has two analogue
input ports called AI0 and AI1. AI0 is used to digitise the optical signal from the signal
path photodetector, and AI1 is used to digitise the optical signal from the control path
photodetector. Both analogue input ports can digitise the incoming photodetector meas-
urement at 1.5 GHz [147]. The digitised signal is converted to an integer value, which we
refer to as a count, with the conversion rate of 5 mV/count. However, due to the ADC
design, the control path measurement is digitised at AI1 approximately 0.33 ns after the
signal path measurement is digitised at AI0. This timing offset adds a fixed path length
bias of 0.1 m when measuring the path length difference of ∆L. Therefore the calculated
∆L of the two path lengths in the bench-top experiment using the PRN code measurement
is expected to be equal to 2.175 m.

A National Instruments 7966r FlexRio FPGA is used to low pass filter the 1.5 GHz digitised
signal to 375 MHz and transfer the data to a host computer for matched filter analysis.
The FPGA onboard First In First Out (FIFO) memory is used to store the digitised signals
while the data is transferred to the host computer. The rate at which data is read out
of the FIFO is slower than the rate the data is stored in the FIFO. Eventually, the FIFO
is filled, and no more ADC digitised data can be acquired. This is the main purpose of
reducing the data rate of the digitised signal and allow for longer acquisition time. With the
onboard FPGA memory of 256 MB [148] and reduced data rate of 375 MHz, the maximum
acquisition time for the signal path is 0.1 s and 0.44 ms for the control path. Since the
optical signal from the control path is not attenuated, a lower data acquisition time is
sufficient to measure LControl accurately.
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4.1.9 Matched Filter Analysis Procedure

The preceding sections up until this point of Chapter 4 presented and discussed the bench-
top experiment. The Doppler shifted PRN code is generated using a PRBS generator to
model a moving space debris target with a velocity of vSD. The PRN code is modulated
onto the output optical beam of a continuous wave laser source using a Fibre Mach-Zehnder
interferometer. The output of the interferometer is split into the signal path and control
path. The optical signal in each path is acquired using two photodetectors and digitised
using an analogue to digital converter. This section presents the matched filter analysis
procedure used to analyse the acquired signals to estimate the propagation distance of
both paths and the time-varying delay applied in the bench-top experiment.

Section 3.4. discussed the parameter estimation, with simulated results, to measure both
the position and change in position of a reflecting target. Equation 3.10, referred to as
the Delay model, is used to calculate the time-varying delay. In the Delay model, the
parameter d0 is used to determine the initial position of the target, v0 is the target’s initial
velocity and a0 is the target’s initial acceleration. The calculated time-varying delay is
applied to the template code, and the correlation with the signal indicates how well the
input values for the three parameters match the optical signal’s time-varying delay.

The same approach is used for the bench-top experiment to determine both the path lengths
LSignal and LControl and the time-varying delay used to Doppler shift the modulating PRN
code chip frequency. The matched filter analysis is performed in post-processing using
MATLAB. Figure 4.10 shows the layout of the matched filter analysis procedure used for
the acquired signal from the signal path to determine LSig and the time-varying delay
applied in the bench-top experiment.

Figure 4.10: Block diagram of the signal acquired from the photodetector and correlated with
the template code. In this example, the matched filter analysis aims to estimate the distance and
the time-varying delay of a target due to the target’s velocity vSD.

A parameter bank containing a range of possible input values is produced for two of the
Delay model’s parameters d0 and v0. The calculated time-varying delay from these two
parameter values is used to generate the altered template code. The template code is
generated at a time interval equal to 1.5 GHz and is then low pass filtered to 375 MHz to
match the template code generation with the acquisition of the signal. The template code
is correlated with the acquired signal from the bench-top experiment, and the parameter
values that create the most significant correlation output is the matched filter estimate of
the two parameters. In Figure 4.10, d0 estimates LSignal and v0 estimates the simulated
space debris velocity vSD. The acceleration term a0 is equal to zero since the bench-top
experiment only used a constant vSD to Doppler shift the modulating PRN code. The
same analytical steps are taken to estimate LControl.

For 1 ms integration time, generating one template code and correlating with a digitised sig-
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nal takes approximately 3 s of computational time, increasing for higher integration times.
The total matched filter analysis time also depends on the total number of templates used
in the analysis. The most straightforward analysis approach is a brute-force method which
generates a broad range parameter bank for each parameter with a small spacing between
the values. The disadvantage is that this method is time-consuming and computationally
intensive because of the large number of templates used for the analysis. Approaches used
for other different applications handling a large number of templates can be utilised for
the matched filter analysis [121].

Figure 4.11 shows the analysis approach chosen for the bench-top experiment. Since the
parameter values used in the test are known, the parameter bank for the distance and
velocity parameters can have a smaller range of values around the optimal value of each
parameter. The parameter estimation also utilised multiple matched filter analysis steps
where for each subsequent step the range of the parameter bank and the spacing between
the parameter values is smaller than the previous analysis step. This approach reduced
the analysis time and computational requirements compared to the brute-force approach.

Figure 4.11: Block diagram of the template layout approach used for the matched filter analysis.
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At the start of the matched filter analysis shown in Figure 4.11 the acquired signal is passed
through the Pre-analysis stage. Due to LCode, the propagation distance of the acquired
PRN code is not known, and changes for different acquired signals as the PRBS output
is not synchronised with the data acquisition. The analysis must be done for all time-
shifts of the PRN code. To reduce the computational time, the pre-analysis stage sets the
input velocity parameter v0 to equal vSD used to Doppler shift the modulating PRN code.
The pre-analysis stage also multiplies the template code with the acquired signal in the
frequency domain. This analysis step is only focused on finding the propagation distance
LSignal + LCode for the signal path and LControl + LCode for the control path. Once the
propagation delay is determined to within a chip, equivalent to 4 m, the estimated distance
parameter value, referred to as d, is passed to the First analysis stage.

In the First analysis stage, the distance parameter bank contains a range of parameter
values over 8 m, using the estimate of LCode + LSignal from the pre-analysis stage, with d
as the central value, and with a parameter spacing of 0.2 m. The range for the velocity
parameter bank is 2000 m/s with vSD the central value, and a parameter spacing of 100 m/s.
The parameter values with the most significant correlation with the acquired signal can
be used as an estimate of the parameter values d1 and v1, but due to the low signal-to-
noise ratio of the acquired signal, this result is less accurate. A cubic interpolation on
MATLAB [149] is used to apply a fit onto the signal correlation measurements to better
estimate the parameters values that produced the most significant correlation output.

The estimated parameter values (d1 and v1) are used as the central values for the Second
analysis stage. The range of parameter values and the spacing is reduced compared to
the previous stage. The correlation output is again passed through a cubic interpolation
to estimate the parameter. This process is repeated for the Third analysis stage, as well
as subsequent matched filter analysis stages if needed. The end of the analysis gives an
estimate of the optimal distance LSignal and velocity parameter vSD values for the signal
path. The same analysis steps are repeated for the control path.

For each matched filter analysis stage in Figure 4.11 only the distance and velocity para-
meter values are estimated. The experiment ignores higher-order derivatives of motion
since the impact of the time-varying delay from these terms for a space debris target is
indeterminant for the integration times used in the analysis. For example, a space debris
target in a circular orbit at an altitude of 500 km has a maximum acceleration term equal
to 110 m/s2. Within 10 ms, the change in distance of the target due to a0 term is equal to
5.5 mm. This change in distance is too small for the PRN code method to measure for a
10 ms matched filter analysis integration time. The minimum integration time required for
the PRN code method to measure the change in distance is expected to be equal to 60 ms.
This integration time could not be performed for the three different parameters due to the
limited computational resources available for the matched filter analysis.

Using only distance and velocity parameters with different parameter stages, the matched
filter analysis generated approximately a hundred templates, and for 1 ms integration time
it would take roughly 300 s to complete the analysis. When the integration time is increased
to 10 ms, the total analysis time took roughly 1 hour. In practice, the density of the
parameter bank can be altered to reduce computational time depending on the signal-to-
noise ratio of the acquired signal. In the absence of noise, a fairly sparse parameter bank
can be used as the correlation function is smooth. However, as the signal-to-noise ratio is
reduced, the parameter bank should be increased.

In summary, the matched filter analysis estimates both the propagation distance, LSignal+
LCode for the signal path and LControl +LCode for the control path, and the model velocity
vSD used to Doppler shift the modulating PRN code.
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4.2 Characterising the Bench-Top Experiment

Before Doppler shifting the modulating PRN code and using the matched filter analysis
to measure the time-varying delay applied in the bench-top experiment, this section aims
to characterise the bench-top experiment and identify any artefacts. The characterisation
is categorised into two situations:

1. Blocking the optical signal in the signal path and acquiring the photodetector meas-
urement for matched filter analysis

2. Generating and acquiring an unshifted PRN code with 75 MHz chip frequency

The acquired signal amplitude is converted back into Volts from the ADC counts using the
ADC conversion rate presented in Section 4.1.8. Therefore acquired signal and the signal
correlation obtained from the matched filter analysis is presented as Volts.

4.2.1 Acquisition of the Blocked Signal Path

With the optical signal blocked, the time series of the photodetector measured signal should
only show the dominant photodetector noise. If this signal is passed through the matched
filter analysis, using only the distance parameter bank d0, the output is the correlation
between the noise and template PRN code. This correlation output would fluctuate for
varying d0 values, due to the noise, but no signal correlation should be observed.

Figure 4.12 shows the correlation between the blocked signal and the template code. The
integration time used in the analysis is equal to 1 ms. Figure 4.12 shows that for most d0

parameter values, the correlation output between photodetector noise and template code,
for the 1 ms integration time, fluctuates between ±1.5 V. The correlation output units
depend on the digitised photodetector output voltage and the integration time.

Figure 4.12: Correlation between the template code and the signal from a blocked photodetector
shows a spurious correlation, between 3240 m and 3280 m, due to electronic cross-talk.

Figure 4.12 also shows an unexpected spike at d0 approximately equal to 3260 m. This
spike is identified as a spurious correlation between the template code and a PRN code
pick-up by the coaxial cable connecting the photodetector AC port to the ADC AI0 input.
When the PRBS generator is turned off, and the blocked signal is passed through the
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matched filter analysis, the spike observed in Figure 4.12 is not present. The presence
of the false correlation with the template PRN code could cause false detection of low
signal-to-noise ratio optical signals and produce incorrect path length measurements if not
properly taken into account.

The PRBS generator and amplifiers used in the bench-top experiment were moved away
from the photodetector output cable to minimise the pick-up. To further reduce the impact
of the false signal correlation, the control path delay is used as a delay reference in the
matched filter analysis. The false correlation with a similar amplitude is observed in the
control path correlation, but since the control signal always has a high signal-to-noise ratio,
it is easier to distinguish the two different correlations. The distance separation between
the control correlation and false correlation is fixed at 56 m while the signal correlation is
expected to be within 2.2 m of the control correlation. Hence, the matched filter analysis
excludes all signal correlations from the signal path with a delay larger than 40 m from the
peak of the control correlation.

4.2.2 Modulating PRN Code with 75MHz Chip Frequency

Figure 4.13 shows the first 1µs of the acquired signal from the signal path photodetector.
The time series in Figure 4.13 shows the amplitude transitions of the modulated PRN code
is 190 mVpk−pk, after passing through the photodetector high pass filter. Converting the
measured PRN code in Figure 4.13 to the corresponding optical power, the optical signal
in the bench-top experiment transitions approximately between 21.5µW and 0µW. This
transition of the optical signal is referred to as the received signal power PSig and in Figure
4.13 the PSig of the acquired signal is equal to 21.5µW.

Figure 4.13: Time series of the Fibre Mach-Zehnder output acquired by the ADC.

Figure 4.14 shows the frequency spectrum of the acquired signal from the signal path
photodetector. The power spectrum resembles a sinc2 function similar to the PRN code
spectrum shown in Figure 4.2, the power spectrum of the PRBS output. In Figure 4.14,
the first null of the spectrum occurs at 75 MHz and the second null is at approximately
150 MHz, the second harmonic of the PRN code. Frequency components above 125 MHz in
Figure 4.14 have a lower amplitude due to the bandwidth limitation of the photodetector
filtering out the higher frequency in the spectrum.

Figure 4.14 shows the same two frequency harmonics, one at 75 MHz and the second
at 150 MHz, that were observed in Figure 4.2. As discussed in Section 4.1.1, neither
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Figure 4.14: Power Spectral Density of the Fiber Mach-Zehnder output acquired by the ADC.
The spectrum shows a sinc2 function with nulls at 75 MHz and 150 MHz.

frequency harmonics would impact the path length and time-varying delay measurement
when correlating the acquired signal with the template code. Figure 4.14 also shows radio
frequency (RF) interference present in the spectrum around 100 MHz that where also
observed in Figure 4.6.

4.2.3 Measuring the Signal and Control Path Length

As in Section 4.2.2, the chip frequency is equal to 75 MHz, modelling a static target. The
two signals from the signal and control path are passed through the matched filter analysis
to measure both LSignal and LControl path lengths. The two path length measurements are
used to calculate the path length difference ∆L (∆L = LSignal−LControl). In the matched
filter analysis for this section, only the distance parameter d0 value is changed while the
velocity parameter v0 is fixed and equal to 0 m/s.

Figure 4.15 shows the normalised signal and control correlation as a function of the delay
parameter d0. The optical signal power of the signal path is equal to 775 nW, and the
optical signal power of the control path is equal to 50µW. Since the two paths have different
optical signal powers, by normalising the two correlations where the peak correlation value
is equal to 1, the signal and control correlations are more easily compared in Figure 4.15.

It is immediately clear from Figure 4.15 that the signal and control correlation have peaks at
different template distance d0 values. Table 4.4 compares both the PRN code measurement
and physical measurement on the bench-top experiment for both path lengths. Table 4.4
also shows the path length difference ∆L of the two measurement methods.

LSignal LControl ∆L

Physical Measurement 2.75 m 0.68 m− 0.10 m 2.17 m± 0.03 m

PRN Correlation Measurement 115.1 m 113.0 m 2.1 m± 0.2 m

Table 4.4: Table comparing the LSignal and LControl path length measured on the optical table
and using the PRN codes for 775 nW received signal power.
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Figure 4.15: Normalised correlation of the PRN code acquired from the control and signal
photodetectors as a function of the input value for the distance parameter d0.

The physical distance measured for LSignal and LControl are 2.75 m and 0.68 m respectively.
The difference in the path lengths ∆L is equal to 2.07 m. Table 4.4 shows that the control
path physical measurement is reduced by 0.1 m. This step was taken to take into account
the fixed time offset added by the ADC when digitising the two path’s optical signals. As
discussed in Section 4.1.8, this distance bias is equal to 0.1 m. Hence, the ∆L shown in
Table 4.4 for the physical measurement methods is equal to 2.17 m.

For the PRN code method, the matched filter analysis was performed for a 1 ms integration
time. LSignal and LControl are 115.11 m and 113.00 m respectively. Since both path length
PRN code measurements are influenced by LCode, as discussed in Section 4.1.4, the path
length measurement is different from the physical measurement. However, ∆L of the PRN
code method is equal to 2.11 m. The ∆L calculated by both methods is similar.

Table 4.4 also shows the accuracy of both the physical and PRN code measurement meth-
ods. For the PRN code method, the accuracy is equal to 0.2 m. This accuracy limit can be
explained using both Figure 4.16 and Figure 3.22, where the signal correlations are gener-
ated using an acquired signal from the bench-top and in simulation respectively. In both
Figures, when using a template spacing equal to 0.3 m the signal correlation has a smooth
correlation slope. This is not the case when the template spacing is equal to 0.2 m, where
horizontal steps are present in the correlation output. Using a smaller template spacing
than 0.2 m would not improve the accuracy of the distance parameter estimate.

Section 3.5.1 discusses in more detail on the signal correlation seen in Figure 4.16. In
the simulation presented in Section 3.5.1, the limiting bandwidth in the simulation is
the ADC sampling frequency. Despite the photodetector in the bench-top experiment
having a smaller bandwidth, the PRN code in Figure 4.13 has sharp transitions in the time
series between the two amplitude values, similar to the PRN code generated in simulation.
Within the ADC sampling time interval, the optical signal would have travelled a distance
of 0.2 m. The change in the optical signal distance within the ADC sampling time matches
the accuracy of the matched filter analysis observed in the bench-top experiment. Figure
3.22 also shows horizontal steps with a width equal to 0.2 m when the simulated signal
is digitised by the 1.5 GHz ADC sampling frequency and is passed through the matched
filter analysis. The experimental results match the simulation in Section 3.5.1, but further
tests could not be carried out as the ADC sampling frequency in the experiment is fixed.
However, Figure 3.22 did show that changing the ADC sampling frequency in simulation
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Figure 4.16: Comparing the correlation of the PRN code when using 0.2 m and 0.3 m parameter
spacing for the delay parameter.

altered the width of the horizontal steps.

The second observation from Figure 4.15 is a small ripple at the tail of the signal correlation,
from dSignal + 4 m onwards due to bandwidth effects on the PRN code translated into the
signal correlation. The same ripple effect is also present in the control correlation. The
control correlation amplitude is larger than the signal correlation and when normalising the
control correlation the effect is not visible in Figure 4.15. In Figure 3.22, where the signal
path optical beam is generated in simulation, the acquired signal is passed through a low
pass filter the side of the signal correlation has similar ripples but the unfiltered acquired
signal has no ripples. The simulated analysis used the MATLAB built-in decimate function
which uses a finite impulse response type low pass filter [150].

4.2.4 Impact of Integration time

One of the main benefits of using a PRN code sequence in a ranging application is utilising
the PRN code statistics for a longer integration period of the matched filter analysis to
improve signal detection and ranging precision. This benefit is advantageous for low signal-
to-noise ratio optical signals such as in a space debris application. To test the impact of
integration time on both the signal detection and path length measurements, a weak optical
signal from the signal path is acquired and passed through the matched filter analysis for
different integration times. The ∆L calculations are then compared.

Figure 4.17 shows two signal correlations, as a function of the distance parameter d0, where
the signal path optical power is attenuated to 520 pW. In Figure 4.17a the integration time
for the matched filter analysis is 1 ms and for Figure 4.17b the integration time is increased
to 20 ms. In both Figure 4.17a and Figure 4.17b, the signal correlation output is referenced
from dControl as dControl is accurately measured, since the control path signal correlation
has high optical signal power (50µW), and the signal path correlation is expected to be
approximately 2.175 m away from dControl. The cubic interpolation is then applied on both
the signal correlation in Figure 4.17 to determine the peak of the correlations and estimate
signal path length dSignal.

Figure 4.17a does not show a distinctive signal correlation. Only the false correlation,
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(a) Signal correlation for 1 ms integration time.

(b) Signal correlation for 20 ms integration time.

Figure 4.17: Signal correlation of the acquired PRN code with 520 pW received signal power.

discussed in Section 4.2.1, is visible at a d0 value equal to dSignal − 54 m. As discussed
in Section 4.2.1, this false correlation is ignored during the matched filter analysis. Since
there is no signal correlation, the matched filter analysis cannot provide a path length
measurement. If the peak value of the correlation output is used, the ∆L calculation
is equal to −14.68 m confirming using the correlation peak method to measure the path
length is not accurate for low signal-to-noise ratio ranging applications. The results show
that if the optical signal is 520 pW, then for the direct detection scheme a 1 ms integration
time is not sufficient for signal detection and path length measurement.

In Figure 4.17b, the integration time is increased to 20 ms. Compared to Figure 4.17a,
the signal correlation output amplitude in Figure 4.17b has increased due to the larger
integration time. A signal correlation is visible above the surrounding correlated noise.
Using the cubic interpolation on the signal correlation, ∆L is equal to 2.96 m. The error
in the measurement from the expected ∆L shown in Table 4.4 is equal to 0.785 m. Despite
the poor accuracy in the path length measurement, increasing the integration time has
improved signal detection.

Figure 4.17b also shows that at a slightly larger time shift from the signal correlation,
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the correlation output reduces to approximately −30 V. This negative excursion with
ripple effects for subsequent time shifts is due to the bandwidth effects present in the
acquired signal. The negative excursion is also observed in both Figure 4.12, for the
spurious correlation, and Figure 4.15, indicating bandwidth effects on the PRN code. Since
this negative excursion is due to bandwidth effects on the PRN code, the excursion also
increased for increasing integration times.

This section has proven that both signal detection and estimating the d0 parameter using
the matched filter analysis is improved by using a longer integration time. Section 4.3 will
discuss estimating the velocity v0 parameter for weak signals.

4.3 Measuring the Doppler Shift of the Amplitude Modu-
lated PRN Code

In Section 4.2, the chip frequency of the modulating PRN code was fixed at 75 MHz to
model a stationary target. The experimental results showed that the matched filter analysis
was able to accurately estimate the difference in the signal and control path lengths ∆L.
The experimental results also showed that the matched filter analysis signal detection and
parameter estimation is improved with higher integration times.

In this section, the modulating PRN code’s chip frequency in the bench-top experiment is
increased by 1750 Hz to model the optical signal reflecting from a space debris target with
a constant velocity vSD equal to −7 km/s and moving towards the telescope. As discussed
in Section 4.1.1, in the bench-top experiment the optical signal is not reflected by a moving
target but the modulating PRN code frequency is altered to model the impact of the time-
varying delay. The signal and control arm have the same path length as presented in Table
4.4 but both have a Doppler shifted PRN code amplitude modulated on the optical beams.
The resulting time-delaying effect must be taken into account to estimate both LSignal and
LControl.

The experimental results first presented in this section aim to show the impact of the time-
varying delay on the matched filter analysis estimate of the d0 parameter if the velocity
parameter is not taken into account. The matched filter analysis then used both the
distance d0 and velocity v0 parameters to estimate both the path lengths, and hence
calculate ∆L, and the velocity of the model space debris target.

4.3.1 Impact of the Time-Varying Delay on the Signal Correlation

Assuming the matched filter analysis does not take into account the velocity parameter v0,
subsequent signal correlations would produce different signal path length measurements.
This is shown in Figure 4.18 using 4 subsequent signal correlations each with an integration
time ti equal to the period of the PRN code sequence L s (L = 0.44 ms).

As expected, the subsequent signal correlation peaks are produced at different d0 parameter
values due to the time-varying delay of the modulating PRN code. The peak of the first
signal correlation (0 s to L1s) occurs at a d0 equal to 79 998.3 m. The peak of the second
signal correlation (L1s to L2s) occurs at a d0 equal to 79 995.2 m. The reduction in the
distance measurement indicates a target was moving closer to the telescope. The difference
in the distance measurement is equal to 3.1 m. Since vSD is equals to −7 km/s, within
0.44 ms the target would have moved closer by 3.08 m, closely matching the time-varying
delay measurement using the first and second signal correlations in Figure 4.18.
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Figure 4.18: The acquired PRN code between time 0 and time L4 is divided into four segments.
Each segment is 0.44 ms long and passed through the matched filter analysis with the delay para-
meter. The velocity parameter is set to 0 m/s for only this analysis. The four subsequent signal
correlation outputs present the impact of the time-varying delay on the signal correlations as the
correlation peaks of each signal correlation occur at different d0.

The result in Figure 4.18 shows that the time-varying delay of the target can be approxim-
ated by estimating the distance d0 parameter of subsequent signal correlations. However,
Figure 4.19 illustrates the effect of the time-varying delay on the shape and amplitude of
the signal correlation indicating this method would not provide an accurate and precise
estimation of the target’s time-varying delay required for space debris ranging and man-
oeuvring applications. One of the signal correlations in Figure 4.19 is produced by setting
the input velocity parameter v0 value to equal to 0 m/s. The second signal correlation sets
the v0 parameter value to equal −7 km/s, to match the model target’s velocity vSD used
to Doppler shift the modulating PRN code.

Comparing the two different signal correlations, when v0 is equal to 0 m/s, the signal
correlation is wider and has a smaller peak amplitude value compared to when v0 is equal
to −7 km/s. The time-varying delay within the integration time causes parts of the PRN
code in the acquired signal to have a different delay from the template code with v0 equal
to 0 m/s. The acquired code is slightly misaligned from the template code, reducing the
signal correlation and spreading the correlation into the surrounding d0 values. Hence,
signal detection can be more challenging for low signal-to-noise ratio optical signals, and
there would be a larger error in estimating d0, which would also translate into a larger
error in determining the time-varying delay. The width of the signal correlation is also
wider when using a larger integration time, further reducing the signal correlation. The
results in Figure 4.19 match the simulated result presented in Figure 3.16. Section 3.3.3
and Section 3.3.4 provide a more detail explanation on how the time-varying delay alters
the signal correlation.
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Figure 4.19: Comparing the signal correlation for a 1 ms integration time where the matched
filter analysis input velocity parameter value is changed to generate the template code. For the
red correlation v0 is 0 m/s and the the blue correlation v0 is −7000 m/s.

The result in Figure 4.19 indicates that using the change in d0 of subsequent signal cor-
relations to determine the time-varying delay would not provide an accurate and precise
estimation of the target’s time-varying delay required for space debris ranging and man-
oeuvring applications. Larger integration times discussed previously in Section 4.2.4 to
improve both signal detection and parameter estimation also would not be possible. Hence
a better approach is using the parameter estimation of the matched filter analysis to estim-
ate the time-varying delay. By altering the template code, the matched filter analysis can
maximise signal detection and provide a more precise estimate of the target’s motion. The
parameter estimation is also improved with increasing integration time since the template
code is aligned to the acquired signal PRN code for the length of the integration time.

4.3.2 Impact of Varying v0 Parameter on the Signal Correlation

Section 4.2.3 presented measuring both the signal and control path lengths when the chip
frequency is equal to 75 MHz. The calculated difference in the path lengths ∆L is equal to
2.11 m. In Section 4.3.1, the modulating PRN code is Doppler shifted with the discussion
showing the impact on the signal correlation and the requirement to better estimate the
time-varying delay. This section uses the ∆L calculation using the PRN code from Table
4.4 as a fixed input value to d0 (d0 = 2.11 m) and varies v0 to demonstrate the impact
of the velocity parameter on the signal correlation. As in Section 4.3.1, the PRN code is
Doppler shifted modelling a target moving with a velocity equal to −7000 m/s.

Figure 4.20 provides two different representations of the same signal correlations for a 1 ms
and 10 ms integration time. Comparing the two correlations in Figure 4.20a shows that
increasing the integration time has increased the correlation peak value by an order of
magnitude from 685 V to 6850 V. Figure 4.20b presents the normalised version of the same
signal correlations in Figure 4.20a where the maximum correlation value is equal to 1.
Comparing the two correlations shows that increasing the integration time has reduced the
Full Width Half Maximum (FWHM) of the signal correlation by an order of magnitude.
For the 1 ms, the FWHM of the correlation is 8000 m/s (from −11 000 m/s to −3000 m/s).
For 10 ms, the FWHM of the signal correlation is 800 m/s (from −7400 m/s to −6600 m/s).
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(a) Comparing the signal correlation

(b) Comparing the normalised signal correlation

Figure 4.20: Signal correlation using only a velocity parameter bank to vary v0 for both 1 ms

and 10 ms integration time. The distance parameter value d0 is fixed to LControl + 2.11 m.

The results in Figure 4.20 shows that the amplitude of the signal correlation scales propor-
tionally while the signal correlation width scales inversely proportionally with integration
time. Increasing the integration time allows the matched filter analysis to better estimate
the time-varying delay of the PRN code since the signal correlation has a steeper slope.
The combination of a larger correlation peak and smaller FWHM, the relationship between
the integration time ti and the precision of estimating v0 parameter is expected to be t2i .
However, increasing the integration time also increases the noise present in the signal cor-
relation by

√
ti. Therefore the overall improvement in the precision of the matched filter

estimation of v0 is expected to be t1.5i .

To measure the impact of integration time on the precision of estimating the time-varying
delay requires analysis of more acquired signals. This analysis is carried out and presented
in Section 4.3.4 and Section 4.3.5. However, by adding an interpolation on both the
signal correlations in Figure 4.20a, when the integration time is 1 ms v0 is estimated as
−7025.5 m/s and when the integration time is 10 ms v0 is estimated as −7002 m/s. The
analysis has shown an improvement in estimating v0 for larger integration times.
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4.3.3 Signal Correlation Varying Both d0 and v0 Parameters

Figure 4.21 presents a contour plot of the 2-dimensional signal correlation where both the
distance d0 and velocity v0 parameters are varied during the matched filter analysis. The
integration time chosen for the analysis is 1 ms.

Figure 4.21: Contour plot showing the signal correlation after the First analysis Stage shown in
Figure 4.11 where both the distance and velocity parameters are changed using a parameter bank
for each parameter.

The contour plot in Figure 4.21 shows that as the parameter values of both d0 and v0 change
closer to the optimal values used in the bench-top experiment, the signal correlation peak
increases. The FWHM of the signal correlation along the distance d0 parameter is 4 m since
the width is related to the chip frequency while the FWHM along the velocity v0 parameter
is equal to 8000 m/s and is dependent on the integration time used in the analysis.

An interpolation of the signal correlation in Figure 4.21 is used to estimate the d0 and v0

parameters. d0 parameter estimate is used to calculate ∆L which is equal to 2.08 m and
v0 is estimated to equal −7022 m/s. Both measurements are close to the expected values
with the estimation of d0 within the 0.2 m accuracy.

For all future sections, the matched filter analysis will estimate both d0 and v0 using the
interpolation of the signal correlation.

4.3.4 Precision of the Matched Filter Analysis

Up until Section 4.3.3, both the d0 and v0 parameters were varied separately to investigate
the impact of each parameter on the signal correlation. Section 4.3.2 showed the change in
the signal correlation output due to varying the v0 parameter is used to estimate the target
velocity vSD used to Doppler shift the modulating PRN code. Even though this section
focuses on the precision of the matched filter analysis in estimating vSD, the analysis varied
both d0 and v0 parameters.

Figure 4.22 illustrates the steps taken to determine the precision of the matched filter
analysis in estimating vSD. First, a total of 25 signals at the same received optical power
PSig are acquired from the bench-top experiment. Before the matched filter analysis every
acquired signal, each 0.1 s long, is first divided into segments. The time length of each
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segment depends on the integration time ti chosen for the matched filter analysis. For
example, if a 1 ms integration time is chosen, the acquired signal is divided into a 100
1 ms long segments. Five of these segments are chosen at random and passed through the
matched filter analysis. This step was taken to identify the variation in estimating target
velocity vSD using different sections of the same acquired signal.

Acquire 25 optical signals from bench-top ex-
periment for each PSig used in the analysis.

Split each acquired signal into smaller segments.

Five segments are chosen at random and are
passed through the matched filter analysis.

Velocity and delay estimates are stored.

Repeat process for all 25 acquired signals.

The 5 by 25 velocity estimates are used to calculate the standard deviation of
25 different signals. A total of 5 standard deviation calculations are available.

In Figure 4.23 the mean of the 5 standard deviation calculations is
used as the mean precision (σv) in estimating velocity parameter and
the standard deviation of the 5 standard deviation calculations is used
to determine the variation in the precision for the different segments.

Figure 4.22: Flowchart describing how the precision of the matched filter analysis is determined.

The matched filter analysis provides 5 estimates for each acquired signal and the process
is repeated for 25 acquired signals. In total there are 125 estimates of vSD stored in a 25
by 5 matrix for every PSig and ti. The main reason the matched filter analysis is repeated
for the same acquired signal is that initial results for the matched filter analysis showed
that different portions of the same acquired signal produced a different estimated value of
the velocity parameter vSD. This highlighted there is a variance in the velocity estimate
within the same acquired signal that must be taken into account.

The standard deviation (1σ) of the vSD estimates using the 25 different acquired signals
gives the precision of the bench-top experiment in estimating vSD using the matched filter
analysis. This step of the analysis is repeated for the 5 different segments resulting in a
total of 5 different precision measurements of the vSD estimate. The 5 different precision
measurements are not the same. Therefore these 5 precision measurements are used to
find the mean precision (σv) in estimating vSD for the received signal power PSig and
integration time ti chosen for the analysis. The standard deviation of the 5 different
precision measurements is used to determine how the precision measurement varies for
different segments of the same 25 signals. The same steps are repeated for different PSig
and ti, providing information on how the precision of the matched filter’s estimate of vSD
varies with the two experimental parameters.
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The mean precision of the vSD estimate is expected to change inversely proportionally with
PSig and change by t−1.5

i with ti. Changing the received signal power PSig and integration
time ti impacts the slope of the signal correlation. A higher signal power linearly increases
the peak of the signal correlation. Section 4.3.2 discusses more on the integration time
relationship with the correlation slope. The steeper the slope, the more precise (smaller
σv) the velocity measurement is over the noise added onto the signal correlation.

To recap, the mean precision σv for the direct detection scheme is expected to have the
relationship:

• P−1
Sig with received signal power PSig

• t−1.5
i with the integration time ti

Figure 4.23 presents the precision of the matched filter analysis in estimating vSD as a
function of received signal power PSig. The analysis is carried out using the same acquired
signals for three different integration times. The mean precision is represented as a solid
dot while the variation (1σ) in both the precision measurement and received signal power
are represented as a shaded region around the mean. The variation in the optical signal
power is due to fluctuations in the Fibre Mach-Zehnder. Figure 4.23 also shows a straight
line, in the logarithmic scale, fitted to the mean precision for the three integration times.
Each line has a slope fixed to −1 since the precision is inversely proportional to PSig.

Figure 4.23: Precision of estimating vSD as a function of received signal power. The solid dots in
the plot represents the mean precision of the velocity measurement while the shaded region around
the mean represents the variation in the precision for different segments of the same 25 signals.
The line is fitted to the mean of the precision and has a slope of −1.

The result in Figure 4.23 shows that the mean precision of the matched filter analysis
matches closely, within the variations of the precision and signal power, with the fitted
line. This result confirms that the mean precision of the matched filter analysis is inversely
proportional to PSig for the direct detection scheme.

Figure 4.24 presents the the matched filter analysis error in estimating vSD as a function
the integration time ti. The analysis was repeated for four different received signal powers
PSig. As in Figure 4.23, the precision of the matched filter analysis has variations, and a
line is fitted to the mean of the precision. The slope of the line is −1.5 to test if the mean
precision of the matched filter analysis follows the expected relationship of t−1.5

i with the
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integration time. The results show that the line passes through the measured data points,
within the variations, confirming the mean precision changes by t−1.5

i .

Figure 4.24: Precision of estimating vSD for varying integration times. The trend line has a t−1.5
i

relationship with the integration time ti for each received signal power.

One observation from Figure 4.23 and Figure 4.24 is the variations in the precision meas-
urements are different for different PSig and ti. Using only 5 segments of the acquired signal
contributes to this variation, but a larger number of segments cannot be used, particularly
for larger integration times, due to the increased analysis time and the limited acquisition
resources that limit the total acquired signal to 0.1 s. The 5 segments were considered
sufficient to confirm, based on the results in Figure 4.23 and Figure 4.24, that the mean
precision of the matched filter analysis in estimating the velocity parameter follows the
expected relationship with both PSig and ti.

The relationship between the precision of the matched filter analysis to estimate vSD can
be represented as an equation using the results from both Figure 4.23 and Figure 4.24 by
picking the mean precision σv from the experimental results for a given received signal
power PSig and integration time ti. In Equation 4.7 the mean precision of 224.35 m/s was
chosen for 75 nW received signal power and 1 ms integration time. Equation 4.7 is used in
Chapter 6 to determine the precision of the matched filter analysis of the direct detection
scheme in estimating a target’s velocity for varying received signal power and integration
time. This is a part of the discussion for implementing the direct detection scheme for a
space debris ranging application.

σv m/s = 224.35 m/s
( 75 nW

PSig W

)(1 ms

ti s

)1.5
(4.7)

4.3.5 Precision of the Matched Filter Analysis with Background Photon
Noise

Section 4.1.7 considered the addition of an incoherent light source into the bench-top
experiment as a background noise source. The background photon noise source added in
the experiment is much larger than the background noise expected in space debris ranging
application but is only approximately 1.25 dB larger than the photodetector noise, making
background noise the dominant noise source in the bench-top experiment.
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Background photon noise would reduce the signal-to-noise ratio of the optical signal meas-
ured at the photodetector. However, since the acquired signal is correlated with the tem-
plate for a longer period than a single pulse, the mean precision of estimating vSD would
not change for the slight increase in the noise floor of the experiment. The main purpose
of the test is to confirm that the matched filter analysis has the same relationship between
PSig and ti when background photon noise is the dominant noise. This result is shown in
Figure 4.25 when comparing the vSD estimate with the background photon noise to the
result in Figure 4.23. The two results in Figure 4.25 overlap each other and have the same
relationship between the PSig and ti with the mean precision σv.

Figure 4.25: Comparing the precision in the velocity measurement when 120µW background
photon noise is added in the bench-top experiment from the halogen lamp to the precision of the
velocity measured in Section 4.3.4 from Figure 4.23.

For the direct detection scheme, if background photon noise is the dominant noise source,
increasing the integration time improves both signal detection and precision of estimating
vSD. Another alternative is amplifying the optical signal to enhance the signal-to-noise
ratio. This concept is the basis for the coherent detection scheme discussed in Chapter 5.

4.3.6 Estimating both d0 and v0 Parameters for Different vSD

The matched filter analysis method is capable of estimating the two path lengths, LSignal
and LControl, and calculating the path length difference ∆L. The matched filter analysis
also showed the capability of estimating the time-varying delay of a model target travelling
at a constant velocity of vSD equal to −7 km/s. The precision of the v0 measurement was
shown to be inversely proportional to the received signal power PSig and the relationship
with the integration time ti is t−1.5

i . The final test for the matched filter analysis is
estimating both ∆L and the time-varying delay for different vSD values.

As in Section 4.3.4, a total of 25 different acquired signals are obtained from the bench-top
experiment. However, for each acquired signal, a different target velocity vSD is used to
apply the Doppler shift of the modulating PRN code. The 25 different values of vSD were
chosen randomly within the range of ±10 000 m/s. This range of velocity aims to test
the matched filter’s capability to estimate a target’s velocity when the target is moving
towards and away from the telescope. The acquired signal is passed through the matched
filter analysis to estimate both input parameters d0 and v0. The d0 estimate for the
control path gives LControl and d0 for the signal path is LSignal. v0 gives the matched filter
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estimate of vSD. Since vSD has a large range the result is presented as verr, the difference
between the estimated velocity v0 with the velocity vSD used to Doppler shift the PRN
code (verr = vSD − v0). Figure 4.26 shows a scatter plot of the matched filter analysis
estimate of ∆L and verr for all 25 acquired signals.

(a) Scatter plot showing the estimate of ∆L. The true value of the path length difference
∆L is equal to 2.175 m. The result of the plot aims to show that the matched filter
analysis can correctly estimate ∆L and is independent of vSD used to Doppler shift the
PRN code chip frequency.

(b) Scatter plot showing the error in estimating the velocity. verr is the difference
between estimated velocity parameter v0 and velocity value vSD used to Doppler shift
the modulating PRN code. The true value of verr is equal to 0 m/s. The result of the
plot aims to show that the matched filter analysis can correctly estimate the values of
vSD used to Doppler shift the PRN code chip frequency.

Figure 4.26: Scatter plot showing the 25 estimates path length difference ∆L and velocity verr
for 1 ms and 5 ms integration times. The blue dots represent the matched filter analysis results
using 1 ms integration time and the red dots for using using 5 ms integration time.

Figure 4.26a shows the individual ∆L estimates for each of acquired signal using both
1 ms and 5 ms integration time. For 1 ms integration time, the mean of the measurement
is equal to 2.174 m, approximately equal to the expected ∆L of 2.175 m in the bench-top
experiment. The standard deviation is equal to 0.235 m, close to the limit of the analysis

86



Chapter 4 Direct Detection Scheme

path length estimate of 0.2 m. For 5 ms integration time, mean of the measurement equal
to 2.169 m but there is a slight improvement in the standard deviation which is equal to
0.223 m as some of the outlying results from the 1 ms integration time have moved closer
to 2.17 m.

Figure 4.26b shows the difference in the velocity estimate verr for each of the acquired
signals for 1 ms and 5 ms integration time. For 1 ms the mean and standard deviation
of verr is equal to −9.79 m/s and 30.70 m/s respectively. Since the standard deviation
of the measurement indicates the precision of the velocity measurement, the result can
be compared to Figure 4.23 where vSD is equal to −7 km/s for all 25 acquired signals.
Both standard deviations of the matched filter analysis are similar. For the 5 ms the mean
and standard deviation of verr has improved and are equal to 0.292 m/s and 2.83 m/s
respectively. The standard deviation also closely matches the precision of the matched
filter analysis in Figure 4.23.

The results in Figure 4.26 show that the matched filter analysis can estimate the time-
varying delay of a target with any velocity expected from a space debris target. The
precision of the position and change in the position of the estimates match the results
observed in previous sections.

4.4 Chapter Summary

The chapter presented the bench-top experiment with the aims of amplitude modulating
the continuous wave laser with a Doppler shifted version of the PRN code and acquir-
ing the signal estimating the path length and time-varying delay using a matched filter
analysis approach. The amplitude modulation was achieved using a Fibre Mach-Zehnder
where the modulating PRN code’s chip frequency can be changed in the experiment to
apply the Doppler shift of the PRN code. The chapter also discussed the data acquisition
stage and the matched filter analysis layout stage to estimate distance and velocity para-
meters. A hierarchical matched filter analysis approach was shown to be faster and more
computationally efficient.

The experimental results indicated that the matched filter analysis can estimate both dis-
tance and velocity parameters applied to the bench-top experiment. Section 4.2.3 presented
measurements of both the signal and control paths using the matched filter analysis when
the PRN code chip frequency is unaltered. The two measurements are used to calculate
∆L, the difference in the two paths. The section also showed that the bench-top experiment
accuracy to measure ∆L is limited to 0.2 m.

Section 4.3 presented the impact of Doppler shifting the modulating PRN code chip fre-
quency and matched filter analysis estimating the velocity parameter. The experimental
results showed that the precision of the matched filter analysis is inversely proportional to
the received signal power PSig and is t−1.5

i to the integration time ti. Hence for low signal-
to-noise ratio optical signals, even when background photon noise is the dominant noise
source, the precision of the velocity estimate can be improved by increasing the integration
time.
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Chapter 5

Coherent Detection Scheme

Chapter 4 presented the bench-top experiment and matched filter analysis results for the
direct detection scheme. The examinations showed that the signal-to-noise ratio of the
received optical signal influences the accuracy and precision in estimating the time-varying
delay parameters d0 and v0. Chapter 5 builds on the results from the direct detection
scheme by investigating a method to optically amplify the received optical signal to increase
the signal-to-noise ratio and improve both the accuracy and precision in estimating these
parameters. This method is referred to as the coherent detection scheme.

In the coherent detection scheme, the optical signal in the signal path interferes with a
second optical beam at the same wavelength (λ = 1064 nm). This second laser beam is
called the local oscillator. Controlling the optical power of the local oscillator influences the
signal-to-noise ratio of the resulting interference with the optical signal. The examination
of the coherent detection scheme shows that the amplitude modulated optical signal is
amplified and improves the signal detection. Hence, the accuracy and precision of the
matched filter analysis estimate of both d0 and v0 parameters are better compared to the
results from the direct detection scheme.

5.1 Coherent Detection Theory

5.1.1 Background on the Coherent Detection Scheme

The simplest description of a coherent detection method is the measurement of the in-
terference of two electromagnetic waves, with the application of the detection method in
both the radio [151] and optical spectrum [152]. Since the thesis focuses on using optical
signals, the coherent detection concept is discussed using optical sources. Figure 5.1 shows
two continuous wave laser sources where the optical beams have interfered with each other.
One of the laser beams is called the signal and the second beam is called the local oscillator.
The optical beam from each laser source can be represented as an electric field containing
information on the optical beam’s energy E, frequency f and phase φ. In equation 5.1,
ESig(t) and ELO(t) is the electric field for the signal and local oscillator beams respectively.

ESig(t) = ESige
i(2πfSigt+φSig)

ELO(t) = ELOe
i(2πfLOt+φLO)

(5.1)

The phase of each optical beam is related to the propagating path length [80]. Therefore
φSig =

2πfSig

c LSig and φLO = 2πfLO
c LLO.
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Figure 5.1: Interference of two continuous wave laser sources with electric field ESig(t) and
ELO(t).

The output of the beam splitter after the interference of the signal and local oscillator
laser sources in Figure 5.1 produces two interfered optical beams. One of these beams is
measured using a photodetector and represented by equation 5.2 as APD(t). α in equation
5.2 is the conversion of the measured optical signal in watts to the photodetector output
in Volts.

APD(t) =
α

2

[
PSig + PLO︸ ︷︷ ︸

DC Term

+ 2
√
PSigPLO cos(2πfht+ φ∆L)︸ ︷︷ ︸

Beat Note

]
(5.2)

The measured interference pattern APD(t) is split into the DC term and a cosine function
called the beat note. The DC term is ignored and is usually filtered out. The beat note’s
frequency fh and phase φ∆L is the frequency and phase difference of the two interfering
electric fields. Hence, fh is equal to fSig − fLO and ∆φ is equal to φSig − φLO.

If the beat note frequency fh is non-zero, the interference pattern is called a heterodyne
beat note and this indicates that the two optical laser sources have different frequencies.
If fh is equal to zero then the interference is called a homodyne beat note. Measuring the
frequency difference fh can indicate if the signal frequency was shifted [153] during the
signal propagation. The phase difference can be used to estimate the difference in the
propagating path length (LSig − LLO). The amplitude of the beat note scales with the
square root of the product between the signal and local oscillator optical powers. Increasing
the optical power of one of the two beams increases the amplitude of the measured beat
note.

The optical layout in Figure 5.1 used one of the two interfered beams. If a second pho-
todetector is used to measure the second interfered beam, this layout is called a balanced
heterodyne or homodyne configuration [154]. This type of configuration can be used to
measure the difference between the two photodetector measured signals and suppress the
common noise in the layout [155].

5.1.2 Examples of Coherent Detection Applications

There are several different applications of a coherent system taking advantage of the inform-
ation contained in the beat note. A direct detection method only measures the intensity
of an optical signal but as seen in equation 5.2, the optical power, frequency and phase
of the optical signal is present in the measured beat note. Assuming the frequency and
phase of the local oscillator is known, the frequency and phase of the optical signal can be
determined from the beat note. And for a low signal-to-noise ratio optical signal, the local
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oscillator optical power can be increased to improve signal detection.

Measuring the phase of the beat note can be used to track the path length difference of an
interferometer [156, 157] or phase modulating the signal laser to measure the propagation
distance of the optical signal for ranging applications [25, 82] and optical communications
[158]. Other applications of coherent systems are also used in spectroscopy applications
[159] and atmospheric studies [160].

A coherent system is used in LIDAR applications to resolve small Doppler shifts of the
optical signal laser frequency [152] to provide accurate tracking of a target’s motion such as
in satellite tracking [62] and weather forecasting [61]. LIDAR systems also use the coherent
detection method to amplify the weak reflected signals [152] for improved signal detection.
This application of the coherent system is of most interest for this thesis.

5.1.3 Signal-to-Noise Ratio in a Coherent Detection System

The chief factors that impact the signal-to-noise ratio in a coherent detection configuration
for space debris ranging are:

1. Photodetector noise

2. Shot noise

3. Laser frequency noise

4. Diffuse surface of the target

Section 2.4 provides a more detail discussion of the noise sources and Section 2.3.3 on the
diffuse surface for a piece of space debris. This section provides a brief discussion on how
these factors impact a coherent detection configuration presented in Figure 5.1.

Both shot noise and photodetector noise add amplitude noise on the measured beat note.
The photodetector is used to measure the interference pattern of the beat note. In the
process dark current and electronic noise is introduced to the measured amplitude. Equa-
tion 5.3 is used to calculate the Newport 1811 photodetector noise σPD where NEP is the
noise equivalent power of the photodetector, and B is the detector bandwidth [138].

σPD = NEP
√
B (5.3)

Shot noise is a property of the light and depends on the optical power of both the signal
beam and local oscillator beam [100, 103]. In most coherent detection applications, the
local oscillator beam optical power is much higher than the signal beam optical power.
Therefore shot noise from the local oscillator beam is more substantial than shot noise
from the signal beam. Equation 5.4 is used to calculate shot noise σSN from the local
oscillator where ~ is Planck’s constant, c is the speed of light and λ is the wavelength of
the local oscillator [100, 103]. Together, ~c

λ is the energy of a photon at λ wavelength and
is denoted as Eλ. PLO is the optical power of the local oscillator beam.

σSN =

√
PLO

( λ
~c

)
=

√
PLO
Eλ

(5.4)
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In a direct detection system, photodetector noise σPD is often the dominant amplitude
noise source. However, in a coherent detection system, the local oscillator optical power is
increased to amplify the measured amplitude of the beat note

√
PSigPLO in the presence

of the photodetector noise σPD. The local oscillator optical power can be large enough
where the local oscillator’s shot noise σSN is larger than the photodetector noise σPD and
is the dominant amplitude noise source. When this happens, the signal-to-noise ratio is
fundamentally limited by the shot noise [152]. Equation 5.5 describes the signal-to-noise
ratio of a shot noise limited system [100] where B is the bandwidth of the photodetector.

S

N
=

2PSigPLO
2ePLOB

=
PSig
eB

(5.5)

From equation 5.5, any further increase in the local oscillator optical power PLO would
not increase the signal-to-noise ratio of the measured beat note for a shot noise limited
system. The signal-to-noise ratio can only be improved by increasing the optical power of
the signal beam PSig. An amplitude-squeezed local oscillator beam can be used to reduce
the shot noise limit [161], but this is beyond the scope of this thesis. It is also important
to note that there are situations where a shot noise limited detection cannot be achieved
if the photodetector is saturated and limits the local oscillator optical power [162].

Both laser frequency and phase noise cause fluctuations in the frequency fh and φ∆L

measurement of the beat note. Both laser sources in Figure 5.1 are free-running lasers, and
each has a 1

f laser frequency noise independent of each other. The two laser frequencies also
drift over time independently of each other. When the two optical beams have interfered
the beat note frequency fh broadens in the frequency domain and drifts over time. This
reduces the accuracy and precision of measuring fh and hence affects determining the
frequency of the signal beam fSig. The 1

f laser frequency noise of a laser source can be
stabilised [109, 110], reducing the laser frequency noise. The independent drift of the two
laser sources can be avoided by phase-locking the two lasers using a phase-locked loop [163].
One laser will be the master laser source and the second is laser acts as a slave and has
the same laser frequency as the master laser.

A piece of space debris is a non-cooperative target with a diffuse reflecting surface. The
result is the reflected signal is scattered in many directions and adds a random path length
to each scattered reflected signal. Section 2.3.3 discusses in more detail the effects of a
diffuse reflecting surface including for a coherent detection method. Since path length
is related to the phase [80], the diffuse surface will impact a coherent system where the
heterodyne beat note [62] and phase modulation methods [25, 82, 156], used to measure
the time of flight. However, for an amplitude modulated system the small random change
in the optical signal’s path length does not change the propagation delay of each individual
chip of the PRN code. The PRN code statistics remain unaffected. Hence, the coherent
detection scheme focuses on interfering the amplitude modulated signal with a bright local
oscillator.

5.1.4 Coherent Detection of Amplitude Modulated PRN Code

Building on the theoretical coherent detection layout presented in Figure 5.1, Figure 5.2
shows the theoretical optical layout where the output of the signal laser is first amplitude
modulated with the PRN code sequence. The signal beam has a total propagation path
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length LSig equal to La+2Lτ +Lb. Lτ is the range of the reflecting target. The amplitude
modulated signal beam interferes with the local oscillator and the beat note is measured
using a photodetector. Another addition in Figure 5.2 from Figure 5.1 is that the two laser
sources are frequency stabilised using a phase-locked loop. The signal laser is the master
laser source, and the local oscillator is the slave laser source.

Figure 5.2: Optical layout where the signal laser is amplitude modulated with the PRN codes
and propagates a distance of LSig before interfering with the LO laser.

Equation 5.6 is used to describe the signal ESig(t) and local oscillator ELO(t) electric fields.
φSig =

2πfSig

c LSig and φLO = 2πfLO
c LLO while τSig is the propagation delay of the signal

beam and is equal to LSig

c . C(t− τSig) is the delayed version of the modulated PRN code.

ESig(t) = C(t− τSig)ESigei(2πfsigt+φSig)

ELO(t) = ELOe
i(2πfLOt+φLO)

(5.6)

When the two electric fields, ESig(t) and ELO(t), are interfered with each other, the meas-
ured optical beat note at the photodetector APD(t) is described in equation 5.7 where fh
is equal to fSig − fLO and φ∆L is equal to φSig − φLO.

APD(t) =
α

2

[
C(t− τSig)PSig + PLO︸ ︷︷ ︸

DC Term

+ 2
√
C(t− τSig)PSigPLO cos(2πfht+ φ∆L)︸ ︷︷ ︸

Beat Note

]
(5.7)

Assuming the DC term is filtered out by the photodetector, the measured beat note is a
cosine function that changes depending on the frequency difference fh and phase difference
φ∆L of the signal and local oscillator beams. As in Section 5.1.1, the amplitude of the beat
note scaled with the square root of the signal and local oscillator optical power. However,
the delayed version of the amplitude modulated PRN code is encoded onto the amplitude
of the beat note. Therefore by interfering the amplitude modulated signal with the local
oscillator, the PRN encoded beat note can be amplified above the different amplitude noise
source present in the bench-top experiment to a shot-noise limited detection.
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5.1.5 Spectra of the PRN Code Amplitude Modulated Beat Note

Equation 5.7 is used in the simulation to generate an amplitude modulated PRN code beat
note. fh is equal to 70 MHz and φ∆L is equal to 0 radians. The chip frequency fChip of
the PRN code is equal to 75 MHz. τSig is also equal to 1 s. For simplicity, the simulation
assumed a shot noise limited configuration and neither frequency nor phase noise was
added. Equation 5.8 shows the output of the simulated beat note when the PRN code has
a binary value of 1 and 0.

APD(t) =


√
PSigPLO cos(2πfht+ φ∆L) if C(t− τSig) = 1

0 if C(t− τSig) = 0
(5.8)

Figure 5.3 illustrates the frequency spectra of the simulated heterodyne beat note. The
heterodyne beat note is observed at fh equal to 70 MHz and a sinc2 function is also seen
centred around fh. The first null of the sinc2 function is at 145 MHz which is equal
to fh + fChip. The result shows that the PRN code harmonics are modulated onto the
heterodyne beat note in the frequency spectrum. Approximately half the beat note power
in power spectral density is spread over multiple frequencies as PRN code harmonics and
the other half is observed as the heterodyne beat note at fh. This is because half the PRN
code sequence has a binary value of 1 and produces a beat note with amplitude

√
PSigPLO

while the other half has a binary value of 0 and produces a beat amplitude equal to 0.

Figure 5.3: Power Spectral Density of the simulated heterodyne beat note where the amplitude
modulated PRN code signal is coherently mixed with the local oscillator.

Figure 5.4 shows, in simulation, the power spectrum of the PRN encoded heterodyne beat
note together with the different amplitude noise sources that limit the signal-to-noise ratio
of a direct detection method. In the simulation, the photodetector noise is equal to 1 pW,
and the background photon noise source PBPN is equal to 100 pW. The optical signal
PSig is equal to 10 pW and the local oscillator PLO is equal to 1µW. As seen in Figure
5.4, even though the optical signal has lower received power than the background photon
noise source (PSig < PBPN ), the local oscillator has amplified the beat note above the
background photon noise to a shot noise limited detection. The null of the PRN code
harmonic from 145 MHz is the shot noise level from the local oscillator. Hence, shot noise
is the dominant noise source in the simulated optical system.

As discussed in Section 5.1.3 and presented in equation 5.5, for shot noise limited detection,
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Figure 5.4: Frequency spectrum showing the amplitude modulated PRN code heterodyne beat
note amplified above the various noise sources.

increasing the local oscillator optical power PLO does not result in improved signal-to-noise
ratio. Equation 5.5 can be updated to equation 5.9 taking into account the amplitude
modulated PRN code signal beam. Any further increase in the signal-to-noise ratio can
only be achieved by increasing the signal optical power PSig.

S

N
=

2C(t− τSig)PSigPLO
2ePLOB

=
C(t− τSig)PSig

eB

(5.9)

Amplifying the signal using a local oscillator in a coherent detection could be advantageous
for weak signal detection, improving the ranging accuracy and precision for a space debris
application. By mixing with a bright local oscillator, a coherent detection scheme can
be less susceptible to additive amplitude noise sources such as background photon noise
and photodetector noise. The coherent detection scheme might allow space debris daylight
operation and provide a more precise estimation of the time-varying delay without requiring
the large integration times of the direct detection scheme.

5.1.6 Recovering the Amplitude Modulated PRN code from the Beat
Note

Figure 5.5 shows the post-signal processing used to recover the amplitude modulated PRN
code from the measured heterodyne beat note. The signal processing method used is
called the In-phase and Quadrature phase demodulation (I2 + Q2) where the acquired
beat note is mixed with an in-phase (I = sin (2πfIQ + φIQ)) and quadrature phase (Q =
cos (2πfIQ + φIQ)) component [164]. The I2 + Q2 demodulation method is widely used
in several different applications, such as in a phase-locked loop [165] and optical commu-
nications [166], to measure the amplitude and phase of an unknown signal. This section
presents the mathematical output of each step of the I2 + Q2 demodulation to recover
the amplitude modulated PRN code for the matched filter analysis. For simplicity, the
discussions in this section will first ignore both amplitude and phase noise. The impact of
a diffuse reflecting surface is introduced in Section 5.1.7.
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Figure 5.5: Block diagram of the I2 +Q2 demodulation steps to recover the amplitude modulated
PRN code from the heterodyne beat note.

Figure 5.6 shows the phasor diagram presenting the relationship of an unknown signal with
amplitude A and phase φ, with the I and Q components. The I and Q components are
orthogonal to each other with a phase offset equal to π

2 radians. By mixing the unknown
signal with the two orthogonal components, the amplitude A and the phase φ of the
unknown signal can be calculated using Pythagoras theorem and Trigonometric functions.

Figure 5.6: Phasor diagram showing the I and Q components have a π
2 phase difference. The I

and Q components can be used to find the amplitude and phase of an unknown sinusoidal function.

Equation 5.10 and equation 5.11 present the output of mixing the I and Q components
respectively with the acquired beat note s(t) = A(t) cos(2πfht+ φ∆L(t)).

IOutput = A(t) cos(2πfht+ φ∆L(t)) sin(2πfIQt+ φIQ) (5.10)

QOutput = A(t) cos(2πfht+ φ∆L(t)) cos(2πfIQt+ φIQ) (5.11)

Using the trigonometric identities shown in equation 5.12 and equation 5.13, equation 5.10
and equation 5.11 can be rewritten into equation 5.14 and equation 5.15 respectively. To
simplify the number of terms in equation 5.14 and equation 5.15, φIQ is equal to 0 radian.

2 cosα cosβ = cos(α− β) + cos(α+ β) (5.12)
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2 sinα cosβ = sin(α− β) + sin(α+ β) (5.13)

IOutput =
A(t)

2

[
sin(2π(fh − fIQ)t+ φ∆L(t)) + sin(2π(fh + fIQ)t+ φ∆L(t))

]
(5.14)

QOutput =
A(t)

2

[
cos(2π(fh − fIQ)t+ φ∆L(t)) + cos(2π(fh + fIQ)t+ φ∆L(t))

]
(5.15)

Both the IOutput and QOutput comprise two terms, the difference in the phase and frequency
between the beat note and the I andQ components, and the sum of the phase and frequency
of the beat note with the I and Q components. Since φIQ is equal to 0 radian, the two
terms are referred to as the difference frequency term and sum frequency term respectively.

The sum frequency term is removed by passing both IOutput and QOutput through a low pass
filter. Figure 5.7 shows the simulated results of passing the IOutput and QOutput through a
low pass filter in the frequency domain. In the simulation the PRN code chip frequency
is equal to 75 MHz while both fh and fIQ are equal to 70 MHz. The sum frequency term
(fh + fIQ) of both IOutput and QOutput is equal to 140 MHz. The cut-off frequency chosen
for the low pass filter is equal to 125 MHz, to match the bandwidth limitation applied to
the acquired signal by the Newport 1811 photodetector used in the bench-top experiment.
In the simulation, the low pass filter attenuates the sum frequency term at 140 MHz by
approximately −50 dB. Figure 5.7 shows a significant reduction in the power spectrum for
frequencies above 125 MHz due to the high attenuation of the low pass filter. Even though
the PRN code is modulated onto the amplitude of the signal beam, if the sum frequency
term is not filtered out, unwanted harmonic terms will be present in the recovered signal.

Assuming fh = fIQ, the filtered output of IOutput and QOutput is presented in equation
5.16 and 5.17 respectively.

IFiltered =
A(t)

2

[
sin(φ∆L(t))

]
(5.16)

QFiltered =
A(t)

2

[
cos(φ∆L(t))

]
(5.17)

Both equation 5.16 and equation 5.17 contain information on both the amplitude A(t)
and phase φ∆L(t) of the measured beat note. Pythagoras theorem is used to measure the
amplitude A(t) using the following steps shown in equation 5.18:

AIQ = 2
√
I2
Filtered +Q2

Filtered

= A(t)

√
sin2(φ∆L(t)) + cos2(φ∆L(t))

= 2α
√
C(t− τSig)

√
PLOPSig

(5.18)

Using Pythagorean identities, sin2 φ∆L(t)2 +cos2 φ∆L(t) = 1, the output of AIQ is equal to
A(t). In equation 5.7, the amplitude of the beat noteA(t) is equal to α

√
C(t− τSig)PSigPLO.

Hence, the result of using the Pythagoras theorem contains the delayed version of the amp-
litude modulated PRN code C(t− τSig), scaled by

√
PSigPLO.
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(a) Frequency spectrum of the Q filtered output.

(b) Frequency spectrum of the I filtered output.

Figure 5.7: Simulated frequency spectrum of both the I and Q filtered output using 125 MHz low
pass filter.

Figure 5.8 shows a simulation of the frequency spectrum of the recovered PRN code from
the I2 + Q2 demodulation using the same beat note properties in Figure 5.7. The power
spectral density shows the presence of a sinc2 function with the null of the PRN code at
75 MHz. However, the PRN code harmonics above 125 MHz have been filtered out by the
low pass filter used in the I2 +Q2 demodulation.

The phase difference φ∆L(t) is calculated using the trigonometric functions shown in equa-
tion 5.19. The calculated phase φ∆L(t) contains information of the signal beam’s path
length LSig, but as discussed in previous sections, laser frequency noise and the diffuse
surface effects on the signal beam’s phase would affect any information gathered from the
phase of the beat note. Therefore the signal processing of the I2+Q2 demodulation ignores
the phase measurement step in equation 5.19.

φ∆L(t) = atan
( sin(φ∆L(t)

cos(φ∆L(t)

)
=

2πfSig
c

LSig −
2πfLO
c

LLO

(5.19)
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Figure 5.8: Simulated frequency spectrum of the interference pattern after passing through an
I2 +Q2 demodulation. The red dotted line is the fit of a PRN code sinc2 function. The frequency
spectrum resembles the PRN code spectrum with the first null occurring at 75 MHz.

5.1.7 Simulated Analysis of the I2 +Q2 Demodulation for a Diffuse Sur-
face

Equation 5.18 shows that the amplitude of the recovered PRN code A(t) does not contain
any information on the beat note frequency or phase. In theory, neither frequency noise
nor the randomised phase effect are present in the recovered PRN code. Therefore both
would not impact estimating the time-varying delay of the optical signal. This section
demonstrates this in simulation for a diffuse reflecting surface and Section 5.4.3 and Section
5.4.4 will present experimental results for frequency-related noise.

Figure 5.9 compares two simulated signal correlation outputs, as a function of the distance
parameter d0. This simulation looked to determine if the random phase effect, discussed
in Section 2.3.3, would impact the signal correlation for a coherent detection scheme. The
scattering effect for a diffuse surface was not introduced in the simulation. However, in
a real application of the coherent detection scheme, the received signal power would be
reduced due to the scattering effect. The simulation also introduces both shot noise and
photodetector noise to the received optical signal.

For one of the correlations, the signal beam is modelled to be reflected by a surface without
the random phase effect. In this case, each reflected electric field has the same propagation
path length LSig and hence the same phase. For the other signal correlation, the reflecting
surface is modelled to be a complex surface that introduces the random phase effect.
A random path length with a root mean square (RMS) of 0.5µm following a Gaussian
distribution is added to each reflected electric field. Therefore each reflected electric field
has a varying phase. Both signals are passed through the I2 + Q2 demodulation and the
matched filter analysis to estimate the signal beam’s propagating path length LSig.

The result in Figure 5.9 first showed that the I2 + Q2 demodulation was able to recover
the amplitude modulated PRN code and the matched filter analysis generated a signal
correlation for both reflecting surfaces. Figure 5.9 also showed that both the two normalised
signal correlations overlap each other. The simulated result confirms the discussions that
apart the reduction in optical power from the scattering effect, the coherent detection
scheme with the matched filter analysis is not affected by the random phase effect from a
diffuse surface.
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Figure 5.9: Comparing simulation of two normalised signal correlation where one signal is reflec-
ted by a retro-reflector and the second signal is reflected by a diffuse surface.

5.2 Experimental Layout

Table 5.1 shows the chosen PRN code properties and bench-top experiment parameters for
the coherent detection scheme. Section 5.2 discusses and justifies the values selected for
the experiment.

The bench-top experiment aims to simulate the time-varying delay of a piece of space
debris and demonstrate a coherent detection scheme to amplify the signal and improve the
matched filter estimate of the time-varying delay. The bench-top experiment used to model
a moving space debris target and a coherent detection scheme was achieved by breaking
the problem up into a smaller number of tasks:

1. Doppler shift the PRN code sequence using the PRBS generator.

2. Use the Fibre Mach-Zehnder interferometer to amplitude modulate the continuous
wave laser.

3. Attenuate the optical power of the signal beam in the signal path.

4. Interfere the signal path beam with a local oscillator beam.

5. Estimate the time-varying delay parameters d0 and v0.

6. Collect statistics of the precision of estimating the time-varying delay.

7. Characterise how integration time ti and received signal power PSig impacts the
precision of the measurement.

8. Introduce laser frequency noise.

9. Identify if laser frequency noise has an impact on the precision of the matched filter
estimate for the coherent detection scheme.
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Parameters Parameter Values

ADC sampling frequency fsampling 1.5 GHz

PRN chip frequency fchip 75 MHz

PRN code length L 32 767 chips

PRN code period Tcode 0.44 ms

Clock frequency fMF 375 MHz

Laser wavelength λ 1064 nm

Photodetector NEP 22.5 pW/
√
Hz

Photodetector bandwidth 125 MHz

Signal single pass freq shift (changeable) 80 MHz

LO freq shift 90 MHz

Heterodyne beat note fh (changeable) 70 MHz

Max. Integration time 0.1 s

Table 5.1: Table summarising the parameters chosen for the optical experiment.

5.2.1 PRN Code Generation and Amplitude Modulating the Continu-
ous Wave Laser

Figure 5.10 shows the optical layout of the bench-top experiment used to evaluate the
coherent detection scheme. The bench-top experiment for the coherent detection scheme
builds on the experimental layout discussed in Section 4.1 for the direct detection scheme.

The PRBS generator discussed in Section 4.1.1 is used to generate a 15-bit PRN code
(code length L = 32767 chips) with a chip frequency equal to 75 MHz. The chip frequency
can be Doppler shifted to model the time-varying delay of a moving space debris target by
changing the PRBS clock frequency.

The PRN code is then amplitude modulated onto the continuous wave laser using the Fibre
Mach-Zehnder interferometer discussed in Section 4.1.2 and Section 4.1.3. The input beam
optical power into the Fibre Mach-Zehnder is split equally using a 2x1 fibre splitter into
two arms called the Phase modulation arm and the Fibre stretcher arm. The PRN code is
phase modulated onto the phase modulation arm, and the optical fibre stretcher is used to
control the fibre path length difference of the two arms to optimise the PRN code amplitude
modulation. Equation 5.20 presents the electric fields EMod(t) and EFS(t) of the phase
modulation and fibre stretcher arm respectively.

EMod(t) = EMode
i(2πfLasert+φMod+φPRN )

EFS(t) = EFSe
i(2πfLasert+φFS)

(5.20)

The optical beams of the two arms are interfered using a 1×2 fibre coupler, and the output
of the Fibre Mach-Zehnder interferometer PFMZ(t) is presented in equation 5.21 where φ∆L

is equal to φMod−φFS . By controlling φ∆L using the fibre stretcher, phase modulating the
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Figure 5.10: Optical layout to evaluate the coherent detection scheme where the amplitude modu-
lated PRN code signal is interfered with the local oscillator prior to detection at the photodetector.

PRN in the Fibre Mach Zehnder interferometer results in an amplitude modulated PRN
code optical signal at the output of the Fibre Mach Zehnder interferometer.

PFMZ(t) =
1

2

[
PMod + PFS + 2

√
PModPFS cos(φ∆L + φPRN )

]
(5.21)

The output of the Fibre Mach-Zehnder is split into two paths as discussed in Section 4.1.4.
One path is the control path with path length LControl equal to 0.675 m. The second path
is the signal path to mimic the return path of the optical signal with path length LSignal
equal to 2.75 m. The path length difference ∆L (LSignal − LControl) is equal to 2.075 m.

The signal path optical signal is passed through a double-pass AOM configuration. This
configuration is used to frequency shift the signal laser beam frequency to fSig using an
acousto-optic modulator (AOM). An AOM is a device used to control the power, frequency
and spatial direction of the laser beam [167] by using Bragg diffraction to scatter the
propagating light [168]. Section 5.2.4 will provide more details on how this beam frequency
shift was achieved.

The frequency-shifted optical signal is then attenuated using neutral density filters. The
calibrated filter values are presented in Table 4.3 in Section 4.1.5. The attenuated signal
then was interfered with the local oscillator.

5.2.2 Interference With the Local Oscillator

For the direct detection scheme, presented in Figure 4.3, the output of the laser source
is split to control the optical intensity entering the Fibre Mach-Zehnder interferometer to
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prevent damaging the components. Most of the output laser power is dumped. For the
coherent detection scheme presented in Figure 5.10, this path of the laser output is used
as the local oscillator beam. The main advantage of using the same laser source as both
the amplitude modulated signal and as the local oscillator source is the beat note has a
stable relative phase and frequency [152] to test the matched filter analysis of the coherent
detection scheme.

The output of the laser source used as the local oscillator beam is first passed through an
acousto optic modulator (AOM) to frequency shift the local oscillator laser frequency fLO
by 90 MHz. Equation 5.22 shows the electric field of the local oscillator beam where φLO
is equal to 2πfLO

c LLO.

ELO(t) = ELOe
i(2πfLOt+φLO) (5.22)

The frequency-shifted local oscillator beam then interferes with the signal path optical
beam. Since the output of the Fibre Mach Zehnder interferometer is the interference of
two electric fields, presented in equation 5.20, the beat note is the interference of three
electric fields, EMod(t), EFS(t) and ELO(t). The output optical intensity PPD(t) of the
interference of the three electric fields is presented in equation 5.23.

PPD(t) =
1

2

[
PMod + PFS + PLO︸ ︷︷ ︸

DC Term

+ PFMZ(t)︸ ︷︷ ︸
1st Beat Note Term

+ 2
√
PModPLO cos(2πfht+ (φMod + φSig − φLO) + φPRN (t))︸ ︷︷ ︸

2nd Beat Note Term

+ 2
√
PFSPLO cos(2πfht+ (φFS + φSig − φLO))︸ ︷︷ ︸

3rd Beat Note Term

]
(5.23)

The DC term in equation 5.23 is obtained from the DC port of the Newport 1811 photode-
tector. The three higher frequency beat note terms, including shot noise, are obtained from
the AC port of the photodetector. Only the signal from the AC port of the photodetector
is digitised by the analogue to digital converter (ADC).

The 1st beat note term is equal to PFMZ(t) in equation 5.21, the interference between
the phase modulation and fibre stretcher arm in the Fibre Mach Zehnder interferometer
resulting in an amplitude modulated PRN code.

The 2nd beat note term is the beat note with the phase modulated PRN code φPRN (t).
As in the 1st beat note term, φPRN (t) affects the output of the cosine function. The
phase-modulated PRN code causes the beat note to be spread over a large frequency range
resulting in a sinc2 function in the frequency domain centred around fh and the nulls occur
at fh − fChip and fh + fChip.

The 3rd beat note term does not contain any PRN code information. Therefore in the
frequency domain, the 3rd beat note contributes only a heterodyne beat note at fh.

The sum of the 2nd and 3rd beat note produces the amplitude modulated PRN code
spectrum observed in the simulation in Figure 5.3. Both these terms are amplified by the
local oscillator optical power PLO, unlike the 1st beat note term. For example, if both
PMod and PFS are equal to 1 nW and PLO is equal to 10µW, the output power of the
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1st beat note term is equal to 1 nW while the output power of the 2nd and 3rd beat note
term are both equal to 100 nW. Therefore in a coherent detection scheme where a bright
local oscillator interferes with a weak signal (PSig < PLO), the 1st beat note term is much
smaller than the 2nd and 3rd term. Hence, the impact of the 1st beat note term is ignored.

5.2.3 Shot Noise Limited Detection

In Figure 5.11 the local oscillator optical power was increased to achieve a shot noise lim-
ited detection where the shot noise from the local oscillator is larger than the Newport
1811 photodetector noise floor. In Figure 5.11 the optical signal beam is blocked, therefore
no heterodyne beat note is observed at 70 MHz. The local oscillator optical power was
measured at 115µW. The result in Figure 5.11 shows that the shot noise from the local
oscillator has increased the noise floor by approximately 1.1 dB at 70 MHz above the photo-
detector noise. The saturation limit of the Newport 1811 photodetector under continuous
wave operation is roughly 120µW [138]. The local oscillator optical power is close to the
saturation limit, and several harmonics were observed when the local oscillator optical
power was further increased. Hence the maximum optical power of the local oscillator was
set to 115µW.

Figure 5.11: Comparing the noise floor of the Newport 1811 photodetector used in the signal
path with the shot noise from the local oscillator used to amplify the signal.

The shot noise in Figure 5.11 is not the expected white noise for all frequencies because
of bandwidth effects from the photodetector. These bandwidth effects were different for a
second Newport 1811 photodetector.

Figure 5.11 also shows two harmonics in the frequency spectrum, one at 90 MHz and an-
other at 180 MHz with an approximate magnitude of −26 dBm and −42 dBm respectively.
The AOM used to frequency shift the local oscillator causes the 90 MHz harmonic and the
180 MHz is it’s second harmonic. These harmonics are due to interference between the
unshifted and shifted light at the output of the AOM. The magnitude of the harmonic
changes with changing the alignment of the beam into the AOM but this also affects the
power of the optical beam at the output of the AOM.

The 90 MHz and the 180 MHz harmonics would be present in the frequency spectrum of the
recovered PRN code. When the recovered PRN code is correlated with the template code
in the matched filter analysis, both harmonics are spread over a broad bandwidth [126]
and would not impact the time-varying delay estimate.
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5.2.4 Adding Random Frequency to Heterodyne Beat Note

Coherent detection methods are sensitive to both frequency and phase noise. In most cases,
the laser sources are frequency stabilised [111] or derived from the same source to have
a stable phase. However, in a space debris application, other factors such as propagating
through the atmosphere can introduce additional frequency noise into the signal beam.

The discussion in Section 5.1.6 presented that the recovered PRN code from the beat note
does not contain phase and frequency information and hence is not affected by frequency
noise. In this section, a large random frequency is added to the optical signal frequency in
the signal path to confirm the theoretical discussion in Section 5.1.6.

As discussed in Section 5.2.1, an AOM is placed in the signal path. By controlling the
frequency of the sinusoidal signal fRF , the AOM can frequency shift the optical signal
frequency to fSig before the optical signal is attenuated and interfered with the local
oscillator beam. If the input sinusoidal signal fRF has an additional random frequency
term δf , then the frequency shift of the optical signal (fSig ± δf) is also randomised.

The disadvantage of frequency shifting the signal path optical beam using an AOM is the
AOM output beam’s spatial direction θD also changes with the change in the sinusoidal
frequency fRF as described in equation 5.24. λ is the wavelength of the laser source, and
v is the acoustic velocity propagating through the crystal in the AOM. The steering of the
signal path beam by the AOM reduces the overlap efficiency with the local oscillator and
introduces amplitude fluctuations in the beat note.

θD =
λfRF
v

(5.24)

To avoid amplitude fluctuations in the beat note, the signal path beam uses a double-
pass AOM configuration shown in Figure 5.12. The output of the Fibre Mach-Zehnder
interferometer is split into the control and signal paths using a polarising beam splitter.
The signal path beam is passed through the AOM for the first time. Figure 5.12 shows
two of the output beams from the AOM. One is called the zero order beam which is the
unshifted output beam and is ignored. The second is called the first order beam where the
sinusoidal frequency fRF shifts the optical signal’s frequency by fRF and steers the beam.
Using an optical lens and reflecting mirror, this beam is reflected along the propagation
path back into the AOM where the beam is frequency shifted by fRF a second time. As
before there are two output beams, the second zero order output has a frequency shift of
fRF and is ignored. The second first order output beam has a frequency shift of 2fRF and
propagates along the path of the input beam to the double-pass AOM configuration. The
double-pass input and output beams are separated at the beam splitter at the output of
the Fibre Mach-Zehnder interferometer.

The use of the double-pass AOM configuration allows the freedom of changing fRF without
impacting the beam’s deflection angle at the output of the double-pass AOM configuration
[169]. The signal path optical beam’s signal frequency fSig is equal to 2fRF . The AOM used
in the signal path has a centre frequency of 80 MHz with a bandwidth of ±15 MHz. When
double-passed the signal laser frequency can be shifted between 130 MHz and 190 MHz.
This frequency range is beyond the Newport 1811 detector bandwidth. However, the local
oscillator beam is also frequency shifted. The AOM in the local oscillator path has a centre
frequency of 90 MHz with a bandwidth of ±15 MHz. With the frequency shift applied to
the local oscillator fixed to 90 MHz, fh can be shifted between 40 MHz and 100 MHz. The
beat note frequency range is now within the photodetector bandwidth.

Figure 5.13 shows the beat note amplitude measured at the signal path photodetector
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Figure 5.12: Double-pass AOM configuration of the signal path optical beam. The output of the
Fibre Mach-Zehnder interferometer is passed through the double-pass AOM configuration and the
signal path beam is frequency shifted by fSig = 2fRF .

when the beat note frequency fh is changed by changing fSig. The measured beat note
amplitude has a 3 dB drop at fh approximately equal to 55 MHz and at 82 MHz. This
frequency range is used as the usable bandwidth of changing fh.

Figure 5.13: Measured bandwidth of the double pass AOM configuration in the bench-top ex-
periment.

With the double-pass AOM configuration, the signal path beam can have a random fre-
quency modulation fSig(t). The frequency noise introduced in a space debris application
is not known and could vary depending on atmospheric conditions and the reflecting tar-
get. Therefore the bench-top experiment tests the matched filter analysis capability of
measuring the time-varying delay by randomising the frequency fREF using a Gaussian
distribution with an RMS of 5 MHz, utilising the available bandwidth of the double-pass
AOM configuration shown in Figure 5.13.

Figure 5.14 compares two signals collected from the bench-top experiment in the frequency
domain. One signal is where the signal beam is frequency shifted by the AOM (fSig =
160 MHz) and the resulting beat note frequency fh is equal to 70 MHz which is visible in
the frequency spectrum. The second signal is when the random frequency with an RMS of
5 MHz is added into the signal path laser (fSig ± δf = 160 MHz ± 5 MHz). The random
signal δf is generated using the signal generator and follows a Gaussian distribution. By
adding the random frequency shift, the beat note is spread over 5 MHz bandwidth. The
amplitude of the beat note at fh is reduced and is no longer visible above the shot noise
in the frequency spectrum.
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Figure 5.14: Comparing the acquired heterodyne beat note in the frequency domain for two
conditions. For the blue signal, the optical signal is frequency shifted by fSig. The red signal is
the optical signal is frequency shifted by fSig ± δf where δf is a random frequency with an RMS
equal to when a 5 MHz following a Gaussian distribution.

5.2.5 Introducing 1
f
Laser Frequency Noise

In a real space debris application, a coherent detection scheme would use two separate
laser sources for the signal beam and local oscillator beam. However, reducing the laser
frequency noise of each source is at odds with sweeping the frequency of the laser source.
Frequency sweeping the laser source could be critical in a space debris application of a
coherent system. As discussed in Section 3.3.2, the space debris reflected optical signal
laser frequency is Doppler shifted. Hence both the beat note frequency fh, and the PRN
code harmonics centred at fh are also Doppler shifted. Frequency sweeping the local
oscillator laser source allows the experiment to mitigate the effect of the Doppler shift.

Since the recovered PRN code is not affected by the laser frequency noise, the ideal case is
using two free-running laser sources and frequency sweeping the local oscillator. Despite the
1
f laser frequency noise broadening the heterodyne beat note, the PRN code harmonics are
recovered from the amplitude of the beat note and provide the same precision in estimating
the time-varying delay as using the same laser source with a stable frequency.

Figure 5.15 shows the two different optical layouts to investigate the impact of 1
f laser

frequency noise. The second laser source used in the experiment is a fibre-coupled laser
source. To introduce the laser into the experiment, the interference and detection stage
of the experiment had to be altered. Hence, to compare the matched filter analysis one
optical layout shown in Figure 5.15a had both the signal and local oscillator beam from
the same laser source launched into and interfered in fibre. A fibre coupled Newport 1811
photodetector is used to measure the beat note. The second optical layout in Figure 5.15b
replaced the local oscillator with the second fibre-coupled laser source.

The two laser sources are not stabilised or phase-locked to each other. Since the two laser
sources are not phase-locked, the heterodyne beat note frequency drifted over time and
eventually was observed to move beyond the bandwidth of the photodetector used in the
experiment. At the start of each data acquisition, for particular optical signal power PSig,
the frequency of the local oscillator is changed so that the heterodyne beat note is equal
to 70 MHz and allowed to drift freely. All the experimental data for a PSig optical signal
power were acquired before the heterodyne beat note drifted out of the photodetector
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(a) Signal laser is interfered in fibre with the local oscillator from the same
laser source.

(b) Signal laser is interfered in fibre with the local oscillator from a second
laser source.

Figure 5.15: Optical layout illustrating the bench-top experiment used to investigate the impact
of 1

f laser frequency noise on the time-varying delay measurement.

bandwidth. Therefore each acquired signal has a broaden heterodyne beat note with peak
amplitude at a different frequency in the frequency domain.

5.2.6 Data Acquisition and Matched Filter Analysis Procedure

The beat note measured from the photodetector is digitised using the ADC and passed onto
the host computer. Section 4.1.8 provides a more detail description of the data acquisition
stage. The data acquisition from the signal path undergoes the I2+Q2 demodulation before
the matched filter analysis. The control path signal beam does not interfere with the local
oscillator beam and does not require the I2 +Q2 demodulation step as the acquired data
is the PRN amplitude modulated optical signal. The matched filter analysis procedure is
presented in Section 4.1.9 where a matched filter analysis aims to estimate both LSignal
and LControl as the two path lengths in the bench-top as well as estimate the target velocity
vSD used to Doppler shift the PRN code chip frequency.

5.3 Characterising the Bench-Top Experiment

Before using the coherent detection scheme together with the matched filter analysis to
estimate both d0 and v0 parameters of the time-varying delay, this section aims to char-
acterise the bench-top experiments and compare with the simulated results in Section 5.1.
The characterisation involved the following steps:

1. Generating an unshifted PRN code with 75 MHz chip frequency.

2. Interfering the amplitude modulated signal with the local oscillator with a beat note
frequency fh equal to 70 MHz.

3. Using the I2 + Q2 demodulation to recover the PRN code. I2 + Q2 demodulation
refers to the demodulation of the signal at the heterogeneous frequency with sine and
cosine. I2 +Q2 demodulation would provide the amplitude of the beat note.
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5.3.1 Acquisition of the Beat Note

Figure 5.16 shows the first 1µs of the measured signal when the signal path beam has
interfered with the local oscillator. The time series shows that the beat note amplitude
varies between two levels due to the amplitude modulated PRN code. Figure 5.16 also
shows a PRN code fit applied to the acquired beat note, and matches the amplitude
transitions of the acquired signal, taking into account the propagation delay.

Figure 5.16: Time series of the heterodyne beat note acquired by the ADC when the signal laser
interferes with the local oscillator laser. The dotted line shows a PRN code fit on the measured
signal.

Figure 5.17 shows the power spectrum of the acquired signal. The spectrum shows a large
amplitude beat note at 70 MHz. When focusing closer around the beat note, from 60 MHz
to 160 MHz, the spectrum closely resembles the sinc2 function fit applied to the spectrum
with the expected null of the PRN encoded beat note at 145 MHz. The Newport 1811
photodetector has a bandwidth of 125 MHz. Therefore all higher PRN code harmonics are
low pass filtered and not visible in the frequency spectrum.

Figure 5.17: Power spectrum of the interference pattern acquired by the ADC. The red dotted
line shows the expected sinc2 function of a PRN code around the beat note with a null at 145 MHz.
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5.3.2 I2 +Q2 Demodulation of the Acquired Beat Note

Figure 5.18 shows the first 1µs of the recovered PRN code from the acquired beat note
presented in Figure 5.16 using the I2 +Q2 demodulation. In the time series in Figure 5.18
the recovered PRN code also matches the fitted PRN code.

Figure 5.18: Time series of the I2 +Q2 demodulation output to recover the amplitude modulated
PRN code.

Figure 5.19 shows the power spectrum of the recovered PRN code. The power spectrum
resembles the expected sinc2 function of a PRN code with the first null occurring at
approximately 75 MHz. Figure 5.19 also shows a sudden drop in the signal amplitude for
frequencies above 125 MHz due to the low pass filter used in the I2 + Q2 demodulation
to filter out the I2 + Q2 sum frequency component. This low pass filter also filters out
the PRN code harmonics above 125 MHz. An aggressive filter is used in the demodulation
stage to remove the sum frequency component. The disadvantage is the loss of the higher
frequency code harmonics which causes a reduction in the signal correlation. This thesis
does not investigate the impact of varying the I2 +Q2 demodulation stage low pass filter
properties.

Figure 5.19: Power spectrum of the recovered PRN code. The red dotted spectrum is the
simulated PRN code showing the sinc2 function with nulls at 75 MHz.
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The frequency spectrum also shows a harmonic at approximately 70 MHz which is a small
amount of the DC term of the acquired beat note shifted to 70 MHz when mixed with
the I and Q components. Another harmonic is observed at 20 MHz which is the 90 MHz
harmonic from the local oscillator AOM observed in Figure 5.11 shifted when mixed with
the I and Q components. The 75 MHz harmonic from the PRBS generator is also present
in the spectrum. These harmonics will not impact the matched filter analysis since the
energy of the harmonics is spread over a broad frequency range when correlated with the
template code.

The results from Figure 5.18 and Figure 5.19 show that the amplitude modulated PRN
code encoded onto the beat note from the bench-top experiment has been successfully
recovered using the I2 +Q2 demodulation with coherent detection.

5.3.3 Measuring the Signal and Control Path Length

With a chip frequency equal to 75 MHz, modelling a static target (vSD = 0 m/s), the
recovered PRN code and control path signal are passed through the matched filter analysis
to measure both LSignal and LControl path lengths. The two path length measurements are
used to calculate the path length difference ∆L (∆L = LSignal−LControl). In the matched
filter analysis for this section, only the distance parameter d0 value is changed while the
velocity parameter v0 is fixed and equal to 0 m/s.

Figure 5.20 shows the normalised signal and control correlation as a function of the delay
parameter d0. The optical signal power of the signal path is equal to 20 nW, the local
oscillator optical power is equal to 115µW and the optical signal power of the control path
is equal to 50µW. Since the two paths have different optical signal powers, by normalising
the two correlations where the peak correlation value is equal to 1, the signal and control
correlations are more easily compared in Figure 5.20.

Figure 5.20: Normalised correlation of the PRN code acquired from the control and signal
photodetectors as function of the input value for the distance parameter d0.

Table 5.2 compares the measurement of the two path lengths on the optical table for both
the coherent and direct detection schemes for a received signal power equal to 20 nW. For
both detection schemes, the physical path length of LSignal is equal to 2.75 m and LControl
is equal to 0.68 m. The path length difference ∆L measured on the optical table is equal
to 2.07 m. Due to the interleaved process, as discussed in Section 4.1.8, a fixed time offset
is added by the ADC when digitising the two path length signals, adding a distance bias
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of 0.1 m to the path length. Hence the expected ∆L calculation is equal to 2.17 m.

LSignal LControl ∆L

Optical Table 2.75 m 0.68 m− 0.10 m 2.17 m± 0.03 m

Direct Detection 9052.9 m 9050.4 m 2.5 m± 0.2 m

Coherent Detection 59 699.4 m 59 697.2 m 2.2 m± 0.2 m

Table 5.2: Table comparing the LSignal and LControl path lengths measured for both the coherent
and direct detection scheme.

The matched filter analyses for both detection schemes in Table 5.2 were performed for
a 1 ms integration time. Comparing the different ∆L results in Table 5.2, the coherent
detection scheme produced a more accurate ∆L measurement (∆L = 2.22 m) than the
direct detection scheme (∆L = 2.50 m). The result is explained by Figure 5.21 which
compares the signal correlation of both detection schemes. The coherent detection scheme
produced a much larger signal correlation, clearly visible above the noise, due to the in-
creased signal-to-noise ratio from interfering with the bright local oscillator. In the direct
detection scheme, the signal correlation is slightly above the correlated noise.

Figure 5.21: Cross-correlation comparing both detection schemes for 20 nW received signal power
and a 1 ms integration time.

Table 5.2 also shows that the expected accuracy achievable for both the direct detection
and coherent detection scheme is equal to ±0.2 m, even though the signal in the coherent
detection scheme is amplified by the local oscillator. Figure 5.22 shows the correlation out-
put when the matched filter analysis template spacing for the d0 parameter is varied. The
same result observed in Figure 5.22 is also observed in Figure 4.16 for the direct detection
scheme. When the d0 template spacing is equal to 0.2 m, horizontal steps are observed in
the correlation output. This limits the accuracy of estimating the distance parameter d0

to ±0.2 m. The accuracy of the matched filter analyses in estimating the d0 parameter
is discussed in more detail in Section 4.2.3 for the direct detection scheme. However, the
coherent detection scheme can produce a more precise path length measurement to within
±0.2 m for lower signal laser powers than the direct detection scheme.
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Figure 5.22: Comparing the correlation of the PRN code when using 0.2 m and 0.3 m parameter
spacing for the delay d0 parameter.

The result in Table 5.2 and Figure 5.21 supports the discussion that the signal is amplified
when interfered with a bright local oscillator and improves the accuracy of the matched
filter analysis’s estimate of the signal path length. The coherent detection scheme can
provide a path length measurement for signals weaker than 20 nW for 1 ms integration
time. For example at a received signal power of 520 pW and 1 ms integration time, a
power level and integration time that did not produce a signal correlation for the direct
detection scheme as seen in Figure 4.17, but the coherent detection scheme produced a ∆L
equal to 2.31 m.

In conclusion, the discussion in this section has shown the amplitude of the signal cor-
relation is increased when the optical signal is amplified with a bright local oscillator in
the coherent detection scheme compared to the direct detection scheme. The increase
in the signal correlation amplitude results in improved signal detection and precision in
estimating the path length difference ∆L of the bench-top experiment.

5.4 Measuring the Doppler Shift of the Amplitude Modu-
lated PRN Code

In Section 5.3, the chip frequency of the modulating PRN code was fixed at 75 MHz. In this
section, the modulating PRN code’s chip frequency is increased by 1750 Hz to model the
optical signal reflecting from a space debris target with a constant speed equal to 7 km/s
and moving towards the telescope. The matched filter analysis aimed to estimate both the
distance d0 and velocity v0 template parameters. The expected value for ∆L is equal to
2.175 m and the expected value for v0 is equal to −7000 m/s.

5.4.1 Estimating both d0 and v0 parameters

Figure 5.23 presents a contour plot of the 2-dimensional signal correlation where both
distance d0 and velocity v0 parameters are varied during the matched filter analysis with
the recovered PRN code from the beat note. The received signal power PSig is equal to
20 nW and the integration time ti is equal to 1 ms.
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Figure 5.23: Contour plot showing the signal correlation as both the distance and velocity
parameters are changed using a parameter bank for each parameter.

The contour plot in Figure 5.23 shows that as the parameter values for d0 and v0 are closer
to the optimal values of LSignal and vSD, the output of the signal correlation increases.
The Full-Width Half Maximum (FWHM) of the signal correlation along the d0 parameter
is 4 m, related to the chip frequency fChip, and for the v0 parameter is 8000 m/s, related to
the integration time chosen in the analysis. Both results match the matched filter analysis
result for the direct detection scheme in Section 3.5.2. Section 4.3.1 and Section 4.3.2 give
a more detailed explanation on the FWHM of the signal correlation for both parameters.

Using the same interpolation on the signal correlation as in the direct detection scheme to
estimate both d0 and v0, the resulting ∆L estimate is equal to 2.21 m and the v0 estimate
is equal to −7016 m/s. Both measurements are close to the expected parameter values
with ∆L within the 0.2 m accuracy of estimating d0. In comparison, at the same PSig and
ti for the direct detection scheme, the matched filter analysis estimated both ∆L and v0

to 2.52 m and −6527 m/s respectively.

The results in this section support the coherent detection scheme provides a better estimate
of both the ∆L and v0 parameters compared to the direct detection scheme for the same
received signal power PSig and analysis integration time ti.

5.4.2 Precision of the Matched Filter Analysis

Section 5.4.1 showed that the matched filter analysis was able to provide an estimate of
both the distance d0 and velocity v0 parameters using the amplitude modulated PRN code
recovered from the beat note. The results also showed that the coherent system provides
a more accurate estimate of the two parameters than the direct detection scheme.

Figure 5.24 illustrates the steps taken to determine the precision of the matched filter
analysis in estimating the target velocity vSD for the coherent detection scheme (vSD =
−7000 m/s).

First, a total of 25 signals at the same received optical power PSig are acquired from the
bench-top experiment, each 0.1 s long. Before the matched filter analysis, every acquired
signal is first divided into segments. The time length of each segment depends on the
integration time ti chosen for the matched filter analysis. For example, if a 10 ms integration
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Acquire 25 optical signals from bench-top ex-
periment for each PSig used in the analysis.

Split each acquired signal into smaller segments.

Five segments are chosen at random and are
passed through the matched filter analysis.

Velocity and delay estimates are stored.

Repeat process for all 25 acquired signals.

The 5 by 25 velocity estimates are used to calculate the standard deviation of
25 different signals. A total of 5 standard deviation calculations are available.

In Figure 4.23 the mean of the 5 standard deviation calculations is used
as the mean precision (σv) in estimating velocity parameter and the
standard deviation of the 5 standard deviation calculations is used to
determine the variations in the precision for the different segmants.

Figure 5.24: Flowchart describing how the precision of the matched filter analysis is determined.

time is chosen, the acquired signal is divided into ten segments, each 10 ms long. Five of
these segments are chosen at random and passed through the matched filter analysis. This
step was taken to identify the variation in estimating v0 using different sections of the same
acquired signal.

The matched filter analysis provides 5 estimates for each acquired signal and the process
is repeated for 25 acquired signals. In total there are 125 estimates of v0 stored in a 25 by
5 matrix for every PSig and ti. The main reason the matched filter analysis is repeated for
the same acquired signal is because the initial results for the matched filter analysis showed
that different portions of the same acquired signal produced a different estimated value of
the target velocity vSD. This highlighted there is a variance in the velocity estimate within
the same acquired signal that must be taken into account.

The standard deviation (1σ) of the vSD estimates using the 25 different acquired signals
gives the precision of the bench-top experiment in estimating vSD using the matched filter
analysis. This step of the analysis is repeated for the 5 different segments resulting in
a total of 5 different precision measurements of the target’s velocity. The 5 different
precision measurements are not the same. Therefore these 5 precision measurements are
used to find the mean precision (σv) in estimating vSD for the received signal power PSig
and integration time ti chosen for the analysis. The standard deviation of the 5 different
error measurements is used as the variation in the precision measurement for the different
segments of the 25 signals. The same steps are repeated for different PSig and ti, providing
information on how the precision of the matched filter’s estimate of vSD varies with the
two experimental parameters.
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Section 4.3.2 for the direct detection scheme showed that the slope of the correlation influ-
ences the mean precision of the matched filter analysis estimate of the velocity parameter.
For the direct detection scheme, the mean precision is inversely proportional to received
signal power PSig and is t−1.5

i to the integration time ti.

For the coherent detection scheme, the same relationship is expected with the integration
time, i.e. the mean precision changes by t−1.5

i . Increasing the integration time reduces the
FWHM and increases the peak value of the signal correlation resulting in t2i improvement
in the slope of the correlation. However, increasing the integration time also increases the
noise in the correlation by t0.5i . Hence, the mean precision reduces by t−1.5

i with increasing
integration time. Section 4.3.2 provides a more detailed explanation of the effect the
integration time has on the slope of the signal correlation.

In the coherent detection scheme, the amplitude of the PRN code recovered from the beat
note is

√
PSigPLO since the signal has interfered with the local oscillator. Assuming PLO

is fixed, the relationship between the received signal power and the slope of the signal
correlation is

√
PSig. This means the mean precision would change by P−0.5

Sig in estimating
the velocity parameter for varying PSig.

To recap, the mean precision σv for the coherent detection scheme is expected to be:

• P−0.5
Sig with received signal power PSig

• t−1.5
i with the integration time ti

Figure 5.25 presents the precision of the matched filter analysis in estimating vSD as
a function of received signal power PSig. Figure 5.25 also presents the results of the
analysis performed for three different integration times using the same acquired signals.
The mean precision is represented as a solid dot while the variation (1σ) in both the
precision measurement and the received signal power is represented as a shaded region.
The variations in the optical signal power PSig is due to fluctuations in the output intensity
of the Fibre Mach-Zehnder.

Figure 5.25: Precision of estimating vSD as a function of received signal power. The solid dots
represents the mean precision of the velocity measurement while the shaded region around the
mean represents the variation in the precision and received signal power. The line is fitted to the
mean of the precision and has a slope of −0.5.

Figure 5.25 also shows three straight lines, in the logarithmic scale, fitted to the mean error
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for all three integration times. Each line has a slope fixed to −0.5 taking into account the
expected relationship of the mean error σv with PSig.

The result in Figure 5.25 shows that the mean precision of the matched filter analysis
matches closely, within the variations of the precision, with the expected slope of the line.
This result confirms that for different integration times the matched filter analysis has
P−0.5
Sig relationship with the mean precision in estimating vSD for the coherent detection

scheme.

Figure 5.26 presents the the matched filter analysis mean precision in estimating vSD as
a function of the integration time ti. The analysis was repeated for four different received
signal powers PSig. As in Figure 5.25, the precision of the matched filter analysis has
variations, and a line is fitted to the mean precision. The slope of the line is −1.5 and
the results show that the line passes through, within the variations of the precision. This
confirms that the mean precision changes by t−1.5

i .

Figure 5.26: Precision of estimating the velocity parameter as a function of integration time.
The line is fitted to the mean precision has a slope of −1.5.

The relationship between the precision of the matched filter analysis to the estimated vSD
can be represented as an equation using the results from both Figure 5.25 and Figure 5.26
by using the mean precision σv from the experimental results for a given received signal
power PSig and integration time ti. In equation 5.25 the mean precision of 150.59 m/s was
chosen for 2.4 nW received signal power and 1 ms integration time.

σv m/s = 150.59 m/s
(√ 2.4 nW

PSig W

)(1 ms

ti s

)1.5
(5.25)

Equation 5.25 is used in Chapter 6 to predict the precision of estimating a target’s velocity
for varying received signal powers and integration times, as part of the discussion for
implementing the coherent detection scheme for space debris ranging applications. This
analysis is compared with using the direct detection scheme for a space ranging application.
However a quick comparison between equation 5.25 and equation 4.7 shows that for a PSig
equal to 1 nW and ti equal to 1 s produces a σv equal to 7.4 mm/s for the coherent detection
scheme and 532 mm/s for the direct detection scheme. The result shows that the coherent
detection scheme is better in estimating vSD than the direct detection scheme.
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5.4.3 Adding Random Frequency to the Heterodyne Beat Note

Figure 5.27 shows the precision in the matched filter analysis in estimating vSD when a
random frequency is added to the laser frequency of the signal path beam as discussed in
Section 5.2.4. The random frequency added to the signal path laser beam has an RMS
equal to 5 MHz and follows a Gaussian distribution. Figure 5.27 also includes the matched
filter analysis results from Figure 5.25, where the random frequency is not added to the
heterodyne beat note, for comparison.

Figure 5.27: Comparing the precision in estimating the velocity parameter using the matched
filter analysis when a random frequency with a RMS of 5 MHz is added to the signal path laser
with results from Figure 5.25.

The matched filter analysis results with the random frequency overlap with the result
from Figure 5.25 for the different received signal power and integration time. The result
indicates that even when a random frequency is added to the signal laser, resulting in
reduced amplitude of the heterodyne beat in the frequency domain as shown in Figure
5.14, the frequency noise does not affect the matched filter estimate of the target’s velocity
vSD using the amplitude modulated PRN code recovered from the beat note.

5.4.4 Free-Running Laser with 1
f
Frequency Noise

Figure 5.28 compares the matched filter analysis precision using the two optical layouts
presented in Section 5.2.5. For one of the arrangements, a second laser is used as the local
oscillator source. Both laser sources are free-running, with 1

f frequency noise, and are
neither phase-locked or stabilised. The mean precision results in Figure 5.28 also includes
a line with a slope of −0.5 fitted to the mean error for all three integration times.

Comparing the two results in Figure 5.28, both produced a similar mean precision in
estimating vSD as the mean precision of both optical layouts overlaps each other. Both
results also follow the −0.5 slope trend line applied to the measurement. These results
indicate that 1

f laser frequency noise does not affect the matched filter analysis in estimating
the velocity parameter. The mean precision measurements in Figure 5.28 also closely match
the results in Figure 5.25. The slight difference in the result is due to the higher overlap
efficiency using fibre to interfere the signal beam with the local oscillator beam as well as
using a fibre coupled photodetector.
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Figure 5.28: Comparing the error in estimating the velocity parameter using the matched filter
analysis when the LO is from the same source as the signal with using a second LO laser.

5.5 Chapter summary

The chapter discussed the theory of using a coherent detection scheme to amplify the
amplitude modulated PRN code to improve the signal-to-noise ratio. The PRN code
is recovered from the resulting beat note using a I2 + Q2 demodulation method in post-
processing. The recovered PRN code is then used as an input to the matched filter analysis
to estimate both the distance d0 and velocity v0 parameters.

The chapter also presented the optical layout where the PRN code is amplitude modulated
onto the signal laser beam using a Fibre Mach-Zehnder interferometer. The chip frequency
of the modulating PRN code can be altered to model the Doppler shift of the PRN code
by a moving space debris target. The modulated signal laser beam is then interfered with
the local oscillator beam to produce a PRN code encoded heterodyne beat note. The PRN
code is recovered using the I2 + Q2 demodulation method. The discussion on the bench-
top experimental layout also presented adding a random frequency to the heterodyne beat
note and 1

f laser frequency noise into the experiment.

The bench-top experimental results showed that the accuracy and precision of the matched
filter analysis in estimating ∆L and vSD parameters using a coherent detection scheme
outperformed the direct detection scheme for the same received signal power PSig and
integration time ti. This is because the modulated PRN code is amplified above the
dominant photodetector noise source in the direct detection scheme.

The experimental results presented in Section 5.4.2 showed that the mean precision of the
matched filter analysis in estimating the target’s velocity has the relationship P−0.5

Sig and
is t−1.5

i to the received signal power and integration time respectively. The experimental
results in Section 5.4.3 and Section 5.4.4 also showed that the effect of both random fre-
quency and 1

f laser frequency noise do not impact the matched filter analysis performance.
This result shows that the coherent detection scheme with matched filter analysis would
be suitable for a space debris application.
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Chapter 6

Experimental Results Discussion

Section 1.3 stated that the aim of the thesis is to present a space debris ranging system
compatible with the continuous wave laser that would be used in the future attempt to
manoeuvre a low earth orbit (LEO) piece of space debris. The proposed method is amp-
litude modulating the outgoing continuous wave laser with a pseudo-random noise (PRN)
code. Chapter 4 and Chapter 5 presented two different detection schemes, a direct detec-
tion scheme and coherent detection scheme respectively. In the direct detection scheme, the
intensity of the optical signal is directly measured while in the coherent detection scheme
the optical signal is interfered with a second laser beam to amplify the signal and increase
the signal-to-noise ratio.

The space debris’ motion Doppler shifts the amplitude modulated PRN code’s chip fre-
quency amd a matched filter analysis is proposed to estimate the time-varying delay. The
Space Environmental Research Centre (SERC) requires a ranging system that is capable
of measuring the velocity of a piece of space debris with a 1 mm/s precision (σv). This
chapter builds on the experimental results for space debris application, investigating the
required received signal power PSig and integration time ti using the EOS telescope to
achieve the desired 1 mm/s σv precision.

6.1 Ground-Based Telescope Design

The telescope design is crucial in determining the received signal power PSig. The size of
the telescope affects the beam divergence of the transmitted optical signal and the amount
of reflected optical signal collected. Section 2.3 discussed in more detail the factors that
impact the received signal power PSig. Equation 6.1 is used to estimate the upper bound
limit of the received signal power PSig. Table 6.1 presents the values used for the different
parameters.

PSig = PT
(ATASD)2

(Rλ)4

F 2

β
(6.1)

The aperture D of the telescope can be used to calculate the effective collecting area of
the telescope AT . A larger telescope AT would result in the squared improvement in the
received signal optical power. However, Section 2.3.4 discussed limitations to the size
of a single telescope mirror. The space debris ranging analysis in this thesis uses the
characteristics of the EOS telescope on Mount Stromlo. The EOS telescope is a single
mirror telescope with a aperture of 1.8 m. The telescope is currently used for pulse laser
ranging of space debris in a mono-static arrangement. AT of the EOS telescope is equal
to 2.54 m2.
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Parameters Chosen Parameter Values

Telescope Aperture D 1.8 m

Telescope area AT 2.54 m2

Transmitted Power PT 10 kW

Laser wavelength λ 1064 nm

Space debris diameter 1 cm to 10 cm

Range R 500 km to 5500 km

Atmospheric loss F 2 Variable

Non-cooperative target signal loss β Variable

Table 6.1: Table showing the parameters chosen as input to equation 6.1 to calculate the optical
signal PSig collected by the telescope.

The wavelength of the laser λ and transmitted power PT depends on the transmitting
optical laser source and is assumed to be fixed. At the time of writing this thesis, PT is
equal to 10 kW and λ is equal to 1064 nm. This is the transmitted optical power and laser
wavelength expected to be used in the SERC space debris manoeuvring demonstration [28].

The target surface area ASD of a piece of space debris can vary depending on the size of the
target debris. As discussed in Section 2.3.1, tracking space debris between 1 cm and 10 cm
are of most concern to active satellite operators. These space debris are large enough to
cause significant damage to an active satellite and contribute to the increase in the number
of space debris in orbit. Larger space debris reflects more signal photons in the direction
of the telescope and increases the received signal power.

The range R of a space debris target also varies as the telescope tracks the target during
the flyover. The main focus of this thesis are space debris in a LEO orbit. The minimum
LEO orbit the EOS telescope can track is 500 km and the maximum range of LEO target
is 5500 km.

Equation 6.1 also has the terms, β and F 2, to take into account the signal loss from both
a non-cooperative target and when the optical signal propagates through the atmosphere.
As discussed in Section 2.3, providing approximate values for both parameters can be
difficult. The signal loss F is due to atmospheric condition and can vary from day to day.
β will vary for different space debris targets as it depends on the size, shape and reflecting
surface of a piece of space debris.

6.1.1 Approximating PSig using β = 108 and F 2 = 0.9

The purpose of the section is to approximate the received signal power PSig that can be
expected for a space debris target. This information will help in the discussions for the
direct detection and coherent detection scheme in this chapter.

Figure 6.1 presents the calculated received signal power PSig as a function of the range
R for different sizes of space debris between 1 cm and 10 cm. Figure 6.1 was generated
using Equation 6.1 and the parameter values presented in Table 6.1. For F 2, a value
of 0.9 was chosen to approximate minimal wavefront distortion and some signal loss due
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to atmospheric absorption and scattering. β is set to equal 108. This value was chosen
to approximate the signal loss between a cooperative target with a retro-reflector and a
non-cooperative target [46]. However, this value was obtained from a study comparing the
impact of retro-reflectors for satellite laser ranging not for space debris targets. Therefore
the received signal power could be smaller than that calculated in this section.

Figure 6.1: The calculated received laser signal power PSig for varying space debris diameter
based on equation 6.1 and the input parameter values from Table 6.1.

Using the results in Figure 6.1, at the maximum range of 5500 km away, the received signal
power PSig from 10 cm space debris target is 35 pW and from 1 cm space debris target is
3.5 fW. Both these power measurements will be used to aid the discussions in Section 6.2
and Section 6.3 to determine the integration times needed to achieve the desired precision
in estimating the velocity parameter.

6.2 Conclusion From the Direct Detection Scheme

Chapter 4 presented the bench-top experimental layout and results to evaluate the direct
detection scheme. The results showed that the amplitude modulated PRN was able to
estimate both d0 and v0 parameters of two different path lengths. Both parameter estima-
tions closely matched the path length difference ∆L and the velocity vSD used to Doppler
shift the modulating PRN code in the bench-top experiment. The chapter also evaluated
the relationship of the precision σv of estimating the v0 parameter with both received signal
power PSig and integration time ti. The experiment proved that the σv relationship is:

• P−1
Sig with received signal power PSig

• t−1.5
i with the integration time ti

The experimental results were used to produce an equation to calculate σv for varying
input PSig and ti. This is presented as equation 6.2 for the precision of the direct detection
scheme σv−DD.

σv−DD m/s = 224.35 m/s
( 75 nW

PSig W

)(1 ms

ti s

)1.5
(6.2)
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The study, using equation 6.2, of the direct detection scheme for space debris application
focuses on the following conditions:

1. The received signal power PSig required to achieve a velocity estimate of 1 mm/s and
1 m/s precision for 1 s integration time ti.

2. Increasing the integration time ti to achieve the same precision at a lower received
signal power PSig.

3. For received signal power PSig between 35 pW and 3.5 fW.

4. The largest integration time required to achieve 1 mm/s precision for 1 cm diameter
space debris at the range of 5500 km.

Figure 6.2 uses equation 6.2 to present the σv−DD as a function of received signal power
for 1 s, 100 s and 1700 s integration times. The dominant noise source in this experiment is
from a background photon noise from an incoherent light source with an optical power of
approximately 120µW. From Figure 6.2, as the signal-to-noise ratio increases for higher
PSig, the precision σv−DD improves.

Figure 6.2: Calculating σv−DD of the direct detection scheme for varying received signal power
using equation 6.2 for 1 s, 100 s and 1700 s integration times.

From the result in Figure 6.2, for an integration time of 1 s, the direct detection scheme
can achieve 1 mm/s precision if the minimum received signal power is approximately equal
to 515 nW. To achieve 1 m/s precision for the same 1 s integration time, the minimum
received signal power is approximately equal to 550 pW. Figure 6.2 also shows that by
increasing the integration time to either 100 s or 1700 s, the velocity estimate with 1 mm/s
or 1 m/s precision can be achieved for lower received signal power.

Figure 6.3 presents the calculated σv−DD as a function of integration time ti. The integ-
ration time chosen for the analysis can be anything from the time taken to complete a
single code length to the maximum time the telescope tracks the space debris during the
flyover. This maximum time depends on the space debris orbit and telescope design. The
slew rate of the telescope may limit the telescope’s capability to continuously track a lower
orbit debris’ trajectory over the telescope’s location.

Using Figure 6.3, if the received signal power is equal to 550 pW, by increasing the integ-
ration time to approximately 100 s, the matched filter analysis can improve the precision
of the target velocity estimate to 1 mm/s.
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Figure 6.3: Calculating σv of the direct detection scheme for varying integration times.

6.2.1 Using β = 108 and F 2 = 0.9

In Section 6.1.1, both β and F 2 were approximated to equal 108 and 0.9 respectively.
Figure 6.1 shows that the calculated received signal power from a 1 cm and 10 cm space
debris is equal to 3.5 fW and 35 pW respectively. Both received power are also shown in
Figure 6.3.

In the case the received signal power is equal to 35 pW, a 1 s integration time is inadequate
to achieve 1 m/s precision. A larger integration time is needed. Increasing the integration
time to approximately 6 s would achieve 1 m/s precision and increasing the integration time
to approximately 610 s would achieve 1 mm/s precision.

In the case the received signal power is equal to 3.5 fW, increasing the integration time to
approximately 2850 s (47.5 min) would achieve 1 m/s precision. For comparison the total
orbital period of a LEO space debris in a circular orbit with 500 km altitude is approxim-
ately 100 min. To achieve 1 mm/s precision, the integration time has to be increased to
approximately 84.5 hours.

Assuming the approximation for both β and F 2 parameters are accurate, the direct de-
tection scheme would be able to estimate the velocity of a 10 cm piece of space debris
to 1 mm/s precision. However, this is not possible for 1 cm piece of space debris. The
integration time required is larger than the observable time of a single flyover. For 1 cm
space debris the direct detection scheme can only achieve 1 mm/s precision up to a range
of 800 km. The smallest debris size the direct detection scheme can track up with 1 mm/s
at the maximum range of 5500 km is a 5 cm piece of space debris.

This result shows that the direct detection scheme may not be a suitable method to estimate
a space debris target velocity with the desired 1 mm/s precision.

6.2.2 Using an Avalanche Photo-Diode

An Avalanche Photo-Diode (APD) is capable of measuring single photons [170] due to
the detector’s lower noise floor and high quantum efficiency. In the pulsed laser ranging
scheme currently used at the EOS telescope, an APD is used to measure the reflected pulse
collected by the telescope.

The Newport 1811 photodetector used in the bench-top experiment is an off the shelf
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commercial photodetector. A direct comparison using experimental results to confirm an
APD would better perform than the Newports 1811 could not be carried out since the
APD used at the EOS telescope had a low bandwidth equal to 30 MHz [171]. The low
bandwidth of the EOS telescope APD would filter out the 75 MHz chip frequency PRN
code, but higher bandwidth APDs are available [172].

The discussion on improved estimation of the parameters is based on the coherent detection
scheme results seen in Chapter 5 and discussed in Section 6.3. An APD has a lower
noise floor. Therefore the acquired signal would have a higher signal-to-noise ratio. In
the coherent detection scheme, by interfering with a bright local oscillator, the acquired
signal’s signal-to-noise ratio is improved. The results in coherent detection scheme showed
improved signal detection and measurement precision and accuracy. Based on these results,
this thesis suggests that if a suitable APD is used, the direct detection scheme would
perform better than the experimental results in Chapter 4.

In the case an APD is used at the receiver, the dominant noise source for the direct
detection scheme is background photon noise which prevents current space debris pulsed-
ranging daylight operations [33]. Even though background photon count may vary from
day to day, the background noise approximated for the EOS telescope in this thesis is equal
to 90 pW, less than the photodetector and background noise source used in the bench-top
experiment, which was equal to 120µW. The bench-top experimental results show that
the direct detection scheme can be used for daylight operation.

Assuming the 90 pW background photon noise as the dominant noise source, the precision
of the velocity estimate is expected to better than presented in both Figure 6.2 and Figure
6.3. In this scenario, if the integration time is equal to 1700 s and taking into account
the assumptions that β = 108 and F 2 = 0.9, the direct detection scheme can estimate
the time-varying delay of a 1 cm diameter space debris to within 1 mm/s for a range up
to approximately 3400 km. This result is a significant improvement from 800 km with the
results from the bench-top experiment.

Using the bench-top experiment results, the following assumptions can also be made:

1. When an avalanche photo-diode (APD) with a lower photodetector noise floor than
the Newport 1811, a better precision in estimating the parameters can be achieved.

2. Direct detection scheme can be used for daylight operations.

The thesis, however, moves to focus on overcoming the measurement precision limited by
background photon and photodetector noise sources by moving to a coherent detection
scheme which would outperform the direct detection scheme.

6.3 Conclusion From the Coherent Detection Scheme

Chapter 5 presented the theoretical discussions and the bench-top experimental layout
where the signal laser beam is interfered with a bright local oscillator to improve the
signal-to-noise ratio above the photodetector noise. The chapter also presented the ex-
perimental results to evaluate and compare the coherent detection scheme with the direct
detection scheme. The result showed an improved signal detection, measurement accuracy
and precision for the same received signal power and analysis integration time used in
the direct detection scheme. The results also showed the coherent detection scheme could
estimate the d0 and v0 parameters for smaller received signal powers.
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The chapter evaluated the relationship of the precision σv with both received signal power
PSig and integration time ti. The experiment proved that σv relationship is:

• P−0.5
Sig with received signal power PSig

• t−1.5
i with the integration time ti

The experimental result was used to produce an equation to calculate σv for varying input
PSig and ti. This is presented as equation 6.3 for the precision of the coherent detection
scheme σv−CD.

σv−CD m/s = 150.59 m/s
(√ 2.4 nW

PSig W

)(1 ms

ti s

)1.5
(6.3)

The study, using equation 6.3, of the coherent detection scheme for space debris application
focuses on the following conditions:

1. The received signal power PSig required to achieve a velocity estimate of 1 mm/s and
1 m/s precision for 1 s integration time ti.

2. Increasing the integration time ti to achieve the same precision at a lower received
signal power PSig.

3. For received signal power PSig between 35 pW and 3.5 fW.

4. The largest integration time required to achieve 1 mm/s precision for 1 cm diameter
space debris at the range of 5500 km.

Figure 6.4 uses equation 6.3 to present the σv−CD as a function of received signal power
for 1 s, 100 s and 1700 s integration times. The dominant noise source in this experiment
is shot noise from the local oscillator that has an optical power equal to 115µW. Figure
6.5 presents the calculated σv−DD as a function of integration time ti.

Figure 6.4: Calculating σv of the coherent detection scheme for varying received signal power
using equation 4.7 for 1 s, 100 s and 1700 s integration times.
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Figure 6.5: Calculating σv of the coherent detection scheme for varying integration times.

Using both Figure 6.4 and Figure 6.5, for an integration time of 1 s, the coherent detection
scheme can achieve 1 mm/s precision if the minimum received signal power is approximately
equal to 55 nW. To achieve 1 m/s precision for the same 1 s integration time, the minimum
received signal power is approximately equal to 55 fW. Figure 6.4 also shows that if the
received signal power is 55 fW, increasing the integration time from 1 s to 100 s improves
the velocity estimate precision to 1 mm/s.

6.3.1 Using β = 108 and F 2 = 0.9

From Section 6.1.1, both β and F 2 were approximated to equal 108 and 0.9 respectively.
Figure 6.1 shows that the calculated received signal power from a 1 cm and 10 cm space
debris is equal to 3.5 fW and 35 pW respectively. Both received power are also shown in
Figure 6.5.

In the case the received signal power is equal to 35 pW, a minimum integration time of
approximately 0.11 s is sufficient to achieve 1 m/s precision. Increasing the integration
time to 11.5 s would be sufficient to achieve 1 mm/s precision. In the case the received
signal power is equal to 3.5 fW, increasing the integration time to approximately 2.5 s
would achieve 1 m/s precision. To achieve 1 mm/s precision, the integration time has to
be increased to approximately 250 s.

Using the same assumptions to approximate for both β and F 2 parameters, the coherent
detection scheme outperforms the direct detection scheme for the same received signal
power, requiring smaller integration times to achieve the desired precision. For 1 cm space
debris the coherent detection scheme is able to achieve 1 mm/s precision of the velocity
parameter estimate within a single flyover at the maximum range of a LEO space debris.

6.4 Comparison of the Two Detection Schemes

Comparing the results in Section 6.2 and Section 6.3 for the direct detection and coherent
detection scheme respectively, the coherent detection scheme has better performance for
space debris ranging application for the same integration time by amplifying the signal laser
above the background photon noise. If background photon noise increases during daylight
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operation, the local oscillator optical power is increased to amplify the signal above the
new noise floor further and achieve the same level of ranging performance.

Figure 6.6 compares the velocity measurement precision for both the direct detection and
coherent detection schemes with varying received power at 1 s and 100 s integration times.
As discussed in Chapter 4 and Chapter 5, the precision in the velocity measurement with
the received signal power for the direct and coherent detection scheme is equal to P−1

Sig and
P−0.5
Sig respectively. Due to the different relationships, the two detection methods intersect

in Figure 6.6 at 5µW received signal power.

Figure 6.6: Comparing σv of the direct detection scheme and coherent detection scheme for
1 s and 100 s integration times. The plot shows for both integration times the two schemes’ σv
calculations intersect at 5µW.

This intersection point can be explained using equation 6.4, discussed in more detail in
Section 5.2.2, which describes the optical signal measured at the photodetector for a co-
herent detection scheme. The discussion in Chapter 5 ignored the 1st beat note term since
at low PSig power, this term would be much smaller than the 2nd and 3rd beat note terms.
However, for increasing received signal power, the 1st beat note term starts affecting the
measured beat note waveform observed in the time series. Since this is a region that is not
of interest to the space debris application, this is not further investigated.

PPD(t) =
1

2

[
PMod + PFS + PLO︸ ︷︷ ︸

DC Term

+ PFMZ(t)︸ ︷︷ ︸
1st Beat Note Term

+ 2
√
PModPLO cos(2πfht+ (φMod + φSig − φLO) + φPRN (t))︸ ︷︷ ︸

2nd Beat Note Term

+ 2
√
PFSPLO cos(2πfht+ (φFS + φSig − φLO))︸ ︷︷ ︸

3rd Beat Note Term

]
(6.4)

In conclusion, from Figure 6.6 the coherent detection scheme can perform much better
than the direct detection scheme for weaker received signal power PSig, achieve a more
precise time-varying delay measurement from space debris with a diameter between 1 cm
and 10 cm for space debris application.
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6.5 Chapter Summary

The Space Environmental Research Centre (SERC) aims to develop a space debris ranging
system to track and manoeuvre space debris in LEO orbit using ground-based optical lasers.
SERC has identified that the ranging method should be capable of measuring the velocity
of the space debris to within 1 mm/s for improved orbit prediction and determine the
impact of the manoeuvring attempt. SERC also aims to have a technology demonstration
at the EOS telescope on Mount Stromlo.

This chapter first provides the telescope design, based on the EOS facility, and how the
design impacts the received signal power collected at the telescope. The discussions also
provides a brief overview of other factors that impact the received signal power. Using the
size and range of the space debris the received signal power can be estimated.

This chapter compared both the direct and coherent detection scheme results presented in
Chapter 4 and 5 respectively. Using the calculated received signal power for varying space
debris size and range, the discussion showed that the coherent detection scheme outper-
forms the direct detection scheme in a space debris application. The coherent detection
scheme can estimate the velocity parameter of a 1 cm diameter LEO space debris target
to within 1 mm/s at a range of 5500 km using 250 s integration time. To achieve the same
precision for the same target and range, the direct detection scheme needed a 83 hours
integration time which is not feasible.
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Conclusion and future work

7.1 Conclusion

This thesis presented an optical bench-top experiment to amplitude modulate a continu-
ous wave laser with pseudo-random noise codes for space debris ranging applications. A
matched filter analysis is used to measure the time-varying delay of the received amp-
litude modulated laser beam. The measured time-varying delay can be used to predict the
space debris’ orbit to determine possible collisions with other orbiting objects as well as to
identify the impact of the manoeuvring attempt with a ground-based laser to change the
space debris’ orbit.

The thesis aimed to investigate a space debris laser ranging system that is compatible
with using a continuous wave laser. As discussed in Chapter 1, using a continuous wave
laser at a ground station is one proposed method to mitigate the growth in the number
of space debris in Low Earth Orbit (LEO). The Space Environmental Research Centre
(SERC) is aiming to develop the technology to range and manoeuvre space debris in LEO
using a continuous wave laser with the 1.8 m telescope at Mt Stromlo Canberra. SERC
has requested investigating a space debris ranging method that is capable of measuring
the time-varying delay of a space debris target with 1 mm/s precision. The additional
challenge is that a piece of space debris is a non-cooperative target where the reflected
signal is scattered in random directions. Together with the small size of the space debris
and large propagating distance, the optical signal power PSig collected by a telescope could
be low. The low signal-to-noise ratio of the received signal results in low ranging accuracy
and precision. In addition, current space debris laser ranging method at Mount Stromlo is
unable to perform daylight operations because of the high background photon noise.

When the space debris reflects the optical signal with the amplitude modulated PRN code,
the debris’ time-varying delay causes a Doppler shift of the PRN code chip frequency. The
matched filter analysis method with parameter estimation is investigated to recreate the
Doppler effect of the acquired signal onto a template code. Using the parameter estimation
approach, the parameters of the acquired signal can be estimated and used to determine
the time-varying delay of the signal laser. This is accomplished by generating a parameter
bank, containing a range of values, for each time-varying delay parameter. Each template
code undergoes a cross-correlation with the acquired signal to determine the similarity
of the two codes. The parameters of the template code with the most significant cross-
correlation are the best estimate of the acquired signal’s time-varying delay. The bench-top
experiment only applied the distance and velocity parameters. Higher-order terms such
as acceleration were not included due to the low integration times used in the analysis.
Chapter 3 also showed that both the PRN code chip frequency and integration time impact
the time-varying delay measurement.
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Chapter 4 presented the bench-top experiment for the direct detection scheme where a
photodetector directly measures the intensity of the signal laser. A Fibre Mach-Zehnder
interferometer is used to amplitude modulate the PRN code onto the continuous wave
laser. The modulating PRN code chip frequency can be altered to model the Doppler
effects for a moving space debris target. The matched filter analysis of the direct detection
scheme estimated both the distance and velocity parameters accurately. The results also
showed the relationship of the precision in estimating the velocity parameter depends on
the received signal power PSig and integration time ti. The relationships are:

• P−1
Sig with received signal power PSig

• t−1.5
i with the integration time ti

Chapter 5 discussed using the coherent detection scheme to amplify the amplitude mod-
ulated PRN code by interfering the modulated signal laser with a bright local oscillator.
This improved the signal-to-noise ratio of the amplitude modulated signal over additive
noise sources. The chapter discussed using a I2 + Q2 demodulation method to recover
the amplitude modulated PRN code from the interference pattern. The same matched
filter analysis used in the direct detection scheme was also used for the coherent detection
scheme to estimate the time-varying delay.

The bench-top experimental results for the coherent detection scheme showed improved sig-
nal detection and parameter estimation precision compared to the direct detection scheme
at the same received signal power PSig and integration time ti. The results also showed how
the relationship of the precision of the matched filter analysis in estimating the velocity
parameter:

• P−0.5
Sig with received signal power PSig

• t−1.5
i with the integration time ti

The experimental results for the coherent detection scheme also showed that frequency
noise does not impact the matched filter analysis result. This means laser frequency noise
potentially would not impact the time-varying delay measurement using the coherent de-
tection scheme.

Chapter 6 compared the two detection schemes for space debris ranging application using
the 1.8 m telescope at Mount Stromlo for varying received signal power and integration
times. The coherent detection scheme was found to be the better of the two methods
thanks to the amplification of the low signal-to-noise ratio received signal. Assuming the
received signal power from a piece of space debris is equal to 3.5 fW, the direct detection
scheme needs an integration time of 47.5 min and 83 hours to achieve 1 m/s and 1 mm/s
precision respectively. For the coherent detection scheme, for the same 3.5 fW received
signal power, an integration time of 2.5 s and 250 s to achieve 1 m/s and 1 mm/s precision
respectively.

The results in this thesis predict that amplitude modulating the continuous wave laser with
PRN codes and using a matched filter analysis with parameter estimation can measure the
time-varying delay of space debris to the level of precision required by SERC. The results
in this thesis show that the 1 mm/s velocity estimate precision is best achieved using a
coherent detection scheme by amplifying the signal laser with a bright local oscillator to
overcome the additive amplitude noise sources. The coherent detection scheme also could
potentially be less susceptible to background photon noise and allow day time operations.
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7.2 Future Work

This section presents the future experimental work beyond the scope of this thesis to
further investigate the application of the matched filter analysis for space debris ranging.
These future studies are:

1. Polarisation of the reflected signal

2. Reflecting the signal from a diffuse surface

3. Reducing the time taken for the matched filter analysis

Two properties that impact a coherent detection scheme are polarisation and the diffuse re-
flection. Both these effects would be introduced into the signal when propagating through
the atmosphere and when reflected by the space debris target. Future studies will look
into applying these effects to the bench-top experiment and investigating the impact on
the amplitude modulated optical signal for a coherent detection scheme. Also, the com-
putational resources for the matched filter analysis need to be improved to allow lower
processing times and analysis for longer integration times than that carried out in this
thesis.

7.2.1 Polarisation

The polarisation of the optical signal [100, 173] could potentially be affected as the beam
propagates through the atmosphere and by the reflecting surface of the target. In a co-
herent detection scheme, the matched polarisation of both the signal and local oscillator
beam is essential when coherently combining the two laser beams for power scaling [174].
The polarisation fluctuations of the signal beam can change the amount of signal power
interfered with the local oscillator [175], hence causing fluctuations in the resultant beat
note amplitude.

Studies presented by Toyoshima et al. [176] have shown that the polarisation of the beam
is preserved when propagating through the atmosphere between a satellite and ground
station. In the bench-top experiment presented in this thesis, the polarisation of the
optical signal beam and local oscillator beam are fixed to produce the maximum optical
power of the resulting heterodyne beat note. The polarisation of the optical signal was not
altered.

Further studies should be carried out the determine the impact of the heterodyne beat
note, and hence the recovered PRN code, if the polarisation of the optical signal beam is
altered.

7.2.2 Diffuse Surface

Section 2.3.3 discussed the impact of a diffuse reflecting surface of a piece of space debris.
The theoretical discussions and simulated results in this thesis have shown that the diffuse
surface would not impact the amplitude modulated PRN code in a coherent detection
scheme. However, a future experimental layout should be designed to confirm the simulated
results.

Figure 7.1 proposes a bench-top experiment where the continuous wave laser is amplitude
modulated with a PRN code and is reflected by a diffuse surface. The diffuse surface is
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simulated using a spatial light modulator (SLM) with the aim of introducing a random
path length to the reflected optical signal. The reflected signal then interferes with the
local oscillator laser. The acquired signal is then passed through the same matched filter
analysis used for the coherent detection scheme.

Figure 7.1: Proposed optical layout to test the amplitude modulated PRN coherent detection
scheme with a diffuse reflecting surface.

The result from this experiment would confirm if the PRN amplitude modulated coherent
detection scheme is suitable for ranging to a piece of space debris with a diffuse surface.

7.2.3 Reducing the computational time of the matched filter analysis

The discussion in this thesis has shown that for a space debris application, higher integ-
ration times are needed for both detection schemes than those used in the matched filter
analysis for Chapters 4 and 5. The main reasons for not performing the analysis at higher
integration times is due to:

1. Limited memory at the data acquisition stage

2. Limited computational resources for matched filter analysis

3. Large analysis time taken when running the analysis for higher integration times

At the acquisition stage, the FPGA memory could only allow collecting a maximum of 0.1 s
of the optical signal from the bench-top experiment. The analysis was then performed in
post-processing using a desktop computer to run the matched filter analysis on MATLAB.
For 1 ms integration time, a single template takes approximately 3 s to complete a correl-
ation with the acquired signal. In a space debris application, hundreds of templates will
be used and for an integration time of hundreds of seconds. Therefore the computational
resources used in this thesis were not suitable for a space debris application.

One method around the current limitation is improving the processing capability. Many
analysis methods in other fields are performed using a graphics processing unit (GPU) that
has a parallel architecture and can perform multiple tasks simultaneously. Many different
fields are using the computing potential of powerful GPUs to run a complex analysis for
scientific research, financial markets and deep learning applications [177, 178].

Reducing the computational load of the matched filter analysis will also improve the com-
putational performance. The analysis used in Chapters 4 and 5 produced a parameter
bank for each parameter of interest. The parameter values of each parameter bank are
equally spaced. This may not be the most efficient analysis approach. The shape of the
signal correlation is known, depending on PRN code properties. A more efficient para-
meter spacing chosen to estimate the optimal parameter values could reduce the number
of templates required for the analysis.
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Another consideration is if the analysis is to be performed in real-time or in post-processing.
Current space debris ranging methods do offer real-time results of the space debris range
and time-varying delay. These results are then used in post-processing to predict the debris
orbit and potential collision with active satellites. However, achieving real-time matched
filter analysis results would require powerful computational resources. Post-processing
methods may be a more suitable approach as the acquired signal can be stored and analysed
thoroughly using the matched filter analysis and provide a predicted orbit of the space
debris.

Machine learning methods could potentially be another method added as part of the ana-
lysis to better predict the orbit of the space debris and potential collisions with other
orbiting objects.
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Appendix A

A.1 Matched Filter Analysis to Estimate the Heterodyne
Beat Note Frequency

This section discusses using the Delay model, presented in equation A.1 to measure the
Doppler shift applied to the heterodyne beat note in the bench-top experiment. The delay
model is discussed in more detail in Chapter 3. This method of measuring the time-varying
delay is not proposed for space debris ranging due to the diffuse surface effects discussed
in Section 2.3.3. This analysis was done to test the matched filter analysis method in
measuring the Doppler effect due to the time-varying delay of a target on laser frequency
before the amplitude modulation pseudo-random noise (PRN) code method was considered.

τ(t) =
d(t)

c

' 1

c

(
d0 + v0t+

a0t
2

2

) (A.1)

Section 3.3.2 discussed that the change in the orbiting target’s position in reference to
the ground-based telescope causes a Doppler shift of the optical signal’s laser frequency.
The Doppler shift of the laser frequency can be as large as ±8 GHz, much larger than the
Doppler shift of the amplitude modulated PRN code which was ±1750 Hz. Due to the
large Doppler shift, measuring the heterodyne beat note of the coherent detection system
provides a sensitive time-varying delay measurement for a satellite ranging application [62].

Figure A.1 shows the bench-top experiment setup used to test the matched filter analysis
to measure the heterodyne beat note. In the bench-top experiment, both the signal beam
and local oscillator beam are sourced from the same laser source to have a stable phase [73].
The signal beam is not amplitude modulated with the PRN code. Both the signal beam and
local oscillator beam are passed through an acousto-optic modulator (AOM) to frequency
shift each beam to fSig and fLO respectively. The two frequency-shifted beams then
interfered with one output of the beam splitter used to measure the heterodyne beat note
using the Newport 1811 photodetector.

Equation A.2 shows the expected heterodyne beat note APD(t) measured by the pho-
todetector from the bench-top experiment. fh is the heterodyne beat note frequency
(fh = fSig − fLO) and φ∆L is the phase of the beat note (φ∆L = φSig − φLO). By
changing the signal beam frequency fSig, the heterodyne beat note frequency fh is also
altered. The phase difference φ∆L is fixed in the bench-top experiment since both φSig
and φLO do not vary.

APD(t) =
α

2

[
PSig + PLO︸ ︷︷ ︸

DC Term

+ 2
√
PSigPLO cos(2πfht+ φ∆L)︸ ︷︷ ︸

Beat Note

]
(A.2)

In the matched filter analysis, the digitised signal acquired from the photodetector is cor-
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Figure A.1: Coherent detection scheme to test the matched filter analysis method in estimating
the frequency change applied to the signal laser beam.

related with a template signal. The correlation is used to indicate the similarity of the
template to the acquired signal. Changing the input parameter values of the template
impacts the correlation output. The input parameter values used to generate a template
signal with the most significant correlation output provides the best estimate of the ac-
quired signal properties.

Equation A.3 is used to generate the template signal h(t). The time-varying delay of the
target causes a change in the phase of the laser beam. Since the phase is related to the
frequency of the laser [80], this causes a Doppler shift of the signal beam. In the template
signal, the phase of the laser is changed using the Delay model d(t). The change in the
phase would alter the template signal’s frequency ft.

h(t) = cos
(

2πft −
2πfSig
c

d(t)
)

= cos
(

2πft −
2πfSig
c

[
d0 + v0t+

a0t
2

2

]) (A.3)

The Delay model d(t) is changed by varying the input parameters d0, v0 and a0. If there is
no time-varying delay (v0 = 0 and a0 = 0), then the phase of the template signal depends
on d0, which only cuases a fixed shift in the phase. This results in no frequency change in
ft. Changing the d0 parameter can only change the phase between 0 radian to 2π radian.
This is equivalent to the wavelength of the laser (λ = 1064 nm). Hence, the d0 parameter
cannot be used to measure the absolute range of LSig which in the bench-top experiment
is equal to 2.175 m.

If there is a time-varying delay, the template beat note will have a time-varying phase. If
there is only a velocity term (a0 = 0), it causes a fixed frequency shift of ft. The sign
of the velocity term indicates if ft is increased or reduced. If v0 is positive, the resulting
time-varying phase causes the frequency ft to reduce while if v0 is negative, the resulting
time-varying phase causes the frequency ft to increase.

If a0 is not equal to zero, it causes a linear frequency change similar to a frequency ramp.
A positive value of a0 causes a linear reduction in the frequency ft as a function of time
while a negative value of a0 causes a linear increase in the frequency ft as a function of
time.
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Experimental Analysis

When the signal laser is not Doppler shifted, the heterodyne beat note fh is equal to
70 MHz. For the analysis shown in Figure A.2 the signal beam laser frequency is increased
by 1 MHz to 71 MHz as shown in Figure A.2a. The signal beam power PSig is equal to
2.4 nW and local oscillator beam power PLO is equal to 115µW. The expected target
velocity vSD to cause a 1 MHz Doppler shift is equal to −1.064 m/s.

Figure A.2b shows cross-correlation using the matched filter analysis as a function of the
template velocity parameter v0. The integration time chosen for the analysis is equal to
1 ms. The maximum signal correlation is generated when v0 is equal to −1.063 95 m/s,
close to the expected target velocity. The result shows that the matched filter analysis can
estimate the Doppler shift applied in the bench-top experiment to the signal laser beam
frequency.

(a) Acquired heterodyne beat note in the frequency domain where fh is approximately
at 71 MHz.

(b) Signal correlation between acquired heterodyne beat note and template beat note
using only a velocity parameter bank.

Figure A.2: Comparing a beat note matched filter signal correlation to the heterodyne beat note
in the frequency domain.

151



A.1 Matched Filter Analysis to Estimate the Heterodyne Beat Note Frequency

Figure A.3 compares the frequency spectrum and the signal correlation of the acquired
signal when a linear frequency sweep is applied to the signal laser in the bench-top ex-
periment. The linear sweep increases the signal frequency from 70 MHz to 80 MHz within
100 ms. The slope of the sweep is 100 MHz/s and translates to the time-varying delay
impact on the heterodyne beat note from a moving target with a constant acceleration
equal to 106.4 m/s2.

(a) Presenting the impact of the frequency sweep on the heterodyne beat note.

(b) Signal correlation between acquired heterodyne beat note and template beat note
for varying acceleration a0 values.

Figure A.3: Comparing the heterodyne beat note acquired from the bench-top experiment in the
frequency domain and the signal correlation with the template beat note when a linear frequency
swept of 100 MHz/s is applied to the signal laser to model target acceleration of 106.4 m/s2.

Figure A.3a shows that the linear sweep term causes the heterodyne beat note frequency
to be stretched over a larger frequency range. Figure A.3b shows the heterodyne beat note
signal correlation for varying input acceleration a0 values. The analysis used to produce
Figure A.3b used a 1 ms integration time. Using the peak of the signal correlation, the
matched filter analysis estimation of the acceleration is equal to 106.5 m/s2. The result
again shows that the matched filter analysis can estimate the acceleration parameter.
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No further analysis was performed to measure the Doppler shift applied to the signal laser
frequency. The analysis moved to applying the amplitude modulated PRN code to the
signal laser and estimate the time-varying delay on the PRN code. This is due to the
diffuse surface effects discussed in Section 2.3.3.

In theory, the heterodyne beat is still present but due to the low signal-to-noise ratio, may
not be visible in the frequency spectrum. Even though using the matched filter analysis on
the heterodyne beat note can provide a more sensitive measurement of the time-varying
delay, it is unclear if it would be possible to do so for a diffuse surface. More analysis and
experimental results are needed and could be carried out as part of future studies.
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