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Abstract

There has been a growing interest in the reproduction of human spatial hearing behaviours, arising from the development of spatial audio signal processing techniques. To accurately localise single or multiple sound sources using humanoid apparatus, it is essential to be able to exploit the spatial-related features of the human subject filtering effect, which requires an understanding of both the feature characteristics and the mapping relationship to the source locations. In this thesis, we analyse and evaluate the localisation feature characteristics of binaural signal, and explore a method for constructing a localisation mapping model.

As a result of the reflecting and diffracting of human-like apparatus, sound waves are filtered before being captured by the eardrum, and the filtering effects result in various behaviours in the frequency domain. This thesis first summarises the characteristics of those behaviours and evaluates their importance to localisation. We analyse and evaluate the correlation between source location and three main interaural cues, which are interaural level differences, interaural time difference and interaural phase difference. Then, we explore the process to exploit those features using, and develop a novel feature vector by combining the most valuable spectra. Following this, by employing mutual information as the evaluation metric for frequencies selection, we propose a new feature location mapping model that embeds the feature evaluation process. The new mapping uses a multiple-tree structured model based on the random forest that shows high tolerance to noise. Through computational simulations and practical experiments, the model presents an improvement in both accuracy and robustness according to the comparison of the angular error and localisation correct rate. Finally, by combining our localisation method with the recent proposed direct path transfer function estimation method based on a convolutive transfer function model, we design a binaural localisation system for an unknown environment.

The remainder of this thesis demonstrates the possibility of using the active localisation cues in a binaural system. Based on observations of human active head rotation behaviour, we investigate the effect of dynamic features in binaural localisation. The analysis shows that head rotation enriches the variation of localisation features, which resolve the problem of cone-of-confusion and simplifies vertical-wise
localisation in a 3-D space. In addition, we develop a multiple-source localisation method based on the head rotation process, which indicates that dynamic features would be the solution to many localisation problems caused by the limitation on the number of signal channels.
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Chapter 1

Introduction

1.1 Motivation and Background

Human beings can detect and analyse the direction, distance and movement of sound sources via their outstanding auditory systems, which are essential for perceiving the surrounding environment and avoiding potential dangers in regions that their vision cannot reach. The ability to exploit spatial information from audio signals is known as sound source localisation, which has various applications. For instance, in speech recognition, a localisation system can help specify the target speaker from multiple sound sources and improve the correctness of the recognition [1, 2]. In artificial intelligence, spatial auditory systems can help robots sense the environment and localise objects when their vision is blocked [3, 4]. Moreover, in the virtual reality field, which has dramatically developed in recent years, investigations of humans spatial auditory systems play a significant role in understanding humans perceptual behaviour and improving customers immersion experiences [5–7]. Thus, sound localisation techniques are necessary for human-computer interaction.

Recently, there has been growing interest in humans hearing mechanisms, arising from the development of personalised media devices, such as virtual reality goggles. Great effort has been invested in understanding humans spatial auditory perceptual behaviour, which is known as auditory scene analysis [8], and the approach to reproduce the spatial hearing model based on humans biological and psychological mechanism, which is known as computational audio scene analysis [9]. Reproducing the human hearing model is achieved by constructing computational models that incorporate the two received signals and the known listeners physical acoustical features. This thesis aims to propose novel binaural localisation methods for complex acoustical conditions with consideration of both the humanoid subjects spatial features and the microphones placement.

Since the “duplex theory’ was proposed by Lord Rayleigh in the early twenti-
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In the 20th century [10], many hearing models have been developed. With the publication of Jeffress's coincidence-based model [11], the binaural hearing model was widely accepted and developed. At the same time, the interaural masking effect was independently observed and described by [12] and [13]. In 1983, Lyon first adopted Jeffress's model in binaural localisation [14], which calculated the spectral coherence between the ears to obtain the time delays caused by different sound sources. Later, Bodden proposed a multiple-source localisation model incorporating both time difference and level difference between the ears [15]. Meanwhile, psychoacoustic studies indicated that the main localisation cues include interaural time difference (ITD), interaural level difference (ILD) and spectral cues [16]. Further, the more detailed acoustical feature characteristics of listeners' anatomical structures were described by head-related transfer functions (HRTFs) in the frequency domain, and many localisation algorithms based on HRTF were established, such as the matched filtering approach [17], source cancellation algorithm [18, 19] and reference signal approach [20].

In contrast, many attempts have been made to resolve the localisation problem by adopting existing array signal processing techniques. The array signal processing-based source localisation technique has been widely used in numerous applications with various signal media, such as sonar, radar and telecommunications, and those algorithms are capable of adapting to process acoustic signals, with different assumptions of signal wave propagation. For instance, methods such as multiple signal classification (MUSIC) [21, 22] and generalised cross-correlation [23] have been proposed for pinpointing acoustic sound sources based on the variation between channel transfer functions caused by different source locations. Based on these methods, one may consider binaural localisation a special case of array signal processing with two receivers. Talagala and his colleagues [24] proposed a localisation algorithm based on MUSIC and employed the complex behaviour of the HRTF as additional spatial information to estimate the source positions.

In addition, the investigation in HRTF revealed the nature of humans binaural sound localisation in 3-D space. The researchers established that the monaural HRTF spectral features that caused by pinna provide the primary cues for vertical localisation [16, 25, 26]. The effect of the torso in vertical plane localisation was first investigated by Gardner [27], while Algazi analysed elevation-related low-frequency cues in 2001 [28]. Further, Duba summarised the elevation-related interaural feature characteristics [29]. Based on this research, a few localisation methods have been developed for 3-D space localisation. Keyrouz et al. extended the maximum
cross-correlation method to the 3-D space \([20, 30]\). Recently, with the development of artificial intelligence and machine learning, applying the statistical-based learning approach to localisation problems has become a promising solution. For instance, Weng et al. adopted a non-parametric tree-based learning method to describe the mapping between the interaural cues and source locations with fewer restrictions on its spatiotemporal characteristics and environment structure \([31]\). Deleforge et al. proved local linear bijective mapping between the interaural cues and source location on the binaural manifold, and derived a statistical localisation model using an expectation-maximisation (EM) algorithm \([32, 33]\). However, because of the complexity of human listeners’ biological structures, there is not yet a closed-form function to map the source vertical position and spatial cues; thus, localising sound sources in 3-D space with binaural configurations is a challenging topic.

Another concern regarding binaural localisation is the effect of the surrounding acoustical conditions, such as for enclosed spaces with reverberation. In such a scenario, the reflected sound waves are directional, and will interfere with the estimation of the true direction of the source; thus, binaural de-reverberation is particularly necessary for binaural applications \([34–36]\). Studies in psychoacoustics have shown that the sound source location sensed by human auditory systems is dominated by the first wave front, which is known as the Haas effect or precedence effect \([37, 38]\), and a serious of methods have been proposed using such phenomenon for localising sources in a reverberant environment \([3–36, 39, 40]\). Alternatively, numerous binaural de-reverberation approaches have been proposed based on signal processing techniques \([36, 41–44]\) and applying coherence-based filtering or selection procedures to reduce the reverberation noise \([36, 43]\). However, most of the above methods would require a pre-training procedure for an ideal de-reverberation outcome; otherwise, the residues may still affect the localisation performance.

More recently, the active binaural localisation model has attracted increasing attention. The previous models mentioned above assumed that the listener’s position and posture were static, while the active binaural model introduced mobility of the subject to obtain more localisation features. The idea was inspired by observations of human listeners, who adjust their head posture to obtain a more accurate source position \([45–47]\), and several methods have been proposed to adopt this mechanism to enable better localisation performance in different conditions \([48–51]\). Although those implementations have justified the effectiveness and robustness of the active model, there remains room for improvement in system design and algorithm optimisation.
1.2 Problem Statement

Based on the discussion above, the main problem considered by this thesis can be summarised as follows:

The challenge in binaural localisation is to create a model to map the speech source direction in the 3-D space with interaural features and to be robust to complex acoustical conditions and external interferences.

1.3 Thesis Structure

Figure 1.1 illustrates the general research contents and their relationship to the thesis structure. A brief introduction to the main content in each chapter is listed as follows.

Chapter 2 provides a literature review on binaural localisation, including the fundamental concept of binaural signal processing. By introducing the famous duplex theory [10], the basic binaural localisation system is explained with commonly used coordinate systems. In addition, an overview of the widely accepted binaural localisation features is included. In particular, the HRTF is formally defined and the relationship between those features and the HRTF is derived. In addition,
this chapter introduces the modelling of binaural signals with external acoustical conditions, such as enclosed spaces.

Chapter 3 investigates the extraction of spatial features, especially for elevation estimation, in the presence of additive noise. The approach uses cepstral transformation and truncation to extract the elevation-related features. In addition, we propose a composite features vector that simultaneously takes advantage of the magnitude and phase of the interaural cues based on prior empirical knowledge in 3-D space localisation. The Euclidean distance matching-based localisation method is adopted with the proposed feature vector, which can provide a robust estimation of the source directional position in a noisy environment by selecting the most valuable frequency ranges of the interaural cues.

Chapter 4 develops a feature selection algorithm and proposes an advanced probabilistic localisation model based on the observations from Chapter 3. The dependency between interaural features and the source direction is measured and analysed by mutual information (MI). The localisation model is obtained by the random forest (RF) algorithm, which incorporates not only the dependency between the source direction and interaural features, but also the internal conditional relationship between features. The model can accurately localise the source position in an unfamiliar reverberant and noisy environment by cascading a de-reverberation pre-processor.

Chapter 5 proposes an active localisation model that includes the head movement of the subject. This chapter starts by investigating the interaural feature behaviours with three types of head movement. We then develop a two-state localisation model based on Gaussian progress using only ITDs. Further, we introduce a novel mixed-source separation algorithm based on cepstral speech features in the head rotation model, which enables the model to localise multiple sources with a complex acoustical condition.

Chapter 6 demonstrates the experiment results for the methods proposed in Chapter 4 and Chapter 5. The experiment is implemented using an array of 30 loudspeakers and a KEMAR dummy head recording system. The experiment results indicate validation of the proposed methods in practical reverberation and noise conditions.

Chapter 7 presents the conclusion of the thesis and discusses possible directions for future work.
1.4 Thesis Contributions

This thesis makes several contributions to binaural localisation and understanding the human spatial auditory mechanisms. In general, this thesis analyses the relationship between interaural features and the directional source position, and proposes robust 3-D space localisation methods for various acoustical conditions. The principle contributions are listed below:

- Proposes a novel approach using a new composite feature vector of extracting elevation-related features. The proposed approach demonstrates the application of the envelope of ILD and high-frequency interaural phase difference (IPD) in vertical domain localisation.

- Presents a feature learning algorithm to extract elevation-related information in advance. This algorithm shows that the most valuable frequency region of interaural cues varies with the incident angle of the sound source. By selectively taking the interaural magnitude and phase features, the robustness of sound source localisation result can be improved.

- Propose a new statistical conditional model to describe the mapping between interaural features and source directions. The model takes the features’ internal relevance into consideration, which further increase the robustness of the localisation performance. By combing with Direct-Path relative transfer function based dereverberation method, an improved localisation performance can be achieved in common in-door environment.

- Investigates the variation of ITD caused by different types of head rotations, and proposes an ITD-only dependent active localisation model. The study derives the relationship between the ITD variation and the vertical position of the sound source during the head movement.

- Indicates that the ITD variation caused by head rotation will significantly improve the accuracy and robustness of localisation results, and can be applied for multiple-source separation and localisation with minor adjustments to the system.
Overview: This chapter aims to provide background knowledge for the thesis. It introduces the mechanism of human binaural hearing, especially for sound source localisation. It also introduces the important localisation cues, such as ITD, IPD and ILD. Further, this chapter defines the HRTF and explains the relationship between the interaural cues and HRTF. In addition, it discusses the commonly used models for describing and simulating a realistic listening environment, and introduces the spatial feature extraction methods based on those models. It also provides a literature review of the different localisation mapping approaches, and highlights the problems with current binaural localisation.

2.1 Introduction

Humans can perceive and analyse the surrounding environment by using two ears with remarkable sound source separation and localisation ability. In early research, the term cocktail party processing was created to describe humans capacity to intentionally select individual sound sources in a complex listening environment [52].

Previous research has demonstrated that the binaural system, which refers to the setup of two microphones placed on each side of a subject’s head, plays a significant role in analysing auditory scenes and improving speech intelligibility in noisy and reverberating environments. In addition, the binaural system has demonstrated the possibility of prominent performance in sound localisation and separation, though it is not fully understood how such performance can be achieved using a similar system setup. Primarily, this chapter aims to review the fundamental mechanisms of binaural localisation of a sound source, alongside commonly used terminologies and assumptions. In addition, it provides a review of existing binaural localisation
methods and the recent related studies.

As a branch under sound source localisation, binaural localisation tackles the issue of estimating the position of the sound source based on the audio data captured by the binaural system only. Figure 2.1 summarises the pipeline of the binaural localisation system. A source signal $s(t)$ emitted from position $\Theta$ is first filtered by the environment which includes the room impulse response (RIR) and the listener’s anatomical structure (such as torso, head and pinna) and is then captured by the microphones. Such a process is described and modelled by a propagation model, and the most widely used model assumes the following condition:

- **Far field**: The distance of the sound source to the listener subject is greatly larger than the distance between the microphones, so that sound waves at the listener can be considered planar.

Normally, the sound source distance should be larger than 1.5 to 2 m, considering the average human head width. This assumption simplifies the problem, since the distance will not be considered, and the propagation model can be formulated as:

$$
\begin{align*}
    x_l(\Theta, t) &= s(t) \ast a_l(\Theta, t) + n(t) \\
    x_r(\Theta, t) &= s(t) \ast a_r(\Theta, t) + n(t)
\end{align*}
$$

(2.1)

where $x_l(t)$ and $x_r(t)$ represent the signals received by the left and right eardrums, respectively. The filtering effects of the environment and anatomical structure are modelled by the convolution between the source signal and the left and right position-dependent impulse responses, $a_l$ and $a_r$, which is known as binaural room impulse response (BRIR), plus a background noise component $n(t)$. The listener’s brain then processes those received signals and estimates the source position $\hat{\Theta}$ based on a variety of spatial features. Therefore, the binaural auditory localisation refers to pinpointing the position information regarding the direction and distance of a sound source about the listener from the perceived acoustic signals. Lord Rayleigh’s duplex theory [10] was the first comprehensive analysis of the physics of binaural perception, and his theory remains valid to this day, with some extensions. Blauert [16] well summarised that the human listener’s spatial hearing ability relies on both binaural cues (e.g., ITD and ILD) and monaural cues (e.g., spectral cues). In advance, the binaural auditory system plays an important role in separating and selectively focusing on individual sound sources in a cluttered acoustical environment with multiple sources, noise and reverberation, which is described as the well-known cocktail party problem [53]. Although localising sound sources is a
simple task for the brain, replicating and building a humanoid binaural localisation system with only two microphones is still a challenging problem. The primary goal of this chapter is to provide an understanding of the basic mechanisms underlying binaural spatial cues for far-field localisation and to discuss the main challenges in accurately estimating the source position in noisy and reverberant environments.

Figure 2.1: Binaural localisation system.

The chapter is organised as follows. First, two commonly used spatial coordinate systems—the interaural-polar coordinate system and vertical plane coordinate system—are defined in Section 2.2, and the advantages of using either system are discussed. Second, the HRTF is introduced, as well as the localisation cues mentioned above. Third, Section 2.4 describes the modelling of an indoor acoustical environment including reverberation. Fourth, we briefly review the state-of-the-art localisation approaches in Section 2.5. Finally, the summary of this chapter is provided in Section 2.6.

### 2.2 Spatial Coordinate Systems

In spatial hearing, the relative position of a sound source to the listener is specified by direction and distance. In this thesis, we focus on pinpointing the source direction in a far-field scenario; that is, the distance is greater than 1.5 m, where the sound wave is approximated by the plane wave. Usually, the head centre at the level of entrances of the ear is set as the origin of the coordinate system, and the sketch in Figure 2.2 illustrates such placement of a binaural system with an origin \( O \). Notably, the positive directions of \( x \), \( y \) and \( z \) axes define the right, front and up of the subject,
respectively, and the planes $Oxy$, $Oyz$ and $Oxz$ define the horizontal, median and frontal planes, respectively. In addition, the plane parallel to the median plane is named the sagittal plane, and the plane parallel to the horizontal plane is named the transverse plane.

Figure 2.2: Binaural system setup.

With the placement shown in Figure 2.2, the directional vector of the source can be described by the Cartesian coordinates as $\Theta_C = (x, y, z)$ on the unit sphere, where $\sqrt{x^2 + y^2 + z^2} = 1$. Otherwise, the source direction is usually specified by a polar-based coordinate system with two angles, azimuth and elevation. In the literature, the various polar-based coordinate systems define the lateral and elevation angle in different ways for specific applications. In those systems, the interaural-polar system and vertical-polar system are most commonly used. Both polar-based systems will be introduced in the following content.

### 2.2.1 Interaural-polar Coordinate System

Figure 2.3 displays the interaural-polar coordinate system. In such a coordinate system, we use a 2-D vector, $\Theta_{IP} = (\vartheta, \varphi)$, to denote the source direction, where
\( \vartheta \) represents the azimuth and \( \varphi \) represents the elevation. By defining the source direction vector \( \overrightarrow{OS} \) as the origin to the sound source, the \( \vartheta \) is the angle between \( \overrightarrow{OS} \) and the median plane, with \(-90^\circ \leq \vartheta \leq +90^\circ\), and the \( \varphi \) is the angle from the positive y-axis to the projection of \( \overrightarrow{OS} \) into the median plane, with \(-90^\circ < \vartheta \leq +270^\circ\). The transformation between the Cartesian coordinates and interaural-polar coordinates on the unit sphere is:

\[
\begin{align*}
    x &= \sin(\vartheta) \\
    y &= \cos(\vartheta) \cos(\varphi) \\
    z &= \cos(\vartheta) \sin(\varphi)
\end{align*}
\]

In the interaural-polar coordinate system, each azimuth value represents a specific sagittal plane, and the elevation defines a circle of positions that have the same distance differences to the left and right ear on that sagittal plane. Therefore, the interaural-polar coordinate system would offer great convenience to investigating the cone-of-confusion problem. The widely used CIPIC HRTF database [54] has adopted this coordinate system for its sampling scheme.

Figure 2.3: Interaural polar coordinate system. \( S, L \), and \( R \) indicates the source, left and right ear, respectively.
2.2.2 Vertical Polar Coordinate System

Figure 2.4 shows the vertical-polar coordinate system. The angle between the horizontal projection of directional vector $\overrightarrow{OS}$ defines the azimuth $\theta$ with $0^\circ \leq \theta < 360^\circ$, and the angle between $\overrightarrow{OS}$ and the horizontal plane defines the elevation $\phi$ with $-90^\circ \leq \phi \leq +90^\circ$. Hence, the source direction vector is represented by $\Theta_{VP} = (\theta, \phi)$. The transformation between the Cartesian coordinates and vertical-polar coordinates on the unit sphere is:

\[
\begin{align*}
    x &= \cos(\phi) \sin(\theta) \\
    y &= \cos(\phi) \cos(\theta) \\
    z &= \sin(\phi)
\end{align*}
\]

In the vertical-polar coordinate system, each elevation value defines a specific transverse plane. By adopting this coordinate system, the yawing and pitching movement of the subject can be easily achieved by applying the turning angle on $\theta$ and $\phi$ directly [33]. Therefore, the vertical-polar coordinate system would be beneficial to investigate the dynamic cues in binaural localisation. The widely used MIT KEMAR dummy head HRTF database [55] has adopted this coordinate system for its sampling scheme.

In the following content of this thesis, we use $\Theta$ to represent the source direction vector in a general sense, while $\Theta_C$, $\Theta_{IP}$ and $\Theta_{VP}$ specify the source direction...
described in the Cartesian coordinate system, interaural-polar system and vertical-polar system, respectively.

2.3 Localisation Cues and Head-related Transfer Function

The task of localising a far-field sound source with the binaural setup uses spatial cues to estimate the direction parameters mentioned above. In the course of this thesis, we mainly consider three types of spatial cues extracted from the received signals: ITD, ILD and spectral cues. This section introduces the basic concepts of those spatial cues.

2.3.1 Interaural Difference

To reveal the directional relationship between the incidence sound wave and the interaural time delay, we define the plane through the source and the left and right ears as incident surface $SLR$ in Figure 2.3 and 2.4. In a far-field scenario, the sound waves can be approximated as the plane waves propagating on the incident surface and scattered by the subject head. Figure 2.5 shows the curved path of the sound waves.

![Figure 2.5: Incident sound wave and head scattering.](image-url)
around the spherical head on the surface SLR. We define the incident angle as the angle between the ray from the head centre to the sound source, and the positive direction of the x-axis. The incident angle is denoted as \( \alpha \), while \( r \) represents the radius of the head.

**Interaural Time Difference**

With the spherical model, Woodworth and Schlosberg proposed the famous Woodworth formula [56] in 1954 as:

\[
\tau(\alpha) = \frac{r}{c}(\cos \alpha + \alpha)
\]

(2.2)

where \( \tau \) indicates the ITD and \( c \) indicates the sound speed. Given that the spherical head is perfectly symmetrical, the incident angle \( \alpha \) is set between 0° and 90°, and (2.4) can also be used to describe the ITD with the sound source in other quadrants. Figure 2.7 displays the calculated ITD using (2.2) with head radius \( a = 0.07 \)

Figure 2.6: ITD on the horizontal plane. The simulated spherical head diameter \( a = 0.07 \) m. Assuming the sound source is on the horizontal plane, the incident angle \( \alpha \) is equivalent to the azimuth and the vertical-polar coordinate system is applied; thus, \( 0° \leq \theta < 360° \) and \( \phi = 0° \). In the figure, the ITD and corresponding azimuth angle show a monotonous relationship at the frontal region that is, \( \theta < 90° \) or \( \theta \leq 270° \) and the back region that is, \( 90° \leq \theta < 270° \). By exploiting this relationship, one may localise the sound source in the frontal or back hemisphere. However, ambiguity
exists when using ITD to distinguish the sound source location between the front and back, which is known as frontback confusion and will be extended to a cone of confusion in the 3-D space.

**Interaural Phase Difference**

Blauert [16] further proved that the IPD plays an essential role in estimating ITD below around 1.5 kHz, and the corresponding ITD can be obtained via IPD as [57]:

\[ \tau_p(\alpha, f) = \frac{\Delta \Phi}{2\pi f} = \frac{\Phi_L - \Phi_R}{2\pi f} \]  

(2.3)

where \( \tau_p(\alpha, f) \) denotes the ITD derived from IPD, \( f \) indicates the frequency, and \( \Delta \Phi = \Phi_L - \Phi_R \) represents the phase difference of sound pressures between the left and right ears. However, when the head diameter is larger than a wave length with a frequency above 1.5 kHz, the \( \Delta \Phi \) would exceed \( 2\pi \), and the \( \tau_p \) would be ambiguous for the localisation.

Figure 2.7: IPD on the horizontal plane. The simulated spherical head radius \( a = 0.07 \) m.

Figure 2.7 demonstrates the calculated IPD spectra with different azimuths on the horizontal plane. The source direction is distinguishable within the right side that is, \( 0^\circ \leq \theta < 180^\circ \) and the left side that is, \( 180^\circ \leq \theta < 360^\circ \) but the localisation still suffers from frontback confusion because of the symmetry of the sphere head model.
Interaural Level Difference

Another important clue frequently adopted by numerous localisation approaches is the ILD, which reflects the shadowing effect of the head. In Figure 2.5, the sound wave coming from the right side must travel around the head to reach the left ear, and, during this process, the amplitude of the sound pressure at the left ear is reduced compared with the right. The amplitude difference caused by this phenomenon leads to frequency- and direction-dependent ILD cues, which can be defined as in [57]:

\[
ILD(\alpha, f) = 20 \log_{10} \left| \frac{P_L(\alpha, f)}{P_R(\alpha, f)} \right|
\]

(2.4)

where \(P_L(\alpha, f)\) and \(P_R(\alpha, f)\) are the sound pressures at the left and right ear with frequency \(f\), respectively. Figure 2.6 shows the theoretic ILD with different frequencies for a spherical head model on the horizontal plane, measured in longitude.

![Figure 2.8: ILD on the horizontal plane. The simulated spherical head diameter \(r = 0.07\) m.](image)

In Figure 2.8, the ILD increases with increasing frequency, and a notable variation appears above 1 kHz, where the half-wavelength is smaller than the diameter of the head. The sign of ILD distinguishes the sources on the left and right side of the median plane, with the positive value indicating that the sound wave comes from the left side, and the negative value indicating that the sound wave comes from the right side, with the definition in (2.3). It should be noted that the maximum ILD does not occur at the position where the contralateral ear is opposite the source, e.g., \(\alpha = 90^\circ\) or \(270^\circ\). This phenomenon is because the multipath diffractions of
sound waves around the head lead to an in-phase interference in the sound pressure at the ear furthest from the source, which also causes multiple ridges and valleys at high frequencies. Still, the ILD also shows frontback ambiguity.

### 2.3.2 Head-related Transfer Function

As presented above, the spherical head model would suffer from not only the problem of front-back ambiguity, but also the cone-of-confusion in 3D space. The confusion cone is defined as a cone surface around the interaural axis [57]. The sound sources on this cone with same azimuth in interaural-polar coordinate system have same interaural differences with spherical head [54], which causes the confusion on distinguishing different elevation. However, the psychoacoustic experiments show that human listeners can distinguish sound sources located at the front and back, and estimate the elevation of sound sources [16, 57, 58]. This capability is owing to the human anatomical structure’s filtering effect that is, the reflection and diffraction of torso, head and pinna. As a result of the frontback non-symmetry of the human subject [58], those filtering effects vary with the relative vertical locations of the sources, as shown in Figure 2.9, and the auditory system adopts these variations to help localise the sound source in a 3-D space. Academically, the filtering effects in the free-field because of the listener’s anatomical structure are described by a linear time-invariant process, named HRTF, which is defined by:

\[
H_L(\Theta, d, f, r) = \frac{P_L(\Theta, d, f, r)}{P_O(d, f)}
\]

\[
H_R(\Theta, d, f, r) = \frac{P_R(\Theta, d, f, r)}{P_O(d, f)}
\]  

(2.5)

where \(P_L\) and \(P_R\) denote the sound pressure at the left and right ear, respectively, and \(P_O(d, f)\) denotes the sound pressure at the centre point of the head in the free-field. From (2.5), the HRTF is a transfer function that depends on the source location described by \((\Theta, d)\) and the ear position described by the head radius \(r\) in the frequency domain. In particular, for a far-field scenario (i.e., \(d > 1.5\ m\)), the HRTF difference caused by distance is negligible and the HRTFs are re-expressed as \(H_L(\Theta, f, r)\) and \(H_R(\Theta, f, r)\). Consequently, the IPD and ILD in (2.3) and (2.4)
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Figure 2.9: The Sound signals from up and frontal region filtered by the pinna can be derived from HRTF as:

\[
ILD(\Theta, f, r) = 20 \log_{10} \left| \frac{H_L(\Theta, f, r)}{H_R(\Theta, f, r)} \right|
\]

\[
IPD(\Theta, f, r) = \angle \left[ \frac{H_L(\Theta, f, r)}{H_R(\Theta, f, r)} \right]
\]

where \( \angle \) indicates the wrapped angle calculation operation for the complex value. We can then obtain the interaural cues from HRTF data to localise a sound source with not only the azimuth, but also the elevation.

Figure 2.10 (a) and (b) presents an example of HRTFs from a KEMAR dummy head [55] at a position in the frontal (i.e., \( \theta = 60^\circ, \phi = 0^\circ \)) and back (i.e., \( \theta = 120^\circ, \phi = 0^\circ \)) regions. The two sources are located on a confusion cone, as mentioned above, and their corresponding HRTFs share high similarity on the envelope at low-frequency regions. However, unlike the spherical head model, the non-symmetric anatomical structure contributes to detailed differences in the frequency region above 2 kHz, and those differences are also reflected in the interaural cues. Figure 2.10 (c) demonstrates a more intuitive comparison of the ILD magnitude differences between the two positions, which become the key features to distinguish the front and back, and we will exploit these features to estimate the elevation of the sources.
Figure 2.10: Kemar dummy head HRTFs and ILD comparison between sound sources located at front and back region.
2.4 Room Acoustics and Spatial Signal Preprocessing

Another challenge in sound source localisation is the interference of reflections in enclosed spaces [41, 44]. In an indoor environment, the signals received by the ears are not only from the source directly, but also from the reflections of the surfaces, such as the walls, floor, ceiling and other objects in the room. Although the modelling of the enclosed sound field is the main content of room acoustics, the effects of reverberation should not be neglected when designing the localisation system, and evaluating the localisation performance of the system is such environments is important in practical applications [44]. Therefore, we use the existing modelling methods to generate various reverberant environments for testing purposes.

2.4.1 Reverberant Binaural Signal Modelling

In a reverberant room, the received signal can be modelled as the convolution of the original signal and in the time domain by (2.1). Specially, they can be decomposed into the direct component (< 2ms) and the reverberant component (≥ 2ms) [36]. The decomposed signals can be expressed by:

\[
\begin{align*}
    x_L(t, \Theta) &= \sum_{t=0}^{T_d} h_0^L(t, \Theta) \ast s(t) + \sum_{t=T_d+1}^{\infty} h'_L(t, \Theta) \ast s(t) \\
    x_R(t, \Theta) &= \sum_{t=0}^{T_d} h_0^R(t, \Theta) \ast s(t) + \sum_{t=T_d+1}^{\infty} h'_R(t, \Theta) \ast s(t)
\end{align*}
\]

where \( h_0^L(t, \Theta) \) and \( h'_L(t, \Theta) \) denote the direct component impulse response and reverberate component impulse response at source direction specified by \( \Theta \), respectively. The reverberate component is made up of two parts, i.e. early and late reverberations. The reflection responses within 50-100ms are defined as early reverberations, while the responses beyond this duration are defined as late reverberation [36]. The early reverberation is believed as the main reason of the speech coloration and late reverberation can result in over-masking effect. In the model shown in (2.7), the time span of the direct sound is given by \( T_d \), which includes the sound propagation from the source to the listener's ear drums. Thus, we can assume that the source position-related spatial information mentioned in previous sections, e.g., head-related impulse response (HRIR), is embedded in \( h_0^L \) and \( h_0^R \) [36].
Though there are many approaches for reverberation simulation, e.g., Finite-difference time-domain method, ray-tracing and etc., the convolution based approaches have advantages on the flexibility of using HRTFs [57]. Based on the convolution model from (2.1) and (2.7), there are two types of simulation processes for reverberating binaural signals: statistical models and geometric reverberation models [36, 42]. The former uses the statistical model to simulate reverberations by assuming the reverberation is a collection of far-field sources [36]. The other type of modelling process uses reflecting surfaces (e.g., walls, floor and ceiling) to generate a geometric representation of reverberation, which embeds the directional interferences of the early reverberation. Hence, we employ the geometric reverberation model to simulate an enclosed acoustical environment for testing purposes. One of the famous geometrical methods, the image-source method [59], models the reverberation as a collection of virtual sources located at the mirrored image point of the reflection surfaces. Figure 2.11 provides an example of the image-source method with an image depth of 1 and the sound propagation arrays at the left ear. The BRIR is expressed as the summation of the impulse responses convolved with
correlated HRIRs of multiple image sources, which is formulated by:

$$h_i(t, \Theta) = \sum_{p=0}^{\infty} \sum_{r=-\infty}^{\infty} \beta_{x^+} \beta_{y^+} \beta_{z^+} \beta_{x^-} \beta_{y^-} \beta_{z^-}$$

\[
\sigma[t - \left(\frac{|R_p + R_r|}{c}\right)] \frac{4\pi}{|R_p + R_r|} \delta(\tau_p) \ast h_i^0(t, \Theta)
\]

where $\sigma(\cdot)$ indicates the Delta function, and $\ast$ represents the convolution operation.

The $\beta_{x^+}$, $\beta_{y^+}$, $\beta_{z^+}$ and $\beta_{z^+}$ define the reflection coefficients of six walls in the positive and negative directions of the axes. The $R_p$ is the sources directional vector defined on the source position $(x, y, z)$, microphone position $(x', y', z')$ and integer 3-vector $p = (p, q, j)$ as:

$$R_p = (x \pm x', y \pm y', z \pm z')$$

The reflection image vector $R_r$ is expressed in terms of the image order integer triplet, $r = (b_x, b_y, b_z)$, as:

$$R_r = 2(b_x L_x, b_y L_y, b_z L_z)$$

Therefore, we simulate the reverberant signal of a shoebox room by (2.8), with the reflection coefficients on each wall and pre-measured free-field HRIRs. In the simulation, the clean speech signal is used as source signal, which is because localising a human subject is the major use case as mentioned in the previous chapter. Besides, considering an indoor environment, the sound source is assumed to be static since the source movement speed is very slow comparing with the sound speed and normal computer processing cycle. According to (2.8), the reverberation effects of the enclosed environment become a linear combination of multiple directional signals, which result in environmental-dependent interference and distortion on the spatial features, and eventually degrade the localisation performance of the listener.

### 2.4.2 Convolutive Transfer Function Approximation

Equation (2.1) represents the received signal as a linear convolution in the time domain. In many audio signal processing methods, the time domain signal needs to be transferred into the frequency domain, such as the most commonly used short-time Fourier transform (STFT), which divides the signal sequences into overlapping timeframes and then transfers the signal fragments into the frequency domain using
Fourier transform. Then, (2.1) can be approximated in the T-F domain as:

\[
X_{L,k}(f, \Theta) = A_L(f, \Theta) \cdot S_k(f) + N_{L,k}(f)
\]
\[
X_{R,k}(f, \Theta) = A_R(f, \Theta) \cdot S_k(f) + N_{R,k}(f)
\]  

(2.9)

where \( k \) is the time frame index; \( f \) is the frequency sub-band index; and \( X_{i,k}(f, \Theta), A_{i}(f, \Theta), S_k(f) \) and \( N_{i,k}(f) \) indicate the binaural signal spectra, relative transfer function, source signal spectra and additive noise spectra in the T-F domain, respectively. The approximation in (2.9) is known as the multiplicative transfer function (MTF) [60]. This approximation uses the assumption that the speech is stationary in each time frame, since we restrict the time frames to be relatively short (< 40 ms). Normally, such approximation can be applied in a moderate reverberant environment, where the impulse response length is smaller than the time frame, and the relative transfer function is assumed to be static over time frames. However, in a reverberant room with several hundred milliseconds \( T_{60} \), the MTF approximation would not be applicable, since the required time frames should be larger than \( T_{60} \), while the source signal cannot be considered stationary [61].

A possible solution for this over-length problem can be found in [61, 62]. Ronen et al. recently proposed a relative transfer function (RTF) identification method for speech sources in reverberant environments. The proposed method is based on the convolutive transfer function (CTF) approximation, which is able to express the linear convolution in the time domain as a linear convolution in the STFT domain. Without the restriction of MTF approximation, the CTF approximation enables a more accurate representation of long impulse responses using short timeframes. In the CTF approximation, (2.1) can be represented as a convolution on the frame index \( k \) by:

\[
\tilde{X}_{L,k}(f, \Theta) = \sum_{k'=0}^{Q_f-1} H_{L,k'}(f, \Theta) \cdot S_{k-k'}(f) + N'_{L,k}(f)
\]
\[
\tilde{X}_{R,k}(f, \Theta) = \sum_{k'=0}^{Q_f-1} H_{R,k'}(f, \Theta) \cdot S_{k-k'}(f) + N'_{R,k}(f)
\]  

(2.10)

where \( Q_f \) is the number of causal filter coefficients that is dependent on the reverberation time at the \( f \)-th frequency bin, and the additive noise component \( N'_{i,k}(f) \) is assumed to be individually wide-sense stationary and uncorrelated with the source signal. In the approximation above, the long RIR in the time domain has been...
transferred into $Q_f$ short spectra frames, as noted by $H_{i,k'}$. Particularly, the first component of $H_{i,k'}$ with $k' = 0$ can be considered as the STFT of the direct component $h_0^i$ in (2.7).

### 2.4.3 Interaural Cues Extraction

Another crucial problem is to extract the spatial features from the acoustical model in the previous section. Many efforts have been made to obtain the direct component from the received signals that are filtered by the enclosed environment [36,42,44,63–65]. Most efforts have focused on extracting the interaural transfer function (ITF), which is defined by the ratio of left and right HRTFs as:

$$ITF(\Theta, f, r) = \frac{H_L(\Theta, f, r)}{H_R(\Theta, f, r)}$$  \hspace{1cm} (2.11)

According to the above definition and (2.6), the ILD and IPD can be easily obtained by taking the magnitude component in the logarithm and the phase component of ITF. Therefore, the nature of extracting the interaural cues can be considered as estimating the ITF from received binaural signals.

In a less reverberant environment, where the length of RIR is shorter than the window frame, and the noise component is zero-mean and independent of the energy of the source signal, we can estimate the ITF by taking the expectation of the ratio between the left and right received signals [20,30]. The estimation can be expressed by:

$$\hat{ITF}(\Theta, f, r) = \frac{1}{K} \sum_{k=0}^{K} \frac{X_{L,k}(\Theta, f, r)}{X_{R,k}(\Theta, f, r)}$$  \hspace{1cm} (2.12)

This method can successfully cancel the source signal, and the remaining ratio should be dependent on HRTFs only. Keyrouz et al. proposed a cross-correlation-based localisation algorithm based on Source Cancellation Algorithm (SCA) and a pre-calculated ITF database to localise a single sound source [20,30], which displayed remarkable performance in the presence of additive white noise. However, given that (2.12) is still based on the MTF model and STFT, the performance based on this extraction method could degrade because of the reverberation.

### Cepstral Subtraction

In a closed environment, the presence of reverberation can originate gross localisation errors, as the reverberant components cause self-masking and overlap masking, and
those phonemes interfere with the spatial cue extraction from the early reflections [9]. Therefore, some signal pre-processing becomes necessary [66], and the cepstrum analysis is used to perform this task.

With a cepstral operation, the convolution of two signals in the time domain will be transformed to addition in the quefrency domain, which enables the cepstral pre-filtering. The cepstral pre-filtering has been shown to be effective in reducing the influence of early reverberations [64,67,68], which is based on the assumption that the minimum phase component (MPC) of the source signal in the cepstral domain varies between different frames with zero-mean, while the MPC of the RIR is stationary and can be estimated by averaging over frames. The pre-filtered signal can then be obtained by subtracting the estimated RIR MPC from the received signal cepstrum. Finally, the interaural cues can be extracted from the signal after it is transformed back to the time domain. This is detailed further in Chapter 3.

However, although the cepstral operation can decrease the adverse effect of reverberations and lead to an improvement in azimuth localisation, the contribution to elevation is limited when expanded to elevation localisation because the elevation-related features are more complex and less robust compared with the azimuth, and are more easily affected by late reverberation [36,69].

**Direct Path Relative Transfer Functions estimation**

To tackle the localisation scenario that has reverberations systematically, the CTF model is applied, and an alternate ITF extraction method has been proposed [44]. Assuming that the signals from both channels in (2.10) follow the CTF approximation and can be rewritten in vector form with the causal filter coefficient $Q_f$ as:

$$
\tilde{x}_{i,k,f} = [\tilde{X}_{i,k,f}, \tilde{X}_{i,k-1,f}, \ldots, \tilde{X}_{i,k-Q_f+1,f}]^T
$$

where $(\cdot)^T$ is the matrix transpose, $\Theta$ is omitted and $f$ is simplified as a sub-index, then the short-term spectra of RIRs can be expressed in a similar vector form by:

$$
h_{i,k,f} = [H_{i,0,f}, H_{i,1,f}, \ldots, H_{i,Q_f-1,f}]^T
$$

Now, based on (2.10), we can write the following equation as:

$$
\tilde{x}_{L,k,f}^T h_{R,k,f} = \tilde{x}_{R,k,f}^T h_{L,k,f} \quad (2.13)
$$

Then, by dividing $H_{R,0,f}$ on both sides, (2.13) can be reorganised as:
\[
\hat{X}_{L,k,f} = z_{k,f}^T g_f
\]  
\begin{equation}
\tag{2.14}
\end{equation}

where
\[
z_{k,f}^T = [\hat{X}_{R,k,f}, \hat{X}_{R,k-1,f}, ..., \hat{X}_{R,k-Q_f+1,f}, \\
\hat{X}_{L,k-1,f}, \hat{X}_{L,k-2,f}, ..., \hat{X}_{L,k-Q_f+1,f}]^T
\]

\[
g_f = \left[ \frac{H_{L,0,f}}{H_{R,0,f}}, ..., \frac{H_{L,Q_f-1,f}}{H_{R,0,f}}, ..., -\frac{H_{R,Q_f-1,f}}{H_{R,0,f}} \right]^T.
\]

Therefore, the target now is to extract the first element of \(g_f\), which is defined as the direct path RTF (DP-RTF) \(\hat{g}_0(f)\). By multiplying \(\hat{X}_{L,k,f}\) on both sides, \eqref{2.14} can be re-expressed in terms of auto-power spectral density (PSD) \(\Phi_{\hat{X}_{L,k,f}}\) and cross-PSD \(\tilde{\Phi}_{k,f}\) by:
\begin{equation}
\Phi_{\hat{X}_{L,k,f}} = \tilde{\Phi}_{k,f}^T g_f
\tag{2.15}
\end{equation}

Finally, the estimation of \(g_f\) can be given by the least-squares solution of \eqref{2.15} as:
\[
\hat{g}_f = (\tilde{\Phi}_{k,f}^T \tilde{\Phi}_{k,f})^{-1} \tilde{\Phi}_{k,f}^T \Phi_{\hat{X}_{L,k,f}}
\tag{2.16}
\]

The auto-PSD term \(\Phi_{\hat{X}_{L,k,f}}\) and cross-PSD term \(\tilde{\Phi}_{p,k}\) can be obtained by an inter-frame spectral subtraction method proposed in [44], and the auto-STFT spectra \(\Phi_{\hat{X}_{L,k,f}}\) and cross-STFT spectra \(\tilde{\Phi}_{p,k}\), defined by:
\[
\tilde{\Phi}_{p,k} = [E\{X_{R,p,k}X_{L,p,k}^*\}, ..., E\{X_{R,p-Q_k+1,k}X_{L,p,k}^*\}, \\
E\{X_{L,p-1,k}X_{L,p,k}^*\}, ..., E\{X_{L,p-Q_k+1,k}X_{L,p,k}^*\}]^T
\]

Now, the ITF of the direct path to the sound source can be approximated by estimating \(\hat{g}_0(f)\), and the interaural cues can subsequently be estimated. It is necessary to note that the noise component has been neglected, although an extraction method with the presence of additive noise is provided in [44]. The influence of noise will be tackled by the localisation model, which will be discussed in Chapter 5.
2.5 Binaural Localisation Algorithm

The localisation algorithm in this thesis refers to mapping a given extracted feature to the corresponding source location. One simple yet classic method to undertake this is by using the propagation model in the free-field and far-field, such as the spherical head model [56] mentioned in the previous sections. Further, when seeking to obtain a more accurate or robust localisation, or localising the sound sources in both horizontal and vertical directions, many other types of features are needed, which require an exploration of the optimisation of the localisation solution space.

The most straightforward method is to apply a grid-search [70], in which a mapping function (e.g., cross-correlation function) is used throughout the whole sound source localisation space and the output is recorded for each candidate sound source location. Then the recorded position with the maximum value of the mapping function output is treated as the solution of the localisation. In particular, this is the most commonly used mapping approach for multiple-source location estimation, and has been applied in two important examples the subspace orthogonality feature of MUSIC [21, 22, 24] and the steered-response of a delay-and-sum beamformer [71].

In addition, there are further types of mapping methods besides grid-search, which share a similar concept of training the mapping function using recorded feature data with known source locations. Consequently, in all of these methods, the propagation model is encoded in the trained mapping functions, and various methodologies are applied to obtain the mapping functions, such as the Gaussian mixture model (GMM) [41], locally-linear regression and manifold learning [32, 33, 72], and the recently well-developed neural networks [50, 73, 74].

2.5.1 Broad-band Approaches

The most commonly used approach is to estimate the time difference of arrival (TDOA) signal waves between the binaural microphones, and then the sound incidence angle can be deduced by the estimated time difference and microphone placement geometric relationship.

The most well-known time delay estimation method is the so-called generalised cross-correlation (GCC), which was proposed by Knapp and Carter [23]. The estimated TDOA $\hat{\tau}$ is obtained by searching the time delay $\tau$, which results in the maximum cross-correlations between the left and right received signals, which can be expressed as:
\[
\hat{\tau}_k = \arg \max_{\tau} \frac{1}{2\pi} \sum_f W(f)X_{L,k}(f)X_{R,k}^*(f) \tag{2.17}
\]
where \(W(f)\) is a frequency-dependent weighting function. Ideally, (2.17) could return the accurate TDOA between the microphones by detecting the most significant peak in the GCC function. However, performance could be degraded by the influence of reverberation and the background noise. Therefore, to highlight the peak of actual true time delay, the phase transform (PHAT) was proposed and became the most popular weighting function. The PHAT whitens the cross-spectrum by setting the weighting function as \(W_{\text{PHAT}}(f) = |X_l(f)X_r^*(f)|^{-1}\). The PHAT weighting has been proved to provide a robust localisation performance with the presence of reverberation [75,76]. Once the estimated time delay is obtained, the sound direction can be obtained by a table-lookup procedure. The mapping relationship of the actual azimuth angle and the time delay follows a monotonic relationship, and the mapping table is usually pre-measured [77].

The approaches based on TDOA are mostly used in horizontal plane localisation. To estimate the vertical position of sound sources, the spectral information and HRTF is exploited.

### 2.5.2 HRTF Localisation Approaches

The core concept of the HRTF-based localisation algorithms is to maximise the correlation between the left and right receivers by pinpointing a HRTF pair across all possible positions. Then, by returning the corresponding position of the identified HRTF pair, the sound source location can be localised. Given that the identification of the HRTF pair is implemented based on a stored HRTF database, the localisation space can be expanded into 3-D space by measuring the HRTFs at different azimuths and elevations [54,55].

In this section, three HRTF-based binaural localisation algorithms are briefly introduced: the matched filtering approach, source cancellation approach and cross-convolution approach.

#### Matched Filtering Approach

The key idea of the matched filtering approach is to reverse the HRTF filtering effect on received signals. In an ideal free-field, the received signals modelled in (2.9) are
simplified as:

\[ X_{L,k}(f) = H_L(f) \cdot S_k(f) \]
\[ X_{R,k}(f) = H_R(f) \cdot S_k(f) \]  
(2.18)

The RTF \( A_L \) and \( A_R \), which are the STFTs of \( a_L \) and \( a_L \), are simplified as direct path HRTFs, \( H_L(f) \) and \( H_R(f) \), in an ideal case. The localisation algorithm seeks to filter the received signals \( X_{L,k}(f) \) and \( X_{R,k}(f) \) with the correct reversed HRTF pairs, \( H_L^{-1}(f, \Theta) \) and \( H_R^{-1}(f, \Theta) \), and then obtain the original mono-source signal, \( S_k(f) \):

\[
\hat{S}_{k,L}(f, \Theta) = H_L^{-1}(f, \Theta) \cdot X_{L,k}(f) \\
= H_R^{-1}(f, \Theta) \cdot X_{R,k}(f) \\
= \hat{S}_{k,R}(f, \Theta)
\]  
(2.19)

The estimated source location \( \hat{\Theta} \) is given by maximising the cross-correlation between \( \hat{S}_{k,L}(f, \Theta) \) and \( \hat{S}_{k,L}(f, \Theta) \):

\[
\hat{\Theta} = \arg \max_{\Theta} \{ \hat{S}_{k,L}(f, \Theta) \otimes \hat{S}_{k,R}(f, \Theta) \}
\]  
(2.20)

where \( \otimes \) denotes a cross-correlation operation. However, in the match filtering approach, the inverse of HRTF might be unstable because the HRTF linear-phase component encodes the ITDs, so the unstable version must be stably approximated to contain all the direction-dependent information [17].

**Source Cancellation Algorithm**

As an extension of the match filtering approach, the source cancellation algorithm replaces the cross-correlation between \( H_L^{-1}(f, \Theta) \cdot X_{L,k}(f) \) and \( H_R^{-1}(f, \Theta) \cdot X_{R,k}(f) \) by \( X_{L,k}(f)/X_{R,k}(f) \) and \( H_L^{-1}(f, \Theta)/H_R^{-1}(f, \Theta) \), and (2.20) is reformed as:

\[
\hat{\Theta} = \arg \max_{\Theta} \left\{ \frac{X_{L,k}(f)}{X_{R,k}(f)} \otimes \frac{H_L^{-1}(f, \Theta)}{H_R^{-1}(f, \Theta)} \right\}
\]  
(2.21)

Therefore, the source cancellation algorithm can avoid the inverse calculation of HRTFs and store the ratio of HRTF pairs as the database in advance [18,19].
**Convolution-based Approach**

The convolution-based approach is proposed to avoid the unstable problem caused by the inversion of HRTFs [19]. The method applies the associative property of convolution operation, and the relationship in (2.19) is reorganised as:

\[
\hat{S}_{k,L}(f, \Theta) = H_{R}(f, \Theta) \cdot X_{L,k}(f) = H_{L}(f, \Theta) \cdot X_{R,k}(f) = \hat{S}_{k,R}(f, \Theta)
\]  

(2.22)

and the localisation is given by the same cross-correlation operation as defined in (2.20).

**2.5.3 Supervised Approaches**

The table-lookup-based localisation approaches based on correlation maximisation have demonstrated success in an ideal case [21, 22, 24, 71]. However, in realistic practice cases, the captured binaural signals are interfered with noise and reverberation, and many efforts have sought to diminish those effects and extract clean binaural spatial cues from noisy environments [36, 42, 44, 65]. In recent years, many studies have attempted to optimally deduce the source location from interfered binaural signals based on supervised-learning strategies [32, 33, 41, 50, 72–74, 78–82]. In these methods, the propagation model has been encoded in the trained mapping functions, and various methodologies have been applied to obtain the mapping functions. Compared with using a mapping function in a table-lookup approach – that is, (2.20) and (2.21) in HRTF-based approaches – a supervised-learning approach provides a probabilistic framework for multiple layers of variables, and the information from different frequency channels and different features can be analysed jointly.

Another distinct advantage of the supervised-learning approach is the environmental flexibility of localisation models, which is thanks to the multi-conditional training process. In the supervised-learning process, the training database is constructed based on prior knowledge, which refers to a collection of data pairs of binaural spatial features and the known corresponding sound location. Such data pairs are often collected or simulated in different environmental configurations, which incorporate various possible variations of spatial features [81]. Different from storing a reference database in the table-lookup approaches, the supervised-learning approach
generates a probabilistic model of the variation binaural cues based on the multi-
conditional training. Thus, a more robust localisation performance across different
acoustical environment can be obtained. In addition, supervised-learning-based ap-
proaches have been widely applied in the field of sound source segregation. The
following content briefly reviews some classic supervised-learning approaches that
have been applied in binaural localisation.

**Gaussian Mixture Model Based Localisation**

We first introduce the classic learning approach used in binaural localisation areathe
GMM. The GMM-based localisation framework is very flexible, and can rapidly
incorporate multiple-source location-dependent features. For instance, [83] proposed
Model-based EM Source Separation and Localisation (MESSL) for multiple sources
separation and localisation, which uses GMM to mixing multiple probabilistic single
source models based on sources and time delay. In addition to tackle multi-sources
problem, GMM can also be used to expand the localisation space from the horizontal
domain to vertical domain by integrating elevation-related spectral features in GMM
models [84–86]. In the following content, we introduce a GMM-based classifier that
approximates the 2-D feature distribution of ITDs and ILDs as an example [81].

In multi-conditional training, the training data can be collected from the sim-
ulated data of various acoustic configurations, which involves different source and
listener positions and different reverberation and noise conditions. The training pro-
cess can then be considered an approximation of frequency-dependent distributions
of spatial features by a GMM classifier, whereby frequency direction-dependent diagonal
GMMs can be noted as \{\mathcal{G}_{f,1\theta}, \mathcal{G}_{f,2\theta}, \ldots, \mathcal{G}_{f,N_\theta}\}, where \(N\) indicates the number
of possible source directions in the training data. Now assuming an extracted fea-
ture vector, \(\mathbf{x}_{k,f} = \{\text{ITD}_{k,f}, \text{ILD}_{k,f}\}\), the log-likelihood for the \(n\)th direction with a
given feature vector can be calculated as:

\[
\mathcal{L}(k, f, n_\theta) = \log p(\mathbf{x}_{k,f} | \mathcal{G}_{f,n_\theta}) \tag{2.23}
\]

Then, a robust source location can be given by the spatial index \(n_\theta\), which maximises
the integration of log-likelihood on all frequencies. The frame-wise basis estimation
of can be given by:

\[
\hat{\Theta}_{\text{GMM}} = \arg \max_{\Theta} \sum_{f=1}^{F} \mathcal{L}(k, f, n_\theta) \tag{2.24}
\]
It should be noted that a significant advantage of the log-likelihoods accumulation is that the uncertainty of binaural cues in a single frequency channel is considered during the estimation [82], and the additional estimation selection becomes unnecessary, since it has already been embedded into the model through the training process. Therefore, the various configurations of multi-conditional training and the accumulation of log-likelihoods provide generalisation ability to the localisation model, which consequently improves the robustness of the performance.

**Reverberation Localisation Model**

The GMM-based approach has provided a fundamental probabilistic framework, and many supervised methods have been proposed for different applications and extensions. Woodruff and DeLiang applied the GMM model in a flexible azimuth-dependent model, which can adapt to new environments or calibrate to an unseen binaural setup [41]. In their model, they approximated the joint interaural feature observation log-likelihood at frequency channel $f$ by:

$$L(\text{ITD}_f, \text{ILD}_f | \theta) = \log \sum_r p_f(\text{ITD}_f | r, \text{ITD}_f, \theta)p_f(\text{ILD}_f | r, \text{ILD}_f, \theta)p_f(r)$$

where $r$ defines the direct-to-residual ratio (DRR), which is treated as a latent variable. In such approximation, the probability space of ITDs would be multi-modal for a high-frequency channel caused by spatial aliasing, so the $P_f(\text{ITD} | r, \text{ITD}_\theta)$ can be obtained by:

$$p_f(\text{ITD}_f | r, \text{ITD}_f, \theta) = \sum_{k=1}^{K_f} \rho_{f,k}(r, \text{ITD}_f, \theta)N(\text{ITD}_f | \mu_{f,k}(r, \text{ITD}_f, \theta), \sigma_{f,k}(r, \text{ITD}_f, \theta))$$

where $r$ defines the direct-to-residual ratio, which is treated as a latent variable. In this approximation, the probability space of ITDs would be multi-modal for a high-frequency channel caused by spatial aliasing, so that the $P_f(\text{ITD} | r, \text{ITD}_\theta)$ can be obtained by:

**Two-dimensional Locally-linear Model**

The above model has justified the generalisation ability of GMMs to be applied to tackle different acoustical environments and reverberation conditions with the latent variable $r$. Another approach recently proposed by Deleforge et al. proves
that GMMs can be used to describe a locally-linear relationship between the binaural spatial cues and the source location in 3-D space [32, 33]. The authors creatively used GMMs to build probabilistic piecewise affine mapping (PPAM) between the source direction and observed binaural cues. Given that a locally smoothed linear relationship has been proved [33], we can write the following equation:

\[
x_{k_c,f} = \sum_{k_c=1}^{K_c} I_{\{z=k_c\}}(A_{k_c} \Theta + b_{k_c}) + e
\]  
(2.25)

where \(k_c\) defines the centre index of the local linear region and \(K_c\) is the maximum number of the segregated linear area in 3-D space. \(x_{k_c,f}\) represents the spatial feature vector in the \(k_c\)-th region at frequency \(f\). \(I_{\{\cdot\}}\) is an indicator function and \(I_{\{\cdot\}} = 1\) when the equation in \(\{\cdot\}\) is true. The linear transformation is defined by the matrix \(A_{k_c}\) and vector \(b_{k_c}\). The error term \(e\) represents the binaural features extraction error and the model reconstruction error. By assuming that the \(e\) is independent identically distributed and following Gaussian distribution with 0 mean, a probabilistic representation of (2.25) can be written as:

\[
p(x_{k_c,f}|\Theta, z = k_c) = \mathcal{N}(x_{k_c,f}; A_{k_c} \Theta + b_{k_c}, \Sigma)
\]  
(2.26)

and the Gaussian mixture prior defined on \(\Theta\) is,

\[
p(\Theta) = \frac{1}{K_c} \sum_{k_c=1}^{K_c} \mathcal{N}(\Theta; \Theta_{k_c}, \Gamma_{k_c})
\]  
(2.27)

where \(\Theta_{k_c} = \{\theta_{k_c}, \phi_{k_c}\}\) is the central location of the segregated locally-linear region. One factor to be noted is that the authors used a forwards conditional density \(p(x_{k_c,f}|\Theta)\), instead of the normally used inverse version, \(p(\Theta|x_{k_c,f})\). With this operation, the model learns the mapping from the low-dimension source direction space to the high-dimension spatial feature vector space, which successfully avoids the over-parameterisation and makes it possible to apply the EM algorithm in practice. Hence, the observed log-likelihood of the model can be expressed by:

\[
\mathcal{L}(x_{k_c,f}|\Theta) = \frac{\sum_{k_c=1}^{K_c} \mathcal{N}(\Theta; \Theta_{k_c}, \Gamma_{k_c}) \mathcal{N}(x_{k_c,f}; A_{k_c} \Theta + b_{k_c}, \Sigma)}{\sum_{k'_c=1}^{K_c} \mathcal{N}(\Theta; \Theta_{k'_c}, \Gamma_{k'_c})}
\]  
(2.28)

Further, the model parameters \(\{\Gamma_{k_c}, \Theta_{k_c}, A_{k_c}, b_{k_c}\}_{k_c=1}^{K_c}, \Sigma\}\) can be obtained by the training process. This model proves the existence of a latent locally-linear low-
dimensional relationship between the source location and interaural spatial data, which also indicates the possibility of localising the azimuth and elevation simultaneously. This result is significant because the existence of this locally-linear relationship will de-risk and encourage more usage of other mapping models inspired by other research areas.

Other Learning-based Approaches

There exist other approaches aside from the widely used table-lookup and GMM-based methods. The most exciting is the neural network and deep learning-based approach, which is promoted by the development of the computation capability of hardware, such as graphics processing units, and the increasing interest in the human auditory cortex working mechanism [87]. The neural network and deep learning methods have achieved great success in many audio-related aspects, such as speech separation and recognition [88, 89]. It is also exciting to apply them to localisation problems.

Both neural networks and deep learning adopt a similar hierarchical structure of the neural network. In brief, the model consists of a multi-layer network, including an input layer, hidden layer (multi-layer) and output layer. Only the nodes of adjacent layers are connected, and the nodes of the same layer and cross-layer are not connected. Each layer can be considered a logistic regression model. As a development from the neural network, the deep learning or deep neural network (DNN) uses a feed-forwards training process, which allows building of a more complex network with more layers and neurons [90].

Besides using the classic binaural features discussed above [79,87,91], the DNN model can integrate subject behaviours as input localisation features, which is an important extension in robotic hearing. Ma et al. introduced cross-correlation with head rotation as additional input, which achieves remarkable azimuth localisation accuracy without frontback confusion [50, 51]. They also proposed a machine hearing system with top-down model-based knowledge using DNN [74], which enables the system with attention to separate the target source from the background source. Christopher et al. proposed a binaural localisation system that can drive the robot to select an action to minimise localisation actively [92]. The incorporation of transitional binaural cues and the subject activities not only provides more potential solutions for the binaural sound localisation, but also closely connects the machine hearing to other robotic perceptions in artificial intelligence.
2.6 Summary

Although many approaches of localisation mapping have been proposed, there remain many questions to be answered, such as which features are more important to the localisation, how those features relate to the specific source locations in 3-D spaces, whether feature selection improves the localisation performance, and how we can combine the mapping model and feature evaluation. Motivated by those questions, we investigate and analyse the spatial features for binaural localisation, and embed the feature evaluations in the mapping approaches to obtain a more accurate and robust localisation performance. In addition, we propose new algorithms to map the binaural features to source locations, and explore the possibility of localising a sound source with new features.

This chapter has summarised the background concepts of binaural spatial hearing. We first summarised the binaural localisation system and clarified commonly used coordinate systems for the system setup. We then reviewed the relationship between the geometric position of the sound source and several main binaural localisation cues, and introduced the HRTF to describe the interaction between the sound waves and the filtering effect of the listener's biological structure, which can be exploited for 3-D space localisation. Next, we discussed the influence of the enclosed indoor environment in the localisation, and demonstrated the simulation of geometric reverberation in an enclosed environment to be a linear combination of direct signal source and multiple image sources, which could be actively controlled for testing with complex acoustical configurations. We also reviewed the previous MTF model and the recently proposed CTF model for describing sound propagation in an enclosed environment, and presented the spatial feature extraction procedures with different models. Finally, we briefly examined the existing localisation mapping models. The spherical head model and TDOA estimation provided a solution for azimuth localisation, while the application of HRTF and other spectral cues enabled localisation on the vertical dimension. Further, the supervised-learning-based approaches can take advantage of multi-conditional training, which improves the localisation performance in the presence of noise and reverberation. Lately, the new development of the neural network framework has extended the applicable feature range and increased the possibility of integrating other subject-related perception features. An open research problem is to evaluate the feature importance of spatial cues, and combine the evaluation results in the training of localisation mapping,
which will be investigated and discussed in the remaining chapters of this thesis.
Overview: This chapter presents a method of extracting the HRTF spectral cues using cepstral analysis for speech source localisation in the vertical direction. Binaural signals are pre-processed in the cepstral domain, so that the fine spectral structure of speech and the HRTF spectral envelope can be easily separated. We introduce: (i) a truncated cepstral transformation to extract the relevant localisation cues, and (ii) a mechanism to normalise the effects of the time-varying speech spectra. This chapter also presents a method that overcomes the limitation of elevation ambiguity in 3-D space localisation by exploiting the interaural phase and magnitude features present in the HRTF. The method introduces a new feature vector that combines these two sets of features in a non-linear fashion, and we propose a mechanism to extract this feature vector free from distortion by the speech spectra. The performance of the proposed method is evaluated and compared with a correlation-based HRTF database-matching approach and a two-step localisation technique for multiple source positions, HRTFs (individuals) and speech inputs. The results suggest that up to a 20% improvement in localisation performance can be achieved for moderate signal-to-noise ratios.

3.1 Introduction

The human auditory system localises a sound source by exploring the ITD/ILD and the monaural spectral cues of binaural signals received at the ears [26], which are believed to be the most important pieces of information used to determine the azimuth location of a sound source [41, 93]. The acoustic transfer function (the HRTF) encompasses these cues and has been widely adopted to design binaural source localisation systems. In general, HRTF-based localisation algorithms identify
a source location by maximising the correlation between the binaural signals [17,18] or the ITD/ILD estimates [93] in the range of possible source locations. Although this approach is known to be robust in the horizontal (azimuth) plane dominated by interaural cues [41], work on elevation localisation has been limited and challenging as a result of the diminishing interaural differences and the dominance of the spectral localisation cues [94,95].

The perceptual experiments have shown that elevation is perceived as resonances (peaks) and cancellations (notches) of certain frequencies, which are mainly caused by scattering and diffraction of sound waves in the pinna at high frequencies (above 8 kHz) [96]. Numerous methods have been proposed to map the frequencies of these notches to the source location, from parametric models [96,97] to finite-difference time domain models of the head [98]. However, the accuracy of this mapping is critically affected by perturbations in elevation and the noisy acoustic environment. In contrast, in a practical scenario (e.g., localising speech sources), fully using the richness of the spectral cues may not be possible because of the limited bandwidth of speech sources and additive noise. In this chapter, a pre-processing method is proposed that preserves the elevation-related cues by extracting the HRTF spectral cues through a cepstral transformation of the binaural signals that can minimise the influence of the noise conditions.

The pre-processing method in this chapter is proposed based on two speech characteristics: (i) the majority of the energy is concentrated at low frequencies, where spectral cues are negligible, and (ii) the non-stationary nature of speech. The first characteristic suggests that speech can be fairly well localised in a vertical plane because of the lower variability at frequencies above 3 to 4 kHz, and the reduced likelihood of the speech spectrum contaminating the spectral cues. The second characteristic suggests that a short-time approach (a STFT) is best suited to model the variability of the speech spectrum. In this context, the proposed cepstral processing of binaural signals retains both the fine low-frequency structure of the speech source and the HRTF magnitude information (spectral envelope) at two distinctive parts of the cepstrum. This, together with the logarithmic operation of the cepstral transform that acts as a weighting function at higher frequencies, enables a simpler separation of the two components and the use of the enlarged fluctuations in the HRTF magnitude response for localisation. Finally, the cepstral pre-filtering concept has been shown to be robust to the effects of reverberation in previous studies [63,64], thereby suggesting that the proposed method will also be suitable for localisation in noisy conditions.
In regard to mapping the extracted features to the source direction, the computation of the correlation between the two received signals and a HRTF dataset is one of the most straightforward localisation mechanisms [17]. However, this does not consider the localisation cue distribution within the HRTF, and is typically inaccurate in noisy environments. Methods that do consider the existence and dispersion of the localisation cues generally adopt a joint [99] or two-step process [97, 100] to first estimate the azimuth direction, and the elevation afterwards. The problems with this method are: (i) multiple potential source locations that exhibit similar ITD and ILD characteristics, and (ii) the lack of a complete set of spectral cues for elevation estimation. Thus, identifying the most relevant localisation information and simultaneous estimation of both azimuth and elevation becomes essential for robust binaural source localisation. Hence, in this chapter, we propose a new feature vector for simultaneous estimation of both azimuth and elevation. First, the localisation features are characterised from the low-frequency IPD, and the mid- to high-frequency ILD/spectral cues. A new feature vector is constructed to include all these key localisation features. Second, we develop the signal processing required to extract these features from the binaural received signals. For example, the IPD is obtained from the cross-spectral density of the two ear signals and a truncated cepstral transform is used to extract the ILD and spectral cues. Finally, the optimal frequency range of the phase and magnitude features is investigated, and the overall localisation performance of the proposed feature vector-based method is compared with the simple correlation and the two-step localisation methods.

This chapter is organised as follows. Section 3.2 describes the binaural signal model in both frequency and time domains. Section 3.3 presents the cepstral domain operation, including the cepstral transformation and cepstral coefficients truncation. Following this, based on cepstral processing, a spectral feature vector is proposed and a corresponding median plane localisation is introduced in Section 3.4. Section 3.5 then explains the 3-D space localisation method based on the Euclidean distance of the composite feature vectors. The localisation performance evaluation is provided in Section 3.6 and a summary of the chapter is given in Section 3.7.

3.2 System Model

The received signal at each of the binaural receivers is modelled on a convolution of the source signal $s(t)$ and the corresponding left and right HRIRs at location
\( \Theta_{VP} = (\theta, \phi) \), notated as \( h_l(t, \theta, \phi) \) and \( h_r(t, \theta, \phi) \), which can be represented by:

\[
\begin{align*}
    x_l(t) &= s(t) \ast h_l(t, \theta, \phi) + n_l(t) \\
    x_r(t) &= s(t) \ast h_r(t, \theta, \phi) + n_r(t)
\end{align*}
\] (3.1)

The received signal can be interpreted in the frequency domain as:

\[
\begin{align*}
    X_{l,k}(f) &= H_l(f, \theta, \phi) \cdot S_k(f) + N_{l,k}(f) \\
    X_{r,k}(f) &= H_r(f, \theta, \phi) \cdot S_k(f) + N_{r,k}(f)
\end{align*}
\] (3.2)

where \( X_i(f, \theta, \beta) \), \( H_i(f, \theta, \beta) \) and \( S(f) \) represent the received signal, HRTF and source spectra at a frequency \( f \). \( N_{i,k}(f) \) represents the additive noise term and \( k = 1 \ldots K \) represents the frame number. The speech signals are separated into \( K \) frames, such that the frame length is less than the stationary time duration of the signal typically 10 to 50 ms for voiced speech \([101]\). In the following content, the received signal spectra are represented by spectra vectors as:

\[
\begin{align*}
    \mathbf{x}_{l,k} &= [X_{l,k}(0), ..., X_{l,k}(f_s/2)] \\
    \mathbf{x}_{r,k} &= [X_{r,k}(0), ..., X_{r,k}(f_s/2)]
\end{align*}
\] (3.3)

where \( f_s \) indicates the sampling frequency. Similarly, the HRTF spectra vectors are represented by:

\[
\begin{align*}
    \mathbf{h}_l &= [H_l(0), ..., H_l(f_s/2)] \\
    \mathbf{h}_r &= [H_r(0), ..., H_r(f_s/2)]
\end{align*}
\] (3.4)

In this chapter, we consider the source signals to be pure human speech; thus, the majority of the energy in the received signals at the ears is concentrated below 4 kHz (generally the formant frequencies) during voiced speech \([101]\). However, the pinna-caused localisation cues relevant to the elevation, especially on the median plane, are prevalent at frequencies above 3 kHz \([95, 102]\), and the HRTF features must subsequently be extracted from the high-frequency region of the received signal spectrum.
3.3 Cepstral Domain Processing

3.3.1 Cepstral Transformation

The transformation of a signal into the cepstral domain is an inverse Fourier transform of the absolute magnitude spectrum of that signal. Thus, the cepstral spectra vector is defined as:

$$ c_{X_{i,k}} \triangleq \mathcal{F}^{-1}\{\log_{10}|x_{i,k}|\} \tag{3.5} $$

where $i \in \{l, r\}$ indicates the left and right ear label and $\mathcal{F}^{-1}$ represents the inverse discrete Fourier transform. The cepstral transformation of (3.2) can be expressed approximately as a sum of the cepstral coefficients of the HRTF, speech and noise components, respectively, due to the logarithmic operation [63,64] of the cepstral transform, and is defined as:

$$ c_{X_{i,k}} \triangleq c_{H_i} + c_{S_k} + c_{\tilde{N}_{i,k}} \tag{3.6} $$

Thus, the magnitude response of the HRTF could be reconstructed by extracting the cepstral coefficients corresponding to $c_{H_i}$, and $c_{\tilde{N}_{i,k}}$ is the cepstral transformation of the term $(1 + N_{i,k}(f))/(H_i(f) \cdot S_k(f)))$. However, in practice, the influence of the speech spectrum will distort the reconstructed HRTF, and requires a statistical normalisation of the effects of speech. Hence, to reduce this distortion, we introduce a prefilter $G(f)$, as described in Section 3.4.2. To simplify the derivation, we ignore the effect of noise ($c_{N_{i,k}} \to 0$), but include and evaluate its effect on the localisation performance in Section 3.4. Thus, the pre-filtered received signals can be simplified as:

$$ \tilde{X}_{i,k}(f) = G(f) \cdot H_i(f) \cdot S_k(f). \tag{3.7} $$

The corresponding cepstral domain representation becomes:

$$ c_{\tilde{X}_{i,k}} = c_G + c_{H_i} + c_{S_k}, \tag{3.8} $$

where $g = [G(0), \cdots, G(f_{\text{max}}) ]$ is the spectrum of the prefilter $G(f)$, and $c_G \triangleq \mathcal{F}^{-1}\{\log_{10}|g|\}$. 
3.3.2 Cepstral Coefficients Truncation

The lower-order cepstral coefficients in (3.6) typically model the envelope of the received signal spectrum, while the higher-order coefficients model its rapid spectral fluctuations. In the case of speech sources, the higher-order coefficients are predominantly speech information [101] corresponding to the pitch and formant structure of a particular speech frame. Thus, the spectral envelope of the HRTF could be extracted by appropriately truncating the cepstral coefficients in (3.8).

Thus, we define a truncation operation $\mathcal{T}\{\cdot\}$ that retains sufficient HRTF magnitude information for source localisation. The truncated cepstral coefficients now become:

$$\tilde{c}_{\tilde{X}_i,k} \triangleq \mathcal{T}\{c_{\tilde{X}_i,k}\} = \mathcal{T}\{c_G\} + \mathcal{T}\{c_H\} + \mathcal{T}\{c_S_k\},$$  \hspace{1cm} (3.9)

where the truncation order is determined by the number of cepstral coefficients required to model the magnitude response of $h_i(t)$.

![Figure 3.1: Correlation between the truncated approximation and the actual HRTF, for source locations in the median plane.](image)

The effects of truncating the HRTF magnitude response in the cepstral domain are presented in Figure 3.1. The mean correlation and standard deviation between the actual HRTF and the truncated approximation of the HRTF in the 3.5 to 7.5 kHz frequency bandwidth are summarised for the KEMAR’s median plane source locations. As expected, we observe that increasing the cepstral truncation order improves the correlation because of the inclusion of the rapid fluctuations in the HRTFs. However, our objective is to extract a smooth form of the spectral cues
in the magnitude response of the HRTF that is, to model the general shape of the HRTF with a sufficiently small number of coefficients. We observe that the mean correlation stabilises beyond approximately the first 25 cepstral coefficients as the correlation is very close to 1 and barely unchanged. Therefore, we use a cepstral truncation order of 25 to extract the HRTF spectral envelopes of the binaural signals.

### 3.4 Median Plane Localisation Using Spectral Feature

We first investigate the performance of vertical plane localisation based on spectral cues only. Given that the spectral cues are significant to estimate the elevation \([96, 97]\), in this section, the sound sources are placed on the median plane and azimuth \(\alpha = 0\), where the interaural differences are minimised so that the spectral cues are entirely caused by the reflection and diffraction of pinna and head. The extraction of spectral features and a correlation-based localisation approach are included in the following content.

#### 3.4.1 Spectral Feature Vector

In this section, the correlation between the extracted HRTF spectral envelope and the HRTFs in a pre-measured database is adopted as a metric for spectral feature-based median plane localisation. However, since the localisation cues that differentiate the source locations in the median plane are both subtle and predominantly located at higher frequencies, we first combine the extracted HRTF spectral envelopes obtained from the received binaural signals in (3.16) for the relevant frequency range, \(f \in \{f_{\text{min}}, \ldots, f_{\text{max}}\}\). The spectral envelopes of the median plane HRTFs in the database can be expressed in a similar fashion, by applying the cepstral truncation operation \(\mathcal{T}\). Thus, the reference feature vector at elevation \(\phi\) becomes:

\[
\tilde{h}(\phi) = [\tilde{h}_l(\phi), \tilde{h}_r(\phi)]
\]

where \(\tilde{h}_i(\phi)\) defines the cepstral processed HRTF data as:

\[
\tilde{h}_i(\phi) \triangleq 10^{F\{\mathcal{T}\{c_{H_i(\phi)}\}}\!} = \left[ \tilde{H}_i(f_{\text{min}}, \phi), \ldots, \tilde{H}_i(f_{\text{max}}, \phi) \right].
\]

Then, a reference vector database can be obtained by collecting \(\tilde{h}(\phi)\) of all possible \(\phi\) on the median plane.
3.4.2 Spectral Feature Extraction and Speech Normalisation

By including the effects of the cepstral truncation operation described in the previous section, (3.5) can be expressed as:

\[
\tilde{c}_{X_i,k} = c_G + \hat{c}_{H_i} + \mathcal{T}\{c_{S_k}\},
\]

(3.12)

where \(\hat{c}_{H_i} \triangleq \mathcal{T}\{c_{H_i}\}\) and \(c_G \triangleq \mathcal{T}\{c_G\}\). \(\hat{c}_{H_i}\) characterises the cepstral approximation of the HRTF magnitude response that is, the spectral envelope but source localisation requires the estimation of \(\hat{c}_{H_i}\) in the presence of time-varying speech. As stated previously, we introduce the prefilter \(G(f)\) to normalise the effects of the speech component \(\mathcal{T}\{c_{S_k}\}\), such that:

\[
c_G + E[\mathcal{T}\{c_{S_k}\}] = c_0,
\]

(3.13)

where \(c_0 = [c_0, 0, \cdots, 0]\) is a constant vector and \(E[\cdot]\) is the expectation operator. \(c_0\) is an arbitrary constant, selected such that \(G(f)\) normalises the distribution of speech energy across frequency, resulting in only the zero-th order cepstral coefficient. Thus, the prefilter can be expressed as:

\[
g = 10^{F(c_0-c_S)},
\]

(3.14)

where \(c_S \triangleq E[\mathcal{T}\{c_{S_k}\}]\) is obtained empirically from the analysis of speech data obtained from multiple speakers. The design of the prefilter and the behaviour of the speech spectrum can now be exploited to extract the truncated cepstral HRTF coefficients \(\hat{c}_{H_i}\), as shown below. For a particular speaker, the expectation of (3.10) can be expressed as:

\[
\hat{c}_{X_i} \triangleq \frac{1}{K} \sum_{k=1}^{K} \hat{c}_{X_{i,k}} = c_G + \hat{c}_{H_i} + \frac{1}{K} \sum_{k=1}^{K} \mathcal{T}\{c_{S_k}\}
\]

\[
= c_0 + \hat{c}_{H_i} - c_S + \frac{1}{K} \sum_{k=1}^{K} \mathcal{T}\{c_{S_k}\},
\]

(3.15)

where \(c_G = c_0 - c_S\) from (3.11). We exploit the property of speech, where, for sufficiently large \(K\), the spectrum approaches a general distribution \([103,104]\), such that:
\[
\frac{1}{K} \sum_{k=1}^{K} T \{c_{S_k}\} \rightarrow E [T \{c_{S_k}\}] = c_S.
\] (3.16)

Thus, (3.13) becomes

\[
\hat{c}_{X_i} \approx c_0 + \hat{c}_{H_i},
\] (3.17)

where \(c_0\) is zero for all except the first element that is, a cepstral representation of a uniform spectrum. Thus, the estimated HRTF spectral envelope can be extracted by applying an inverse cepstral transformation to (3.14), and is given by:

\[
\hat{h}_i = 10^F \{\hat{c}_{X_i} - c_0\}.
\] (3.18)

Then, following a similar approach as in (3.11), the extracted feature vector can be constructed by concatenating left and right features as:

\[
\hat{h} = [\hat{h}_l, \hat{h}_r]
\] (3.19)

By comparing the extracted vector and reference vector database obtained from Section 3.4.2, the source position can be estimated.

### 3.4.3 Correlation-based Median Plane Localisation

Now, the source position on the median plane can be determined by the maximum cross-correlation between the extracted feature vector and the corresponding reference vector with directional parameters \(\theta\) and \(\phi\):

\[
< \hat{\theta}, \hat{\phi} > = \arg \max_{\theta, \phi} \{ \hat{h} \oplus \tilde{h}(\theta, \phi) \geq \rho \}.
\] (3.20)

where \(\oplus\) denotes a cross-correlation operation. Hence, for a single active sound source, the estimated source location in the median plane can be determined by evaluating (3.20) for all possible \(< \theta, \phi >\). Considering that the possible noise influence and the case of no active source, an appropriate threshold is chosen, i.e., \(\rho = \max\{0.95 \cdot \max\{\hat{h} \oplus \tilde{h}(\theta, \phi)\}, 0.5\}\), to identify the peak of the spectrum and the relevant source location. Section 3.7 demonstrates the detailed median plane localisation performance of the proposed method.
3.5 3-D Space Localisation Using Interaural Features

This section investigates the localisation in 3-D space based on interaural features. In this section, the extraction of interaural features is introduced and a composite feature vector is constructed based on a generic feature spectrum selection. Further, a Euclidean distance based vector match-up method is proposed for estimating the source location.

3.5.1 Composite Interaural Feature Vector

In this section, the interaural feature vector is constructed by two interaural features: interaural phase and interaural magnitude and a Euclidean vector distance-based lookup localisation mechanism is proposed for estimating source position in 3-D space.

![Figure 3.2: Time difference of arrival of the HRTFs with respect to the elevation \( \varphi \) in the sagittal plane \( \vartheta = 30^\circ \) of CIPIC ‘subject_003’.

Interaural Phase Vector

The ITD that arises as a natural consequence of the spatial separation of the ears is commonly used to estimate the azimuth of an incoming sound source. Localisation techniques such as the Generalised Cross-correlation Phase Transform (GCC-PHAT) [23] method exploit this fact to estimate the broadband TDOA between the signals and estimate the source azimuth. However, this loses much of the subtle differences in phase (which are both frequency and elevation dependent, as shown in Figure
3.5 3-D Space Localisation Using Interaural Features

Figure 3.3: Left ear HRTF magnitude response indicating monaural magnitude features in the sagittal plane $\vartheta = 30^\circ$ of CIPIC ‘subject_003’.

3.2) introduced by the head, torso and pinna through the effects of scattering and reflections. Thus, incorporating the change in IPD with frequency, for both azimuth and elevation localisation, could lead to greater localisation accuracy. We propose that this localisation information be extracted as an interaural phase feature, and expressed as a normalised cross-PSD given by

$$V_p(f, \theta, \phi) = \frac{H_r(f, \theta, \phi)H_l(f, \theta, \phi)^*}{|H_r(f, \theta, \phi)||H_l(f, \theta, \phi)^*|},$$

where $^*$ denotes the conjugation operation. Thus, the feature vector of interaural phase information for a source located in the direction $(\theta, \phi)$ can be expressed as:

$$v_p(\theta, \phi) = \left[ V_p(f_{\text{min}}, \theta, \phi), \ldots, V_p(f_{\text{max}}, \theta, \phi) \right],$$

where $f_p$ indicates the selected phase spectrum frequency, and $f_{\text{min}}$ and $f_{\text{max}}$ represent the minimum and maximum selected phase spectrum frequency, respectively.

**Interaural Magnitude Vector**

The magnitude features of the HRTFs primarily comprise the ILD and monaural spectral cues (shown in Figure 4.8), and represent a location-dependent modulation of the received signal amplitude. Thus, together, the ILD and the left and right ear spectral cues (which are commonly used in elevation localisation) are interaural magnitude features that can be exploited for 3-D source localisation.

To extract these features, we adopt a modified cepstral processing method, as introduced in Section 3.4, which was previously proposed to extract the HRTF magnitude response for binaural localisation in the median plane. Here, the HRTFs
are first transformed into the cepstral domain, truncated to a finite order to remove
any rapid fluctuations in the frequency domain, and finally transformed back into
the frequency domain as a smoothed HRTF magnitude response. Thus, we express
the magnitude feature vector of the signal received at a particular ear as:

\[ \mathbf{v}_m(\theta, \phi) = C^{-1}\left\{ T\left[ C\{h_i(\theta, \phi)\}\right]\right\} \mid f \in [f_{\text{min}}^{m}, f_{\text{max}}^{m}], \]

where \(C\) and \(C^{-1}\) represent the cepstral and inverse cepstral transforms, respectively.
\(T\) describes the cepstral truncation operation in Section 3.3 and \(h_i(\theta, \phi)\) indicates
the modified HRTF spectra vector as:

\[ h_i(\theta, \phi) = \left[ H_i(f_{\text{min}}^{m}, \theta, \phi), \ldots, H_i(f_{\text{max}}^{m}, \theta, \phi) \right] \]

for a sampling rate of \(F_s\). \(f_{\text{min}}^{m}\) and \(f_{\text{max}}^{m}\) demarcate the selected spectrum frequencies
whose magnitude features are of interest to us.

### Composite Feature Vector

With phase vector \(\mathbf{v}^p(\Theta)\) and magnitude vector \(\mathbf{v}_m^r(\Theta)\), we define a new composite
feature vector as a non-linear combination of the interaural phase and interaural
magnitude features described in the previous subsections. Mathematically, this fea-
ture vector can be expressed as :

\[ \mathbf{v}(\theta, \phi) \triangleq \mathbf{v}^p(\theta, \phi) \odot \{ \mathbf{v}_m^r(\theta, \phi) \odot \mathbf{v}_i^m(\theta, \phi) \}, \]

where \(\odot\) and \(\oslash\) represent the element-wise multiplication and division of vectors,
respectively. The advantage of this non-linear combination is to enlarge the differ-
ences of the feature vectors between closely spaced source positions, thus rendering
it particularly suitable for 3-D localisation. It should also be noted that \(\mathbf{v}^p(\theta, \phi)\)
and \(\mathbf{v}_i^m(\theta, \phi)\) must be of similar length; thus, one feature vector may require finer
sampling in the frequency domain (in this work, a simple interpolation of \(\mathbf{v}^p(\theta, \phi)\)
is adopted for this purpose).

#### 3.5.2 Interaural Feature Extraction

The received signals at the two ears in (3.2), although containing directional inform-
ation, are both time variant because of the effects of speech, and are corrupted
by noise. Hence, these signals must be processed further to extract the features
discussed in the previous section.

**Interaural Phase Extraction**

To extract the interaural phase feature vector, we define the estimated interaural phase as the mean normalised cross-power spectral densities of the two received signals in (3.2), given by:

$$
\hat{V}_p(f) = E\left\{ \frac{X_{r,k}(f)X_{l,k}(f)^*}{|X_{r,k}(f)||X_{l,k}(f)^*|} \right\},
$$

(3.26)

where $E\{\cdot\}$ represents the expectation operator over time and the estimated interaural phase feature vector can be expressed as:

$$
\hat{v}_p = [\hat{V}_p(f_{p_{\text{min}}}), \ldots, \hat{V}_p(f_{p_{\text{max}}})].
$$

(3.27)

in the selected frequencies of $f \in [f_{p_{\text{min}}}, f_{p_{\text{max}}}]$.

**Interaural Magnitude Extraction**

We extract the interaural magnitude features from the received signals using a modified version of the cepstral pre-processing method introduced in Section 3.3. Through exploiting the properties of the cepstral domain signal processing, the time-averaged and cepstral-truncated signal becomes

$$
\frac{1}{K} \sum_{k=1}^{K} T[ C \{ x_{i,k} \}] = T[ C \{ h_i(\alpha, \beta) \}] + \frac{1}{K} \sum_{k=1}^{K} T[ C \{ s_k \}] + n_i,
$$

(3.28)

where $n_i$ represents the time averaged noise cepstrum, $x_{i,k} = [X_{i,k}(f_{p_{\text{min}}}), \ldots, X_{i,k}(f_{p_{\text{max}}})]$ and $s_k = [S_k(f_{p_{\text{min}}}), \ldots, S_k(f_{p_{\text{max}}})]$. Assuming sufficiently long observations and same statistical properties for $n_l$ and $n_r$ (i.e., $n_r - n_l \to 0$), the inverse cepstral transform of the difference in (3.23) between the two ears represents the magnitude feature vector. That is, we extract the feature

$$
\hat{v}_m = C^{-1} \left\{ \frac{1}{K} \sum_{k=1}^{K} T[ C \{ x_{r,k} \}] - \frac{1}{K} \sum_{k=1}^{K} T[ C \{ x_{l,k} \}] \right\}
$$

(3.29)

which is roughly equivalent to $v_m^r(\alpha, \beta) \odot v_m^l(\alpha, \beta)$ in (3.25).
Based on (3.27) and (3.29), the estimated composite feature vector can be constructed by:

\[
\hat{\mathbf{v}} \triangleq \hat{\mathbf{v}}^p \odot \hat{\mathbf{v}}^m.
\] (3.30)

Now, by pairing \(\hat{\mathbf{v}}\) and reference feature vectors \(\mathbf{v}(\Theta)\) from the database with all \(\Theta\) with the closest vector distance, the source position \(\Theta\) can be determined. Ideally, the estimated composite feature vector in (3.30) is coincident only with the composite feature vector of the true source location given by (3.25). Thus, the magnitude of the Euclidean distance between these quantities can be used to estimate the source location. We express this as a localisation error metric \(\forall \Theta\), given by:

\[
E(\theta, \phi) = 20 \log_{10} \left\| \left\{ \frac{\hat{\mathbf{v}}}{\|\hat{\mathbf{v}}\|} - \frac{\mathbf{v}(\theta, \phi)}{\|\mathbf{v}(\theta, \phi)\|} \right\} \right\|,
\] (3.31)

the minimum of which yields the estimated source location in 3-D as

\[
(\hat{\theta}, \hat{\phi}) = \arg \min_{\theta, \phi} \{E(\theta, \phi)\}.
\] (3.32)

Therefore, the source position in 3-D space can be determined by (3.30). To obtain a more accurate and robust localisation result, a generic selection of feature spectrum frequencies is discussed in the following section.

### 3.5.3 Interaural Feature Selection and Composite Feature Vector

A significant issue when constructing the composite feature vector is selection of the appropriate frequency bands for feature extraction. This requires that only the most relevant localisation information is included to reduce the complexity and minimise the noise influence. Traditionally, the phase features are extracted from a relatively low-frequency range (i.e., 0 to 1.5 kHz) to calculate the ITD/IPD [78]. However, in the proposed feature vector, the phase features are used not only to estimate the azimuth, but also to localise the elevation; hence, this requires much higher frequencies to be included [96]. In the simulations, we modify the upper frequency limit of the phase feature, \(f_{p,\text{max}}\), to determine the optimal frequency range. Here, the lower frequency limit, \(f_{p,\text{min}}\), is fixed at 0, since the low-frequency phase information is essential for azimuth estimation. As for the magnitude features, it is necessary to determine the frequency band that includes the key features, subject to minimal distortion by the speech spectrum, within the speech bandwidth. Given that the
formants and a majority of the speech energy exists below 3 kHz [105], the lower frequency limit, $f_{\text{min}}^m$, is fixed at 3 kHz and the upper limit, $f_{\text{max}}^m$, is varied during the simulation.

### 3.6 Simulation

#### 3.6.1 Median Plane Localisation

**Simulation Configuration**

We evaluate the performance of the localisation technique in Section 3.5.1 for median plane localisation through simulations, using MIT’s HRTF measurement database of the KEMAR dummy head [55]. The simulated clean speech signals are obtained from a corpus of 34 speakers, each with 600 utterances sampled at 16 kHz, consisting of a sequence of words in a sentence. The utterances have length around 1 to 2 s. The speech data are obtained from the sample recordings used in the PASCAL CHiME Speech Separation and Recognition Challenge [106], and the binaural signals are produced by convoluting the KEMAR HRIRs with these speech signals. We apply a simple signal activity detector based on received signal level to identify the voiced signal frames, and perform the Fourier and cepstral transform operations using a 20 ms Hamming window at 10 ms intervals—that is, a window length of 320 samples corresponding to the sampling rate of 16 kHz. The prefilter $g$ is computed from the average speech cepstrum as per (3.17), and is used as a common prefilter for all 34 speakers.

The localisation performance is compared with the state-of-the-art convolution-based binaural localisation scheme described in [19], which is a superior, more noise-robust variant of the source cancellation algorithm [17,18] and the classical matched filtering approach [20]. We evaluate the performance in the 3.5 to 7.5 kHz audio bandwidth, where spectral cues are known to dominate [94], at the indicated SNRs. The effect of reverberation is not explicitly considered, but the cepstral methods are known to be robust to its effects [63,64] because of the truncation operation’s removal of the rapid spectral fluctuations.

Figure 3.4 illustrates the comparison of the median plane localisation spectra for the convolution-based and proposed methods for a single trial at 40 dB SNR. The vertical dashed line at $10^\circ$ indicates the actual source location in the median plane. Although the peak correlation for both techniques corresponds to the actual source
location, it can be observed that the convolution-based method provides a flatter source localisation spectrum, in contrast to the distinctive peak of the proposed method. Naturally, the flat spectrum increases the uncertainty of the estimated source location; that is, the confidence interval of the estimate. For simplicity, we use a single standard deviation of the distribution of the detected source locations as a metric to quantify this uncertainty, and it is denoted by the error bars in the subsequent figures.

Figure 3.5 illustrates the average source localisation performance for a source located in the median plane at 10° intervals between -40° and 220°, in the 3.5 to 7.5 kHz audio bandwidth. 0°, 90° and 180° indicate the source locations directly in front, above and behind the KEMAR in the median plane. The results are the averages of multiple trials using different speech segments of the speakers in the CHiME speech corpus for each source location. The dashed line indicates the actual median plane source locations in the different experiment scenarios, and is the performance benchmark that the localisation algorithms should ideally follow.

![Figure 3.4: Source localization spectra of the proposed and convolution based methods for a source at 10° in the median plane.](image)

The localisation performance results in Figure 3.5(a) show a similar localisation accuracy for both techniques, but a much greater uncertainty of the estimated location for the convolution-based method at 40 dB SNR. In general, decreasing SNR in Figure 3.5(b) and (c) results in a degradation in the performance, but the proposed method is shown to be superior and more robust to the effects of noise. Crucially, the uncertainty of the source location estimate of the proposed method
is not visibly affected. However, at 20 dB SNR in Figure 3.5(c), the performance of the proposed method diverges from the ideal benchmark in the region directly above and behind the KEMAR head. This is consistent with the known localisation capability of humans [26], and is mainly because of the lack of rich spectral cues in these regions. The greater uncertainty of the convolution-based method is primarily due to it favouring the higher energy region of the signal spectrum, and is a deficiency that is exacerbated with decreasing SNR. Overall, the greater accuracy of the proposed method at low SNR indicates a more efficient exploitation of the spectral localisation cues for binaural localisation in the median plane.

This proposed median plane localisation method has also been tested with various configurations in [107,108], which demonstrates a robust performance, especially for localisation speech signals. [107] also reports that the proposed method has more reasonable localisation results above the horizontal plane. Furthermore, the idea of removing slow changing speech component is also utilised in [108] to develop an advanced localisation method which is more robust to the source signal.
Figure 3.5: Average single source localization performance in the 3.5–7.5 kHz audio bandwidth at (a) 40 dB, (b) 30 dB and (c) 20 dB SNR. The figures indicate the source localization spectra $P(\Theta)$ of different trials, where the source is located at the actual elevations between $-40^\circ$ and $220^\circ$ in the median plane.
3.6.2 3-D Space Localisation with Generic Selective Feature

Simulation Configuration

The proposed binaural localisation technique in 3-D space is evaluated through simulations using the CIPIC HRTF database [54]. This approach uses the HRTFs of 45 subjects, each with 950 different locations (the azimuth angle varies from $-45^\circ$ to $45^\circ$ with a $5^\circ$ interval, and the elevation varies from $-45^\circ$ to $230.625^\circ$ degrees with a $5.625^\circ$ interval). The clean speech signals are obtained from the recordings used in the PASCAL CHiME Speech Separation and Recognition Challenges [106]. The database contains 34 speakers, each with 500 utterance segments sampled at 16 kHz. The received binaural signals are simulated by convoluting the HRTF with speech samples, and considering the variability of the speech spectrum, a short-time approach (a STFT) is applied. A voice activity detector identifies the voiced speech frames, while both the Fourier and cepstral transforms employ a 20 ms Hamming window with 10 ms overlap. For the 16 kHz sample rate, this implies that a window length of 320 is used throughout the simulation. The optimum feature frequency ranges are selected by comparing the localisation performances for different range combinations.

The performance of the proposed localisation technique is compared with the two-step [97,100] and simple correlation approaches [18]. The two-step method uses ITD/ILD information to narrow down the potential source locations to a specific cone of confusion, prior to estimating the elevation using the binaural magnitude spectra. In contrast, the simple correlation approach simply computes the correlation between the received binaural signals and the complete HRTF dataset. In both cases, the best match to the HRTF dataset identifies the estimated source location. We compare the localisation performance in terms of the localisation error probability that is, the likelihood of a localisation error across all 950 source locations over multiple trials (lower values imply better performance). The results indicate the mean localisation performance for all 45 subjects in the HRTF dataset, while the error bars indicate the standard deviation.

Overall 3-D Localization Performance

Aiming at selecting the optimised frequency range, a preliminary simulation is conducted. The simulation results of the localisation error rate (for all 45 subjects in the HRTF database) for feature range selection are illustrated in Figure 3.6 at
different SNRs. The results indicate that the optimum frequency bands for phase and magnitude feature extraction are [0, 4] kHz and [3, 5] kHz a region where the localisation error probability is a minimum for all SNR. Figures 3.6(a) and (b) illustrate the effect of the upper frequency limits for the phase and magnitude features, respectively. The joint effect of both parameters is illustrated in Figure 3.6(c). They show that the interaural phase features, up to a relatively high frequency range, do actively contribute to elevation estimation, as expected intuitively from Figure 3.2. As for the magnitude feature frequency range, when the upper frequency limit is greater than 6 kHz, the received signals are more strongly affected by noise (because of the rapid decay of speech energy with frequency), which results in a degradation of the localisation performance.

Figure 3.7(a) illustrates an example spectra of the localisation error metric (described in Section 3.4) for a source located at Θ ≡ (20°, 16.875°) at 30 dB SNR. As shown, the estimated source location corresponds to the location that minimises the error metric E(Θ). Further, the distinctive spike suggests that elevation ambiguity is also minimal. To evaluate the 3-D localisation performance, we use these estimates for all possible source locations and subjects, and analyse the overall localisation error probability.

Figure 3.7(b) illustrates the overall localisation error probability and compares the performance of the proposed method and the two comparison methods. The presented data illustrate the mean performance for all 45 CIPIC subjects, where the error bar indicates the standard deviation. In general, as expected, the localisation error probability decreases with increasing SNRs. The proposed method has the best localisation performance with the lowest probability of localisation errors under all noise conditions. This suggests that the proposed method is more robust to the effects of noise. Further, the error bars of the proposed method are generally smaller than the other two methods, especially at higher SNR, which implies that the proposed method has more consistent performance for different listeners’ HRTFs. In addition, comparing the proposed method and the two-step method, the crucial difference lies in the use of the phase features for elevation estimation. Here, the two-step method uses the interaural phase feature only for azimuth localisation, while the proposed method does so for joint azimuth and elevation estimation. Thus, the superior localisation performance of the proposed method proves that the phase features do indeed contain elevation localisation information, and should not be neglected in 3-D binaural localisation of speech sources.
Figure 3.6: 3-D localization error probability for different frequency ranges of phase and magnitude features with respect to SNR. (a) Localization error probability with respect to the phase feature frequency range $0-f_{p,\text{max}}$ kHz and a magnitude feature range of 3–5 kHz. (b) Localization error probability with respect to the magnitude feature frequency range $3-f_{m,\text{max}}$ kHz and the phase feature range of [0, 4] kHz. (c) Localization error probability with respect to upper frequency limits of phase and magnitude features at 30 dB SNR.
Figure 3.7: (a) Localization error metric $\mathcal{E}$ for a source located at $\Theta \equiv (20^\circ, 16.875^\circ)$. (b) Comparison of the overall 3-D localization error probability of the proposed method, two-step method and correlation method for SNRs from 10–40 dB.
3.7 Summary and Contribution

In this chapter, we have developed a novel monaural spectral feature extraction method for the median plane localisation. The simulation results indicated that the spectral feature envelope can be extracted by cepstral processing, which is critical for successful source localisation in a vertical plane. Further, a new concept of incorporating interaural magnitude and phase features to construct a composite feature vector was proposed, and a more robust localisation performance could be obtained via the new composite feature vector.

The specific contributions of this chapter are as follows:

i This chapter proposed a method to extract the HRTF spectral envelop by truncating high order cepstral coefficients. The high order cepstral truncation would remove the formant energy of speech signal, which reduce the influence of speech signal on HRTF spectra.

ii A generic normalisation operation in cestral domain is proposed for reducing speech impacts and extracting HRTF spectra envelop. With this generic normalisation, the influence of speech spectra in spectral feature extraction could be further reduced. By Combining with cepstral domain truncation and the generic normalisation operation in the cepstral domain, a novel monaural HRTF localisation method was proposed for median plane localisation.

iii A novel composite feature vector combining the interaural features for 3-D space localisation was created and introduced. We demonstrated that this feature vector incorporated the spatial characteristics of magnitude and phase features, which could lead to more robust localisation performance.
Chapter 4

Individualised Interaural Feature Learning and Probabilistic Model

Overview: This chapter introduces a probabilistic localisation mapping model based on the importance analysis of localisation features, especially for the vertical dimension localisation. The approach uses the Mutual Information (MI) as a metric to evaluate the most valuable frequencies of the Interaural Phase Difference (IPD) and Interaural Level Difference (ILD). Then, by using the famous RF algorithm and embedding the MI as feature selection criteria, the feature selection procedures are encoded with training of the localisation mapping. Hence, the trained mapping model is capable of using interaural features more efficiently, and, because of the multiple-tree-based model structure, the localisation model shows robust performance to noise and interference. By connecting with the Direct Path-Relative Transfer Function (DP-RTF) estimation, we propose to devise a novel localisation approach that has remarkable performance in the presence of noise and reverberation. The proposed mapping model is compared with the state-of-the-art manifold learning procedure in different acoustical configurations, and a more accurate and robust output can be observed.

4.1 Introduction

Sound source localisation has shown its importance in various fields, such as video conferencing, virtual reality, humanoid robot interactions and hearing aids. There are many existing methods localising an acoustic source with different microphone array configurations. However, in many source localisation scenarios, because of the demand for mobility and low computational complexity, the sensor array size is limited; thus, the dual-channel localisation system has recently become popular [109–111]. Such a dual-channel acoustical sensing system can be found in the
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hearing systems of mammals, with effective localisation performance. For example, accurately localising a sound source in a 3-D space over various environmental conditions is an easy task for humans, using only two ears and prior acoustical knowledge of their auditory system. The objective of binaural localisation is to mimic the human hearing mechanism by pinpointing a sound source location using a binaural microphone setup [30,33,41,69].

Much behavioural and psychoacoustic evidence has confirmed that two individualised interaural cues, ITD and ILD, play an essential role in localising a sound source. Through intensive studies of the human hearing mechanism, it has become widely understood that individualised ITD and ILD are mainly determined by the filtering of the head, body and pinna, where the filtering function is the so-called HRTF. During the last two decades, many binaural localisation approaches have been developed based on interaural cues. Li and Levinson [112] adopted the Bayes rule to estimate the source position. This method uses interaural intensity difference (IID) and spectral signals to refine the initial estimate given by ITD. Viste et al. [93] provided an individual parametric model jointly using ILD and ITD for azimuth localisation. The model first provides a rough estimate of high standard variation based on ILD, and then refines the estimation by selecting the closest ITD. Woodruff and Wang combined ILD and ITD with a GMM, which also embedded the environmental condition as a latent parameter [41].

Further, many works have attempted to investigate the relationship between interaural cues and source position in a 3-D space. Duba summarised the relationship between interaural cues and azimuth/elevation [29]. Keyrouz et al. proposed a maximum cross-correlation matching method in source cancellation algorithms to pinpoint the source location in a 3-D space [18,30]. Liu et al. introduced a Bayesian rule-based hierarchical localisation system using IID time delay compensation and an interaural matching filter to estimate azimuth and elevation in the interaural-polar coordinate system [69, 111]. Deleforge et al. proved the local linear bijective mapping between interaural cues and source location on the binaural manifold, and derived a statistical localisation model using an EM algorithm [32, 33]. Weng et al. adopted a non-parametric tree-based learning method to retrieve the mapping between the interaural cues and source locations with fewer restrictions on its spatiotemporal characteristics and environment structure [31].

A number of the studies mentioned above have demonstrated the importance of feature spectrum selection to localisation performance, especially for elevation localisation, and various methods for feature selection have been proposed. Duba et
This chapter investigates the dependency between interaural features and sound source position, particularly for elevation mapping. The MI technique is used to demonstrate the existence of elevation-related dependency on both the ILD and IPD spectrum. Then, based on the results of the MI analysis, a chain rule-based probabilist model for mapping the features and source locations in a 3-D space is proposed. The model is constructed based on probability estimation trees (PETs) and RF framework. The PETs are formed by an information gain-based data partition technique. The features exploited by the model are further investigated, which justifies that the non-linear-dependent features (e.g., high-frequency IPD spectrum) can also contribute to an accurate localisation performance. Then, aiming at evaluating the accuracy and robustness of the proposed method, the localisation performances are compared with the state-of-the-art PPAM method proposed in [33] in different noise and reverberation environments without prior knowledge of the acoustical conditions.

4.2 Individualised Feature Selection Using Mutual Information

In this chapter, we focus on creating a more robust mapping between the spatial cues extracted in Chapter 3 and the source position. Considering a complex environment,
the additive noise and reverberations would distort the characteristics of both the phase and magnitude features, especially at higher frequencies (above 3 kHz) where the speech energy is comparatively lower. This is exacerbated, as most elevation localisation cues being generated by reflections and diffraction of the human body and pinna are above 3 kHz [54]. Therefore, a feature selection mechanism that maximises the direction-dependent information and minimises the effect of noise would be necessary, and a generic feature selection approach could lead to superior performance, as shown in Figure 3.6. To investigate the dependency between the features and their corresponding source positions, the Mutual Information (MI) that exists between each spatial localisation cue and the source location for particular feature spectra could be used as criteria to evaluate both the effectiveness and robustness of the feature vectors extracted for the localisation process.

In this section, the interaural phase angle and magnitude vector are denoted as:

\[ \mathbf{v}^p \triangleq [v^p_1, ..., v^p_L] \]
\[ \mathbf{v}^m \triangleq [v^m_1, ..., v^m_L] \] (4.1)

where capital letter \( L \) indicates the vector length when \( f_{\text{min}} = 0 \) and \( f_{\text{max}} = f_s/2 \). Here, the upper and lower limit of selected frequency for the phase feature and magnitude feature are identical, and are denoted as \( f_{\text{min}} \) and \( f_{\text{max}} \), respectively.

We then define the original feature vector \( \mathbf{v} \in \mathbb{R}^{2L} \) by concatenating the phase vector \( \mathbf{v}^p \) and the magnitude vector \( \mathbf{v}^m \) as:

\[ \mathbf{v} \triangleq [\mathbf{v}^p, \mathbf{v}^m] = [v_1, ..., v_\mu] \] (4.2)

where \( v_\mu \) define the element in the feature vector \( \mathbf{v} \) with element index \( \mu = 1, ..., 2L \).

### 4.2.1 Mutual Information Computation

As one of the most common measures to evaluate the dependency between variables, MI is widely used to estimate the maximally relevant feature selection that corresponds to a particular outcome [113, 114]. The MI \( \mathcal{I} \) of two discrete variables, \( x \) and \( y \), is defined as:

\[ \mathcal{I}(x; y) = \sum_x \sum_y P(x, y) \log \frac{P(x, y)}{P(x)P(y)}, \] (4.3)

where \( P(x) \) and \( P(y) \) represent the joint probability and marginal probabilities of variable \( x \) and \( y \), respectively. Similarly, the MI between a interaural feature \( (v_\mu \)
and azimuth/elevation is given by:

\[
I_\vartheta(v_\mu; \vartheta) = \sum_{v_\mu} \sum_{\vartheta} P(v_\mu, \vartheta) \log \frac{P(v_\mu, \vartheta)}{P(v_\mu)P(\vartheta)}
\]

\[
I_\phi(v_\mu; \phi) = \sum_{v_\mu} \sum_{\phi} P(v_\mu, \phi) \log \frac{P(v_\mu, \phi)}{P(v_\mu)P(\phi)}
\]  \hspace{1cm} (4.4)

We now focus on the interaural phase and magnitude spectra feature analysis for
elevation localisation, since the spectra information is the major cue to determine
the elevation [58]. The dependency between spectra feature and azimuth would
be skipped, because the localisation of azimuth relying on the signal arriving time
and level difference between two ears is comparably easier and more robust in an
interaural-polar system, as mentioned in Chapter 2.

In the elevation dependency analysis, the training dataset is denoted as
\( \{\mathbf{v}^{(n)}, \varphi^{(n)}\}_{n=1}^N \), where \( n = 1, ..., N \) represents the training data index. Based on con-
sideration of computation complexity, the probability components \( P(v_\mu, \phi) \), \( P(v_\mu) \)
and \( P(\phi) \) are estimated by histogram-based probability estimation [115] as:

\[
P(v_\mu, \phi) = \frac{1}{N} \sum_{n=1}^{N} z(v_\mu^{(n)} = v_\mu, \phi)
\]

\[
P(v_\mu) = \frac{1}{N} \sum_{n=1}^{N} z(v_\mu^{(n)} = v_\mu)
\]  \hspace{1cm} (4.5)

\[
P(\phi) = \frac{1}{N} \sum_{n=1}^{N} z(\phi^{(n)} = \phi)
\]

where the indicator function \( z(Z) \) with event \( Z \) is defined as:

\[
z(Z) = \begin{cases} 
1 & \text{if } Z \text{ is true}, \\
0 & \text{otherwise.} 
\end{cases} \hspace{1cm} (4.6)
\]

Therefore, the MI between each feature element \( v_\mu \) from vector \( \mathbf{v} \) can be obtained
by (4.5). Then, by traversing all the elements in vector \( \mathbf{v} \), the MI vector \( \mathbf{I}(v; \phi) \) is
defined as:

\[
\mathbf{I}(v; \phi) = [I(v_1; \phi), ..., I(v_\mu; \phi)]
\]  \hspace{1cm} (4.7)

Now in order to evaluate the dependency between elevation \( \beta \) and interaural cues
only and omit the impact of azimuth, the mutual information is calculated on each sagittal plane separately and the mutual information vector for each sagittal plane is denoted as $I_\alpha(v; \varphi)$.

4.2.2 Analysis of Mutual Information in Interaural Cues

Figure 4.1 illustrates the variations in MI that exist between the elevation angle of the source location and the spatial cues for different azimuths and SNRs. From Figures 4.1(a) and (b), it can be observed that, in high SNR scenarios, the MI in the high-frequency range becomes dominant for elevation localisation. However, with the decreasing SNRs, the high-frequency cues no longer provide reliable localisation information, unlike the mid-frequency spatial cues. Further, the distribution (in frequency) of the most effective cues varies with different azimuths, and illustrates both the difficulty of decoupling the localisation process into separate azimuth and elevation estimation problems, as well as the challenge of localisation in the median plane [54]. Especially on the median plane, the low MI values at median plane comparing to other azimuths is because the interaural difference has smaller variation on the median plane.

Further, comparing the behaviour of the two types of spatial cues, we can observe that the importance of each changes with the SNR. For example, where no or low noise is present, the interaural magnitude cues become dominant, while, in a comparably higher noise environment, the interaural phase cues show more robustness. Collectively, these observations imply that the selection of spatial cues for the creation of a feature vector for localisation must be more nuanced than the simple selection of a fixed frequency range; thus, an adaptive noise-dependent feature selection and extraction process becomes a necessity for any noise-robust binaural localisation system. A spatial feature learning algorithm that is aware of the MI contained in each spatial cue can satisfy this requirement, and provides superior performance to the former approach, as illustrated in the following sections.
4.2 Individualised Feature Selection Using Mutual Information

**Step 1:** Estimate the noise power $\rightarrow \sigma^2$.

**Step 2:** Evaluate $I_\varphi(v; \varphi)$; Mutual Information of spatial cues.

\[
\text{foreach } \varphi \text{ in the HRTF dataset do}
\]
\[
\text{foreach } s(t) \text{ in the training speech dataset do}
\]
\[
\begin{align*}
& \text{Compute } X_{i,k}(f_\mu) \text{ for a simulated noise power } \sigma^2. \\
& \text{Calculate the corresponding } v_\mu \text{ and } v. \\
& \text{Estimate } I_\varphi(v; \varphi).
\end{align*}
\]

end

end

**Result:** Obtain the set of $I_\varphi(v; \varphi)$ for a noise power $\sigma^2$.

**Step 3:** Learn the optimal combination of the spatial cues in $v$.

Calculate a mean MI $\forall \varphi$ from $I_\varphi(v; \varphi)$.

\[
\text{for } l' \leftarrow 1 \text{ to } 2L \text{ do}
\]
\[
\text{Rearrange } v \text{ in descending order of } I_\varphi(v_\mu; \varphi).
\]
\[
\text{foreach } v \text{ derived from the training speech dataset do}
\]
\[
\begin{align*}
& \text{Estimate the source location } \varphi \text{ from a feature vector } v \text{ of length } l'. \\
& \text{Calculate the angular localization error of } \varphi.
\end{align*}
\]

end

**Result:** Obtain $v'$; the rearranged and selected spatial feature vector from $v$, that corresponds to the minimum mean angular localization error.

**Algorithm 1:** Spatial feature learning for robust localization.
Figure 4.1: Mutual Information between the spatial cues and the elevation for a range of azimuths, frequencies and noise conditions.
4.2.3 Spatial Feature Learning and Selected Feature Vector

Algorithm 1 describes the MI-based spatial feature learning mechanism used in the remainder of this work. Given an estimated noise level, such as using the method proposed in [116], the spatial feature vector $\mathbf{v}$ and its corresponding MI in (4.7) are computed for a set of training speech signals. Figure 4.2 illustrates the variation of the MI between spatial cues and elevation angle with and without noise, and indicates the changing nature of the importance of individual spatial cues. The error bar reflects the MI variation on different azimuth planes, and the mean MI obtained for the training speech dataset is used thereafter to create a rearranged spatial feature vector $\mathbf{v}'$.

To arrive at $\mathbf{v}'$, an optimal number of spatial cues to be used in the localisa-
tion process \( l' \) is computed. The average angular localisation error, obtained from the estimated source location \((\hat{\vartheta}, \varphi)\) and its estimate \((\hat{\vartheta}, \hat{\varphi})\), is used as a metric to determine the optimal \( l' \). This results in a set of spatial feature vectors, \( v'(\vartheta, \varphi) \), applicable to the specified noise level (in the case of some practical applications, it is also possible to pre-train the system for a set of known, approximate noise conditions). The spatial cues extracted from the received signals are rearranged similarly, and the resultant feature vector \( \hat{v}' \) and the \( v'(\vartheta, \varphi) \) reference features are used to localise by applying (3.29) in Chapter 3. The localisation performance will be presented in Section 4.6.

### 4.3 Probabilistic Localisation Model and System Design

In the previous section, a feature selection approach based on averaged MI was introduced. The average MI approach provides a selection of the most dependent spectra characteristics, while the actual feature value and most related directions are not considered. In this chapter, those two feature properties are investigated and integrated with the localisation mapping progress. With the proposed mapping operation, not only are the features exploited in advance, but the localisation robustness will also be further improved.

Aiming at localising the sound source in a real-world environment with presence of noise and interference, the localisation problem is considered probabilistic mapping between the feature vector and source location \( \Theta_{IP} = (\vartheta, \varphi) \), which can be expressed as:

\[
\hat{\Theta}_{IP} = \arg \max_{\Theta_{IP}} P(\Theta_{IP}|\hat{v})
\]  

(4.8)

where \( P(\Theta_{IP}|\hat{v}_p) \) represents the probability of the sound source located at \( \Theta_{IP} \) with a given feature vector \( \hat{v}_p \). In the interaural-polar coordinate system, the generic ITDs are the same when the sources are placed on the same sagittal plane; thus, it is more applicable to estimate the azimuth \( \vartheta \) first, and then estimate the elevation \( \varphi \) with a given \( \vartheta \). Therefore, the probability \( P(\vartheta|\hat{v}_p) \) can be represented based on the conditional chain rule by a multiplication of two posteriors as:

\[
P(\Theta_{IP}|\hat{v}_p) = P(\vartheta|\hat{v})P(\varphi|\vartheta, \hat{v})
\]  

(4.9)
where $P(\varphi|\hat{v}_p)$ represents the probability of the source located at the sagittal plane, labelled by $\vartheta$, and $P(\varphi|\vartheta, \hat{v}_p)$ represents the probability of $\beta$ with given $\alpha$ and $\hat{v}_p$. Then, by substituting (4.9) into (4.8), the estimated source location $\hat{\Theta}_{IP} = \hat{f}_{\Theta_{IP}}(\hat{v}_p)$ can be obtained. There are two obvious advantages of adopting such localisation architecture. First, in the training process, the feature characteristics caused by $\vartheta$ and $\varphi$ are separated, so the localisation model can be more explainable and a more accurate localisation result can be achieved [44]. Second, in the testing process, the $\vartheta$ and $\varphi$ can be estimated in parallel, and then high computation efficiency in contemporary parallel hardware can be achieved.

To estimate the $P(\alpha|\hat{v}_p)$ and $P(\beta|\alpha, \hat{v}_p)$ for the real-world source localisation, the estimation approaches should be able to tackle the amount of noise in the input feature vector. In the next section, the RF method is introduced to select the most important features and provide a robust estimation.

### 4.4 Feature Dependency Analysis and Assembled Data Partition Model

This section presents a posterior estimation method with adaptive feature selection approach. First, the dependency between the spatial parameters and feature characteristics is analysed, and then an assembled data partition model based on the feature dependency is adopted for the posterior estimations. During the model training process, the following notations are used in the later content: let $\{v^{(n)}, y^{(n)}\}_{n=1}^{N}$ denote the dataset of all training data pairs, where $v \in V \subset \mathbb{R}^{2K}$ represents the interaural feature vectors in vector space $V$, and $y^{(n)} \in \{y_1, y_2, \ldots, y_D\}$ represents the discrete spatial label. In the training dataset, either $\alpha$ or $\beta$ is discretised and labelled. Here, both labels of $\theta$ or $\varphi$ are represented by the common symbol $y$ for simplicity. The subscripts $n \in \{1\ldots N\}$, $\mu \in \{1\ldots 2K\}$ and $d \in \{1\ldots D\}$, respectively, represent the training observations index, the feature vector components and the discrete label index.

#### 4.4.1 Data Partition and Tree-structured Model

The dependency analysis described in Section 4.2 justifies the existence of elevation-related features at full-band ILD and high-frequency IPD. To use these results and further exploit the feature characteristics, the mapping model should satisfy two essential requirements. First, the model should be able to handle both linear and
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non-linear associations. Second, an adaptive feature selection should be embedded in the model training progress. Therefore, to fulfil these two requirements, a recursive tree-structured data partition technique, the so-called decision tree method is introduced. A tree is a hierarchical structure in which each internal node contains a specific feature condition. At each node, the training data are split into two sub-spaces by the splitting feature that maximises the MI between the selected feature and the spatial labels from sub-spaces. Notably, the MI here is also known as information gain in machine learning, which is still denoted by $\mathcal{IG}$ in latter content. Finally, each node at the terminal of the tree is defined as a leaf node, which represents a subclass of spatial labels $y$.

Formally, let $m \in \{1...M\}$ denote the splitting node index, and the subset of training data at $m$th node are defined as $\{v^{(n)}_m, y^{(n)}_m\}_{n=1}^{N_m}$, where the subset of the feature vectors and the target labels are respectively represented by $\mathcal{V}_m \subset \mathbb{R}^{2K}$ and $y^{(n)}_d \in \{y_1, y_2, \ldots y_{D_m}\}$. Defining $\mathcal{V}_{m,\mu} = \{v^{(n)}_m\}_{n=1}^{N_m}$ as $\mu$th feature subset, the information gain with the binary splitting operation using the splitting value $v_{m,\mu}$ can be obtained by:

$$\mathcal{IG}(y, v_{m,\mu}) = \frac{\sum_{d=1}^{D} P_{m}(v_{m,\mu}, y_d) \log \frac{P_{m}(v_{m,\mu}, y_d)}{P_{m}(v_{m,\mu})P_{m}(y_d)}}{\sum_{d=1}^{D} (1 - P_{m}(v_{m,\mu}, y_d)) \log \frac{1 - P_{m}(v_{m,\mu}, y_d)}{(1 - P_{m}(v_{m,\mu}))P_{m}(y_d)}}$$

(4.10)

which can also be interpreted as subtraction of entropies by:

$$\mathcal{IG}(y, v_{m,\mu}) = H(y) - H(y|v_{m,\mu}).$$

(4.11)

It is more directly perceived through (4.11) that the $\mathcal{IG}$ is evaluating the decreasing uncertainty of $y$ after splitting by $v_{m,\mu}$.

The probability components $P_{m}(v_{m,\mu}, y_d)$, $P_{m}(v_{m,\mu})$ and $P_{m}(y_d)$ are estimated by histogram-based probability estimation [115] as:

$$P_{m}(v_{m,\mu}, y_d) = \frac{1}{N_m} \sum_{n=1}^{N_m} z(v^{(n)}_{m,\mu} \leq v_{m,\mu}, y = y_d)$$

$$P_{m}(v_{m,\mu}) = \frac{1}{N_m} \sum_{n=1}^{N_m} z(v^{(n)}_{m,\mu} \leq v_{m,\mu})$$

(4.12)

$$P_{m}(y_d) = \frac{1}{N_m} \sum_{n=1}^{N_m} z(y^{(n)}_{m,d} = y_d)$$
where the indicator function \( z(\cdot) \) is defined the same as (4.7).

Depending on (4.10) and (4.12), one may split the dataset by selecting the feature index \( \mu \) and its splitting value \( v_{m,\mu} \), which maximises the value of information gain as:

\[
\tilde{v}_{m,\mu} = \arg \max_{v_{m,\mu} \in V_m} IG(y, v_{m,\mu}) \quad (4.13)
\]

where \( \tilde{v}_{m,\mu} \) indicates the optimized splitting value with its feature index \( \mu \) at node \( m \).

By repeating this splitting operation until some certain criterion is reached (e.g., the maximum number of nodes \( M \)), the original dataset \( \{v^{(n)}_\lambda, y^{(n)}_\lambda\}_{n=1}^N \) is partitioned into multiple subsets denoted as \( \{v^{(n)}_\lambda, y^{(n)}_\lambda\}_{\lambda=1}^{N_\lambda} \) with subset index \( \lambda \). The whole training progress can also be understood as a recursive clustering process, whereby the training data with common feature characteristics described by \( v^m_k \) are clustered into the same subset \( \lambda \), while the uncertainty of spatial label \( \alpha \) is minimised, so that, in such a subset, the training data only share a few \( \alpha \). Further, in this recursive approach, the splitting feature index \( k \) and its corresponding value \( v^m_k \) are adaptively re-selected via (4.13) at each node, so the most spatial dependent feature characteristics are exploited to the maximum.

Then, with a test feature vector \( \hat{v} \), the model will first categorise it into a subset with the splitting criteria obtained during training, and then the estimated posterior \( \hat{P}_\gamma(y_d|\hat{v}) \) from a single tree \( \gamma \) is given by:

\[
\hat{P}_\gamma(y_d|\hat{v}) = \frac{1}{N_\lambda} \sum_{\lambda=1}^{N_\lambda} z(y^{(n)}_\lambda = y_d|y^{(n)}_\lambda \in y_\lambda) \quad (4.14)
\]

where \( C_\lambda(\cdot) \) indicates the classification approach in the tree \( \gamma \) based on the splitting features, and \( \hat{\lambda} \) represents the estimated subset index. To avoid over-fitting and increase the robustness of the model, a committee of multiple single trees is constructed in the next section.

### 4.4.2 Random Forest Bagging and Unbiased Probability Estimation

A more robust posterior estimation can be obtained by an ensemble model, and the approach to assembling multiple decision trees is known as the tree bagging technique. The idea is to attain the final posterior probability estimation by averaging the probabilities from a committee of independent identically distributed (i.d.d.)
trees. Formally, in a forest with $\Gamma$ trees, the assembled posterior estimate is given by [115, 117]:

$$\hat{P}(y_d|\hat{v}) = \frac{1}{\Gamma} \sum_{\gamma=1}^{\Gamma} \hat{P}_\gamma(y_d|\hat{v})$$  \hspace{1cm} (4.15)

where $\gamma \in \{1, 2, ..., \Gamma\}$ is the index of i.d.d. trees, and the i.d.d. trees are obtained by introducing randomness into their training process. Many approaches have been proposed to randomise those training processes, and the bootstrap sampling method, adopted by the RF algorithm [117], has shown its effectiveness in many applications. The independence between decision trees is achieved by introducing randomness into both the training subset and feature selection. The training datasets for each tree are obtained via bootstrap sampling, in which roughly two-thirds of the data are selected for each subset.

The averaging operation in (4.16) softly selects those more confident trees from the forest, and such selection is undertaken on the leaves of the trees. In a RF, each i.d.d. tree can be understood as a union of hyper-rectangles defined by the subsets on each leaf, and the boundaries of each hyper-rectangle are determined by the splitting features $v_{m}$. Although those hyper-rectangles vary with different trees, they overlap because of the similarity of feature characteristics and spatial label clustering. Thus, the operation in (4.16) selects the area with the maximum amount of overlaps of hyper-rectangles.

Finally, the source position estimation is given by:

$$<\hat{\alpha}, \hat{\beta}> = \arg \max_{<\alpha, \beta>} \hat{P}(\alpha|\hat{v}_p)\hat{P}(\beta|\alpha, \hat{v})$$  \hspace{1cm} (4.16)

The following content presents a detailed description of model training and parameter selection, and demonstrates an interpretation of this model.

### 4.5 Model Training and Interpretation

#### 4.5.1 Model Training and Parameter Selection

A dataset of synthetic received signals is used for training purposes, and is generated by convolving the source signal and HRIR in the time domain. The Gaussian noise with about 0.5 s duration is adopted as the source signal and convolved with 003 subject HRIR from the CIPIC database [54], in which the HRIR were recorded at 25
sagittal azimuths and 50 elevations on each sagittal plane. The interaural features are extracted as described in Chapter 3, and the window length for STFT is settled as 16 ms with 8 ms shift, so there are 256 samples with a 16 kHz sampling rate. The interaural feature extracted from each frame is treated as a training sample, and 10 samples for each position are randomly selected from the dataset. Moreover, three training conditions with different SNR additive white noise are applied on the training dataset, with the aim of investigating the influence of training data quality.

In the proposed model, three parameters need to be settled during the training: the candidate feature number at each node, the splitting iteration number $M$ and the tree number $\Gamma$. The initial value of $K'$ can be set as the square root of the
total feature numbers in $v$, according to [117], and the other two parameters for the azimuth and elevation model are determined based on an empirical approach. Fortunately, the sampling scheme of RF provides a convenient measurement to evaluate the model, which is known as out-of-bag (OOB) error. Recall that around two-thirds of training data were selected as training data after the bootstrap sampling for each tree, so that those unselected data could be used as testing data. The estimation error of the OOB data is defined as OOB error. Figure 4.3 shows the OOB errors versus $\Gamma$ of the azimuth model and elevation model with different selection of $M$, where the splitting iteration number of the azimuth and elevation model are defined as $M_\theta$ and $M_\phi$, and the tree numbers are defined as $\Gamma_\theta$ and $\Gamma_\phi$, respectively. Intuitively, $M$ should relate to the class label number and correspond to the accuracy of the model. It can be observed from Figure 4.3 that small OOB error differences are obtained after a certain number of iterations that is, $M_\theta = 32$ and $M_\phi = 64$ which means the forests are fully developed for the classifications. As for the tree numbers, the OOB error tends to converge at $\Gamma_\theta = 30$ for the azimuth model and $\Gamma_\phi = 80$ for the elevation model. However, since a larger tree number can increase the robustness of the model, 20 extra trees are added on both models, and the final tree numbers are settled as $\Gamma_\theta = 50$ and $\Gamma_\phi = 100$.

4.5.2 Trained Model Interpretation

Figure 4.4 shows the changes in feature selection because of different training conditions, by comparing the feature usage account. The feature usage account is defined by the times of one feature has been used in the training. Given that the features with higher information gain are more likely to be selected as splitting features at each node, the usage account of a feature in the forest describes its dependency on the position estimation. It can be observed that, in the azimuth model trained with noise-free data, the more frequently used features are clustered at frequencies under 1 kHz, which correspond to the phase delays caused by the head width. However, in the model trained by a noisy dataset, the feature usage is more evenly distributed, which indicates that the model tends to use group delays between the ears for the estimation, which is because more features are necessary to a robust estimation with noisy training data. However, an opposite phenomenon is observed in the elevation model. With the decreasing of training data SNR, the more frequently used features are clustered to the frequency range around 3 to 5 kHz. This can be ascribed to the fact that more elevation information is generally drowned by the increasing
Experiments With Simulated Data

4.6 Experiments With Simulated Data

4.6.1 3-D Space Localisation with Mutual Information-based Feature Selection

This section presents the simulation results of 3-D space localisation with MI-based feature selection. The localisation performance of the proposed method is compared with the generic composite feature-based localisation approach presented in Chapter 3 and a simple correlation-based method [17].
Figure 4.4: Feature Usage Accounts for training condition (a) SNR = $\infty$, (b) SNR = 20dB and SNR = 10dB. The first two columns shows the feature usage for azimuth model and the last two columns shows the average feature usage for elevation model.
Figure 4.5: Split feature value comparison between (a) $\theta = 30^\circ$, $\phi = 45^\circ$ and (b) $\theta = 30^\circ$, $\phi = 135^\circ$. 
Simulation Configuration

The proposed approach is used to evaluate 950 source locations, ranging from azimuth $\alpha = -45^\circ$ to $45^\circ$ in $5^\circ$ intervals and elevation $\beta = -45^\circ$ to $230.625^\circ$ in $5.625^\circ$ increments, for the first 10 subjects HRTF measurements in the CIPIC database [54]. The speech samples from the PASCAL CHiME Speech Separation and Recognition Challenge [106] (34 males and females, each with 500 utterances sampled at 16 kHz) are used as inputs; 340 randomly selected utterances are used for the learning process, and a separate 200 utterances are used to evaluate the localisation performance. The binaural signals are simulated by convolving the HRTFs of different locations with the uncorrupted speech, and introducing the independent additive white Gaussian noise with three different SNRs of 10, 20 and 30 dB.

The frequency range for the generic composite feature-based approach is selected empirically, where $[0,4]$ kHz and $[3,5]$ kHz are the phase and magnitude feature regions for the feature-based method, while the full-band signal is used for the correlation approach. During the comparison, the mean angular error is employed as a metric to assess the localisation performance. The angular error denotes the angular distance between the estimated and actual source directions in the interaural-polar coordinate system; therefore, the estimation errors of both the azimuth and elevation ($\alpha$ and $\beta$) are implicitly included in the performance assessment.

Performance impact of the feature vector length

From Figures 4.1 and 4.2, it becomes apparent that the length of the feature vector $\tilde{v}$ can directly influence the localisation performance. For example, a length smaller
Localisation approach | Mean angular localization error
--- | --- | --- | ---
Proposed learning | 5.6° | 0.9° | 0.1°
Composite feature | 24.3° | 5.1° | 0.9°
Cross-Correlation [17] | 67.7° | 58.6° | 51.6°

Table 4.1: 3-D space localization performance comparison.

than the optimum will result in insufficient spatial information (especially in the case of the median plane), while a greater length could result in increased ambiguity because of the effects of noise. In both cases, the mean angular localisation error will be affected; thus, an optimum length for $\tilde{\mathbf{v}}$ that minimises this error must be computed at the noise power level observed in a particular localisation scenario. Hence, the training process described in Algorithm 1 is applied to a range of simulated speech inputs, and the optimum feature vector length and spatial cue combination is obtained dynamically based on their MI content.

Figure 4.6 illustrates the relationship between the mean angular errors and the length of the composite feature vector at different noise levels. The results are presented for three different SNRs, where the selected number of spatial cues varies from 10 to 200 in intervals of 10. The result for the 10 dB SNR case clearly illustrates the general behaviour discussed above (similar behaviour is observed at other noise levels as well), indicating an optimum feature vector length of approximately 90 elements. Note that the angular localisation error for the 30 dB scenario is larger than that for the 20 dB scenario when the feature vector length is less than 60. This suggests that a short feature vector may lead to unstable localisation performance; thus, a minimum length of the feature vector should be guaranteed.

Localisation performance

The performance of the proposed method is presented and compared with two other approaches in Table 4.1. Here, the received binaural inputs are obtained from 90 uniformly sampled source locations of the 950 locations in the HRTF dataset, and the resulting localisation error is averaged across multiple untrained speech inputs and source locations. The results indicate a significant improvement in performance over the generic composite feature-based localisation approach in Chapter 3, especially in the low SNR configurations. It was notable that the improvement predominantly stemmed from a reduction in front-to-back confusion. This suggests that the approach...
Individualised Interaural Feature Learning and Probabilistic Model approach overcomes the lack of spectral cues located beyond the mid- to high-frequency ranges [118] that are less robust to the effects of noise. In general, the results suggest that the MI-based feature learning and rearrangement of the spatial cues in the feature vector can both improve the localisation performance and overcome the negative effect of the dynamic truncation of the feature vector to achieve greater robustness to noise.

4.6.2 3-D Space Localisation with Probabilistic Model

To evaluate the accuracy and robustness of the proposed method, localisation tests proceed with multiple testing conditions, and the localisation results are compared with the state-of-the-art PPAM method [33]. In the last part of this section, performance in different reverberant environments is also compared and presented.

Performance Measurements and Simulation Configuration

The received signals are generated by convolving the simulated BRIRs and speech utterances. The speech utterances are obtained from the PASCAL CHiME Speech Separation and Recognition Challenge database [106], which includes 34 speakers and every speaker has 500 utterances. Each testing speech utterance has around 1 s duration.

The BRIRs used in the testing are generated with CIPIC HRTF subject 003 and the Roomsim MATLAB program [119] based on the image method in four empty shoebox rooms. A rectangular room with room sizes $5 \times 5 \times 3$ m is created in the simulation. The subject head is fixed at $(2.5, 2.5, 1.2)$ m and the sound source is positioned around the subject with the same position scheme as used in the CIPIC database, so there are 1,250 source positions ($25$ azimuths $\times 50$ elevations) in total during the tests. The distance between the sound source and the centre of the head is fixed as 1.5 m so that the acoustical environment can be considered a far-field environment. The strengths of reflections are manipulated by the absorption coefficients $\beta$ on the walls. In the additive noise test, four sets of data are generated and tested with different SNRs. The absorption coefficients are set as $\beta = 1$, so no reflections present and the interference is entirely caused by noise. As for the reverberation test, the absorption coefficients are tuned from 0.8 to 0.2 to obtain the corresponding $T_{60}$ varies from 100, 200, 300, 400 and 500 ms.

The localisation accuracy is evaluated by the correct rate of localisation. An estimation is considered correct if the difference between the estimated sound direction
and ground truth source position is below a certain tolerance threshold. To objectively demonstrate the 3-D position differences between the ground truth source position and the estimated direction, the angular error defined by the absolute angular difference between two directional vectors in a Cartesian coordinate system is calculated as:

$$\epsilon = \arccos \frac{\mathbf{d}_{<\alpha,\beta>} \cdot \hat{\mathbf{d}}_{<\alpha,\beta>}}{|\mathbf{d}_{<\alpha,\beta>}||\hat{\mathbf{d}}_{<\alpha,\beta>}|}$$

(4.17)

where $\mathbf{d}_{<\alpha,\beta>}$ and $\hat{\mathbf{d}}_{<\alpha,\beta>}$ are the ground truth source direction vector and the estimation direction vector in Cartesian coordinate system, respectively. The azimuth and elevation correct rate in interaural polar system are also presented.

**Localisation Performance with Different Training Environment**

As discussed in 4.5.2, different training conditions also affect the quality of the model, which leads to different localisation performance. In this section, the localisation performances with different training conditions are presented and compared.

In general, the localisation accuracy for all models decreases with increasing noise level. As predicted in Section 4.5.2, the model trained with moderate noise conditions performs best, and slightly outperforms the one trained with no noise data. This is because the additive zero-mean Gaussian noise increases the variance of the training data, which introduces diversity in the splitting values for all features.
and forces trees to select the features that can still provide valuable information under interference. However, the localisation result of the model trained in a strong noise environment entirely degrades because the model cannot capture the details of feature characteristics from noisy data, as demonstrated in the third column of 4.5. According to this comparison result, in the following simulations, moderate noise data are used as training data for both the proposed and reference method for comparison.

**Localisation Performance with Additive Noise**

A localisation accuracy comparison with the presence of additive noise is shown in Figure 4.8. In general, the proposed method outperforms the state-of-the-art method with both feature vector types. It can be concluded that the RF algorithm in the proposed method is capable of constructing a finer mapping between the feature characteristics and source locations, and this mapping shows robustness to additive noise. Further, through comparing the performance with different feature vectors yet the same localisation method, it can be observed that better performance is obtained by using a full ILD and IPD spectrum in the proposed method, while a more accurate result is achieved by using the ILPD vector in PPAM. The ILPD is the composited vector that connects the low-frequency IPD and full ILD as described in [33]. This different feature preference proves that the proposed method successfully exploits the non-linear cues in the high-frequency IPD spectrum, and such cues will contribute to a more accurate result.

A more detailed comparison between the azimuth and elevation estimation is provided in Table 4.2. Again, better estimation results can be obtained from the proposed method in general. In Table 4.2(a), the proposed method using full ILD/IPD spectrum vectors achieves the best result and maintains a high estimation accuracy in a severe condition. Meanwhile, the result from the proposed method using ILPD features has comparably good performance in a noise-free environment, yet degrades rapidly with decreased SNR. There are two causes of this phenomenon. First, a longer feature vector increases the diversity of available feature candidates at each splitting node; hence, the independence between decision trees increases and the forest becomes more robust. Second, the RF algorithm extracts the spatial cues at high-frequency IPD spectrum (e.g., the group delay) and those cues contribute to the estimation even in a noisy environment. In Table 4.2(b), although the elevation estimation accuracy from all methods decreases obviously with increased
noise level, the proposed method can provide a precise estimation in the high SNR scenario, compared with the results from PPAM, which indicates that elevation-related feature characteristics extracted by the RF algorithm are non-linear and more sensitive to interference.

**Localisation Performance with Reverberations**

To localise the sound source in a reverberant environment, the proposed method introduces the DP-RTF estimation method as a pre-processing front-end in the system. In the DP-RTF extraction, because the reverberation condition is assumed unknown, the CTF length $Q_k$ is settled as 0.25 s and remains unchanged in all simulations. Figure 4.9 shows the compared localisation performances with multiple reverberation configurations. Although all methods are degraded in more severe environments, the proposed methods have more accurate localisation results for both feature vector types, and the best performance is achieved by using full length vectors. It can be concluded that the high-IPD features still contain source direction information and, with an appropriate application, can contribute to the source position estimation in a reverberant environment.

Similar to the previous subsection, the azimuth and elevation estimations are compared separately in Table 4.3. In the azimuth comparison, the state-of-the-art method has better performance when using the ILPD feature vector, which
interference caused by reverberation. As for the elevation localisation, a considerably
indicates that the high-IPD features are crucial to the proposed method to tackle the
interference caused by reverberation. As for the elevation localisation, a considerably

Table 4.2: Azimuth and elevation estimation accuracy comparison in noisy environment

(a) Azimuth accuracy comparison

<table>
<thead>
<tr>
<th>SNR</th>
<th>No noise</th>
<th>30dB</th>
<th>20dB</th>
<th>10dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tolerance</td>
<td>≤ 2.5°</td>
<td>≤ 5°</td>
<td>≤ 2.5°</td>
<td>≤ 5°</td>
</tr>
<tr>
<td>Proposed - FULL</td>
<td>99.44%</td>
<td>100.0%</td>
<td>98.88%</td>
<td>100.0%</td>
</tr>
<tr>
<td>PPAM - FULL</td>
<td>79.92%</td>
<td>91.12%</td>
<td>79.52%</td>
<td>90.72%</td>
</tr>
<tr>
<td>Proposed - ILPD</td>
<td>95.68%</td>
<td>97.12%</td>
<td>87.68%</td>
<td>90.56%</td>
</tr>
<tr>
<td>PPAM - ILPD</td>
<td>89.28%</td>
<td>96.96%</td>
<td>86.64%</td>
<td>95.68%</td>
</tr>
</tbody>
</table>

(b) Elevation accuracy comparison

<table>
<thead>
<tr>
<th>SNR</th>
<th>No noise</th>
<th>30dB</th>
<th>20dB</th>
<th>10dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tolerance</td>
<td>≤ 2.5°</td>
<td>≤ 6°</td>
<td>≤ 2.5°</td>
<td>≤ 6°</td>
</tr>
<tr>
<td>Proposed - FULL</td>
<td>96.08%</td>
<td>99.52%</td>
<td>89.60%</td>
<td>96.72%</td>
</tr>
<tr>
<td>PPAM - FULL</td>
<td>28.08%</td>
<td>47.12%</td>
<td>24.48%</td>
<td>44.80%</td>
</tr>
<tr>
<td>Proposed - ILPD</td>
<td>94.40%</td>
<td>97.12%</td>
<td>76.96%</td>
<td>84.00%</td>
</tr>
<tr>
<td>PPAM - ILPD</td>
<td>44.72%</td>
<td>71.92%</td>
<td>40.72%</td>
<td>63.28%</td>
</tr>
</tbody>
</table>

Table 4.3: Azimuth and elevation estimation accuracy comparison in reverberate environment

(a) Azimuth accuracy comparison

<table>
<thead>
<tr>
<th>$T_{60}$</th>
<th>200ms</th>
<th>300ms</th>
<th>400ms</th>
<th>500ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tolerance</td>
<td>≤ 2.5°</td>
<td>≤ 5°</td>
<td>≤ 2.5°</td>
<td>≤ 5°</td>
</tr>
<tr>
<td>Proposed - FULL</td>
<td>94.32%</td>
<td>97.92%</td>
<td>91.44%</td>
<td>96.72%</td>
</tr>
<tr>
<td>PPAM - FULL</td>
<td>81.04%</td>
<td>90.64%</td>
<td>79.84%</td>
<td>90.32%</td>
</tr>
<tr>
<td>Proposed - ILPD</td>
<td>74.24%</td>
<td>84.96%</td>
<td>72.08%</td>
<td>83.28%</td>
</tr>
<tr>
<td>PPAM - ILPD</td>
<td>86.72%</td>
<td>96.88%</td>
<td>96.40%</td>
<td>77.20%</td>
</tr>
</tbody>
</table>

(b) Elevation accuracy comparison

<table>
<thead>
<tr>
<th>$T_{60}$</th>
<th>200ms</th>
<th>300ms</th>
<th>400ms</th>
<th>500ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tolerance</td>
<td>≤ 2.5°</td>
<td>≤ 6°</td>
<td>≤ 2.5°</td>
<td>≤ 6°</td>
</tr>
<tr>
<td>Proposed - FULL</td>
<td>75.84%</td>
<td>89.04%</td>
<td>68.48%</td>
<td>82.72%</td>
</tr>
<tr>
<td>PPAM - FULL</td>
<td>26.16%</td>
<td>96.88%</td>
<td>23.92%</td>
<td>40.00%</td>
</tr>
<tr>
<td>Proposed - ILPD</td>
<td>61.92%</td>
<td>42.64%</td>
<td>53.76%</td>
<td>70.32%</td>
</tr>
<tr>
<td>PPAM - ILPD</td>
<td>37.36%</td>
<td>61.60%</td>
<td>34.08%</td>
<td>55.44%</td>
</tr>
</tbody>
</table>
better elevation performance can be obtained by using the proposed methods with both vector types, which proves that mapping of elevation exploited by the RF algorithm can work well against the reverberant interference.

4.7 Conclusion

This chapter has proposed a novel elevation localisation model for binaural localisation based on the RF algorithm. The algorithm operates on the interaural features such as ILD and IPD in the spectral domain. During the training process, the RF algorithm successfully selected the most reliable feature of a spectrum by using information gain, and constructed the elevation-dependent mappings simultaneously based on its selections for each sagittal plane. In the testing, the multi-tree structure showed robustness to additive noise and flexibility to an unfamiliar acoustical environment. Further, a hierarchical localisation system was also proposed for 3-D space localisation, which achieved outstanding localisation performance in the simulation.

The specific contributions of this chapter are as follows:

i Applying MI-based feature selection for interaural features, which proved that localisation performance can be improved with selected features.
ii Providing an importance analysis for interaural features.

iii Adopting a tree-structured model to exploit the feature characteristics for binaural localisation.

iv Proposing a probabilistic mapping model for 3-D binaural localisation, and investigating the tree-based model in binaural localisation.

iv Proposing a robust binaural localisation model for an unfamiliar environment, including additive noise and reverberations.
Overview: This chapter explores the probability of using simple ITD and the active movement of listeners’ heads to localise single and multiple sound sources in 3-D space. We first present and discuss the ITD behaviour with three different types of head movement: pitch, roll and yaw. It has been shown that rotation around the vertical axis reduces the most direction ambiguity in 3-D space. We adopt the Gaussian process regression model as the mapping model to implement this active localisation model using ITD only. The proposed model shows high tolerance to additive noise and great robustness with reverberation. Further, we combine the rotating ITD feature and gammatone frequency cepstral coefficients (GFCC) and propose a new localisation method that is capable of separating and localising multiple speech sources.

5.1 Introduction

In Chapter 4, we proposed a method to localise a sound source in a complex environment with the static subject depending on the HRTF-related interaural cues and several pre-processing procedures. We concluded that pinpointing the speaker in a 3-D space is highly related to the spectral characteristics of the high-frequency domain, especially for elevation localisation. However, those characteristics must be summarised by a high-dimension feature vector and a large dataset would be necessary for model training. Moreover, those features could be easily corrupted by interference in a practical environment, such as reverberation and multiple sources. Therefore, a more robust method with the capability of localising numerous sources is desired, and, in this chapter, we propose an active binaural localisation mechanism with head rotation to tackle the challenges mentioned above.
Instead of exploiting the static feature characteristics, the proposed model aims to apply the dynamic cues caused by subject motion, which is inspired by observing the nature of human spatial hearing. Human listeners always adjust their head postures when trying to localise the sound sources in a severe environment, and it is widely accepted that such slight head movement can efficiently resolve ambiguities in sound source localisation [45–47]. Wallach [45] proved that head movements can provide information for both azimuth and elevation estimation, and asserted that movement without displacement of the interaural axis would not contribute to the localisation, which has been proven and confirmed by Perrett [46] and Wightman [47]. In addition, Kneip [120] and Thurlow et al. summarised the head rotation into three basic types as rotation or yaw around the vertical axis, tip or pitch around the interaural axis and pivot or roll around the horizontal baseline.

Recently, a few methods attempted to incorporate head movement in binaural localisation. Zhong et al. [48] combined head turn motion data and extended the Kalman filter to reduce the localisation error of azimuth and elevation. Braasch et al. [49] averaged cross-correlation patterns across different head orientations to resolve frontback confusion in anechoic conditions, and Ma et al. [50, 51] adopted head rotation to resolve frontback confusion with various acoustic configurations. However, most existing methods either require a recording while the head is rotating [48] or need a high-dimension feature vector for training [50, 51], which may result in complexity of the system during practical use. In this chapter, we describe a concise rotation model with low requirements on received signals for 3-D space localisation in a complex environment. The model only uses the ITD as the spatial cue and only requires the received signal at two static states, before and after rotation. In other words, the system does not record signals while the head is rotating. In addition, we propose a new source separation method based on the rotation model to tackle the multiple-speakers scenario.

This chapter is organised as follows. First, we summarise the relationships between the ITD and three types of head movement [120,121] and evaluate the contributions of the movement patterns in Section 4.2. Next, in Section 5.3, we develop a Gaussian process regression-based model for two-state head rotation localisation. We then endow the model with the ability to localise multiple sources, and propose an online source separation method by jointly using ITD cues and the GFCC of the signals in Section 5.4. Finally, the localisation performance of the proposed model is evaluated based on a simulated dataset with various noise and reverberation levels.
5.2 Fundamentals of Head Movement

5.2.1 Interaural Cues and Spherical Head Model

In this chapter, the vertical-polar (VP) coordinate system is adopted purposing for convenience, since the change of azimuth $\theta$ and elevation $\phi$ in such a system can directly transform the head rotation of yaw angle and pitch angle. The interaural cues for a spherical head model have previously been reviewed [122]. As reviewed in Figure 5.1(a), the head is approximated as a rigid sphere, with radius $a$, and the two microphones are placed diametrically across the spherical head on the x-axis. The single point source is located at an infinite distance with an incident angle $\alpha$, so the sound wave can be considered a plane wave when arriving at the microphones. The incidence angle $\alpha$ is defined by the angle between the vector from the origin to the source position and the positive direction of the x-axis on the surface determined by the point source and microphones (e.g., plane SOR). With an ideal spherical head [122,123], the generalised ITD can be evaluated by:

$$\tau(\alpha) = \frac{a}{c} (\cos \alpha + \alpha)$$  \hspace{1cm} (5.1)

Here, the positive and negative ITD value indicates the source located within the right and left semi-sphere, respectively.

The interaural cues in the frequency domain (e.g., the ILD and IPD) are defined
as in the previous chapters:

\[
ILD(\alpha, f) = 20 \log_{10} \left| \frac{H_l(\alpha, f)}{H_r(\alpha, f)} \right|
\]

\[
IPD(\alpha, f) = \angle \frac{H_l(\alpha, f)}{H_r(\alpha, f)}
\]

(5.2)

where \(H_l(\alpha, f)\) and \(H_r(\alpha, f)\) indicates the left and right HRTF, respectively, which can be approximated by [57]:

\[
H_l(\alpha, f) = -\frac{1}{(ka)^2} \sum_{l=0}^{\infty} \frac{(2l + 1)j^{l+1}(-1)^lP_l(\cos \alpha)}{dh_l(ka)/d(ka)} \]

\[
H_r(\alpha, f) = -\frac{1}{(ka)^2} \sum_{l=0}^{\infty} \frac{(2l + 1)j^{l+1}P_l(\cos \alpha)}{dh_l(ka)/d(ka)}
\]

(5.3)

where \(k = 2\pi f/c\) is the wave number, \(P_l(\cdot)\) denotes the Legendre polynomial of degree \(l\) and \(h_l(ka)\) denotes the \(l\)th order spherical Hankel function of the second kind.

In (5.1) and (5.2), the only directional parameter for the function of interaural cues is the incidence angle \(\alpha\); thus, the difference in interaural cues is actually caused by the changing of \(\alpha\) based on the different source position \((\theta, \phi)\), and the relationship between \(\alpha\) and \((\theta, \phi)\) can be found as:

\[
\alpha = \cos^{-1}(\cos \phi \sin \theta)
\]

(5.4)

Now the alternation of \((\theta, \phi)\) resulting from head movements is first transformed to the changing of \(\alpha\), and the corresponding variation in interaural cues can subsequently be discovered. In fact, the nature of active sound source localisation by moving the head orientation is to change \(\alpha\) and its corresponding interaural cues, and then, based on the variation of interaural cues, to evaluate the initial sound source direction.

### 5.2.2 Source Direction Representation in Cartesian Coordinates

Given that the VP coordinate system is always referenced to the subject, a representation of head posture and source location with consistency before and after head movements is necessary. To simplify the derivation process, such representa-
tion is given by a matrix transformation in the Cartesian coordinate system. The transformation from VP coordinates to the Cartesian coordinates is defined as:

\[
\begin{align*}
    x &= \cos(\phi) \sin(\theta) \\
y &= \cos(\phi) \cos(\theta) \\
z &= \sin(\phi)
\end{align*}
\] (5.5)

and the transformation from Cartesian coordinates to VP coordinates is defined as:

\[
\begin{align*}
    \theta &= \sin^{-1}\left(\frac{x}{\sqrt{x^2 + y^2}}\right) \\
    \phi &= \sin^{-1}\left(\frac{z}{\sqrt{x^2 + y^2 + z^2}}\right)
\end{align*}
\] (5.6)

and the incident angle can be represented as:

\[
\alpha = \cos^{-1}\left(\frac{x}{\sqrt{x^2 + y^2 + z^2}}\right)
\] (5.7)

Now we define the source location vector before head movement as \(S = \{x, y, z\}^T\) and the source location vector after head movement as \(S_\eta = \{x_\eta, y_\eta, z_\eta\}^T\), where \(\eta\) defines the head movement types. The head movement can be represented as:

\[
S_\eta = R_\eta S
\] (5.8)

where \(R_\eta\) is a 3 × 3 metric that defines the rotation metrics. The following content analyses the different head movement given by different \(R_\eta\), and discusses the related transformation of \(S\) and \(S_\eta\).

### 5.2.3 Head Movement Representation and Rotated Inter-aural Time Delay

In this study, only the pure rotating movements are analysed, which means that one coordinate remains invariant during the head rotating. Thus, there are three types of head movement considered [120,121]. Correspondingly, let \(\eta = [x, y, z]\) define the head rotating around the x-axis, y-axis and z-axis, which can also be re-expressed as pitch, roll and yaw, respectively. The rotation angle is denoted as \(\Delta_\eta\), and the rotating direction is set as anti-clockwise from the view of positive direction of the corresponding axis.
Pitch: Rotation around x-Axis

First, the rotation around the x-axis is considered. Figure 5.2 illustrates this type of rotation on the yz plane. The rotation metric $R_x$ can be found as:

$$R_x = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \Delta_x & \sin \Delta_x \\
0 & -\sin \Delta_x & \cos \Delta_x
\end{pmatrix} \quad (5.9)$$

The rotated coordinates for vector $S_x$ can be calculated as:

$$S_x = \begin{pmatrix}
x_x \\
y_x \\
z_x
\end{pmatrix} = \begin{pmatrix}
x  \\
y \cos \Delta_x + z \sin \Delta_x \\
-y \sin \Delta_x + z \cos \Delta_x
\end{pmatrix} \quad (5.10)$$

By substitute (5.10) into (5.7), we can obtain that,

$$\alpha_x = \alpha$$

This indicates that the rotation around the x-axis would not lead to any variation in the incident angle; thus, no extra information can be generated by such head move-
ment for the spherical model [45, 120]. Although a pitching movement will result in some minor variation in ILD and IPD because of the changes in pinna filtering for a humanoid subject, a more significant spatial cue would be expected. Therefore, this type of head movement is not an efficient method for source localisation.

Roll: Rotation around y-axis

We then analyse the rotation around the x-axis. Figure 5.5 shows the rolling of the head on the xz plane. The rotation metric $R_y$ can be found as:

$$
R_y = \begin{pmatrix}
\cos \Delta_y & 0 & \sin \Delta_y \\
0 & 1 & 0 \\
-\sin \Delta_y & 0 & \cos \Delta_y
\end{pmatrix}
$$

(5.11)

The alternate coordinates are obtained by:

$$
S_y = \begin{pmatrix}
x_y \\
y_y \\
z_y
\end{pmatrix} = \begin{pmatrix}
x \cos \Delta_y + z \sin \Delta_y \\
y \\
-x \sin \Delta_y + z \cos \Delta_y
\end{pmatrix}
$$

(5.12)
By substituting (5.11) into (5.7), the incident angle after rotation is:

$$\alpha_y = \cos^{-1}\left(\frac{x \cos \Delta_y + z \sin \Delta_y}{\sqrt{x^2 + y^2 + z^2}}\right) \tag{5.13}$$

and by replacing $x$, $y$, and $z$ with $\theta$ and $\phi$, the following relation can be obtained:

$$\alpha_y = \cos^{-1}(\cos \alpha \cos \Delta_y + \sin \phi \sin \Delta_y)$$

$$= \cos^{-1}(\cos \phi \sin \theta \cos \Delta_y + \sin \phi \sin \Delta_y) \tag{5.14}$$

From (5.14), it can be observed that the incident angle is modified by the rotation $S_y$, and its value also depends on the initial source position $(\theta, \phi)$. In an equation system of (5.14) and (5.7) with known $\alpha$, $\alpha_y$ and $\Delta_y$, the value of $\phi$ and absolute value of $\theta$ are solvable. This indicates that the rotation around the y-axis does provide the solution for the elevation localisation, yet still suffers from frontback confusion, since the sign of $\theta$ cannot be determined in the range $[0, \pi]$ and the range $[\pi, 2\pi]$.

Figure 5.4 illustrates the variation of ITD value with increasing $\Delta_y$. In each plot, the ITD is defined as positive when the sound wave comes from the left side of the subject and the positive value of $\Delta$ indicates that the rotation angle is identical to Figure 5.5. The left column presents the rotation ITD when the source is located in front of the subject, and the right column displays the scenario with the source placed behind the subject. By focusing on one column only, e.g. left column, the elevation can be deduced from the derivation of ITD. However, comparing left and right column, the ITD variation are identical, which indicates that the head rotation around y-axis cannot provides information to distinguish frontal and rear sources. Therefore, this type of rotation still suffers from frontback confusion; thus, further spatial cues are needed to identify the exact location of the source [120]. Therefore, the rotation around the y-axis is also inapplicable for ITD-only 3-D space localisation.

**Yaw: Rotation around z-axis**

At last, the rotation around z-axis is considered. Fig.5.5 illustrates the binaural microphone system placement with rotation around z-axis. The rotation metric $R_z$ is obtained as:
\[\theta = -45^\circ\]

\[\theta = -135^\circ\]

\[\theta = 0^\circ\]

\[\theta = 180^\circ\]

\[\theta = 45^\circ\]

\[\theta = 135^\circ\]

Figure 5.4: Theoretical ITD with rotation varying angle \(\Delta\) around y-axis. The sound source is located at the upper hemisphere with \(\theta \in [-135^\circ, -45^\circ, 0^\circ, 45^\circ, 135^\circ, 180^\circ]\) and \(\phi \in [90^\circ, 60^\circ, 30^\circ, 0^\circ]\) in the VP system. The left column indicates the ITD variation when the sound source is located in front of the subject, and the right column indicates the ITD variation when the sound source is located at the back of the subject. The first, second and third rows display the ITD when the sound source is located at the left, middle and right side of the subject, respectively.
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xy plane

Figure 5.5: Top view for head rotation around z-axis

\[
R_y = \begin{bmatrix}
\cos \Delta_y & \sin \Delta_y & 0 \\
-\sin \Delta_y & \cos \Delta_y & 0 \\
0 & 0 & 1
\end{bmatrix}
\] (5.15)

and the corresponded rotated coordinates is,

\[
S_z = \begin{bmatrix} x_z \\ y_z \\ z_z \end{bmatrix} = \begin{bmatrix} x \cos \Delta_z + y \sin \Delta_z \\ -x \sin \Delta_z + y \cos \Delta_z \\ 0 \end{bmatrix}
\] (5.16)

Consequently, the incident angle after rotation is calculated by:

\[
\alpha_z = \cos^{-1} \left( \frac{x \cos \Delta_z + y \sin \Delta_z}{\sqrt{x^2 + y^2 + z^2}} \right)
\] (5.17)

and a more elegant expression of \( \alpha_z \) can be found as,

\[
\alpha_z = \cos^{-1}(\cos \alpha \cos \Delta_z + \cos \phi \cos \theta \sin \Delta_z)
\]

\[
= \cos^{-1}(\cos \phi \sin(\theta + \Delta_z))
\] (5.18)
Similar to the rotation around the y-axis, by solving the equation system of (5.18) and (5.7), the value of $\theta$ and absolute value of $\phi$ can be resolved. In this type of movement, the azimuth of the initial source position can be determined, while the sign of the elevation is uncertain, which means that the yawing cannot solve the updown ambiguity. Further, by comparing (5.18) and (5.7), such rotation can be considered as a shift in $\theta$ only, which will result in a more directive transformation between $\alpha$ and $\alpha_z$.

Figure 5.6 illustrates the theoretical generalised ITD of a far-field sound source placed on the upper hemisphere. It can be observed that all source positions are distinguishable with a rotation around the z-axis. The curve of ITD variation with head rotation is trigonometric-like in all circumstances. More specifically, the azimuth can be estimated based on the initial phase of the curve, and the elevation can be estimated based on the amplitude of the curve. The source close to the horizontal plane leads to a larger amplitude; however, the source located at the top of the subject minimises the variation of ITD. Further, by comparing the left and right column in Figure 5.6, the frontback confusion can be easily resolved by observing the derivative of the ITD with rotation. With the current definition, the frontal sources have a negative derivation of ITD curve at $\Delta = 0$, while, in contrast, the sources from the back have a positive derivation. Therefore, based on the observations from Figure 5.6, for an arbitrary source on the upper hemisphere, the source location can be deducted with a known rotating angle around the z-axis.

In summary, for the three types of single rotation discussed in this section, the rolling and yawing can provide valuable information for localising a sound source in 3-D space, although each method suffers from a type of ambiguity. The rotation around the z-axis is a more effective method for the following reasons. First, the transformation between the incident angles before and after rotation is simpler and more direct, with the rotation angle only applying on one directional parameter, $\theta$. Second, the updown ambiguity would result less inconvenient in practical applications, compared with the frontback ambiguity. Given that the subject’s body will block a large area in a 3-D sphere and the source target that interests human listeners is usually located on the horizontal plane and upper hemisphere, the ambiguity of up and down is acceptable. Besides, the floor and shoulder reflection can also be helpful to resolve up-down reflection, though they are not included in this chapter. Finally, considering human head mobility, head yawing has much higher flexibility than does head rolling, which means that a larger range of rotation angle $\Delta$ can be adopted in practice. Therefore, the design of the localisation model will be based
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Figure 5.6: Theoretical ITD with rotation varying angle $\Delta$ around z-axis. The sound source is located at the upper hemisphere with $\theta \in [-135^\circ, -45^\circ, 0^\circ, 45^\circ, 135^\circ, 180^\circ]$ and $\phi \in [90^\circ, 60^\circ, 30^\circ, 0^\circ]$ in the VP system. The left column indicates the ITD variation when the sound source is located in front of the subject and the right column indicates the ITD variation when the sound source is located at the back of the subject. The first, second and third rows display the ITD when the sound source is located at the left, middle and right side of the subject, respectively.
on the yawing movement in the following content.

5.3 Binaural Localisation with Head Rotation

Based on the discussion in Section 5.2, a binaural localisation system using head rotation cues can be proposed. The system design is presented in Figure 5.7. The received signals before and after rotation are first transformed to the T-F domain by the STFT, and then the ITDs are estimated based on those received signals. If there is only one speaker, a 2-D rotation ITD vector $\vec{\tau}$ will be formed; otherwise, a speaker-separation module will be activated and a rotation ITD metric $\hat{\tau}$ will be generated. Finally, a pre-trained rotation model provides the final estimation of source locations based on $\vec{\tau}$ or $\hat{\tau}$. In this section, a single-speaker scenario is considered and the estimation of ITD and training of the rotation model are discussed. The multiple-source scenario and speaker-separation module will be expanded in Section 5.4.

Figure 5.7: Binaural localisation system with head rotation

5.3.1 Interaural Time Difference Estimation

Recall that, in the content introduced in Chapter 2, we adopted the GCC-PHAT method [23] to estimate ITD before and after the head rotation at a corresponding timeframe of $k$ and $k'$, denoted as $\hat{\tau}_k$ and $\hat{\tau}'_{k'}$, respectively. The estimation of $\hat{\tau}_k$ and $\hat{\tau}'_{k'}$ is given by:

$$
\hat{\tau}_k = \arg \max_{\tau} \mathcal{F}^{-1} \left( \frac{x_{r,k}(f)x_{l,k}^*(f)}{|x_{r,k}(f)x_{l,k}^*(f)|} \right)
$$

$$
\hat{\tau}'_{k'} = \arg \max_{\tau} \mathcal{F}^{-1} \left( \frac{x_{r,k'}(f)x_{l,k'}^*(f)}{|x_{r,k'}(f)x_{l,k'}^*(f)|} \right)
$$

(5.19)
In a single-speaker scenario, the speaker position is assumed static, and the voiced frames should have remarkable directional features while noise frames do not have such features. Therefore, a voting strategy is adopted to obtain the estimated ITDs for the received signals:

\[
\bar{\tau} = \arg \max_{\tau} \sum_{k=1}^{K} z(\hat{\tau}_k = \tau) \\
\bar{\tau}' = \arg \max_{\tau} \sum_{k=1}^{K} z(\hat{\tau}'_k = \tau)
\] (5.20)

where \( z(\cdot) \) is the indicator function. Then the rotation ITD vector is formed by concatenating \( \bar{\tau} \) and \( \bar{\tau}' \) as:

\[
\vec{\tau} = [\bar{\tau}, \bar{\tau}']
\] (5.21)

In the following content, a probabilistic model based on \( \vec{\tau} \) is proposed.

### 5.3.2 Two-state Head Rotation Model

We assume that the horizontal and vertical location of a sound source are independent; thus, the probability of source location with given \( \vec{\tau} \) can be expressed by a multiplication of the probabilities of azimuth and elevation as:

\[
P(\theta, \phi | \vec{\tau}) = P(\theta | \vec{\tau})P(\phi | \vec{\tau})
\] (5.22)

Therefore, the models of \( \theta \) and \( \phi \) can be trained separately from the training dataset. Here, considering the training set \( \{\tau^{(n)}, y^{(n)}\}_{n=1}^{N} \), where \( \tau = [1, \vec{\tau}]^T \) and \( y \) denote either \( \theta \) or \( \phi \). From the observations in Figure 5.6, the ITDs with head rotation can provide discrimination for both \( \theta \) and \( \phi \). We use an unknown latent function \( f(\tau) \) to describe this relationship as:

\[
y = f(\tau) + \varepsilon
\] (5.23)

where \( \varepsilon \) indicates the noise term subject to the zero-mean Gaussian distribution with variance \( \sigma^2 \), denoted as \( \varepsilon \sim N(0, \sigma^2) \). We then use the Gaussian process regression model and training data to estimate \( f(\tau) \). In the Gaussian process model, the unknown latent function \( f(\tau) \) is treated as a collection of random variables whose subset \( \{f(\tau^{(1)}), ..., f(\tau^{(N)})\}^T \) with inputs \( T = \{\tau^{(1)}, ..., \tau^{(N)}\}^T \) is multivariate
Gaussian denoted as:

\[
\{f(\tau^{(1)}), ..., f(\tau^{(N)})\}_T \sim \mathcal{N}(\mu(\tau), \mathcal{K}(T, T))
\]  

(5.24)

where \(\mu(\tau) \in \mathbb{R}^{N \times 3}\) defines a prior mean, which can be set as zero purposing without losing generality. \(\mathcal{K}(T, T) \in \mathbb{R}^{N \times N}\) indicates the covariance matrix of pairwise covariance function evaluations between inputs \(\tau \in T\) as:

\[
\mathcal{K}(T, T) = \\
\begin{bmatrix}
\kappa(\tau^{(1)}, \tau^{(1)}) & \kappa(\tau^{(1)}, \tau^{(2)}) & \cdots & \kappa(\tau^{(1)}, \tau^{(n)}) \\
\kappa(\tau^{(2)}, \tau^{(1)}) & \kappa(\tau^{(2)}, \tau^{(2)}) & \cdots & \kappa(\tau^{(2)}, \tau^{(n)}) \\
\vdots & \vdots & \ddots & \vdots \\
\kappa(\tau^{(n)}, \tau^{(1)}) & \kappa(\tau^{(n)}, \tau^{(2)}) & \cdots & \kappa(\tau^{(n)}, \tau^{(n)})
\end{bmatrix}
\]  

(5.25)

in which \(\kappa(\cdot)\) indicates the covariance function or the kernel function. Therefore, the training process can obtain the covariance matrix in (5.21) through the training data and (5.22).

As for the testing dataset \(T^\dagger = \{\tau^{\dagger(1)}, ..., \tau^{\dagger(N^\dagger)}\}_T\), tagged by \((\cdot)^\dagger\), their corresponding output \(\{f(\tau^{\dagger(1)}), ..., f(\tau^{\dagger(N^\dagger)})\}_T\) is still a multivariate Gaussian as:

\[
\{f(\tau^{\dagger(1)}), ..., f(\tau^{\dagger(N^\dagger)})\}_T \sim \mathcal{N}(\bar{y}^\dagger, \bar{\Sigma}^\dagger)
\]  

(5.26)

where the posterior mean \(\bar{y}^\dagger\) and covariance functions \(\bar{\Sigma}^\dagger\) are given by

\[
\begin{align*}
\bar{y}^\dagger &= (\mathcal{K}^\dagger)^T \hat{\mathcal{K}}^{-1} y \\
\bar{\Sigma}^\dagger &= \mathcal{K}^{\dagger\dagger} - (\mathcal{K}^\dagger)^T \hat{\mathcal{K}}^{-1} \mathcal{K}^\dagger
\end{align*}
\]  

(5.27)

in which \(\hat{\mathcal{K}} = \mathcal{K}(T, T) + \sigma^2 I\) captures the smoothness of \(y\). \(\mathcal{K}^\dagger = \mathcal{K}(T, T^\dagger)\) and \(\mathcal{K}^{\dagger\dagger} = \mathcal{K}(T^\dagger, T^\dagger)\) are pairwise covariance matrices between training and test data and covariance matrix of test data, respectively. Therefore, with distribution \(\mathcal{N}(\bar{y}^\dagger, \bar{\Sigma}^\dagger)\), the probability density function of a test input can be obtained by:

\[
p(y|\tau^\dagger) = \mathcal{N}(y; \bar{y}^\dagger, \bar{\Sigma}^\dagger)
\]  

(5.28)

then by replacing \(y\) with \(\theta\) and \(\phi\) and substituting (5.25) in to (5.19), the source position can therefore be given by

\[
(\hat{\theta}, \hat{\phi}) = \arg \max_{\theta, \phi} p(\theta|\tau^\dagger)p(\phi|\tau^\dagger)
\]  

(5.29)
Note that, in (5.23) and (5.24), the head rotation model has the potential to localise multiple sources when $N_s > 1$. In the next section, the head rotation model is applied for the multiple-source localisation task.

5.4 Multiple Speech Sources Localisation

This section investigates localising multiple speech sources with the proposed head rotation model. The following assumptions are made to describe a multiple-source scenario. We assume that the sources at arbitrary static locations with a known source number $N_s$ on the upper hemisphere are activated simultaneously, and the speech signals are independent, whereas the speakers’ voice characteristics should be distinguishable and the W-disjoint orthogonal assumption, which assume that only one speaker is active at one position, can be applied [124]. Intuitively, according to Figure 5.6, it can be observed that if two sources are located different azimuth but same elevation plane, it can be distinguished by ITD, while for different elevation position can be separated by different ITD variation in the head movement.

![Figure 5.8: Speech Separation Module](image)

Aimed at separating multiple speakers and estimating their positions, the speaker-separation post-processing module is introduced as shown in Figure 5.8. The general idea is to group the T-F frames of received signals based on the known source number $N_s$ and the estimated time delays $\hat{\tau}$ and $\hat{\tau}'$. Then the speech features from T-F frame groups are summarised to match up the corresponding time delays before and after the rotation. The final estimation of source directions is given by the proposed rotation model.
5.4.1 ITD Difference-based Grouping

In the W-disjoint orthogonal assumption, one source has dominating energy in some T-F frames and the spatial cues extracted from these T-F frames correspond to the dominant source. Based on this assumption and motivated by [125], the extracted ITD $\hat{\tau}_k$ and $\hat{\tau}'_k$ from (5.19) are used to select and segregate those single-speaker-dominated T-F frames. Figure 5.9(a) displays an example of a two-speaker mixture received by the left ear and the corresponding short-time ITD. Figure 5.9(b) and Figure 5.9(c) present the clean speech signals from speaker I and speaker II, respectively. It can be seen that the individual speech signals exhibit regions with large amplitude over some consecutive frames, which results in a consistent value in short-time ITD. For instance, speech I has dominant energy from $\approx 0.4$ s to $\approx 0.5$ s, and speech II is more significant from $\approx 0.55$ s to $\approx 0.75$ s. Meanwhile, the ITD behaviours match those changing dominant signals with a continuous negative value at the frames within 0.4 to 0.5 s, and a positive value from 0.55 s to 0.75 s. Moreover, the ITD behaves unstably and discontinuously at the overlapping area (e.g., 0.3 to 0.4 s). As a result of the variations of the speech signal, in those regions where the speech signals have similar strength, the ratios in (5.19) are not stable and consistency in ITD is not observed. Therefore, we can use the ITD consistency to detect the individual signal-dominated region from the mixed signals and separate the sources via the ITD value.

The consistency of $\hat{\tau}_k$ is checked by a difference function that is defined as:

$$u(\hat{\tau}_k) = \begin{cases} 1 & \hat{\tau}_k - \hat{\tau}_{k-1} = \hat{\tau}_{k+1} - \hat{\tau}_k, \\ 0 & \text{otherwise.} \end{cases}$$

(5.30)

Here, we denote $\hat{u}_r = u(\hat{\tau}_k)$ as the consistency indicator of ITD samples. Thus, the ITD samples with consistency are selected by $\hat{\tau}_k = \hat{\tau}_k|_{\hat{u}_r=1}$, where the selected frame index is denoted as $\hat{k} \in \{1, ..., K\}$. Therefore, the detection and ITD estimation of current active speakers can be jointly obtained with $\hat{k}$.

Next, we apply the k-nearest neighbours (KNN) algorithm on $\hat{\tau}_k$ to obtain the candidate ITD categories and their corresponding classified frame groups. Given that the sources number is known as $N_s$, the class number in the KNN method is settled as $N_s$ and the classified frame groups are labelled with $\ell = \{1, ..., N_s\}$. Thus, the averaged ITD in each group is denoted as $\bar{\tau}_\ell = \{\bar{\tau}_1, ..., \bar{\tau}_{N_s}\}$ and, for each frame $\tilde{k}$, the corresponding label is obtained as:
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Figure 5.9: An example of simulated two-speech mixture with short-time ITD analysis. The two speakers are placed at \((-40^\circ, 163.125^\circ)\) and \((45^\circ, 95.625^\circ)\). (a) The wave form for the mixed received signal from the left ear. (b) The clean speech from speaker I. (c) The clean speech from speaker II. (d) Short-time ITD analysis for the speech mixture.

\[
\ell_k^* = \arg \min_{\ell} \| \hat{\tau}_k - \bar{\tau}_\ell \| \tag{5.31}
\]

Therefore, each T-F frame \(x_{i,k}\) is labelled with \(\ell_k\), which can be represented by a data pair as \(\{x_{i,k}, \ell_k\}\). Let \(X^\ell_i = \{x_{i,k}, \ell_k\}_{\ell_k = \ell}\) denote the set of received signal frames with the label \(\ell\) and the frame index \(\hat{k} = \{1, ..., \hat{K}^\ell\}\). Similarly, this grouping approach would be applied on the received signals after rotation. The ITD categories after rotation are denoted as \(\bar{\tau}_\ell = \{\bar{\tau}_1, ..., \bar{\tau}_{N_\ell}\}\) and the corresponding grouped
5.4 Multiple Speech Sources Localisation

Datasets are denoted as \( X^\ell_i = \{x^\ell_i, \ell_{k}, \ell_{\tilde{k}}\}_{\ell_{k}=\ell_{\tilde{k}}} \). Now, to obtain the rotation ITD vector \( \tau \) for each speaker correctly, the order of estimated ITDs before and after the rotation must be obtained from the same speaker. This is considered a permutation problem, which is resolved by summarising and pairing the speaker features from \( \{X^\ell_i\}_{i=1}^{N_s} \) and \( \{X'^\ell_i\}_{i=1}^{N_s} \) as follows.

### 5.4.2 Permutation Based on Speaker Features Matching

To form the correct rotation vector \( \tau \), the estimated ITDs before and after rotation need to be classified by the speaker identity and matched up, and the speaker-related monaural features are essential for such classification. Inspired by [126], the GFCC are employed as the discriminative feature. The GFCC have been shown to be a good feature in many evaluations [127–129] and have been widely adopted in many speech separation methods [130–133].

In the speaker feature extraction module shown in Figure 5.8, we use gammatone filterbank as a peripheral processing, and the bandwidths of the gammatone filter bank are set as equivalent rectangular bandwidths. The impulse response of a filter is defined as [126]:

\[
g(f_c, t) = t^{(q-1)}e^{-2\pi b(f_c)t}\cos(2\pi f_c t)
\]

(5.32)

where subscript \( c = \{1, ..., C\} \) denotes the channel index of the filter and \( f_c \) denotes the central frequency of the filter channel. We use 32 channels in total for each receiver. The filter bandwidth is represented by \( b(f_c) \) and the filter order \( q \) is set as 4. With this filter bank, the windowed received signal is decomposed into the time-frequency domain. The filtered signal frames are denoted as \( \bar{x}_i(k, c) \), and the GFCC feature of the \( i \) receiver is obtained by being compressed with a cosine transform as [126]:

\[
c_i(k, j) = \sqrt{\frac{2}{C}} \sum_{c=0}^{C-1} \frac{1}{3} \log(\bar{x}_i(k, c)) \cos\left[\frac{j\pi}{2C}(2c + 1)\right]
\]

(5.33)

where \( C = 64 \) determines the number of frequency channels and \( j \) indicates the coefficient index, which ranges from 0 to 35 based on the suggestion from [134].

To match up the estimated ITD before and after rotation, the GFCC features are extracted and averaged from each ITD class \( \ell \), and the corresponding GFCC feature vector is defined as:

\[
c^\ell_{i,j} = \frac{1}{K^\ell} \sum_{k=1}^{K^\ell} c_i(\tilde{k}, j)
\]

(5.34)
Similarly, the average extracted GFCC feature after rotation can be obtained, which is denoted by $\bar{c}_{\ell_{i,j}}$. Then, with the extracted $\bar{c}^{\ell}_{i,j}$ and $\bar{c}^{\ell'}_{i,j}$, the estimated ITDs $\hat{\tau}_\ell$ and $\hat{\tau}'_{\ell'}$ can be matched. The matched ITD label for $\ell$ after rotation is obtained by:

$$
\hat{\ell} = \arg\min_{\ell'} \sum_{i=l,r} \| \bar{c}^{\ell}_{i,j} - \bar{c}^{\ell'}_{i,j} \| 
$$

(5.35)

Then the estimated ITD after rotation can be matched to $\hat{\tau}_\ell$ by label index $\hat{\ell}$, and the 2-D rotation feature vector with label $\ell$ can be formed as:

$$
\bar{\tau}_\ell = \begin{bmatrix} \hat{\tau}_\ell \end{bmatrix}
$$

(5.36)

and the rotation feature metric which contain $N_s$ sources is obtained by:

$$
\tau = \begin{bmatrix} \tau^T_1, \tau^T_2, \ldots, \tau^T_{N_s} \end{bmatrix}^{T} 
$$

(5.37)

where $\tau$ is a $N_S \times 2$ matrix where each row represents a rotation ITD vector for each active source. Then, by substituting $\tau$ into the rotation model, as shown in (5.29), the locations of $N_s$ sources can be obtained.

5.5 Simulation Result

In this section, we test the proposed head rotation localisation model in various configurations with simulated data. The performances of localising a single model in a complex environment are compared with the previous proposed model in Section 4, and the ability to pinpoint multiple sources is also exploited.

5.5.1 Simulation Data and Performance Metrics

Similar to previous chapters, the dataset for training and testing models was generated by convolving simulated BRIR and source signals. The BRIR data were generated with a Roomsim simulator [119] embedded with subject_003 HRIR data [54]. As mentioned above, the simulated sound sources were placed on the upper hemisphere with $\vartheta$ varying from $-80^\circ$ to $80^\circ$, and $\varphi$ varying from $0^\circ$ to $180^\circ$ in the interaural-polar coordinates. The simulated room has dimensions of $5 \text{ m} \times 5 \text{ m} \times 3 \text{ m}$, and the subject is placed in the middle of the room with position $(2.5 \text{ m} \times 2.5 \text{ m} \times 1.5 \text{ m})$. The source signal for training is 1 s length white noise, and for testing is randomly selected from the speech database of the PASCAL CHiME Speech
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Separation and Recognition Challenge [106]. The sampling rate for both sources is 16 kHz.

The simulated $T_{60}$ varies from 100 to 600 ms with a fixed reflection ratio from 0.2 to 0.7 for all six walls. The additive white noises with SNR range from 30 to 10 dB are also added to the received signals. In simulating the rotation, each original source signal is segregated into two parts. The first half source signal is convolved with initial directional BRIR and the second half is convolved with alternated BRIR after rotation. Aiming at explore the best localisation performance with human subject mobility limits, the rotation angle $\Delta$ is fixed as $45^\circ$ and the discrete position in the CIPIC database closest to the rotated direction are used as an approximation of rotated BRIR direction. The time consumption of rotating is neglected because it is assumed that the system would not record the signals during the rotating.

We employ two performance metrics for all configurations. We use the average absolute angular error to describe the preciseness of the localisation, which is defined by the angular difference between estimated direction vector and the ground truth direction vector, as defined in the previous chapter. By using such a metric, the confusion of transforming between interaural-polar coordinates and VP coordinates can be bypassed. Another metric used to evaluate the accuracy of the results is the correct rate. A sound source is considered correctly localised if the absolute angular difference between the estimated position and ground truth position is less than a certain threshold. Then the percentage between incidences that are correctly localised and the total number of test incidences are defined as the correct rate. The selection of correctness threshold is based on the ITD estimation resolution, which is constrained by the sampling frequency. With a sampling frequency of 16 kHz, the resolution of ITD in Figure 5.4 and Figure 5.6 is 0.0625 ms, which corresponds to a difference of about $10^\circ$ of $\alpha$ based on (5.1). Therefore, the preciseness of the ITD model is $10^\circ$ and the correctness tolerance threshold is set as $\pm10^\circ$.

5.5.2 Single-source Localisation

We first test the proposed method with the single-source dataset used in Chapter 4. Table 5.1 shows the average error on a different noise reverberation level. The results suggest that the proposed method is insensitive to non-directional noise. In a low-reverberant environment (e.g., $T_{60} < 400$ ms), the average errors have small variation with varying SNR, which proves that the ITD provides a robust spatial cue for localisation and the rotation model can successfully resolve the cone-of-
confusion problem by exploiting the rotation-caused ITD differences. However, the error rises with increasing reverberation, which indicates that the ITD-only-based rotation model may be misdirected by the directional interference, since the system introduced in Section 5.3 did not equip any de-reverberation procedure. In particular, when $T_{60} = 500$ ms, the localisation error is even higher at a high SNR scenario. This is because, in a high-reverberant and low-noise environment, the reflected signal waves have similar consistency as the direct path signal, while the speaker feature-based separation procedures have little effect on those reverberations, since they all come from the same speaker. Introducing the de-reverberant pre-processing could be a possible resolution to tackling such a high-reverberant environment.

<table>
<thead>
<tr>
<th>$T_{60}$</th>
<th>SNR</th>
<th>10 dB</th>
<th>20 dB</th>
<th>30 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Reverberation</td>
<td>5.27°</td>
<td>5.17°</td>
<td>5.12°</td>
<td></td>
</tr>
<tr>
<td>200 ms</td>
<td>5.4°</td>
<td>5.3°</td>
<td>5.2°</td>
<td></td>
</tr>
<tr>
<td>300 ms</td>
<td>5.6°</td>
<td>5.8°</td>
<td>5.5°</td>
<td></td>
</tr>
<tr>
<td>400 ms</td>
<td>6.1°</td>
<td>5.8°</td>
<td>5.8°</td>
<td></td>
</tr>
<tr>
<td>500 ms</td>
<td>7.6°</td>
<td>8.8°</td>
<td>15.1°</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Single source localisation error.

The performance evaluations based on a correct rate with different noise and reverberation levels are presented in Figure 5.10 and Figure 5.11, respectively. Figure 5.10 shows that the ITD rotation model has remarkable accuracy and robustness to additive noise. The high correctness level proves that the rotation could provide sufficient spatial information for the sound source localising on the upper hemisphere, and, thanks to the insensitivity of ITD to the noise, the localisation performances hardly change even in a severe noisy configuration.

In Figure 5.11, although the performances of both methods are affected by the increasing reverberation level, the rotation model outperforms the RF method. Given that the rotation is dynamically introducing more spatial information, especially for solving the cone-of-confusion problem, the rotation model can provide a more accurate elevation estimation. Table 5.2 demonstrates the averaged elevation estimation error in the interaural-polar coordinates, which is actually the localisation performance on a confusion cone. It is clear that the rotation model always generates a smaller error, which indicates that the difference of ITD before and after rotation can offer a more reliable cue for the elevation ambiguity.

In summary, the proposed rotation model can give a robust direction estimation for the single active source in the presence of noise, and the cone-of-confusion
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Figure 5.10: Localisation correct rate comparison with different noise levels in an anechoic chamber with ±10° threshold.

Figure 5.11: Localisation correct rate comparison with different reverberation levels with ±10° threshold. The noise level is fixed as 30 dB SNR.

<table>
<thead>
<tr>
<th>Methods</th>
<th>$T_{60}$ [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>200</td>
</tr>
<tr>
<td>Random Forest</td>
<td>12.2°</td>
</tr>
<tr>
<td>Rotation ITD</td>
<td>7.1°</td>
</tr>
</tbody>
</table>

Table 5.2: Average angular error comparison between Random Forest model and proposed rotation ITD model.
problem is efficiently resolved by exploiting the ITD information with a two-state rotation.

### 5.5.3 Multiple Sources Localisation

We then investigate the ability of the rotation model to localise multiple sources. More specifically, a dataset of a two-source signal mixture is tested with multiple noise configurations. The received signal mixture is simulated by linearly adding two pieces of single-speaker test data in the time domain, and the source locations are randomly selected from the single-source database without overlapping. For each noise level, 500 mixtures are generated and tested.

As for the performance evaluation, the localisation results are still evaluated by the average angular error and correct rate, while each signal mixture is considered as two localisation incidents. Therefore, the average angular error and the correct rate are calculated on 1,000 incidents. To characterise those unsuccessful localisations, another metric named the one-source correct rate is introduced to describe the results in which at least one source position is successfully localised in each mixture.

<table>
<thead>
<tr>
<th>SNR</th>
<th>$\infty$</th>
<th>30 dB</th>
<th>20 dB</th>
<th>10 dB</th>
<th>0 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Angular Error</td>
<td>11.9°</td>
<td>12.2°</td>
<td>13.0°</td>
<td>19.0°</td>
<td>30.0°</td>
</tr>
<tr>
<td>Correct Rate</td>
<td>79.60%</td>
<td>81.60%</td>
<td>79.90%</td>
<td>71.40%</td>
<td>56.00%</td>
</tr>
<tr>
<td>One-source Correct Rate</td>
<td>93.60%</td>
<td>94.40%</td>
<td>96.60%</td>
<td>95.60%</td>
<td>90.00%</td>
</tr>
</tbody>
</table>

Table 5.3: Localisation performance of ITD rotation model for two-sources localisation.

The performances shown in Table 5.3 suggest that the proposed method is capable of successfully localising most sources in a scenario with two active speakers. A notable degrading of results can only be observed in a very noisy environment, in which case a noise-reduction method would be expected. These results justify that the proposed speech separation module can efficiently separate the source signals, even without prior knowledge of the speakers. Further, the one-source correct rate indicates that, in most cases, at least one source can be correctly detected and localised, which proves that the separation module is capable of exploiting the surviving spatial information from a strong noise effect.
5.6 Conclusion

This chapter has investigated the effect of head rotation in binaural localisation. It has discussed three types of head rotation and their consequential effects on the ITD, and indicated that the ITD variation caused by a single determined rotation around the interaural axis can provide sufficient spatial information for both azimuth and elevation localisation. We then proposed a statistical model using the ITD cues with the rotation for the 3-D space binaural localisation. Further, we explored the capability to localise multiple sources, and proposed a multi-source separation method using ITD difference and speech features. The proposed method was tested with simulated data in various environment configurations, and the rotation model showed remarkable robustness and accuracy of localisation in all testing configurations. Finally, the model was tested with a multi-source scenario, and the model demonstrated capability to separate and localise the speakers with a pair of mixed received signals.

The specific contributions of this chapter are as follows:

i Investigating the effect of yawing, pitching and rolling on the ITD in binaural localisation with a spherical model, which proved that yawing movement can efficiently resolve frontback confusion and cone of confusion. This enabled extension of the existing horizontal plane localisation methods to a 3-D space localisation.

ii Proposing a Gaussian process regression-based model with outstanding vertical plane localisation ability based on active rotation. This model is very accessible in practice because it only requires estimating ITDs at two ITDs when the head is stationary before and after rotation. With such a system design, the existing ITD estimation methods can be incorporated with the proposed rotation model with minor modification.

iii Proposing an online speech separation method based on the two-state ITD differences and the speech feature characteristics, which proved that the ITD can be applied as a reliable speech detector in a multiple-source environment.

iv Using simulation evaluations to demonstrate the remarkable robustness of 3-D space localisation in the presence of noise and reverberation without any pre-processing procedure. This suggests that the dynamic the spatial cues
provided by the head rotation or microphone movement should be considered and applied in the real-world localisation tasks.
Overview: This chapter explores the probability of using simple ITD and the active movement of listeners’ heads to localise single and multiple sound sources in 3-D space. We first present and discuss the ITD behaviour with three different types of head movement: pitch, roll and yaw. It has been shown that the rotation around the vertical axis reduces most of the direction ambiguity in 3-D space. We adopt the Gaussian process regression model as the mapping model to implement this active localisation model using ITD only. The proposed model shows high tolerance to additive noise and great robustness with reverberation. Further, we combine the rotating ITD feature and GFCC and propose a new localisation method with the capability of separating and localising multiple speech sources.

6.1 Introduction

As presented in Chapter 4 and Chapter 5, the proposed methods can localise sound sources accurately and robustly with simulated data. However, testing the proposed methods in practical environments remains necessary because the simulated data are generated based on a mathematical model with several assumptions, which might be difficult to achieve in a practical environment. Therefore, in this chapter, the proposed localisation methods are tested with data recorded in a real indoor environment with the existence of reverberation and background noise.

The experimental evaluation of the localisation performance is conducted in an enclosed laboratory at the Australian National University. A GRAS KEMAR manikin Type 45BA human-like simulator is used to collect the binaural testing data, which is performed by playing a source signal via loudspeakers fixed at dif-
ferent directional positions. Two Type 40AG polarised pressure microphones are placed at the entrance of the ear canal of the dummy head. To test the robustness and practicality of the proposed method, the testing dataset is collected in a real laboratory environment, while the training data are synthesised as described in the previous chapters based on the open HRTF database (i.e., CIPIC database) [54]. Hence, the testing environment is completely unfamiliar to the localisation model, and no prior knowledge about the room acoustical characteristic is learnt during the training process.

The remainder of this chapter is structured as follows. In Section 6.2, we present the details of our experimental equipment and explain the experiment procedures. Section 6.3 shows the preparation of the testing data, including the tested locations and calibration of the raw signals. Finally, the localisation performance is demonstrated in Section 6.4, in which both passive and active systems are tested, and the possible errors of the results are discussed.

6.2 Experiment Facility and Room Configurations

The experiment system can be generally separated into two independent subsystems: the audio playback system and the binaural signal recording system. The general structure and connection relationship of the systems is shown in Figure 6.1, and the setup of the experiment is shown in Figure 6.2. In this system, the source signal is played by the audio playback system via spatially placed loudspeakers. The emitted signal then propagates through the space and is captured by the recording system. The recorded signals are pre-processed and delivered to another computer for the localisation. The later content includes the more detailed configurations of the two systems.

In the audio playback system, 22 loudspeakers are placed on a regular dodecahedron. The loudspeakers are fixed on the middle of the edges and face the centre of the dodecahedron, as shown in Figure 6.2. Figure 6.3 demonstrates the ground truth loudspeaker array placement positions and their corresponding labels in the Cartesian coordinate system. All loudspeakers are driven by the Dante audio network system, as shown in Figure 6.4(a), which is controlled by a computer. As for the recording system, the signals are captured by two Type 40AG polarised pressure microphones planted in the ear canals of the dummy head. The captured signals
are then converted via the U-PHORIA UMC202HD audio interface and transferred to another computer via a USB connection.

In the experiment, we first switch on the recording system, and then play the source signal with one of 22 loudspeakers with selected positions. The signals captured by the recording system are converted and delivered to the localisation systems, and the estimated source location can be obtained. In such a system setup, the generation of directional audio signal and the process of localisation are physically isolated, so the performance of the localisation entirely relies on the recorded signals, and no prior knowledge about the source signal and environmental acoustic configurations can be obtained by the localisation system. Therefore, the robustness and flexibility of the proposed methods can be examined.

6.3 Testing Positions and Microphone Data Preprocessing

As aforementioned, the source signal is played by an array of 20 loudspeakers, so the ground truth source positions are identical to the locations of the loudspeakers. Figure 6.3 and Table 6.1 illustrate the ground truth positions of loudspeakers represented in the interaural-polar coordinate system with the label indices. The testing loudspeaker positions are not presented in the training positions. Thus, a correct estimation should be the nearest location label to the ground truth. Notably, there are seven loudspeakers placed beyond the training region as shown in Figure 6.2.
Figure 6.2: The hardware set-up. The loudspeakers are positioned on the middle of edges of a dodecahedron frame, and the dummy head simulator with two microphones are placed in the centre of the speaker arrays.
and marked from 23 to 30 in Figure 6.3. Those loudspeakers are muted during the following tests, since the localisation of these speakers is meaningless.

One issue that must be noted is that the impulses of the two microphone channels cannot be identical in the real world, and small differences lead to inaccuracy in localisation. Therefore, in the binaural recording system, the raw signals captured by the binaural microphones are equalised before passing to the localisation model, which aims at minimising the amplitude difference between channels. The equalisation is performed by multiplying a generic compensation coefficient $\zeta_l$ on the left-ear channel, and this coefficient is pre-measured in two steps. First, one 2 s white noise signal is played as the source signal by each loudspeaker, and the captured signals are notated as $x_{1,l,k}(t, \Theta)$ and $x_{1,r,k}(t, \Theta)$. Second, the connection of two channels is switched and the same source signals are played by each speaker again. The signals captured by the switched channel are notated as $x_{2,l,k}(t, \Theta)$ and $x_{2,r,k}(t, \Theta)$. Ideally, if the two channels are identical, we would have $x_{1,l,k}(t, \Theta) = x_{2,r,k}(t, \Theta)$ and $x_{1,r,k}(t, \Theta) = x_{2,l,k}(t, \Theta)$. Therefore, the estimated left-ear compensation coefficient $\hat{\zeta}_l$ can be estimated by averaging all frames and positions as:

$$\hat{\zeta}_l = \sum_{k, \Theta} \left[ \frac{x_{2,r,k}(t, \Theta)}{x_{1,l,k}(t, \Theta)} + \frac{x_{1,r,k}(t, \Theta)}{x_{2,l,k}(t, \Theta)} \right]$$

(6.1)
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(a) Dante audio network system

(b) U-PHORIA UMC202HD audio interface

Figure 6.4: System hardware
and hence, the binaural signals for localisation are calibrated by,

\[ x_l(t, \Theta) = \hat{\zeta}_l \cdot x_{1,l,k}(t, \Theta) \]
\[ x_l(r, \Theta) = x_{1,r,k}(t, \Theta) \]  \hspace{1cm} (6.2)

Given that the calibration is applied on the left channel for all source positions in the time domain, it is spatial and frequency independent, and does not introduce external information to estimate the sound source position.

### 6.4 Experiment Result

The experiment includes both passive localisation and active localisation. Aimed at testing the generalisation ability of the proposed models, especially the localisation performance in an unfamiliar environment, the models are trained with simulated data, as presented Chapter 4 and Chapter 5. The white noise signal is used as additive noise in the training data and the SNR is fixed as 20 dB. Given that the model is trained with simulated data, the testing room can be considered an unfamiliar environment, and the model can only use the learnt localisation cues of the dummy head.

#### 6.4.1 Passive Localisation

The localisation performance of the passive model introduced in Chapter 4 is demonstrated in Table 6.1. The localisation tests are repeated 10 times, and, in each test, the random selected speech utterances (around 1 to 2 s per utterance) are played as the source signal through the first 22 speakers. The results justify that the model can effectively localise the source positions. The azimuth localisation is very accurate, since the model returns the nearest azimuth class to the ground truth position. Although the accuracy of elevation localisation is degraded compared with the simulation results in the previous chapters, the absolute angular error remains around 10 degrees, which corresponds to around 17 cm differences with a 1 m source distance. Several factors may cause the decreasing of localisation accuracy. One obvious cause is the difference of HRTF between the CIPIC database and the used dummy head. Those differences could result from assembling the dummy head in practice, which would affect the features in a high-frequency region. This issue could be resolved by replacing the training data with measured HRTFs of the subject being used. In addition, the reflections from objects in the laboratory may interfere with the
localisation, since there are no de-reverberation operations during testing.

<table>
<thead>
<tr>
<th>Loudspeaker No.</th>
<th>True Azimuth</th>
<th>True Elevation</th>
<th>Estimated Azimuth</th>
<th>Estimated Elevation</th>
<th>Estimated Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-18.0°</td>
<td>63.4°</td>
<td>-22.0°</td>
<td>81.7°</td>
<td>35.3°</td>
</tr>
<tr>
<td>2</td>
<td>18.0°</td>
<td>63.4°</td>
<td>20.0°</td>
<td>67.5°</td>
<td>4.3°</td>
</tr>
<tr>
<td>3</td>
<td>30.0°</td>
<td>100.8°</td>
<td>30.0°</td>
<td>71.4°</td>
<td>31.5°</td>
</tr>
<tr>
<td>4</td>
<td>0.0°</td>
<td>121.7°</td>
<td>-5.0°</td>
<td>123.8°</td>
<td>2.0°</td>
</tr>
<tr>
<td>5</td>
<td>-30.0°</td>
<td>100.8°</td>
<td>-30.0°</td>
<td>84.4°</td>
<td>14.0°</td>
</tr>
<tr>
<td>6</td>
<td>0.0°</td>
<td>31.7°</td>
<td>0.0°</td>
<td>33.8°</td>
<td>2.0°</td>
</tr>
<tr>
<td>7</td>
<td>54.0°</td>
<td>63.4°</td>
<td>55.0°</td>
<td>60.2°</td>
<td>3.6°</td>
</tr>
<tr>
<td>8</td>
<td>30.0°</td>
<td>142.6°</td>
<td>30.0°</td>
<td>140.6°</td>
<td>1.7°</td>
</tr>
<tr>
<td>9</td>
<td>-30.0°</td>
<td>142.6°</td>
<td>-30.0°</td>
<td>135.6°</td>
<td>6.1°</td>
</tr>
<tr>
<td>10</td>
<td>-54.0°</td>
<td>63.4°</td>
<td>-55.0°</td>
<td>59.1°</td>
<td>2.8°</td>
</tr>
<tr>
<td>11</td>
<td>-18.0°</td>
<td>0.0°</td>
<td>-20.0°</td>
<td>0.0°</td>
<td>2.0°</td>
</tr>
<tr>
<td>12</td>
<td>18.0°</td>
<td>0.0°</td>
<td>19.5°</td>
<td>10.7°</td>
<td>11.9°</td>
</tr>
<tr>
<td>13</td>
<td>54.0°</td>
<td>0.0°</td>
<td>55.0°</td>
<td>0.0°</td>
<td>1.5°</td>
</tr>
<tr>
<td>14</td>
<td>90.0°</td>
<td>0.0°</td>
<td>80.0°</td>
<td>-39.9°</td>
<td>10.0°</td>
</tr>
<tr>
<td>15</td>
<td>54.0°</td>
<td>180.0°</td>
<td>55.0°</td>
<td>194.1°</td>
<td>9.6°</td>
</tr>
<tr>
<td>16</td>
<td>18.0°</td>
<td>180.0°</td>
<td>20.0°</td>
<td>177.8°</td>
<td>3.5°</td>
</tr>
<tr>
<td>17</td>
<td>-18.0°</td>
<td>180.0°</td>
<td>-18.0°</td>
<td>157.5°</td>
<td>24.4°</td>
</tr>
<tr>
<td>18</td>
<td>-54.0°</td>
<td>180.0°</td>
<td>-55.0°</td>
<td>182.8°</td>
<td>2.2°</td>
</tr>
<tr>
<td>19</td>
<td>-90.0°</td>
<td>0.0°</td>
<td>-80.0°</td>
<td>-39.9°</td>
<td>10.0°</td>
</tr>
<tr>
<td>20</td>
<td>-54.0°</td>
<td>0.0°</td>
<td>-55.0°</td>
<td>1.7°</td>
<td>2.7°</td>
</tr>
<tr>
<td>21</td>
<td>-30.0°</td>
<td>-37.4°</td>
<td>-30.0°</td>
<td>-38.8°</td>
<td>1.9°</td>
</tr>
<tr>
<td>22</td>
<td>30.0°</td>
<td>-37.4°</td>
<td>30.0°</td>
<td>-33.8°</td>
<td>3.1°</td>
</tr>
</tbody>
</table>

Table 6.1: Localisation performance of the passive model. The ground truth loudspeaker locations are represented in $\Theta_{IP}$.

### 6.4.2 Active Localisation

The performance of the active model with head rotation is also tested with the same experiment configurations. The rotation is implemented by manually rotating the subject’s head only as shown in Figure 6.5. The experiment reflects one of the advantages of the proposed rotation model using ITD only again. Obviously, the reflection pathways from the subject body to the ears, as well as the corresponding interaural features, have been changed with the rotation of the listener’s head, as shown in Figure 6.5, while the ITDs remain unchanged, since the head diameter is static. Therefore, the models trained based on ITDs extracted from the HRTFs without head rotation are still valid.
State I: head posture before rotation. State II: head rotated with $\Delta = 45^\circ$

Figure 6.5: Two States of head rotation model.

The active localisation results are listed in Table 6.2. According to the results, no frontback azimuth or elevation confusion is observed using the proposed active method, which is thanks to the frontback asymmetry ITD behaviour while rotating the head.

The posted results are compared with the baseline localisation method, as mentioned in Chapter 4. Table 6.3 compares the localisation performances between the proposed passive and active method with the PPAM model, which can be considered a passive localisation method [33]. The configurations of the three methods are set the same as described in previous chapters, and the results are compared through the average angular error and the correctness percentage with different tolerance error.

In the comparison, the proposed passive method has a five degree improvement in the average angular error, which means that the proposed method can provide a more accurate localisation. As for the correct localisation percentage, most localisation errors are smaller than five degrees, and less than 10% tests have errors that greater than 20 degrees. This suggests that the proposed method also has a more precise localisation result than does the PPAM method. In general, the proposed
<table>
<thead>
<tr>
<th>Loudspeaker No.</th>
<th>True Azimuth</th>
<th>True Elevation</th>
<th>Estimated Azimuth</th>
<th>Estimated Elevation</th>
<th>Estimated Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-18.0°</td>
<td>63.4°</td>
<td>-16.9°</td>
<td>55.7°</td>
<td>7.4°</td>
</tr>
<tr>
<td>2</td>
<td>18.0°</td>
<td>63.4°</td>
<td>15.5°</td>
<td>65.2°</td>
<td>3.0°</td>
</tr>
<tr>
<td>3</td>
<td>30.0°</td>
<td>100.8°</td>
<td>27.9°</td>
<td>97.1°</td>
<td>3.8°</td>
</tr>
<tr>
<td>4</td>
<td>0.0°</td>
<td>121.7°</td>
<td>2.8°</td>
<td>138.8°</td>
<td>15.3°</td>
</tr>
<tr>
<td>5</td>
<td>-30.0°</td>
<td>100.8°</td>
<td>-35.1°</td>
<td>99.0°</td>
<td>5.3°</td>
</tr>
<tr>
<td>6</td>
<td>0.0°</td>
<td>31.7°</td>
<td>2.6°</td>
<td>34.9°</td>
<td>4.1°</td>
</tr>
<tr>
<td>7</td>
<td>54.0°</td>
<td>63.4°</td>
<td>55.7°</td>
<td>45.3°</td>
<td>10.6°</td>
</tr>
<tr>
<td>8</td>
<td>30.0°</td>
<td>142.6°</td>
<td>27.7°</td>
<td>132.0°</td>
<td>9.6°</td>
</tr>
<tr>
<td>9</td>
<td>-30.0°</td>
<td>142.6°</td>
<td>-30.9°</td>
<td>143.2°</td>
<td>0.5°</td>
</tr>
<tr>
<td>10</td>
<td>-54.0°</td>
<td>63.4°</td>
<td>-54.8°</td>
<td>63.7°</td>
<td>0.8°</td>
</tr>
<tr>
<td>11</td>
<td>-18.0°</td>
<td>0.0°</td>
<td>-17.7°</td>
<td>11.6°</td>
<td>11.2°</td>
</tr>
<tr>
<td>12</td>
<td>18.0°</td>
<td>0.0°</td>
<td>15.0°</td>
<td>1.1°</td>
<td>3.1°</td>
</tr>
<tr>
<td>13</td>
<td>54.0°</td>
<td>0.0°</td>
<td>55.1°</td>
<td>4.3°</td>
<td>2.8°</td>
</tr>
<tr>
<td>14</td>
<td>90.0°</td>
<td>0.0°</td>
<td>81.0°</td>
<td>36.4°</td>
<td>9.0°</td>
</tr>
<tr>
<td>15</td>
<td>54.0°</td>
<td>180.0°</td>
<td>54.4°</td>
<td>167.9°</td>
<td>7.1°</td>
</tr>
<tr>
<td>16</td>
<td>18.0°</td>
<td>180.0°</td>
<td>15.2°</td>
<td>171.9°</td>
<td>8.3°</td>
</tr>
<tr>
<td>17</td>
<td>-18.0°</td>
<td>180.0°</td>
<td>-16.0°</td>
<td>148.4°</td>
<td>30.3°</td>
</tr>
<tr>
<td>18</td>
<td>-54.0°</td>
<td>180.0°</td>
<td>-56.9°</td>
<td>172.6°</td>
<td>5.1°</td>
</tr>
<tr>
<td>19</td>
<td>90.0°</td>
<td>0.0°</td>
<td>-80.0°</td>
<td>58.0°</td>
<td>10.0°</td>
</tr>
<tr>
<td>20</td>
<td>54.0°</td>
<td>0.0°</td>
<td>-53.7°</td>
<td>26.9°</td>
<td>15.8°</td>
</tr>
</tbody>
</table>

Table 6.2: Localisation performance of the active model.
model provides better passive localisation performance in a practical laboratory environment. As for the active localisation, the performance is slightly degraded compared with the proposed passive method, but a notable improvement can be observed on the standard deviation of the angular error. This indicates that the active head movement can effectively resolve frontback confusion and obviously increase the preciseness of the localisation.

### 6.4.3 Multiple-source Localisation

Finally, the multiple-source localisation is tested with the above experiment setup. For each testing signal, two randomly selected utterances are played by two different random speakers from number 1 to 20, and 200 signals are tested. The localisation results evaluated in correctness percentage are shown in Table 6.4.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>1-source</th>
<th>2-source</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤ 5°</td>
<td>43.60%</td>
<td>26.25%</td>
</tr>
<tr>
<td>≤ 10°</td>
<td>72.40%</td>
<td>65.62%</td>
</tr>
<tr>
<td>≤ 15°</td>
<td>75.94%</td>
<td>69.40%</td>
</tr>
</tbody>
</table>

Table 6.4: Localisation performance of two-sources localisation.

From Table 6.4, it can be observed that the proposed method successfully separates and localises most test signals during the experiments. However, there is a degrading, compared with the simulation results, which could be caused by multiple factors. For example, in the laboratory, part of the noise is not entirely uncorrelated white noise, as assumed in the simulation (e.g., the air conditioner), which could result in a bias in the estimation of the sound source direction.

### 6.5 Conclusion

This chapter has demonstrated the design of the binaural testing system and presented practical testing of the proposed localisation methods in a laboratory environ-
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Three listing scenarios have been tested, which included passive localisation, active localisation and multiple-source localisation. The testing results proved the effectiveness of the proposed methods in the real-world environment, and indicated remarkable localisation performance.

The specific contributions of this chapter are as follows:

i Testing the proposed localisation method in a practical environment, which proved that the proposed method can effectively localise the sound source without prior knowledge of the environment.

ii Testing the head rotation model in a practical scenario without de-reverberation processing, which also proved that the head movement can significantly promote the localisation performance in an indoor environment.

iii Verifying the compatibility of the proposed methods with existing hardware equipment, and designing a binaural testing system with an array of 30 loudspeakers and a KEMAR dummy head.
Chapter 7

Conclusion and Further Research Directions

This chapter states the general conclusions drawn from this thesis, as well as possible future research arising from this work. A summary of the research contributions can be found at the end of the previous chapters and is not repeated here.

7.1 Conclusion

This thesis was concerned with understanding binaural sound source localisation and attaining insight into the spatial features that are exploited by human listeners. Motivated by the growing interest in exploiting human auditory localisation information and building humanoid binaural hearing models, this thesis considered two open problems: (i) evaluating and retrieving the most valuable spatial-related interaural features, and (ii) creating a mapping model between those features and the sound source locations.

By introducing the existing binaural localisation methods, we identified the problem of binaural spatial information extraction to exploit the interaural features from a dual-channel system, and selected the most valuable spectral ranges for different types of features. The most significant conclusion was that spectral-based selection of interaural features can improve localisation performance in the presence of noise, especially for localisation in the vertical directions, which is based on machine learning methods to evaluate the dependency between features and the source positions. It was also shown that the significance of localisation cues depends not only on frequencies, but also on the corresponding sound source positions, and such observation provides a new possible means to construct binaural localisation models. The proposed localisation model integrates the feature selection procedure in the training process, which provides more means to evaluate the importance of binaural
The remainder of this thesis investigated the influence of listeners active movement and the related dynamic features. We summarised those movements into three typical styles, and devised the corresponding interaural feature behaviour based on a spherical listener model. The analysis demonstrated that the rotation on the horizontal plane provided the most distinct features for localisation in the 3-D auditory scenes. Further, such movement transferred the vertical difference of the incident sound direction into a variety of interaural cues, which provided a more robust way to estimate the vertical location of sound sources, and enabled the model to distinguish multiple sources during a period of time. Hence, the model was capable of estimating multiple sound sources based only on the interaural signal arrival time differences before and after rotation. Overall, this thesis has shown that selecting a particular range of features can improve the sound source localisation performance in 3-D spaces.

The preferred feature ranges are dependent on both frequency and source direction. A novel localisation model that emphasised those features’ characteristics during training was presented, and the corresponding localisations were performed on a KEMAR dummy head in a real laboratory environment. In addition, the active head rotation movement of listeners could provide simple yet robust dynamic cues for 3-D space localisation, which enables the listener to separate multiple sources and estimate their directions easily.

7.2 Further Research Direction

A number of problems that can be explored following on the basic concepts that have been proposed in this thesis, which gives rise to a series of possible future research directions. Listed below is a subset of these problems related to the binaural localisation.

Generic Binaural Localisation Model

One avenue of future research is to generate a generic binaural localisation model. The localisation models proposed in this thesis were customised based on a single subject, which only reflected the specific localisation performance for one set of HRTF. In future work, the valuable features between different subjects could be studied, and a generic localisation model applicable to most human-like binaural
dummy head setups could be proposed. Such a generic model would have great value in building a human-like auditory robot.

**Active Localisation Based on Complex and Arbitrary Movement**

In Chapter 5, we investigated three types of head movement and their corresponding variation of ITDs. It was shown that the rotation movement can provide the most robust and directive cues for localisation. However, human head movement can be a combination of those three types of movement, so the best posture corresponding to the HRTF for localisation can be studied.

**Correlation between the Localisation Model and Human Localisation Performance**

The localisation models proposed in this thesis were mainly based on the HRTF from the CIPIC datasets, which were collected from 45 human subjects. In future work, the relationship of localisation performance between the proposed model and real humans could be studied. Such a comparison could result in a better understanding of spatial feature usage from the perspective of psychoacoustics, which would be beneficial to design a new generation of hearing aids and testing devices.

**Simulated Human Hearing Model**

The current localisation model used HRTF data collected from the human subject; however, these data were not necessarily reflecting actual human spatial hearing behaviour. A more human-liked localisation model is expected, which would not only localise the sources, but also reappear the errors and mistakes as humans do. Such a model would make a huge contribution to the development of virtual audio and spatial audio device testing.
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