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Abstract

In this thesis, theoretical chemistry methods have been employed to study different pho-

tochemical reactions, organocatalysts, and how this chemistry can be employed in the

rational design of more efficient compounds. As necessary, computational methods and

procedures were assessed and benchmarked for appropriateness and, when possible,

calculated results and conclusions were set in context against experimental data. The

main findings of this work are as follows.

Multi-component anthraquinone-based systems were studied for their visible light

photoinitiating ability. Experimental and theoretical approaches were used to elucidate

the photoinitiation mechanisms and rationalize the difference in reactivity between sub-

stitution patterns. Excited state redox processes were found to take place, and the sub-

stitution patterns and functional groups affect the radical cation and anion stabilities,

relative to their excited states. These “electron shuttles” can initiate both cationic and

radical polymerizations, as necessary.

Electric fields were applied to Norrish Type I photoinitiators, and compared with

more established methods of altering photochemical behaviour. It was found that

electric fields, introduced with charged functional groups, were a flexible approach

(de)stabilizing different excited states, and tuning photochemical pathways.

Nitroxide-mediated photopolymerization agents were studied. Mesolytic cleavage,

akin to what is observed upon electrochemical oxidation of alkoxyamines, is identified

as being able to compete with the homolytic cleavage required for nitroxide-mediated

polymerization. A strategy for designing agents that can undergo either cleavage path-

ways is developed, based on anthraquinone functionalization and electric fields.

Finally, Lewis acid and enzyme-inspired catalysis of two different reactions were

investigated, demonstrating their respective effectiveness and rationalizing the source

of the catalytic action.
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1 General Introduction

1.1 Overview

Polymerization reactions are an important class of organic reaction, as they provide

chemists with access to macromolecular structures (polymers) that exhibit physical

properties that can be tuned as necessary. As a result, polymeric materials are used

in all commodity plastics, as well as in increasingly complex environments, for exam-

ple in vivo as drug delivery systems1 or in 3D-printed tissue repair,2 as well as in smart

polymer materials.3,4 As polymer applications advance, so too must our scientific under-

standing of these systems and new ways of forming these materials must be formulated

as current approaches to their synthesis may not be appropriate. To that end, this thesis

details the studies performed that improve visible light photoinitiation efficiency for a

class of functionalized anthraquinones, apply electric fields to Norrish Type I photoini-

tiation, and examine how the introduction of extra components for initiation may also

result in favourable catalysis of subsequent chemical steps.

There are several key concepts that are dealt with throughout this thesis: free radical

polymerization reactions, photochemistry, and organocatalysis. These are introduced

below.

A chain polymerization reaction occurs via three steps:

1. Initiation: The first step, in which there is a net increase in the amount of radicals

present.

Figure 1.1: Dissociation of initiating species to form radical species

2. Propagation: The second step, in which there is no net change in the amount of

radicals present, and the bulk of the polymer chain is formed.
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Figure 1.2: Propagation of monomer radical to form a polymer chain

3. Termination: The final step, in which there is a net decrease in the amount of

radicals present, and the polymer chain growth stops.

Figure 1.3: Radical-radical coupling step that terminates propagation

These steps are the same for cationic and anionic polymerization reactions, except with

the free-radicals replaced with the relevant reactive species. Free-radical polymeriza-

tions are robust reactions, and are tolerant towards monomer functionality and reaction

impurities. Precise temporal control of free-radical polymerizations can also be achieved

by so-called “pseudo-living” polymerizations.5–7

Many polymerization reactions can be carried out under mild conditions, however

the intiation step often requires more extreme conditions, either in the form of elevated

temperatures or the absorption of ultraviolet (UV) light. These more extreme conditions

may lead to issues in certain applications, however. For example, when 3D-printing

tissue material, achieved by UV-curing gelatin methacrylate (GelMA),8 the initiating

photon of light can cause mutagenesis in printed cells due to UV damage to DNA.9

Elevated temperatures are also not an option in this situation, as cellular proteins will

begin to denature. There is therefore a clear motivation for the continuing development

of efficient, mild initiating agents.

UV curing is an example of a photochemical reaction. Photochemistry a broad term

relating to reactions that take place upon the absorption of a photon (or multiple pho-

tons) of light. These reactions can be, for example, excited state energy transfer,10 elec-

tron transfer (redox) processes,11 proton transfers,12 photoisomerization reactions,13

or decomposition reactions.14 Due to their complicated and short-lived nature, excited

state reactions are often difficult to study using experimental methods, and designing

more efficient photochemical reactions is therefore difficult. As a result, theoretical
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chemistry is a useful tool as the excited state energies and properties of a particular sys-

tem can be calculated and studied, without the constraints arising from using spectro-

scopic methods. However, the accuracy of these methods cannot be taken for granted,

and they must be assessed and benchmarked for suitability prior to drawing conclusions

from their results.

The final key concept explored in this thesis is catalysis, the process by which a sub-

stance increases the rate of a reaction without undergoing a net chemical change.15 Two

different organic reactions are examined using theoretical methods, both of which are

related to polymerization reactions. Computational modelling and design of catalysts is

an active and expanding area of research,16–19 as the thermodynamic and kinetic prop-

erties of both the uncatalysed and catalysed reactions can be calculated and compared.

This is relevant to the rest of the work performed in this thesis as the introduction of

functionality to a photo-reaction will also alter the ground state reactivity of the system.

These effects need to be investigated as they may, like upon the introduction of Lewis

acids, impart useful catalytic effects on subsequent reaction steps.

From the three fundamental concepts described above, the aims of this thesis are:

1. Review recent literature to establish both the “state-of-the-art” with respect to

modelling excited states, and best practice with respect to modelling open-shell

systems in general

2. In conjunction with experimental collaborators, provide computational in-

sight into photoinitiation and catalytic mechanisms of reactions using organic

molecules, from which design improvements can be identified

3. Using this knowledge and refined approach to modelling these complex reactions,

design new photoinitiating molecules that offer clear advantages over the existing

class of molecules

Throughout this thesis, free energy calculations were performed and the results of which

form the basis of many different arguments, conclusions, and predictions. It is therefore

worth noting that although IUPAC now recommends using the term “Gibbs energy”, this
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thesis, in line with journal conventions, uses the term “Gibbs free energy”.

1.2 Outline of Thesis

This thesis is presented as a series of peer-reviewed articles that have been published or

accepted for publication, organized into the following chapters:

Chapter 2 includes an extensive review of literature published in the last five years

that utilizes, in some manner, theoretical chemistry to study excited states, and helps

to identify reliable methodology for the calculations used in this thesis [Publication 1].

Building on this work, the second publication is a methodological guide to studying

nitroxide molecules. Nitroxide molecules are an excellent class of molecules against

which to establish computational modelling best practice, as they exhibit a full range of

calculable properties that are a challenge for current theoretical methods [Publication

2]. This chapter provides a base of knowledge, upon which subsequent chapters and

studies are built.

Chapter 3 describes the extensive studies performed investigating functionalized an-

thraquinone molecules for visible-light photoinitiation. These are collaborative projects,

using both experimental and theoretical results to assess their performance and initia-

tion mechanisms [Publications 3-7].

Chapter 4 details how static electric fields, introduced by functionalization with acid

and base groups, can be applied to acetophenone, a Norrish Type I photoinitiator, in a

manner that is controlled, predictable, and useful [Publication 8]. The effect of the

electric fields is then applied to a molecule more likely to benefit from their introduc-

tion, and the effect is compared and contrasted to other approaches to manipulating

photochemistry [Publication 9].

Chapter 5 studies the performance of nitroxide mediated photopolymerization re-

actions, and highlights how different cleavage reactions can be used to explain the ob-

served chromophore and monomer dependent polymerization behaviour [Publication

10]. Building on this study, and those in Chapters 3 and 4, a computational study into

how different substitution patterns of anthraquinone-functionalized can be used to en-
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hance or deactivate different cleavage pathways is performed, and how these molecules

can be used for either free radical or alkylation reactions [Publication 11].

Chapter 6 is the final chapter describing experimental and theoretical studies per-

formed, and details the studies into Lewis acid catalysis [Publication 12] and the per-

formance of a novel, artificial catalytic triad [Publication 13].

Chapter 7. A summary of the key findings within this thesis, an overall conclusion

to the work performed, and ideas for future work, are all described in this chapter.

Appendices. Appendix A.1 gives a thorough introduction and overview of theoret-

ical chemistry and the methods used throughout this thesis to perform computational

studies. Appendix A.2 contains the supporting information for Publication 11 which

wasn’t available online as of submission of this thesis.

1.3 List of Publications

This thesis is presented as a series of peer reviewed articles. In each publication in

which I am not listed as first author, I am the first named computational chemist author.
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2 Review of Theoretical Methods and Their Application

to Ground and Excited States

2.1 Introduction and Key Findings

Before beginning research into photochemical reactions with computational chemistry,

it is important to first conduct a comprehensive review of the recent literature on the

topic. Doing so will allow for the relative merits of the excited state methods available in

modern electronic structure software packages, as well as their successes and failings, to

be identified and assessed. It is also necessary to determine the best scientific approach

to modelling molecular properties and reactions, as with the increasing popularity of

computational chemistry in contemporary scientific literature it is important to make

sure any conclusions drawn are valid and of publishable quality.

Publication 1 is the literature review itself, focusing on studies published in the five

years prior to its publication, i.e. 2013-2018. Instead of studying all possible meth-

ods, the review highlights research performed using HF-based methods,1 multireference

methods,2 and time-dependent density functional theory (TD-DFT) methods.3 Each of

these three methods hold advantages and disadvantages over each other, and these are

highlighted within the publication. A thorough introduction to quantum chemistry, the

different available theories, and basis sets is in Appendix A.1.

To summarise the review, uncorrelated wavefunction methods (HF-based) are the

cheapest methods to run computationally, and can therefore be applied to systems that

are too large for other methods. Due to the lack of electron correlation, HF methods

are generally inaccurate and therefore not often used. Multireference calculations, in

particular those employing the complete-active space perturbation theory (CASPTn)

method, continue to be regarded as the gold-standard in excited state modelling, at the

expense of low computational cost and so-called “black box” behaviour.4 A black box

method is one that will systematically compute the energies of n excited states with

no explicit intervention from a user being required. Most multireference methods are
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not black box because an “active space” has to be defined. An active space contains

the chemically relevant orbitals which are to be correlated in the overall wavefunction.

Often this orbital selection is non-systematic, and different active spaces applied to the

same molecule can give different excited state energies and properties. As well as this,

the computational cost of increasing the size of an active space is factorial, restricting

calculations to those that involve correlating no more than approximately 18 orbitals.

Finally, TD-DFT studies are reviewed. TD-DFT is the most widely used of all the

excited state methods, and is used extensively throughout this thesis. TD-DFT generally

suffers from the same drawbacks as DFT; energies and structures are exchange corre-

lation functional-dependent, and errors are non-systematic difficult to predict.5 Despite

this, TD-DFT offers the best compromise between computational cost and accuracy.

Where quantitative information or a complete description of an excited state potential

energy surface is required, TD-DFT is not the best method available. However, where

a qualitative description of a molecule’s photochemistry is desired, TD-DFT performs

well and is able to capture trends in photoreactivity. There also exists a large number of

published benchmarking studies comparing TD-DFT performance against that of high-

level, ab initio excited state methods for a range of different molecules, allowing for the

appropriate selection of an exchange correlation functional.6

Building on Publication 1, Publication 2 is a methodological guide to studying and

computing the properties of nitroxide molecules. Nitroxide molecules are a challenge

for theoretical chemists as they exhibit a wide range of properties that can be computed,

including oxidation and reduction potentials,7 photoreactivity,8 and electron parama-

gentic spin resonance.9 Not all of these properties can be calculated in every electronic

software package, nor with every level of theory, and there are many practical consider-

ations including the choice of basis set, and the accuracy required from the proper treat-

ment of electron correlation. The guide provides overviews of theoretical concepts and

considerations, case studies, and method recommendations for computational chemists,

rather than in-depth studies into nitroxide chemistry. The lessons and practical consid-

erations are applicable to a wide-range of organic molecules and their reactions.
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2.2 Publication 1

A Comparison of Methods for Theoretical Photochemistry: Applications,

Successes and Challenges

Nicholas S. Hill, Michelle L. Coote

Annual Reports in Computational Chemistry 2019

This publication is a peer-reviewed manuscript published as a book chapter in Annual

Reports in Computational Chemistry. The literature review, and subsequent insight and

discussion of are my own work. Prof. Michelle Coote assisted with the direction of the

review and corrected my drafts.
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Abstract

Herein we highlight recent studies and active areas of interest in the ongoing challenge
to model photochemical processes in a wide variety of molecules. We also discuss
recent significant methodological improvements and developments that may aid
future investigations. Studies using the wide range of techniques available in modern
electronic structure software packages have been included, with their successes and
shortcomings forming part of the discussion. This study should therefore aid in the
design of future computational studies.

1. Introduction

Photochemical processes cover a wide-range of physical phenomena

that molecules can undergo upon the absorption of radiation, and to this day

remain a challenge to model using computational methods. While ground

state chemistry is dominated by the relative energies of reactants, products,

and the resulting possible transition states, and can be subjected to traditional

thermodynamic and kinetic arguments, often in photochemistry these cen-

tral tenets no longer hold. The interplay of competing processes, generally

described as radiative and nonradiative, can result in observed behavior aris-

ing due to degeneracies in electronic states, symmetry arguments, the nature

of the excited state, often while a molecule is populating a nonequilibrium

geometry.

The difficulty in modeling the excited states of molecules initially arises

from the failings of the traditional self-consistent field (SCF) approach to var-

iationally solving the time-independent Schrodinger equation. Simply taking,

for example, a ground state Hartree-Fock (HF) reference wavefunction and
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promoting an electron into a virtual orbital to form a new, excited state Slater

determinant maymake physical sense in the description of the state of interest,

however, a standard SCF procedure will then simply drive the determinant

back to its ground state form, leaving the excited state inaccessible. This var-

iational collapse, while avoidable in some rare, favorable cases, is ubiquitous.

A wide range of theories have therefore been developed that guard

against such issues, including theories based on HF wavefunctions, post-

HF wavefunctions, e.g., coupled-cluster (CC), Møller-Plesset (MPn) per-

turbation theory, multireference wavefunctions, and Density Functional

Theory (DFT).1 Dynamic simulations can also be performed using a variety

of theories. Each method has its own associated shortcomings and scaling

issues, and suitability to modelling different types of photochemical

phenomena. This review will therefore aim to determine which methods

are favored in recent literature, to assess if progress toward addressing short-

comings has beenmade, and to highlight continuing challenges. This review

builds on previous significant reviews focused on photochemistry by

Santoro,2,3 Laurent,4 Garavelli,5 and Serrano-Andres6 by focusing on recent

studies, namely, those published within the last 5 years. Moreover, our focus

is on comparing a range of different theoretical methods and where they

were applied, rather than on applications of a single method or advances

made within the formalism of the method itself.

2. Photochemical phenomena

There are many photochemical effects that can be modeled using the

wide-range of computational methods available (Fig. 1); the most important

types of phenomena are outlined below.

2.1 Excited state potential energy surfaces (PESs)
Invariably, excitation energies along reaction coordinates are essential for

gaining mechanistic insight into photochemical reactions. Accurate energies

can, for example, show how transition state energies for a reaction can

decrease upon excitation, or how a reaction coordinate can become disso-

ciative upon excitation, leading to homolysis. They are also necessary for

simulation of radiative decay processes, e.g., emission energies, as these

are dependent on the relaxed geometry of the molecule of interest. PESs

are also important as observed photochemical behavior is often not defined

by a single excited state, instead, population of a certain state can take place

followed by crossing to a different state on which the reaction takes place,
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Fig. 1 Typical examples of the types of photochemical phenomena that can bemodelled using theoretical chemistry: (A) the excited reaction
mechanism for keto-enol tautomerization of an o-methyl benzaldehyde derivative (methyl 4-((2-formyl-3-methylphenoxy)methyl)benzoate)
that is subsequently trapped in a Diels-Alder reaction7; experimental and simulated UV–Vis spectra for the deazaflavin dependent
nitroreductase enzyme bound cofactor F420 and its reduced form F420H2 in their respective neutral and deprotonated forms8;
(C) electronic polarizability and second hyperpolarizability of graphene quantum dots as a function of substituent9; the (D) vertical
singlet-triplet excitation energies and (E) electrostatic potential surface of theT1 ππ* excited state of 2-Methyl-40-(methylthio)-2-
morpholinopropiophenone10; (F) the orbitals involved in the S1 ππ* transition of 1-amino-4-hydroxyanthraquinone.11 Figures adapted with
permission from the original references.
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known as nonradiative processes.12 The proper capture of the nature of

electronic (near) degeneracies, either at conical intersections or avoided

crossings, can be required when quantitative insight into the photochemical

mechanism(s) is sought. As shown below, not all methods can produce

such accuracy; however, qualitative insight may only be necessary, and

approximate PES can often be obtained from cheaper methods.

2.2 Simulation of spectra
Many implemented excited state codes, where n excited states are obtained

variationally, can compute oscillator strengths and transition dipole

moments between the S0 and the nth excited state; this information can

be coupled with the corresponding excitation energy to simulate different

types of spectra. Simulation of spectra can provide invaluable insight into

the initial photochemical processes taking place upon excitation; UV–vis
spectra are often experimentally available and the similarity between the

computed and experimental spectra can suggest the excitation features are

being correctly modelled. Modern implementations also include the orbitals

involved in the transition, from which it is possible to determine the nature

of the excited state; for example, is the lowest energy transition to a bright

ππ∗ state, as can be observed in both computed and experimental spectra, or

is it a dark nπ∗ state, which won’t be visible but could be photochemically

relevant? Emission spectra can also be computed using the relaxed excited

state geometry, from which Stokes’ shifts can be estimated. Often, absolute

accuracy of the computed spectra is not necessary; instead, the capture of

trends may be more important. For example, one may be attempting to tune

a certain property of a molecule (e.g., HOMO-LUMO gap), for which a

range of substituents may be tested. Proper capture of the substituent effects

(e.g., red-shift vs blue-shift) on the property therefore provides insight for

targeted design.

2.3 Other important phenomena
Excited state PESs and simulated spectra are two popular uses for excited

state methods; other phenomena that can be modeled include the following.

Singlet-triplet energy gaps (ΔEST). Accurate values of ΔEST can provide

insight into the likelihood of singlet-triplet crossing upon excitation.

Charge-transfer (CT) vs local excitation (LE). An excited state with CT char-

acter involves a significant shift in electron density to different region of a

molecule. These states can have profound effects on a molecule’s optical
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properties, yet can be challenging to model due to self-interaction error13

(in DFT), and significant orbital relaxation being required.

Nonlinear optical effects. Not all photochemistry necessarily arises from the

absorption/emission of a single photon. It is therefore sometimes necessary

to compute two-photon cross-sections, for when two-photon absorption is

observed. It is also sometimes necessary to compute high-order hyper-

polarizabilities, which can give rise to, for example, high-order harmonic

generation effects.

3. Time-dependent Hartree-Fock (TD-HF)

HF theory is the theoretical cornerstone for all ab initio quantum

chemistry theories, and therefore provides a natural starting point for exten-

sion to excited state. The main excited state HF-based methods are config-

uration interaction with single and double substitutions (CIS and CISD,

respectively), and time-dependent HF (TD-HF). However, HF theory infa-

mously neglects dynamic electron correlation. In certain situations, for

example when modeling isodesmic reactions, HF can provide quantitative

accuracy due to favorable error cancellation; however, in excited states

where orbital occupancies are different to the ground state, and where

the excited state electron density will be necessarily more diffuse, there is

no reasonable expectation for the electron correlation energy of the two

states to cancel. CIS(D) and TD-HF do, however, benefit from favorable

scaling with respect to system size, so can be employed where high-level,

high-accuracy ab initio calculations are simply not feasible.

3.1 Nonlinear optical properties
Recent studies14–17 employing TD-HF have focused on investigating

nonlinear optical (NLO) properties, predominantly due to the implementa-

tion of the relevant calculations required to compute these properties.

Karakas et al.16 investigated the two-photon absorption (TPA) cross-sections,

electric dipole moment, and the second-order hyperpolarizability of

tetrathiafulvalene derivatives, with and without Pt(II) and Pd(II). The

authors claim good agreement with previous experimental data, despite

the theoretical values for isotropic second hyperpolarizabilities being over-

estimated, compared to experimental data, by between 1 and 2 orders of

magnitude. Guezguez et al.17 performed a similar study on Au(III) dithiolene

complexes, in which electric dipole moments, dispersion-free and

frequency-dependent dipole polarizability, and second hyperpolarizability
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tensor components were calculated. The calculations show much closer

agreement with experimental values of third order susceptibility (Χ3) than

from similar calculations presented in Karakas14,16 and Zawadzka15 (2015)

employ similar calculations but this time to styrylquinolinium dyes and meta-

llophthalocyanine chlorides, respectively. In these four studies, TD-HF is

successful as the calculation of second- and third-order nonlinear properties

is relatively trivial, and the inaccuracy of TD-HF is largely irrelevant; instead,

the studies utilize the results for qualitative trends, rather than for mechanistic

arguments.

In a similar vein, Wu et al.18 used TD-HF to calculate second-order

hyperpolarizabilities on a variety of increasingly substituted triarylamine

chromophores, finding that addition of several methoxy groups resulted

in a large increase in hyperpolarizability, compared to the unsubstituted

molecule. This is likely due to the increased electron density in the π-system
of the molecule, and this conclusion is supported by that of Alparone,19 who

showed that increasing fluoro-substitution of benzene, and hence decreasing

electron density in the π-framework, results in a decrease in calculated

second-order hyperpolarizability. Alparone used MP2 to calculate the

second-order hyperpolarizabilities as well as TD-HF, and both sets of results

are in good agreement. The TD-HF results are systematically underestimated

for all 13 molecules investigated compared to the MP2 results, however,

trends are identical.

NLO studies have also been performed using TD-HF on a

dithienylethene-indolinooxazolidine-benzazolooxazolidine system,20 on

merocyanine dyes,21 on an explicitly benzene-solvated nitrobenzene

system,22 on triarylamine (TAA) chromophores,18 on fluorobenzenes,19

on 2-aminobenzimidole complexes,23 and on 3-(4-methoxyphenyl)-1-

(4-nitrophenyl)prop-2-en-1-one (MNC).24 All of these studies involve

relatively large molecules (>20 heavy atoms) and therefore benefit from

the relative inexpensive HF calculations.

3.2 Electron dynamics
Studies by L€otstedt et al.25 and Hu et al.26 use TD-HF to study the electron

dynamics of acetylene upon exposure to an intense laser field; here using

time-dependent in the literal, rather than theoretical, sense. Luzanov27

and Nguyen and Parkhill28 also apply TD-HF to nonstationary photochem-

ical behavior. Nguyen and Parkhill use real-time TD-HF as a comparison

for their newly developed time-dependent open self-consistent field at
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second order (OCSF2) propagation method on 4-((4-(dimethylamino)-

phenyl)buta-1,3-diyn-1-yl)benzonitrile, demonstrating that their method

can cope with nonadiabatic dynamic behavior. Sato and Ishikawa29 also

applied TD-HF to laser-field ionization dynamics, using a one-dimensional

helium atom as the test case, as a full numerical solution to the dynamic ion-

ization process in this system is possible. However, they found that the

closed shell TD-HF model is insufficient to model the relatively extreme

dynamics produced upon exposure to strong lasers.

3.3 Supplementing TD-HF with TD-DFT
Bondu et al. (2015), Bruckner et al. (2015), and Maidur et al. (2017) use a

combined TD-HF and DFT approach, with the increase in electron corre-

lation included in DFT benefitting the thermodynamic and equilibrium

properties of the molecules of interest. The main focus of the work by

Bruckner et al. (2015), however, was to study the excited state reorganiza-

tion energies. Bondu et al. (2015) also used TD-DFT for comparison with

TD-HF results for linear (i.e., one-photon absorption) properties of differ-

ent isomers of dithienylethene-indolinooxazolidine-benzazolooxazolidine,

finding in general that while TD-HF overestimated vertical excitation

energies, it was able to provide qualitative trends for each of the four types

of molecule investigated, in agreement with TD-DFT results. Bruckner

et al. also initially employed TD-DFT, but quote “charge-transfer

contamination” in their TD-DFT calculations as the reason for instead using

TD-HF. It is unclear if usage of a long-range corrected DFT functional, for

example, CAM-B3LYP rather than B3LYP, could have improved TD-DFT

results.

Like Bondu et al. (2015), Maidur et al. (2017) also found that their

TD-HF absorption spectrum is blue-shifted compared with TD-DFT cal-

culations. There is also significant deviation in the computed oscillator

intensities among the DFT functionals used (B3LYP, CAM-B3LYP, and

ωB97X-D), and also between TD-DFT and TD-HF calculations. The main

transitions of interest involve the HOMO!LUMO and (HOMO-1)!
(LUMO+1) orbitals, which appear to be ππ∗ and nπ∗ transitions, respec-

tively, and it is unclear whether TD-HF and TD-DFT correctly capture this

ordering. TD-HF vertical excitation energies and oscillator strengths also

show significant deviation from TD-DFT results when applied to

1-[N-(2-pyridyl) aminomethylidene]-2(1H)-napthalenone.30 For each of

these studies, when necessary, TD-HF was exclusively used to calculate
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the higher order polarizabilities of the molecules of interest; predominantly,

these results were used for internal comparisons, rather than being compared

to experimental values.

3.4 Assessment
It is clear from the relatively small number of studies over the past 5 years,

that TD-HF is not a favored technique for providing chemical insight into

the behavior of photo-excited molecules. However, the favorable scaling

allows its application to large systems, and the wide range of nonlinear

properties that can be calculated do allow for the study of less common

photochemical phenomena (Table 1). Mechanistic arguments have not

generally been drawn from TD-HF results, however, TD-HF has been

shown to be able to qualitatively reproduce observed trends and can be used

for comparison against higher level calculations.

4. Configuration interaction

A more popular HF-based theory is configuration interaction singles,

and its variants with and without double excitations (CIS, CISD, CID,

CIS(D)), and in recent years, this theory has been applied to a much wider

range of molecules than TD-HF. CISD benefits compared to TD-HF due to

inclusion of double excitations in its formalism, and can lead to improve-

ments in the description of ground state dissociation processes; however this

increase in accuracy comes at increased computational cost. CIS is essentially

TD-HF within the Tamm-Dancoff approximation,31 generally overesti-

mates excitation energies, and has been found to systematically overestimate

charge-transfer states.32 However, given the lightweight HF wavefunction

Table 1 TD-HF summary.
Property Trends Quantitative

Nonlinear optical properties Yes Rarelya

Absorption Spectra No No

Fluorescence Spectra No No

Photochemical mechanisms No No

Quantitative photochemical kinetics No No

aDepends on the system andwhether it is a first, second, third order hyperpolarizability, with higher order
polarizabilities modelled better than lower order ones.
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and lack of post-HF corrections, it remains the fastest excited state method,

and can therefore be applied to large systems. Moreover, CIS can also give

significantly improved estimations of triplet excitation energies compared

to TD-HF.33

4.1 Absorption and emission spectra
Nithya et al.34 utilized a combined CIS and TD-DFT approach to investi-

gate the structural and electronic properties of cyclopentadithiophene deriv-

atives, using the good agreement of TD-DFT calculated vertical excitation

energies to simulate absorption and emission spectra, but using optimized

excited state geometries as calculated by CIS. Cebrián et al.35 employed a

similar approach in their study of the photophysical properties of several

alkenyl-1H-,1,2,4-triazole compounds. Here, the PBE0 functional was used

for ground state geometries and absorption/emission simulations, with the

emission calculations being performed on CIS excited state geometries. It is

found that utilizing TD-PBE0 excited state geometries resulted in emission

errors an order of magnitude larger than those calculated from CIS. Tathe

et al.36 studied the excited state intramolecular proton transfer of 2-(20,60-
dihydroxyphenyl)benzoxazole, again using CIS and TD-DFT to calculate

absorption and emission spectra. It is found that the TD-DFT results were

in much better agreement for both types of spectra than those calculated by

CIS, which provided absorption and emission maxima that varied by�25%.

As a result, TD-DFT was favored for modelling the full excited state intra-

molecular proton transfer.

Laurent et al.37 examined the basis set dependence of CIS(D), TD-DFT,

second-order polarization propagator approximation (SOPPA), ADC(2),

CC2, and EOM-CCSD, as well as some spin-scaled variants, on the vertical

excitation energies of nine different molecules. It was found that spin-

opposite scaled CIS(D) (SOS-CIS(D)) displayed the largest basis set depen-

dence and generally the largest errors in vertical excitation energies, and

ordinary CIS(D) did not fare much better. The study generally shows that,

for calculations of vertical excitation energies, CIS(D) is not an accurate

method, compared with DFT and higher-level ab initio methods. It also

demonstrates that spin-scaling for CIS(D) does not constitute a systematic

fix for the shortcomings of CIS(D). CIS was also used as a starting point

for the further, higher-level calculations of the excited states of hypobromous

acid38; no comment is made however on the accuracy of the CIS calculations.

Another benchmarking study was performed by Shinde,39 in which CIS,
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EOM-CCSD, random-phase approximation (RPA), and various DFT func-

tionals are applied to the linear absorption properties of boron wheels.

EOM-CCSD excitation energies are taken as reference value, and CIS shows

a significant overestimation of these energies. However, the true extent of the

CIS overestimation is unclear as EOM-CCSD can also suffer from significant

errors, and no calculations utilizing the generally accepted “gold standard”

ab initio methods, e.g. CC3 or CASPT2, were performed.

Shayan and Nowroozi40 also used a combined approach of different

single-determinant excited state methods, again using CIS and TD-DFT

to study the formation of an intramolecular hydrogen bond in the first

excited states of malonaldehyde derivatives. Annaraj et al.41 used CIS and

TD-DFT to support the experimental observations that the fluorescence

of 2-(1-methyl-1H-imidazole-2-carboxamido)-3-phenyl propanoic acid

(PAIC) is selectively turned on in the presence of Ni2+. CIS is used to opti-

mize the excited state of the PAIC-Ni2+ complex, upon which TD-DFT cal-

culations are run. These calculations demonstrate a significant decrease in the

HOMO-LUMO gap of PAIC upon complexation, from 5.56 eV to 2.97 eV,

which is used as justification for the increase in favorability for fluorescence.

Kocherzhenko et al.42 used CIS calculated excitation energies, along

with TD-DFT energies, to parametrize an exciton model that can be applied

to extremely large chromophore assemblies; here they tackle single,

dimer, and hexamer aggregates of the 2-[4-[(E,3E)-3-[3-[(E)-2-[4-[bis[2-

[tert-butyl-(dimethyl)silyl]oxyethyl]amino]phenyl]ethenyl]-5,5-dimethyl-

cyclohex-2-en-1-ylidene]prop-1-enyl]-3-cyano-5-phenyl-5-(trifluoromethyl)

furan-2-lidene]propanedinitrile (YLD124) chromophore. The aim of the

study was to parametrize an exciton model for further study of much larger

chromophore aggregates, and it was found that CIS, TD-DFT, and the exciton

model calculated spectra are all in reasonable agreement.

CIS based methods have also been applied to the absorption behavior of

He clusters. Farrokhpur et al.43 used CIS and TD-DFT to simulate the

absorption of Hen clusters, where n ranges from 2 to 29. The authors note

that the standard 6-311+G(2d,p) basis set coupled with CIS is insufficient

to reliably reproduce the absorption characteristics; instead, it needs to be aug-

mented with further diffuse functions, resulting in a decrease in the CIS error

to below 0.5 eV. Ge et al.44 use a modified version of CIS, i.e. CIS based on

absolutely localized molecular orbitals (ALMO), with a spatially localized

charge transfer (CT) included in the modified ALMO-CIS formalism. The

study predominantly focuses on derivation and implementation of ALMO-

CIS+CT, and general qualitative agreement with experimental absorption
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spectra of He clusters, however, it is noted that fine-detail remains elusive.

The main advantage for CIS, and its modified variants, in these He cluster

situations is that experimental clusters are generally of the size of 1000’s of

He atoms, for which higher-level calculations are unfeasible.

Finally, studies have been performed using spin-flip CIS (SFCIS)45 and

scaled-opposite-spin CIS(D) (SOS-CIS(D)).46 Tsuchimochi (2015) extended

the SFCIS approach by including exact spin-projection (giving SFPCIS) and

included a benchmark of the method against the excited states of some small

molecules; namely,HF,H3,N2, andH4. It was found that SFPCIS is capable of

qualitatively reproducing conical intersections and general potential energy

surface characteristics, as computed using full configuration-interaction

(FCI). Chibani et al.47,48 and Ponce-Vargas et al.49 have applied SOS-CIS(D)

to large, highly π-conjugated boron containing dyes. In these three studies,

SOS-CIS(D) energies are used to correct overestimated TD-DFT excitation

energies, while keeping several key features that are better captured by

TD-DFT; e.g. band shaped of dyes presenting vibronic coupling,

solvatochromic effects, CT transfer characteristics, and the impact of aux-

ochromes on the meeting point between absorption and fluorescence curves

(AFCP). This hybrid approach is found to decrease the errors in the calculated

adiabatic transition energies for the M06-2X functional, however results

obtainedwith theM06 functional are poorer. From this work it was concluded

that the M06-2X functional is systematically overestimating the energies, and

this systematic error can therefore be reduced; as for the M06 functional, it is

unclear as to the origin of the poor agreement.

4.2 Assessment
Summing up, the inaccuracies CIS methods are well documented, and com-

pared with multireference and TD-DFT calculations, they have somewhat

fallen out of favor (Table 2). Along with TD-HF, they do remain, however,

the cheapest possible excited state methods available today, and for extremely

large systems, they remain the only viable methods. The simplicity of the

methods and their wide-spread implementation means that they are also often

included in benchmarking studies, particularly for absorption/emission

spectra simulation. Generally, it is found that their accuracy is highly basis

set dependent, and the need for large basis sets counteracts their cost advan-

tage. As a result, TD-DFT is generally preferred, although CIS is sometimes

more attractive for excited state geometry optimizations for subsequent

TD-DFT single points.
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5. Multireference studies

While HF-based singlet determinant methods, i.e., TD-HF and CIS,

have somewhat fallen out of favor due to the general improvement in qual-

itative studies found when using TD-DFT, the same cannot be said for

multireference studies. Multireference methods benefit from being able

to fully model regions of electronic degeneracies and can therefore provide

accurate information about the shape of excited state potential energy

surfaces. As such, they provide mechanistic insights into the photochem-

ical process of choice. In particular, complete active space second order

perturbation theory (CASPT2), is often used as the ab initio benchmark,

against which the performance of all other computational excited state

methods is compared. However, multireference calculations suffer from

the exponential scaling of the number of wavefunction configurations

that have to be considered with respect to the number of orbitals included

in the calculation, limiting these highly accurate methods to systems in

which no more than �20 orbitals are required to be correlated.50 These

methods also suffer from non-“black box” behavior; in general, there is

no systematic approach to choosing which orbitals are to be included in

a multireference calculation. The resulting calculations are therefore

dependent on the quality of the nonsystematic starting guess, and therefore

the results can suffer.

Table 2 Configuration interaction summary.
Property Trends Quantitative

Nonlinear optical properties TD-HF TD-HFa

Absorption spectra Sometimesb Rarelyb

Fluorescence spectra Noc Noc

Photochemical mechanisms No No

Quantitative photochemical Kinetics No No

aDepends on the system andwhether it is a first, second, third order hyperpolarizability, with higher order
polarizabilities modelled better than lower order ones.
bDepends on the exact method and basis set, with these requiring very large basis sets for accuracy (which
in turn defeats its cost advantage).
cDue to its low cost, CIS is sometimes used for geometry optimizations in the excited state with TD-DFT
improved energies.

215A comparison of methods for theoretical photochemistry

25



5.1 Mechanistic studies
The most important use of multireference methods is in clarifying and quan-

tifying photochemical reaction mechanisms, which is often not possible

using lower-cost procedures. Below, a number of recent such studies are

highlighted.

Sumita andMorihashi51 studied the generation of singlet oxygen from an

excited thiophene/oxygen exciplex, employing MRMP2-corrected CAS-

SCF geometries. It is found the thiophene undergoes intersystem crossing to

a low-lying triplet state after initial excitation, before forming an exciplex

with 3O2. Further decay, either radiative or non-radiative, takes place

to the singlet state, after which either a [2+4] cycloaddition takes place,

or 1O2 is generated.

Excited state proton transfer of pyruvic acid was studied by Chang et al.52

with TD-DFT and CASPT2//CASSCF. The TD-DFT vertical excitation

energies are in reasonable agreement with those calculated with CASSCF,

and the CASPT2 energy is found to be in excellent agreement with the

experimental value. Four nonadiabatic pathways are suggested, and move-

ment along the excited state intramolecular proton transfer coordinate

results in a three-way intersection between the S1/T1/S0 states. Excited state

intramolecular proton transfer of 1-cyclopropyldiazo-2-napthol was studied

by Cui et al.53 by CASPT2//CASSCF. Their calculations suggest that initial

excitation takes place to the ππ∗ state, from which barrierless radiationless

decay can take place to the S0 keto structures, or crossing to the nπ∗ state

can take place, after which the molecule undergoes decay to the S0 enol

structures via a S1/S0 conical intersection.

Casellas and Reguero54 applied a CASPT2//CASSCF approach to study

the competition between photosensitization and photocyclization in

9-phenylphenalenone (9-PhPn). It had been found previously that the

closely related phenalenone molecule, upon excitation to a low-lying1ππ∗,
undergoes internal conversion followed by efficient intersystem crossing, via

a conical intersection, to a3ππ∗ state.55 This triplet state is then available for

an efficient energy transfer to form a singlet oxygen species with a quantum

yield of 0.95. In contrast, 9-PhPn exhibits a quantum yield of merely 0.08.56

The authors employed CASSCF optimised geometries upon which

improved CASPT2 single-point energies were calculated. It was shown that

the decrease in quantum yield is due to the photocyclization reaction that

can take place between the neighboring phenyl and ketone groups. As with

the original study, the CASPT2-corrected CASSCF geometries are
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generally found to be sufficiently accurate to provide insight into the

observed processes. However, the critical minimum energy geometries of

the1ππ∗ state, as calculated individually at the CASSCF and CASPT2 levels

of theory, have drastically different structures. The equilibrium structure

from CASSCF has a phenyl group almost perpendicular to the rest of the

phenalenone structure, but the CASPT2 structure has these two groups

almost planar to each other. This has important consequences in the ensuing

cyclization reaction, in which the close vicinity of the two reacting groups is

necessary; in this respect, it is a failure of the CASSCF method.

Casellas et al.57,58 have also applied the CASPT2/CASSCF approach to

studying the photoisomerization reactions of azobenzene and phe-

nylazopyridine. Given the planar structure of the N]N double bond, it

is possible for the isomerization to take place via either a rotational or

non-rotational pathway; for both azobenzene and phenylazopyridine, the

rotational pathway is favored thermally. On the excited states, however,

the potential energy surface shows that both pathways become competitive.

Dai et al.59 have employed CASPT2 corrected CASSCF potential

energy surfaces to explore the photolysis of the carbon–iodine bond found

in iodouracil, finding intersystem crossing and conical intersections are

involved in converting the bright ππ∗ to dissociative πσ∗ and nσ∗ states.

The calculated vertical excitation energies for the first 5 electronic states

of iodouracil are found to be in good agreement with the experimental

UV–vis absorption, with the calculations showing the lowest excited state

is in fact a dark πσ∗ transition, followed by the bright ππ∗ transition.

Another recent study by Menzel et al.7 utilizes CASSCF calculations to

explore the photoreactivity of two ligation reactions; i.e., photoactivation

of o-methylbenzaldehyde to form a reactive o-quinodimethane, via a conical

intersection, and the photolysis of 2,5-diphenyltetrazole, in which conical

intersections also play a profound role. In both systems, CASSCF

potential energy surfaces (PES) were found to be sufficient to describe

the geometries at which electronic degeneracies were found. As well, the

study also employed TD-DFT to provide qualitative insight into the nature

of the first few low-lying excited states. While TD-DFT is incapable of fully

describing the conical intersections involved, it is sufficient in describing the

symmetry forbidden, and therefore spectroscopically dark, nπ∗ transition. It
is this transition that is responsible for the observed peak in per-photon reac-

tivity taking place at a lower wavelength than the absorption maxima.

From an experimental perspective, it is interesting to compare this wave-

length dependence to the study by Dai et al., as in the latter study the
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reactivity is directly reconciled by the experimentally observed absorption

spectrum of iodouracil; i.e., the higher energy, bright ππ∗ state is initially

populated and is the origin of the resulting photochemistry. However,

Menzel et al. demonstrate that absorption efficiency does not necessarily

correspond to photochemical efficiency, and that from a per-photon per-

spective, it can be much more useful to directly aim for the dark states. Cer-

tainly, from the PES shown by Dai et al., directly hitting the lower energy

πσ∗ state should directly result in the CdI bond photolysis and could be

more efficient as competition from higher energy pathways may no longer

be relevant.

Yuan and Bernstein et al. have also performed several number of

multireference studies in the past few years, applying CASSCF calculations

to the excited state decomposition reactions of 3,30-diamino-4,40-bisfuroxan
and 4,40-diamino-3,30-bisfuroxan,60 bis(ammonium)5,50-bistetrazolate and

bis(triaminoguanidinium) 5,50-azotetrazolate,61 dihydroxylammonium 5,50-
bistetrazole-1,10-diolate and dihydroxylammonium 3,30-dinitro-5,50-bis-
1,2,4-triazole-1,10-diol,62 nitrophenyl derivatives,63 and 1,1-diamino-2,2-

dinitroethylene,64 as well as the fragmentation of excited state ammonia-based

clusters.65 In the five decomposition studies, the products are a ring-opened

tetra/triazoles, NO and/or N2. In particular, emphasis is placed on the role of

conical intersections in the ring opening/decomposition reactions; generally,

neither the ground state nor excited state PES are dissociative, however, the

conical intersections found between the two states are accessible and result in a

vibrationally hot molecule with sufficient energy to undergo homolysis. In the

case of the bisfuroxan derivatives, it is found that MP2-corrected CASSCF

calculations are required to produce a PES capable of reconciling experimental

observations.

A CASPT2//CASSCF study by Datar and Hazras66 examined the two

possible nonradiative decay pathways of 5,6-dihydroxyindole. Upon exci-

tation and internal conversion, it is found that there are two conical inter-

sections between the low-lying πσ∗ and S0 states, along both an OH and the

NH bond stretching coordinates. The barrier to the conical intersection

located along the OH coordinate is lower than the corresponding barrier

along the NH coordinate. Once over the barriers, it is possible not only

to decay to the ground state, but also to continue to dissociation to form

a dihydroxyindole radical and free hydrogen atom. However, it is noted that

nonadiabatic dynamics simulations are required to fully determine the extent

of the competition between the two pathways. Kobayashi et al.67 employed

extended multistate (XMS-) CASPT2 and ultrafast visible and infrared
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spectroscopy to probe the dynamics of the delocalized biradical excited form

of pentaarylbiimidazole. The ultrafast spectroscopy revealed the existence of

two transient isomers, each with a differing amount of biradical character.

XMS-CASPT2 calculations demonstrate the metastable isomers are likely

stabilized by the pi-stacking present between the imidazole rings present.

Kim et al.68 employed CASSCF, DFT, and CC methods to study the

photoisomerization of 1,2-dihydro-1,2-azaborine, in which the planar,

six-membered ring can isomerize to a Dewar product by two possible

pathways. The study finds that one of the transition states is greatly reduced

on the S1 state, and the molecule can decay to the S0 state by a conical inter-

section to form a stable intermediate product. This product is then able to

further isomerize either to the Dewar product or back to the planar,

six-membered ring. Gao et al.69 studied the photoisomerization of 1,10-dim-

ethyl-2,20-pyridocyanine, using CASPT2//CASSCF energies. The isomer-

ization takes place on the ππ∗, on which it is barrierless, before decaying to

the S0 state via a conical intersection. Lei et al.70 studied the pho-

toisomerization of stilbene with CASSCF, finding four left-hand and four

right-hand conical intersections between the S0 and S1 states.

Suaud et al.71 used CASSCF to fully correlate the π-electrons of some

conjugated, mono- and di-radical hydrocarbons, against which the delocal-

ization of the radicals as calculated with ROHF is compared. It is found

that the SOMO as calculated with ROHF are generally much more local-

ized than as calculated with CASSCF, and that increasing the size of the

active space also results in an increase in delocalization. Zhang et al.72 used

CASSCF to gain insight into the electronic spectra of linear carbene chains

H2Cn, where n ¼3–10. The study shows that chains with even values of n

are more stable than those where n¼odd, and that there is a nonlinear rela-

tionship between chain length and vertical excitation energy. Hlavacek

et al.73 studied the π-conjugated acrolein molecule with CASPT2 and

CCSD(T), in order to determine structural properties of the its T1 state.

The methods are used to simulate cavity ringdown (CRD)74 spectra, finding

good agreement between the experimentally obtained and simulated spec-

tra. No comparison with other, lower levels of theory is included, however.

Li et al.75,76 compared CASSCF/CASPT2 with CASPT2-corrected

SF-TD-DFT for the photoisomerization of 9-(2,4,7-trimethyl-2,3-

dihydro-1H-inden-1-ylidene)-9H-fluorene, an example of a 2nd genera-

tion rotary molecular motor. The results show the importance of the conical

intersections that lead the cis-stable to the trans-unstable isomer upon exci-

tation and find the TD-DFT-based methods can capture this behavior.
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However, the TD-DFT based geometries are generally lower in energy than

the multireference energies, but the structural parameters of the conical

intersection geometries are in close agreement. Amatatsu has also performed

CASSCF calculations on 9-(5-methyl-2-phenyl-2-cyclopenten-1-ylidene)-

9H-fluorene (MPCPF) and various derivatives,77–81 showing initially that

the design of molecular rotary motors should include groups with internal

vibrations that are strongly coupled with the bridging carbon-carbon double

bond. The later investigations more fully characterize the conical intersec-

tions along the isomerization pathway.

The excitation energy transfer mechanism in a peridinin-chlorophyll a

complex has been studied by Bricker and Lo.82,83 Here, the low-lying

excited states of the complex are calculated using CASSCF, and the

corresponding transition dipole moments were used to determine the Cou-

lombic couplings between the two species within the complex. It was found

that there is significant coupling between not only the S1 and Qy states of

the peridinin and chlorophyll a, respectively, but also between the S2 and

Qx/y states. It is this extra coupling, that explains the experimentally

observed, highly-efficient energy transfer.

Further multireference investigations into photomechanisms of organic

molecules include a study by Guan et al.84 who used CASPT2//CASSCF

and TD-DFT energies to study the photochemistry of Sudan I and Orange

II dyes, employing an azobenzene parent structure that is present in both sets

of molecules as the computational model. It was found that initial excitation of

the azobenzene structure is to the S2, ππ∗ state, from which barrierless decay

can take place along either the ππ∗ state to the keto S0 state, via a S2/S0 conical
intersection, or crossing to the nπ∗ state can take place to either the cis- or

trans-enol structures. Another study employed CASSCF/CASPT2 to assess

the two possible elimination reactions of 6,7-dihydro-54-benzo[d]pyrido

[2,1-f]azaborininr; the two eliminations either produce H2, or BH3 and a

corresponding ring contraction. On the ground state, the ring contraction

mechanism is found to be thermally favorable; the reaction barrier for H2 pro-

duction is�43 kJ mol�1 higher in energy. However, on the excited state it is

found the PES for H2 production is essentially barrierless, with a reaction bar-

rier for ring contraction increasing from +233.5 kJ mol�1 on the S0 state to

+252.8 kJ mol�1 (from the Franck-Condon point) on the first excited state.

There are also several conical intersection geometries found, between the S0
and S1 states, with the two intersections on the H2 pathway either taking

the molecule to the original equilibrium geometry, or to the H2 product

on the ground state.
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5.2 Restricted active spaces (RAS)
Although multireference methods suffer from exponential scaling issues

with respect to the number of orbitals included in the calculations, they

can still be applied to large systems with some success. Ben Amor et al.77

employed CASPT2 to study the valence excitations of an iron-porphyrin

complex. In this complex, if all possible π/π∗ and metallic 3d orbitals were

included, an active space of 36 electrons in 36 orbitals would be required, far

beyond current computational capabilities. Instead, a truncated active space

is used employing the 3dn orbitals of the iron and 6 σ(∗) and π(∗) orbitals that
exhibit significant changes in occupancy upon excitation. Also, only the

excited states up to approximately 3 eV are investigated, above this point

(the so-called Soret Band), excitations are dominated by ππ∗ transitions

and would require their inclusion in the active space. The difficulties in deter-

mining an appropriate active space and the expense of the resulting calcula-

tions may warrant the usage of a cheaper method, for example TD-DFT.

However, CASPT2 results reveal the presence of not only singly excited

states, generally dominated by dnπ∗ transitions, but also low-lying doubly

excited states; states that are necessarily not included in TD-DFT calculations.

Venturinelli et al.78 used CAS- and RAS- procedures to study the spin

states of manganese-porphyrin complexes. Like Ben Amor et al., the

Mn-Por complexes also require an extremely large active space to fully

accommodate the relevant d, σ, and π orbitals; however, partitioning of

the active space in order to fully and partially correlate different orbitals,

as is the case with RASSCF and RASPT2, allows for a larger number of

orbitals and electrons to be included than would otherwise be possible. In

their study, Venturinelli et al. were able to correlate 28 electrons in 28–30
orbitals using a RAS-procedure, significantly more than the 14 electrons in

16–18 orbitals that were able to be correlated in the accompanying CAS cal-

culations. The calculations demonstrate the existence of low-lying, high-spin

configurations of theMn-porphyrin complexes, which have significant impli-

cations for the catalytic activity of such species. Bai et al.79 employed CAS-

SCF, along with a number of other excited state methods, to study a

ruffled porphyrin species. The active space used was, however, reasonably

small (6 electrons, 6 orbitals), with little emphasis placed on the CASSCF

results. Crossing points were located, however, between the T1 and S0 states,

and presented as a possible route for excited state energetic decay.

The excited states of nucleobases have been studied by Segarra-Martı́

et al.,80,81,85–87 with CASSCF and RASSCF, and their corresponding

perturbation theory CASPT2 and RASPT2 counterparts. In the study of
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adenine alone,80 its high energy electronic states are investigated by RAS-

calculations, as this allows a larger active space, and therefore higher energy

virtual- and lower energy occupied-orbitals, to be considered. Interestingly,

the nonlinear optical properties of adenine were investigated, as this allows

the modelling of pump-probe experiments to be performed accurately. The

third-order nonlinear properties of cytosine, thymine, and uracil were then

studied,86 finding that the resulting two-dimensional spectra are highly sen-

sitive to small structural changes, especially important when trying to differ-

entiate between the similar thymine and uracil nucleobases.

CASPT2//CASSCF studies were then performed on thymine to study

the possible photodeactivation pathways that are available upon excitation

to the low-lying, bright ππ∗ state. It was found that the CASSCF and

CASPT2 relaxed geometries for this state are similar, however CASPT2

points to a twisted geometry, compared with a planar structure predicted

by CASSCF, and that radiationless decay takes places via a ππ∗/S0 conical
intersection. As well as this, the CASSCF PES was found to be overly steep

compared with that of CASPT2, and this difference would likely lead to

inaccurate dynamic simulations, as needed for quantitative analysis of the

excited state lifetimes. Finally, the dissociative electron detachment

(DEA) reactions of the four DNA nucleobases was studied, again with

CASPT2//CASSCF energies. For each of the four nucleobases, each possi-

ble N–H homolysis reaction was modelled. For each NdH coordinate, the

PES of the anionic ππ∗� and dissociative πσ∗�, and neutral S0 are calcu-

lated, and generally intersections are found between the bright ππ∗� and

dark πσ∗�, that will result in hydrogen ejection. The relative energies of

these intersections are used to determine the contributions of the respective

dissociation channels.

Santolini et al.88 used CASSCF and RASSCF to study the photochem-

ical reactions of cis-butadiene and cyclopentadiene. It was found that small

CASSCF active spaces result in a poor balance of covalent and ionic valence

bond (VB) structures, and an extended active space is therefore required for

accurate potential energy surfaces. To that end, RASSCF is a natural choice

for this active space extension. Calculations of vertical excitation energies

demonstrate the failing of CASSCF to correctly predict the ordering of

the first two excited states for both cis-butadiene and cyclopentadiene,

whereas the larger RAS calculations correctly predict the ordering and

are closer to experimental values of excitation energy. Xia et al.89 studied

the ring-opening of cyclopropenone, cyclobutanone, cyclopentanone,

and cyclohexanone. The authors use CASPT2-corrected CASSCF
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structures to compute the PES, finding that the excited state pathway to the

S0 ring-opened isomers is via a S1/S0 conical intersection in all four mole-

cules. Increasing ring strain is also found to decrease the barrier to the conical

intersection geometry. Bera et al.90–92 studied the excited state decomposition

reactions of dimethylnitramine and corresponding clusters with Fe, Zn, and

Al with CASSCF and RASSCF calculations. The calculations were able to

find a variety of conical intersections between the relevant electronic excited

states and determine which are dissociative and result in decomposition.

5.3 Quantum Monte-Carlo (QMC)
Manni et al.93 employed (metallo-) porphyrins as a difficult test case for

multireference calculations, to test the performance of their newly devel-

oped full configuration interaction quantumMonte Carlo (FCIQMC) code

for solving the CASSCF equations. Here, instead of a deterministic approach

to fully correlating a subset of orbitals, a QMC approach is employed in

which the configuration state functions are sampled stochastically. The

authors find good agreement with experimentally obtained data for the

absorption and ground state properties of the porphyrins studied. Further

investigations are required, however, to determine the impact of including

dynamic correlation corrections to the obtained wavefunctions.

Asturiol and Barbatti94 studied the examined the formation of 1O2 upon

encountering excited porphyrin. It is found that efficient intersystem cross-

ing will predominantly yield triplet porphyrin, which leads to inefficient

generation of singlet oxygen. However, formation of 1O2 is efficient if sin-

glet excited porphyrin is encountered. Kornobis et al.95 used TD-DFTwith

a range of functionals, EOM-CCSD, and MC-XQDPT2-corrected CAS-

SCF energies, to study the S1 state of Co
3+-corrinoids. Previous literature

had described the S1 state as either a ππ∗ transition96,97 or a metal to ligand

charge transfer transition,98–100 and this study aimed to unambiguously

determine the dominant character of the S1 state, finding with the

MC-XQDPT2 calculations that it is, in fact, dominated by MLCT charac-

ter. It is found that the B3LYP, mPW1PW91, and TPSS-h functionals

incorrectly predict a ππ∗ state, whereas EOM-CCSD, and the BP86, BLYP,

MPWPW91, and LC-BLYP functionals correctly predict metal to ligand

charge transfer dominant character.

Rotllant et al.101 studied the photochemistry of acetophenone using

CASSCF and XMCQDPT2. The equilibrium geometries of the low-lying,

singlet and triplet ππ∗ and nπ states are optimised at both levels of theory,
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and the carbon–oxygen bond stretch is found to be a convenient reaction

coordinate. The efficient crossing from the 1nπ∗ is thought to take place

via a three-state crossing point between the 1nπ∗, 3nπ∗, and 1ππ∗ states.

It is also found that CASSCF generally underestimates the length of the car-

bon–oxygen bond for each of the equilibrium structures, highlighting the

importance of including dynamic correlation in the calculations.

In other studies, Xu et al.102 proposed a diabatization scheme, and

applied it to the dissociation of phenol. Energies were calculated using

MC-QDPT2 and coupling modes at the conical intersections between

the ππ∗/πσ∗ and ππ/πσ∗ states were calculated. As the algorithm was

shown to give good, smooth results, it was proposed that it can therefore

be used in dynamic simulations. Kletskii et al.103 studied the competition

between Norrish-type reactions in butanal, pentanal, penta-2-one, buten-

2-al, butanimine-1, and nitrosopropane with CASSCF and XMCQDPT2.

For each molecule, the possible dissociation and H-transfer pathways were

studied in order to determine their relative competition, finding that

increasing alkyl chain length had limited effect on the Norrish-I reaction

pathway, but decreased the energy of the H-transfer reactions.

5.4 Benchmarking studies
In addition to studying photochemical reactivity, multireference methods of

various flavors are also commonly used to test the accuracy of lower-cost

methods such as TD-DFT, or indeed lower-cost multireference methods.

Retinal, and various derivatives and truncated models of it, have been

employed in recent years as a system against which a wide-range of methods

can be tested and benchmarked. Andruniów et al.104–106 have employed

CASPT2, CASPT3, CASSCF, CASPT2/CASSCF, DFT, MP2, (L)CC2,

and CCSD(T) to test the accuracy of optimised geometries, and vertical

and adiabatic excitation energies; CASPT2 energies/geometries are taken

as the benchmark. For the study including 9 retinal derivatives,105 it was gen-

erally found that methods that include dynamic correlation (i.e., not CAS-

SCF), gave ground state geometries in good agreement with those of

CASPT2, with CASSCF giving significant differences in bond lengths, and

in two retinal models, significantly twisted structures that are planar by the

other methods. CASSCF was also found to consistently overestimate vertical

excitation energies, however, the CASPT2 vertical excitation energies on

CASSCF geometries were found to be accurate, provided the CASSCF

geometry resembles the equivalent CASPT2 geometry.
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A smaller retinal model was used to test the CASPT3 method,104 finding

that it performed exceptionally well for ground state geometries, was insen-

sitive to IPEA shifts, but more sensitive to basis set size than CASPT2.

A further three retinal models were employed to test CASPT2/CASSCF,

CASPT2, and CC2.106 It was found that CASSCF is incapable of locating

the planar S1 minimum geometry structures for four out of the five studied

retinol models. CC2, on the other hand, was as successful as CASPT2 in

locating these minimum energy geometries. However, whenCASSCF finds

the correct structure, the one-electron properties, emission, and adiabatic

energies are in excellent agreement with those of CASPT2.When extended

to the S2 states, which are found to have significant multireference/double

excitation character, CC2 is found to give transition energy errors of>1 eV.

Notably there does not seem to be any clear indicators of when CASSCF

geometries will fail, in which case CASPT2 corrections will not result in

any improvements in mechanistic accuracy. This is, thus, especially trouble-

some in larger molecules, when running CASPT2 geometry optimizations

may not be feasible due to their computational expense.

Further benchmarking studies with retinal models have been performed

by Olivucci et al.107–114 The original study107 employed CASSCF and

multireference methods that capture dynamic electron correlation

(MRCISD, CASPT2, NEVPT2, and XMCQDPT2) to explore the ground

state PES of a retinal model. As with the studies by Andruniów et al., it is

found that the CASSCF geometries, and resulting PES, are liable to failure,

and the additional inclusion of dynamic correlation results in a significant

reshaping of the PES. Subsequent studies employed TD-DFT,108,109

coupled-cluster based methods,110–112 quantum Monte Carlo,113 and

ADC(2) and ADC(3) methods,114 which were generally compared with

the high-level MRCISD(+Q) PES. Generally, most methods were capable

of qualitatively reproducing the PES from high-level calculations, with the

EOM-CC methods seemingly capable of reproducing key photochemical

pathways, with EOM-SF-CCSD(dT) shown to be capable of quantitatively

describing some photoisomerization pathways.

TD-DFT and CASSCF/CASPT2 calculations were applied to the

pyrene and its 3 possible protonated forms by Chin and Lin,115 from which

absorption and fluorescence spectra were calculated. The calculated vertical

excitation energies calculated by TD-B3LYP and CASPT2 are in close agree-

ment for the four pyrene species, however, the size of the basis set, i.e.,

cc-pVDZ, is reasonably small. Cacelli et al.116 employed TD-DFT and

multireference calculations to study the absorption behavior of anthocyanidins,
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again finding reasonable agreement between DFT and MRPT2 vertical

excitation energies, with B3LYP finding the closest agreement. However,

the vertical excitation energies were calculated for DFT equilibrium geo-

metries, with no comparison made between DFT and MRPT2 structural

parameters. Were these to be included, the vertical excitation energies may

be significantly different.

The competition between photoisomerization and photodegradation

mechanisms in the first excited state of tetrazoline oxime ether has been stud-

ied with TD-DFT and CASSCF by Fr�eneau et al.117,118 The calculations

show that the photodegradation pathway is favored in the E-isomer, whereas

photoisomerization is favored in the Z-isomer; this is due to the hydrogen-

bond present in the Z-isomer that prevents that photolysis pathway from

being favored. López-de-Luzuriaga et al.119 used TD-DFT and CASSCF/

CASPT2 to study the dual-fluorescence of 4-(dimethylamino)-pyridine in

different solvent environments, finding good agreement between the

two methods and experimental data. Li et al.120 used TD-B3LYP and

CASPT2/CASSCF energies to study the low-lying excited states of couma-

rin, finding good agreement between both methods and experimental data.

Olsen121 employed CASSCF to study the competition between the

charge-transfer (CT) and locally excited (LE) states of green fluorescent

protein (GFP) derivatives, finding that strongly electron donating groups

enhance CT character in the S1 state, compared with weakly donating/

electron withdrawing groups. Ai et al.122 used TD-DFT and CASSCF

to study the one- and two-photon absorption of GFP. CASSCF is found

to give results in good agreement with experimental data, whereas

CAM-B3LYP is found to be in poor agreement. The blue-shift observed

was found to be due to the vibronic coupling present through a carbon–
carbon–carbon single, double bond moiety.

In other studies, Zhang et al.123 applied TD-B3LYP and CASPT2

to study substituent effects on the absorption properties of phenol

radicals, finding good agreement between the TD-DFT, CASPT2,

experimental absorption spectra. Palmer et al. have recently performed

a number of multireference studies on several organo-halide molecules;

namely, iodopentafluorobenzene,124,125 difluoromethane,126 pyridine-

N-oxide,127 iodobenzene,128 and chlorobenzene.129 Each study used

both single- and multireference calculations, and generally finds good

agreement between both types of calculations and experimental data,

for both adiabatic and vertical excitation energies.
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5.5 Assessment
To summarize, multireference methods have been applied to a wide range

of molecules, from some as large as porphyrin to those as small as hydrogen.

Applied properly, they offer high degrees of accuracy but at the high

computational expense (Fig. 2). In particular, multireference calculations

provide accurate insight into the photochemical processes being investi-

gated, against which less accurate, but cheaper, methods are compared; most

notably, TD-DFT. Multireference calculations continue to be successfully

applied to systems in which nonadiabatic behavior plays an important role

in the photochemical process of interest. A particularly popular approach

involves using CASSCF calculated geometries, upon which potential

energies are improved by performing MRPT2 single-point calculations.

However, it has been shown that the neglect of dynamic correlation in

CASSCF can result in incorrect geometry minima, which can have a pro-

found effect when attempting to reconcile observed photochemical behav-

ior. These spurious geometries can be unpredictable, and so it can be difficult

to ensure that truly correct behavior is being simulated if CASPT2 calcula-

tions are not feasible. The methods also suffer from active orbital choice,

also has a profound impact on the success or failure of these methods, though

the careful use of restricted active space methods and quantumMonte-Carlo

methods can effectively address that problem.

Multi-reference methods

Advantages

photochemical reaction
mechanisms
excited state optimizations
benchmarking lower-cost
levels of  theory

•

•

•

•
•

• sometimes the only
accurate approach available
e.g. for non-adiabatic
surfaces, many other
photochemical reactions

Highly Accurate

Main Applications
dynamic correlation

High computational cost
made worse by need for

Disadvantages

CASPT2//CASSCF often
used to improve efficiency
but some CASSCF
geometries are inaccurate
and these are hard to
anticipate

large active spaces RAS- or
QMC methods can be used
to expand active space at
lower cost

Fig. 2 Main advantages and disadvantages of multireference studies.
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6. Time-dependent density functional theory

TD-DFT and its counterpart that employs the Tamm-Dancoff

approximation (TDA-TD-DFT)130 are hugely popular excited state

methods that are largely analogous to TD-HF and CIS, respectively, but

with the inherent advantage of the included dynamic correlation present

in DFT. The methods benefit from the cost-effectiveness of DFT and

can therefore be applied to a huge range of molecules that are simply not

feasible for ab-initio methods, providing qualitative and, sometimes, quan-

titative insight into photochemical processes. However, as with ground state

DFT studies, the accuracy of the calculations is dependent on the functional

of choice, which can provide wildly different values for identical calcula-

tions. TD-DFT will suffer when excitations include charge-transfer,

Rydberg character, or when the excited state wavefunction requires any-

thing other than a single-determinant description (regions of degeneracy,

double-excitations). Due to the large volume of literature that include

TD-DFT calculations of some description, this section will concentrate

on some of the most highly cited studies in the 2013–2018 period.

6.1 Methodological developments
6.1.1 Long-range corrected functionals
One of the key decisions in choosing a functional is whether or not it is long

range corrected (LC). LC functionals treat electron-electron exchange using

HF at large separation and using a generalized gradient exchange (GGA) at

short range and have been shown to have improved accuracy for states

with significant charge transfer character.131–133 The performance of LC

functionals depends on the choice of the range separation parameter (ω) that
determines the balance of GGA and HF exchange at intermediate inter-

electronic distance.134–139 While the parameter can be used ad hoc to fit

predictions to experimental data, a more “a priori” approach has been advo-

cated by Baer in which the parameter is tuned to make the negative of

the highest occupied molecular orbital (HOMO) equal to its ionization

potential in accordance with Kohn-Sham theory.140–143

Gąsiorski et al.144,145 employed a modified form of the B3LYP, CAM-

B3LYP, and LRC-BLYP functionals, for which the exchange screening

parameter, ω, was varied, in order to study the absorption and fluorescence

properties of 1,3-diphenyl-1H-pyrazolo[3,4-b]quinoxalines. The study

finds that the long-range corrected functionals give absorption/emission
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in closer agreement than the uncorrected B3LYP functional. However, this

good agreement could be the result of fitting ω to the data. No comment

is made on the nature of the excited state, and whether this seems to be

functional dependent.

Arulmozhiraja and Coote146 used four long-range corrected functionals

(CAM-B3LYP, ω-B97X-D, LC-BLYP, and LC-ω PBE), along with stan-

dard hybrid and double hybrid functionals, in an attempt to describe the

excited states of indole and azaindole. The long-range corrections were

determined a priori using Baer’s method. It was found that while some

excited properties were improved, others were not and no one functional

predicted the correct order of all of the excited states for both species.

In a similar vein, Eriksen et al.147 discuss in detail the failure of CAM-

B3LYP to correctly describe the charge-transfer character of the S1, ππ∗
transition of para-nitroaniline. In particular, compared to CCSD and

SOPPA calculations, CAM-B3LYP is found to not only be unable to repro-

duce experimental gas-phase absorption spectra, but also fails in describing

the bathochromic shift that is also observed experimentally; this is a worry-

ing failure as, the authors note, the CAM-B3LYP functional is designed to

correct for the failings of B3LYP when modeling charge transfer in mole-

cules. The study also includes other hybrid functionals, for example,

BHHLYP, as well as CIS/RPA, finding that the errors are even more pro-

nounced. The incorrect energies are found to arise from an overestimation

of charge-transfer character in the ground state, apparent through a calcu-

lated dipole moment that is larger with CAM-B3LYP than with CCSD,

and a resulting underestimation of CT in the S1 state. This effect is found

to become more pronounced in the solvent calculations; the authors also

examine the contribution of the solvent field to the excitation energies, finding

similar contributions for both TD-DFT and CCSD calculations, suggesting

the solvent model is not to blame. Finally, the authors find that the difference

in TD-DFT and TDA-TD-DFT energies can be used as a measure for the

extent of CT.

K€orzd€orfer and Br�edas148 also note that the failings of semilocal and global

hybrid functionals can be attributed to the error associated with electron

delocalization inherent in such functionals. However, the authors show that

tuning the ω value of the LC- ωPBE against the ionization potential of the

molecules of interest can reduce ensuing error in ensuing TD-DFT calcula-

tions. Similarly, Sun et al.149 employ a set of organic emitters that undergo

thermally activated delayed fluorescence (TADF), which represent a chal-

lenge for TD-DFT with traditional functionals. In particular, the authors
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note that the organic emitters exhibit donor-acceptor behavior and therefore

they tune the ω value against both ionisation potential and electron affinity.

The studies show that the mean absolute deviation and maximum absolute

error for the tuned functional are greatly reduced, particularly for the adia-

batic singlet-triplet energy gaps. Sun et al also, however, continue to find

good performance of the B3LYP and M06-2� functionals for the properties

investigated, however, this is attributed to favorable error cancellation rather

than proper treatment of physical phenomena.

Penfold150 also tunes the range-separated parameter associated with the

LC-BLYP functional against both ionization potential and electron affinity

of TADF emitters. Although Penfold employs a slightly different formalism

in terms of optimization procedure, like Sun et al., Penfold finds that such an

a priori tuning reduces errors associated with vertical ionization energy and

the singlet-triplet energy gaps that are important when considering TADF

candidates. Penfold also notes that the spin orbit coupling between the sin-

glet and triplet states are not considered in his work, which are also impor-

tant properties to consider as they determine the efficiency of any possible

state-crossing processes.

Moore and Autschbach151 evaluated the performance of TD-DFT (BP,

PBE, PBE0, LC-PBE*, LC-PBE0*) in describing the excited states of linear
cyanines. The study finds that, unlike with charge transfer states, minimizing

the delocalization error (ΔE), for example, by tuning the range-separated

functionals, does not lead to a concomitant increase in accuracy in absorp-

tion maxima. It is also found that local pure functionals overestimate vertical

excitation energy, and a ΔSCF approach significantly underestimates the

vertical excitation energy. TD-DFT in general is also found to overestimate

singlet-triplet energy gaps.

6.1.2 Relaxed versus unrelaxed densities
Maschietto et al.152 have compared the effect of using relaxed or unrelaxed

excited state density when attempting to describe the nature and properties

of excited states. Excited state charge-transfer characteristics of extended

phenyl chains are examined by computing DCT values for each molecule,

using either relaxed (RDCT) or unrelaxed (UDCT) excited state densities.

These values correspond to the spatial extent of the charge transfer upon

excitation and the charge transfer distances, respectively. In total,

52 exchange correlation functionals were employed in order to determine

their performances. Generally, it was found that the description of the CT

state was qualitatively described by both RDCT and UDCT values, and that as

charge-transfer increased in distance, the use of UDCT becomes more
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appropriate. The performance of the CT description was found to be

relatively functional independent, and much more dependent on the

extent of the CT instead.

6.1.3 Dual-functional Tamm-Dancoff approximation
Shu, Parker, and Truhlar153 report a new implementation of TD-DFT, i.e.,

Dual-Functional Tamm-Dancoff Approximation (DF-TDA), that should

correctly reproduce the 3N–8, whereN is the number of atoms, dimension-

ality that describes conical intersections. The proposed implementation uses

two DFT functionals; the first functional is used to optimize the orbitals

of the system, and the second functional is used to construct the

TD-DFT/TDA Hamiltonian; the method is implemented in GAMESS.

In order to assess the performance of the method, combinations of the

M06, M11, and MN15 functionals were combined and applied to the dis-

sociation of NH3, which exhibits a conical intersection between the S1 and

S0 states, and to the pyramidalization and twisting of ethylene. The DFT

results show very close agreement with the PES calculated with CASPT2

and could provide a new approach to tackling difficult intersection points.

6.1.4 Simplified Tamm-Dancoff approximation
Grimme et al. have performed a wide-range of studies focusing on both

implementation and development of TD-DFT methods as well as their

subsequent application to organic systems. The derivations for simplified

TDA-154 and full TD-DFT155 are presented, which allow for the computa-

tion of excited states for large molecules, i.e. up to�1000 atoms; systems that

still today present a significant challenge. The sTDA and sTD-DFT methods

yield significant speed-ups compared to the full calculations, and the sTD-

DFT provides the benefit of more reliable oscillator intensities, crucial for

simulation of various spectra, compared to sTDA, and exhibits similar calcu-

lation errors to that of the full calculations. A subsequent study156 extends

sTDA from just global hybrid exchange-correlation functionals (XCFs) to

several range-separated hybrids, namely, the ωB97 family of functionals,

PBE0, B3LYP, CAM-B3LYP, and LC-BLYP. The study finds that CAM-

B3LYP andωB97X-D3 perform best for most excitations, and that in general

the RSH functionals perform better than global hybrids. As well as this, a

study157 applying the ωB97X and BHHLYP in conjunction with sTD-

DFT to simulate the electronic circular dichroism (ECD) spectra of [16]

helicene, finds good agreement with experiment; ECD spectra represent a

challenge for TD-DFT as the spectra are sensitive to oscillator intensities.
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A further extension of sTDA is tight-binding based (sTDA-xTB),158

which is a semi-empirical approach to speeding up the generation of

ground-state Kohn-Sham orbitals and eigenvalues, upon which the sTDA

method can be applied for generation of excited states. The method is found

to perform well for both low-energy valence and Rydberg states and out-

performs other semi-empirical methods. The sTDA-xTB method was then

applied to several biomolecular systems (thousands of atoms present) in order

to simulate their UV–vis and CD spectra, finding excellent agreement

between experimental and calculated spectra.159 sTD-DFT and sTDA has

was also applied to the ECD spectra of several large, highly π-conjugated
systems160; namely, C76 fullerene, [11]helicene, part of a chiral (11,7) carbon

nanotube, and a section of a long, α-helical polypeptide chain. The study

notes the differences between TDA-TD-DFT and full TD-DFT in terms

of computing excited state properties, notably the difference that can arise

when calculating the rotary strengths, a signed property on which simulation

of ECD spectra depends. The study shows that, for C76 fullerene and [11]

helicene, TDA (and sTDA) TD-DFT produce rotary strengths opposite in

sign to that of a full TD-DFT (and sTD-DFT), resulting in incorrect spectra

that would affect any attempt of assignment. In the case of [11]-helicene, the

ECD spectrum is reasonably well simulated, however, a band of opposite

sign to experiment is observed in the 250–280 nm, demonstrating that

the incorrect signs of rotary strengths from (s)TDA is not systematic and

cannot simply be multiplied by �1. (s)TD-DFT is found to give spectra

in excellent agreement with experiment when combined with the

ωB97X-D3 functional.

Full TD-DFT has also been applied to the examination of 20 different

3,4,5-triaryl-1-R-1,2-diphosphole derivatives, in order to determine their

applicability as optoelectronic materials.161 The study found that structural

changes, for example, introduction of substituents to the para-positions of

the aryl groups, or changing the substitution of the phosphorus atoms,

can be used to tune the HOMO-LUMO gap of the molecules. TD-DFT

and TDA-TD-DFT were also applied to the study of some fluorescent

benzimidazolylquinoxaline derivatives,162 finding good agreement between

experiment and calculations using the PBE0 and B3LYP functionals.

6.2 Dye chemistry
6.2.1 Overview
One of the most popular applications of TD-DFT is the study of dyes, par-

ticularly in the context of dye-sensitized solar cells. Jacquemin has applied
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TD-DFT to a large range of systems from both a benchmarking and explor-

atory perspective.2,47,163–183 Among other things, the performance of

TD-DFT with respect to reproducing several excited state phenomena

exhibited by several types of dye (i.e., anthraquinones, cyanines, coumarins,

naphthalimides, BODIPY and similar dyes, photoacids and biodyes, and

photoswitches) has been examined.179 The properties modelled included

absorption and emission spectra and understanding their band shapes,

charge-transfer characteristics for optimization in solar cells, and excited

state proton transfers/photoacidity. TD-DFT was found to accurately

reproduce vertical excitation energies using hybrid functionals, e.g.,

B3LYP and PBE0, with MAE of 0.10 eV. Multiple linear regression, with

parameterized components from both PBE0 and B3LYP, was found to

reduce the MAE to 0.08 eV, and reduced the number of erroneously large

deviations. However, TD-DFT was found to severely overestimate the

transition energies of cyanine and its derivatives; for example, B3LYP

exhibits MAE of 0.31 eV when applied to cyanine, and B3P86 exhibits a

MAE of 0.25 eV when applied to anthocyanine. With respect to exploring

dye-sensitized solar cells, the same authors179 note the importance for

including the surface in the time-dependent calculation, as the surface has

a polarizing effect on the molecular electronic structure which will affect

absorption behavior. Finally, the authors find that TD-DFT can also be

applied to photoreactivity, i.e., excited state intermolecular proton transfer

and photoswitching, which moves TD-DFT away from simply calculating

intrinsic properties on equilibrium geometries.

A review focused on the application of quantum chemistry to cyanine

excited states172 finds that TD-DFT can be used to find a specific cyanine

transition; the transition will be functional independent and upshifted in

energy when the Tamm–Dancoff approximation130 is employed, and the

respective excited state geometries are well modelled. Single reference

methodswith included dynamic correlation are required for acceptable repro-

duction of the absolute transition energies, however. A review into the pho-

todeactivation dynamics of phosphors178 highlights the non-systematic errors

exhibited byTD-DFTwhen applied to systemswith transitionmetals present.

0–0 energies and vibrationally resolved spectra are also reviewed,2 generally

finding that M06-2�, B3LYP, M06, and ωB97X-D give small maximum

absolute errors for absorption spectra, which increase for emission spectra.

LC-PBE was found to perform poorly for both sets of spectra.

Jacquemin et al. have also employed TD-DFT for a range of systems.

The second-order NLO behavior of a Pt(II) complex171 was reported
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and investigated experimentally and with TD-DFT; using PBE0 to model

the absorption behavior and ωB97X-D to compute the first hyper-

polarizabilities. The computed absorption spectra are in good energetic

agreement with the experimental spectra. Benelhadj and Jacquemin

et al.176,184–186 have published studies into excited state intramolecular pro-

ton transfer processes in benzazole184 and benzoxazole176 derivatives, and

the luminescent properties of borate complexes.185,186 The benzoxazole

derivatives were found to exhibit fluorescence of white light, arising from

dual fluorescence from enol and keto phototautomers. TD-DFT was

employed to explore the excited state PES for excited state intramolecular

proton transfer.165,174 This study was subsequently expanded to over 110

potential excited state intramolecular proton transfer dyes with a

TD-DFT/ADC(2) hybrid approach.175 TD-DFT was used for vibrational

and structural parameters, and ADC(2) was used for absolute and transition

energies. This hybrid approach was found to give good agreement with

experimental fluorescence spectra and, more importantly, consistently

predicted whether fluorescence would arise from the keto or enol forms,

or if dual fluorescence would dominate. Diketopyrrolopyrrole molecules170

were investigated for their solar cell sensitizing properties; specifically 4 dif-

ferent dyes were investigated. Experimentally, each of the dyes exhibit

absorption at similar wavelengths, which is captured by TD-DFT. How-

ever, changing terminal thiophene groups for trisarylamine groups was

found to enhance CT character in the excited states, a property beneficial

for sensitizing dyes. The CT character was found to be well modelled by

the CAM-B3LYP functional.

6.2.2 Dye-sensitized solar cell applications
Le Bahers et al.187 have discussed the proper practice for examining dye-

sensitized solar cells with quantum chemistry; summarizing the procedure

as: (a) compute the structural and electronic properties of the dye-sensitized

solar cell; (b) employ diagnostic tools to determine the accuracy and reliabil-

ity of the calculations; (c) assess impact of dye adsorption; and (d) evaluate

electron injection efficiency, incident photon-to-charge carrier efficiency

(IPCE), and JSC. Coupled with the PBE0 functional, three similar

pyridinium derivatives were examined, finding good agreement with exper-

imentally obtained results.

Mathew et al.188 report the success of two bis(20,40-bis(hexyloxy)-[1,10-
biphenyl]-4-yl)amine-functionalised porphyrin-based dyes for solar cell

sensitization, which exhibit power conversion efficiencies of up to 13%.
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The two dyes are similar in that their donor groups (porphyrin core + amine

groups) are identical but differ in that their acceptor groups are either a

benzoic acid group (dye SM371), or a benzothiazole group (dye SM315);

SM315 is found to be the more efficient of the two dyes. The M06 func-

tional was employed in order to rationalize the observed differences in

absorption behavior, finding that SM315 exhibited a greater amount of

donor!acceptor CT character in the S1 state than SM371, as well as a series

of bright absorption peaks extending to�400 nm, which are used to explain

the observed panchromatic absorbance of the dye and the resulting

efficiency.

Liu et al.189 employed B3LYP and CAM-B3LYP to study the linear

and non-linear optical properties of 6 derivatives of triphenylamine

(�indandione) chromophores. Here, CAM-B3LYP was employed to opti-

mize the ground state structures of the molecules as B3LYP is said to be less

capable of reproducing the correct geometries or modelling the charge

transfer taking place to give rise to the non-linear optical properties.

However, it appears that B3LYP was nonetheless employed to simulate

the absorption and emission spectra of the molecules, rather than CAM-

B3LYP. The authors do, however, find good agreement between the sim-

ulated and experimental spectra, and find that asymmetric modification of

indandione groups results in a profound effect on the calculated first-order

hyperpolarizabilities.

Linares-Flores et al.190 also used (CAM-)B3LYP to study the effect of

different electron-donating substituents and anchors on the optical proper-

ties of porphyrin-based zinc phthalocyanine dyes. The ground state geom-

etries were obtained using both functionals, with B3LYP giving a band gap

in good agreement with experimental values, 3.2 eV vs 3.4 eV, respectively;

however, CAM-B3LYP gave an estimated band gap of approximately 6 eV,

a somewhat spectacular failure. However, reasonable agreement is obtained

for each functional between the calculated vertical excitation energy and

oscillator strengths and experimental values obtained from similar com-

pounds. The work was motivated by applications in dye-sensitized solar

cells, and the study demonstrates that it is possible to use theory to optimize

structural parameters so as to increase the efficiency of the electron injection

process critical to photovoltaic action.

An earlier study by Zarate et al.191 also studied dye-sensitized solar

cell models, employing both B3LYP with added dispersion corrections

and CAM-B3LYP. Here, CAM-B3LYPwas employed to calculate the ver-

tical excitation energy, and a comparison to values as calculated by the
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ωB97X-D, BHHLYP, M06-2�, M11, HISSbPBE, HSE06, M06, PBE,

and TPSSh functionals was performed. It was found that a smaller number

of bridging units between the chromophore and the dye-sensitized surface

gave rise to a larger absorption. Zarate et al.192 also studied the electron

photoinjection mechanism and photovoltaic properties of TiO2-adsorbed

donor-acceptor bridges with the B3LYP, CAM-B3LYP, PW91, PBE,

and M06-L functionals. In total, 11 different donor motifs were compared

to alizarin and napthalenediol, which can undergo both Type I and Type II

photoinjection mechanism mechanisms, and it was found that different

donor systems were capable of driving favorability for a photoinjection

mechanism.

Li et al.193 used B3LYP (ground state geometries), CAM-B3LYP

(absorption/emission), and M06-2� (dye regeneration mechanism) to

study various properties of three organic dyes, to determine their potential

for application to dye-sensitized solar cells. The simulated absorption spectra

are in good agreement with experiment, and charge density plots of the S0
and S1 states show clear charge transfer from the donor to the acceptor

regions of the molecule, suggesting CAM-B3LYP can reproduce these

effects. In general, the study shows that CAM-B3LYP was capable of rep-

roducing experimental observations, including which species had the higher

molar absorption characteristics, and that substitution along the π-bridge had
a significant impact on the absorption properties of the molecule.

Nachimuthu et al.194 studied the effects of anchoring groups on the opti-

cal and aggregation properties of a 4-methoxy- N-(4-methoxyphenyl)-N-

phenylbenzeneamine donor moiety coupled with several different acceptor

and anchoring units. In particular, the role of the anchoring groups in dye

aggregation was examined as extensive aggregation can result in a decrease in

electron transport through a solar cell, and hence a decrease in its efficiency.

The B3LYP, ωB97XD, BHHLYP, M06-2�, and CAM-B3LYP func-

tionals were used in the excited state calculations, with the ωB97XD prov-

ing to be the most accurate. The study finds that dyes with a dithioic (CSSH)

anchoring group exhibit the lowest energy transitions, and that the inclusion

of a CN group into the anchoring moiety can also enhance absorption.

Compared to the COOH anchoring group, molecular dynamics (MD) cal-

culations found that dyes with CSSH favored aggregation to a greater extent,

demonstrating that optimal choice of the anchoring group can be used to

enhance favorable, and limit unfavorable, physical characteristics.

Baheti et al.195,196 used B3LYP to study the effect of functionalizing

fluorene-based sensitizers for dye-sensitized solar cells. In their first study,
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one or two fluorenylidene moieties were incorporated into triarylamine

donor units, coupled with cyanoacrylic acceptor units and (bi)thiophene

conjugated bridges. All of the fluoro-containing dyes studied exhibit signif-

icant charge-transfer character arising from the HOMO-LUMO transition,

and they also have red-shifted absorbance compared to the reference and

dicyanovinyl containing dyes. As well as this, the fluoro-containing dyes

exhibited higher molar extinction coefficients and HOMO-LUMO energy

levels close to that of TiO2 that resulted in a higher photocurrent density

than that arising from the dicyanovinyl species. In their second study the

authors studied the effect of functionalizing rod-like and T-shaped dyes.

They found that the rod-shaped dyes exhibit lower-energy S0!S1 transi-

tions compared to that of T-shaped dyes, and this arises from the extended

delocalization found in the rod-like dyes. As well as this, it is found that (bi)

thiophene linkers result in a red-shift in absorbance. Finally, while the rod-

like have a lower-energy absorbance compared to the T-shaped dyes, the

latter are in fact the more efficient sensitizers if they were to be used in a

dye-sensitized solar cells.

Venkateswararao197 used B3LYP and MPW1K to characterize the

behavior of carbazole donor units with π-linkers. The calculations demon-

strate significant charge-transfer character from the HOMO-LUMO tran-

sition at energies appropriate for electron injection to TiO2. Feng et al.198

use B3LYP and CAM-B3LYP in order to simulate the spectra of several

molecules functionalized with an ullazine donor group, finding that the

spectra demonstrate the applicability of ullazine to dye-sensitized solar cells.

Kulinich et al.199 used the B97D3, B3LYP, B3PW91, and ωB97X-D
functionals to study the excited states of merocyanine. The study finds good

agreement for all functionals between the calculated and experimental spec-

tra, with the B97D3 functional performing best. The B97D3 functional sug-

gests that the low energy, S0 to S1 transition is a ππ∗ transition at 2.81 eV, in
very close agreement with the experimental band centered at 2.8 eV. The S0
to S2/S3 excitations are found to be symmetry forbidden and therefore

unresolvable in either experimental or simulated spectra. The B3LYP,

B3PW91, and ωB97X-D functionals consistently overestimate the vertical

excitation energy, with the ωB97X-D energies being the least accurate.

Kowalska-Baron et al.200 used the B3LYP and CAM-B3LYP func-

tionals, as well as the ωB97X-D functional, to study the distyrylnaphthalene

chromophore. However, only the B3LYP functional was employed to study

the excited state. Again, no description of the character of the S1 state is

included. The experimental absorption and fluorescence spectra are also
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broad and ill-defined, meaning it is unclear if the excited states are being cor-

rectly modelled. The chromophore also has an extensive π-system and the

paper also mentions that charge transfer takes place in the S1 state, for which

TD-DFT, and B3LYP in particular, is known to fail.131–133 It is unclear,

then, if the TD-DFT calculations are properly describing either the ground

or excited state structures and energies of the chromophore.

In other studies, Lee et al.201 employed B3LYP to study the excited states

of several fluorene containing iridium complexes. The complexes exhibit

“deep-blue” phosphorescence, and significant metal-to-ligand charge-

transfer character is found for the triplet excited states, suggesting significant

spin orbit coupling between the excited states. Estrada et al.202 provide

insight into the change in electronic structure of isoindigo upon func-

tionalization. Different functionalization patterns are found to change not

only the broadness of the absorption spectra but also the oscillator intensities.

Thienyl groups were found to planarize the molecules. Lourenço Neto

et al.203 employed B3LYP to simulate the absorption spectra of eight differ-

ent phenolic acids, which were then be compared to the experimentally

obtained spectra of four Brazilian fruits. From the calculations, the

B3LYP spectra are in good agreement with the experimentally obtained

absorption spectra, and the acidic makeup of the fruits can be elucidated.

6.3 Excited state intramolecular proton transfer
Excited state intramolecular proton transfer studies have also found

TD-DFT a useful and often accurate method. Huang et al.204,205 employed

TD-DFT to study the excited state intramolecular proton transfer mecha-

nisms of 3-hydroxy-2-(thiophen-2-yl)chromen-4-one (3-HTC) and

2,5-bis(benzoxazol-2-yl)thiophene-3,4-diol with B3LYP. In their earlier

study, 3-HTC is found to undergo excited state intramolecular proton trans-

fer due to the strengthening of an internal OH hydrogen bond upon exci-

tation. The S0 and S1 H-transfer PES were calculated and the favorability for

excited state intramolecular proton transfer is clear. The simulated absorp-

tion and fluorescence spectra are in good agreement with the experimental

spectra. Similarly, upon excitation an internal NH hydrogen present in

2,5-bis(benzoxazol-2-yl) thiophene-3,4-diol is strengthened, and the calcu-

lated PES show clear favorability for the excited state intramolecular proton

transfer. However, with 2,5-bis(benzoxazol-2-yl) thiophene-3,4-diol, a

double excited state intramolecular proton transfer process is in fact favored.
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As with 3-HTC, good agreement between simulated absorption/emission

spectra is obtained. Zhu et al.206 studied the excited state intramolecular pro-

ton transfer of five molecules containing the 10-aminobenzo[h] quinoline

chromophore group.

Liu et al.207 studied the excited state double proton transfer mechanism of

8-hydroxyquinoline (8HQ) using the B3LYP and CAM-B3LYP functionals.

The 8HQmolecules were micro-solvated with either NH3, H2O, or AcOH.

The HOMO-LUMO transitions for each species is of ππ∗ character, and the
strength of the H-bond between the 8HQ and solvating species results in

slightly different H-transfer mechanisms. With NH3, the OH(8HQ)

H-bond is found to be strongest and is therefore the first proton transfer to

take place, followed by an H-transfer from the NH4
+ species back to the

8HQ. The opposite is found to be true for the 8HQ-AcOH species, and with

H2O, each of the twoH-bonds are found to be similar in strength, which leads

to a concerted double proton transfer. Ground state analysis of the proton

transfer for the 8HQ-NH3 species shows a significant activation barrier,

whereas TD-DFT results suggest a near-barrierless PES in the S1 state.

Pina et al.208 studied the excited state intramolecular proton transfer of

Indigo and a monohexyl-substituted derivative with the CAM-B3LYP

functional. The study aims to provide evidence for whether the transfer is

either a single or double excited state intramolecular proton transfer, and

if the transfer involves rotation about the central carbon-carbon bond. It

is found that only a singlet excited state intramolecular proton transfer takes

place, and rotation is feasible but according to experimental ultrafast spec-

troscopy it is a non-competitive pathway.

The excited state intramolecular proton transfer of 1,5-dihydroxyquinone

was studied by Zhou et al.209 with B3LYP. The simulated absorption and

fluorescence spectra are found to agree well with experimental spectra, and

the intermolecular H-bonds are found to be strengthened upon excitation

to the S1 state. It is also found that a single excited state intramolecular proton

transfer takes place on the T1 surface. The S0 to S1/S2 transitions are likely to

be ππ∗/nπ∗ transitions, respectively, based on the relative oscillator intensities
of the two transitions (0.2866 vs 0, respectively). The population of the T1

state is attributed to internal conversion to the S1 state followed by ISC to

the T1 state; however, no description of the character of the T1 state is

included, on which the efficiency of the ISC is dependent. It may be found

that the higher nπ∗ state may be involved in populating the triplet states, how-

ever this possibility is not explored.
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Li et al.210,211 used TD-B3LYP to explore excited state intramolecular

proton transfer in 6-amino-2-(20-hydroxyphenyl)-benzoxazole (6A-HBO)

with and without an explicit methanol molecule present. The role of the

methanol hydrogen bond does not appear to be significant; the uncomplexed

6A-HBO exhibits a H-transfer transition state energy that lies 9.6 kcal mol�1

above the ground state and a shallowH-transferredminimum, and upon exci-

tation the transition state decreases in energy to 8.7 kcal mol�1 and a slightly

deeper H-transferred minimum. Complexation to the MeOH molecule

serves to stabilize the transition states for both the S0 and S1 state, to

6.4 kcal mol�1 and 5.2 kcal mol�1, respectively. Questions remain about

the accuracy of B3LYP for predicting transition state energies, it would be

interesting, therefore, to assess if other DFT functionals give similar potential

surfaces. The authors also studied 6A-HBO and 5-amino-2-(20-
hydroxyphenyl)benzoxazole (5-HBO) excited state intramolecular proton

transfer in the context of the role of the amino group, finding again that

the OH!N hydrogen bond is significantly increased in strength in the S1,

hence promoting excited state intramolecular proton transfer.

Zhang and Liu212 used TD-DFT to study the absorption behavior of

2,4,6-trisbenzothiazolylphenol, which can undergo excited state intramo-

lecular proton transfer upon excitation the S1 state. The authors note that

design of molecules that undergo excited state intramolecular proton transfer

can be difficult and here, TD-B3LYP calculations were used to show that

the HOMO-LUMO gap can be red-shifted by increasing the extent of con-

jugation in the molecule. The calculated absorption (384 nm) and emission

(619 nm) maxima were also found to be in good agreement with experi-

mental values, at 376 and 570 nm, respectively.

Zhao et al. studied the excited state intramolecular proton transfer mech-

anisms of 3-hydroxyisoquinoline (3HIQ),213 bis-2,5-(2-benzoxazolyl)-

hydroquinone (BBHQ) and its derivatives,214 and 1,8-dihydroxybenzo

[a,h]phenazine (DHBP)215; each study used TD-B3LYP. In the case of

3HIQ, three model proton transfers were considered; the first involved a

single 3HIQ molecule along which the enol-keto tautomerization proceeds

via a high barrier of approximately 37 kcal mol�1. The second and third

transfer reactions involved (a) 3HIQ self-association in cyclohexane with

a step-wise double proton transfer via a 3HIQ+H+/3HIQ� charge-

separated intermediate, and (b) 3HIQH-bonding to an acetic acid molecule

that involves a simultaneous 3HIQ!ACID/ACID!3HIQ double proton

transfer to form the keto species. Mechanism (b) is found to be essentially

barrierless. The studies of BBHQ and DHBP also employed a TD-DFT
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PES and demonstrated the feasibility for either single- or double-proton

transfer mechanisms, as the respective hydrogen-bonds of interest are

strengthened in the S1 states. However, no work is done to definitively

determine which mechanism actually takes place.

Liu et al.216 performed a similar study focusing on quinoline-pyrazole

isomerization, which involves excited state intramolecular proton transfer.

Two isomeric systems were considered, labelled QP-I and QP-II, as it is

found experimentally that, upon photoexcitation, QP-I undergoes emission

at a wavelength corresponding to the proton-transferred (PT) isomer; how-

ever, no such emission is observed for QP-II. The authors find that the PES

for H-transfer in QP-II exhibits a lower barrier than that of QP-I on the S1
state, suggesting QP-II excited state intramolecular proton transfer is in fact

more favorable than that of QP-I. The lack of emission is therefore attrib-

uted to the small energy gap (�0.29 eV) between the S1/T2 states found in

PT-QP-II, which could result in ISC and therefore no fluorescence. The

equivalent energy gap in PT-QP-I is found to be �0.77 eV, which results

in the observed fluorescence.

6.4 Photoinitiation
Photoinitiation is the process by which involves a molecule that undergoes

α-decomposition (Type I) or a hydrogen atom abstraction (Type II) to gen-

erate either free radicals or ions upon irradiation with (usually UV) light.217

Fig. 3 shows the both types of photoinitiation, adapted from ref. 217

Huix-Rotllant et al.108,218,219 have applied TD-DFT to retinal,

acetophenone, and photoinitiation of nitroxide mediated polymerization

(NMP). In the case of retinal, TD-DFT and TDA-TD-DFT with the

B3LYP, CAM-B3LYP, BHHLYP,M06-2�, and mPW2PLYP functionals

was compared to MRCISD+Q, SF-EOMCCSD(dT), and SA-CAS. The

study explores the ground and excited state PES, finding generally that the

single-reference TD-DFT was unsuitable, and was incapable of describing

the diradical and CT intersection geometries. As well as this, TD-DFT

was found to produce “kinks” in the PES, artefacts that were not present

in higher-level calculations. Out of all the functionals tested, the double

hybrid mPW2PLYP functional performed the best. mPW2PLYP was also

found to perform the best in describing the three-state crossing between

the 1(nπ∗), 3(nπ∗), and 3(ππ∗) states, in particular when combined with

TDA-TD-DFT. The double hybrid functional was the only functional to

predict a three-state crossing and produced energies and geometric
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parameters in closest agreement with multireference calculations. The

increase in accuracy of mPW2PLYP is attributed to the larger inclusion

of double-excitations in the excited states arising from the MP2 component

of the calculation. Full TD-DFT, and CAM-B3LYP in particular, was

found to perform badly when describing the triplet surfaces, and TDA-

TD-DFT is found to correct these issues.

For the NMP study, several different isomers of an NMP iniferter (An

iniferter is an initiator for radical polymerizations.), which combine a chro-

mophoric acetophenone moiety with an alkoxyamine group that will

undergo cleavage to initiate the reaction, were studied using TD-B3LYP.

The calculations suggest that the photochemical processes of the iniferters

are defined by singlet-triplet crossing, followed by excitation delocalization

across the alkoxyamine moiety, which results in bond homolysis. It was also

found that CdN and OdC dissociations can compete, which could

account for low initiation efficiencies. However, in their acetophenone

study Huix-Rottlant et al.218 recommend the use of mPW2PLYP/TDA

for exploring the excited states of acetophenone-based chromophores,
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not B3LYP/TD-DFT which is found to perform poorly. As well as this,

B3LYP is known to fail for describing radical bond dissociations,220 so

the competition between the different σ-cleavage pathways remains unclear.

Frick et al.221 explored the relationship between the structure and

reactivity of benzoin-based radical photoinitiators, using a combination of

pulsed-laser polymerization with subsequent electrospray-ionization mass

spectrometry (PLP-ESI-MS), femtosecond transient absorption (fs-TA)

spectroscopy, and ab initio calculations. TD-B3LYP was employed to com-

pute the excited state properties, finding generally that there was no signif-

icant relationship existed between the brightness of an excited state and the

subsequent dissociation reaction. In fact, dark nπ∗ states generally dominate

the S1 state, and it is the population of these states that most efficiently leads

to dissociation. The study also finds that if too many singlet/triplet states lie

below the likely most reactive states, photoinitiation becomes less favorable

due to increased competition with internal conversion decay pathways.

Xiao et al.11,222,223 employed TD-DFT to study the absorption charac-

teristics and photoinitiation mechanism of anthraquinone derivatives. The

studies highlight the impact of different substitution patterns can have on

altering the ordering of nπ∗ and ππ∗ transitions, also finding that the anthra-
quinone molecules undergo excited state redox processes when co-initiating

molecules are present.

6.5 Other photochemical reactions
A range of other photochemical triggered reactions are possible, and below is

just a few of the processes studied via TD-DFT. Luo et al.224 employed

ultrafast spectroscopic techniques and TD-M06-2� to investigate the effi-

cacy of sinapoyl malate and sinapic acid for natural UV-protection. In this

case, TD-DFT is found to be able to qualitatively reproduce the S0/1 PES,

finding that the cis-trans isomerization is barrierless for both systems on the

S1 state, and leads back to the ground state. However, it is observed that the

cis-isomer of sinapic acid is less able to absorb UV light than its trans-

counterpart; in contrast, sinapoyl malate exhibits no significant difference

in the absorption characteristics of either cis/trans isomer and continues

to absorb UV light efficiently. This is used to reconcile why sinapoyl malate

is prevalent in nature rather than sinapic acid.

Mazzone et al.225 used several functionals, M06-2�, M06, PBE0, and

B3LYP, to examine the electronic properties and spin-orbit couplings of

two thienopyrrole BODIPY (BODIPY¼ a boron-dipyrromethene).
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All four functionals gave consistent structural parameters and S1/T1 energy

gaps, and M06 and B3LYP gave S0 to S1 transition energies closest to the

experimental values. The spin orbit coupling between the S1 and T1 states

was found to be higher than Foscan® (Temoporfin photosensitizer) taken as

a reference molecule, and the BODIPY derivatives are therefore feasible

photosensitizers for singlet oxygen generation.

Liu et al.226 designed a cross-coupling reaction between thiol and aryl

halides that is promoted by visible light, and results in a highly synthetically

useful carbon-sulfur bond. TD-DFT was applied in order to gain insight

into the process taking place upon excitation, using the CAM-B3LYP func-

tional. The calculations suggest that, upon excitation, a preformed nega-

tively charged electron donor-acceptor (EDA) complex undergoes CT to

form a negatively charged species now on the acceptor molecule, and a

biradical across the complex. These biradicals are localized on the carbon

and sulfur atoms that then undergo coupling to form the product.

Kozlowski et al.227 give a perspective on the photochemistry of cobala-

mins; in particular, methylcobalamin (MeCbl), adenocobalamin (AdoCbl),

cyanocobalamin (CNCbl) a.k.a. vitamin-B12, and hydroxocobalamin

(HOCbl). These molecules have significant biological relevance, for exam-

ple, some enzymes are found to be dependent onAdoCbl in radical-mediated

rearrangement reactions; the cobalamins also possess a “unique σ CodC

bond”. The rich chemistry of the cobalamins also involves complex excited

state properties that are found to be dependent not only on the relative sub-

stitutions of various chemical groups, but also the local environment. In par-

ticular, cobalamins are found to undergo bond photolysis, resulting in a

Co(III)!Co(II) oxidation and production of alkyl radicals, and detailed

understanding of the photolysis mechanism is therefore sought. Due to

the size of the systems, TD-DFT was employed rather than ab initio

methods, along with a significantly truncated model that captures the cobal-

amin Co core and leaves out any functional groups extending beyond the

pyrrolic halo. B3LYP, and dispersion corrected B97-D and BP86 functionals

were used, finding that, for MeCbl, B3LYP incorrectly predicted a S1 state

dominated by ππ∗ character, whereas BP86 correctly (according to ab initio
and spectroscopic results) predicts predominantly metal to ligand charge

transfer character. The results concentrate on the singlet excited states of

the four cobalamin complexes, finding that cobalamin low-lying excited

states can be dominated by ππ∗, σπ∗, πd, and dπ∗ characters, which give rise
to complicated dissociation pathways from which reactivity can be difficult

to elucidate. As well as this, the authors find that TD-DFT is insufficient to
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explain the experimentally observed wavelength independence of AdoCbl

with respect to photolysis, as the calculations draw similarities between

AdoCbl and MeCbl that do not translate to experimental similarities. The

involvement of triplet excited states is also fielded as a potential avenue for

further study and could provide further insight into currently unexplained

phenomena.

Ding and Liu228 used TD-DFT and SF-TD-DFT to study the biolumi-

nescence mechanism of luciferin in Watasenia scintillans. The biolumines-

cence of this structure is important it is a derivative of a core skeleton

structure that is found in wide range of bioluminescent organisms. CAM-

B3LYP was applied to TD-DFT calculations, from which a range of

ground- and excited-state PES were calculated, to either support or refute

the proposed bioluminescence mechanism.229 As well as this, BHHLYPwas

used in conjunction with SF-TD-DFT to perform non-adiabatic dynamics

simulations with on-the-fly trajectory surface hopping (THP) to model the

chemiluminescent decomposition reaction. SF-TD-DFT was chosen as it is

more capable of coping with regions of electronic degeneracy. These two

methods were found produce qualitatively correct surfaces and results, from

which the previously proposed mechanism is strongly supported.

6.6 UV–Vis spectra and excitation energies
Ashwood et al.230studied the excited state dynamics of 6-thioguanine

(6tGua) and its N9-glycosilated derivative (6tGuo) with ultrafast spectros-

copy, and TD-DFT was used to provide theoretical insight; the PBE0 func-

tional was used. The calculations find low-lying triplet states that are close in

energy to the S1 and S2 states. The calculations and dynamics experiments

appear to disagree, as the difference in the vertical excitation energy of 6tGua

and 6tGuo are small, however, upon the excitation, the triplet states of the

6tGuo are populated nearly twice as quickly as the 6tGua molecule. This is

attributed to an increase in vibronic coupling between various singlet and

triplet states due to the 6tGuo molecule being significantly larger.

Simone et al.231 studied the effect of substituting hydrogen atoms

for either bromine or iodine atoms at various positions of aza-BODIPY.

Aza-BODIPY has potential for therapeutic use as a photosensitizer for gen-

eration of singlet oxygen, which is cytotoxic and can be used to kill targeted

cells. For a photosensitizer to be efficient, the triplet states of the molecule

need to be effectively and rapidly populated after excitation. TheM06 func-

tional was used to calculate the ground state and absorption properties of the
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substituted derivates, finding that neither bromine nor iodine had a signif-

icant impact on the absorption properties. TD-DFT also predicted that

for all compounds investigated, the lowest energy transition is the ππ∗
transition, and that the low-lying triplet states are of nπ∗ character, and

therefore populating these states, according to the El-Sayed rules,232 should

be reasonably favorable.

Boron dipyridylmethene (DIPYR) dyes, which are pyridine based

BOPDIY derivatives, were studied by Golden et al.233 TD-DFT and

XMCQDPT2 calculations were performed on boron dipyridylmethene,

boron diquinolylmethene, and boron diisoquinolylmethene. B3LYP was

employed, and the calculated vertical excitation energies were found to

be systematically overestimated and were subsequently scaled by subtracting

0.44 eV from all calculated values; doing so resulted in good agreement with

experimental values for the three molecules. The lack of fluorescence

exhibited by DIPYR is attributed to the near degeneracy between the S1
and T2 states which leads to efficient ISC between the two. The authors

note that manipulation of the relative energies of these two states, e.g. by

benzannulation, can lead to an increase in fluorescence behavior.

Lorenz et al.234 studied the electronic structure of poly(p-phenylene

iminoborane) with TD-B3LYP. This was done to determine the extent

of the π-conjugation across the polymer backbone; the TD-DFT calcula-

tions were performed to find the HOMO-LUMO transition, which was

found to be a ππ∗ transition, providing evidence that there is such a π-sys-
tem. Three different chain lengths were studied, and it was found that

conjugation extends with chain length.

Margar et al.235 studied difluoroboron-curcumin complexes, another

highly π-conjugated system, in which the hydroxy-groups were replaced

with methoxy and tosylate groups. Absorption and emission properties were

calculated with B3LYP and are in good agreement with experimental

values, and the first-order hyperpolarizability was calculated, suggesting that

the molecules could exhibit significant non-linear optical properties.

Kamada et al.177 also studied difluoroboron curcuminoid molecules with

TD-B3LYP, using it to calculate the one- and two-photon absorption

properties. In agreement with Margar et al., the fluorophores are shown

to exhibit significant non-linear optical properties, and B3LYP calculations

are in good agreement with the experimental absorption spectra, if

somewhat blue-shifted.

Cabrera-González et al.236 studied a set of carborane clusters for their

photophysical properties, finding experimentally that ortho- vs meta- bond-

ing to the stilbene groups does not affect the absorption profile of the
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different molecules. TD-B3LYP found that for all systems the S1 state was

dominated by a HOMO-LUMO transition localized to the stilbene moie-

ties, leading to absorption behavior independent to the bonding patterns of

the stilbene units. This is found to be in direct contrast to previously reported

carborane diads,237,238 which find that the S1 states are dominated by CT

character and are therefore significantly affected by structural parameters.

Momeni and Brown239 note that BODIPY and aza-BODIPY are chal-

lenging systems for TD-DFT to model accurately, and therefore benchmark

the performance of a range of functionals (B3LYP, PBE, BLYP, PBE0,

LC-BLYP, LC-PBE, CAM-B3LYP, ωB97X-D, and LC-ωPBE) against
ab initio methods (TD-HF, CIS, CIS(D), EOM-CCSD, SAC-CI,

LCC2, CCS, CC2, LR-CCSD, CCSDR(T), CCSDR(3), CASSCF, and

CASPT2), all with the cc-pVTZ basis set. The correlated methods provide

the authors with the means to analyze the different contributions to the

excited state wavefunctions, for example dynamic correlation arising

from the coupled-cluster methods, or double excitations that can appear

in CASSCF calculations. The study finds that TD-DFT generally overesti-

mates the vertical excitation energy by>0.3 eV, and that within the test-set

of functionals used, the range-separated functionals generally performed

the best. Although the ab initio methods are computationally expensive,

the authors find that SAC-CI and LCC2 with reasonably sized basis sets

(cc-pVDZ/cc-pVTZ) provide greater accuracy than TD-DFT, while still

being applicable to medium-sized systems.

Fujikawa et al.240 were able to rationalise the UV–vis absorption behav-

ior of two isomers, twisted- and meso-, of their synthesized double helicene

molecule. The meso-isomer was found to exhibit a similar spectrum to that

of the twisted-isomer, albeit shifted to higher energies. This was found, via

TD-B3LYP, to arise from an increase in contribution from the HOMO-2

orbital to the S1 state for the meso-isomer, resulting in a higher energy exci-

tation compared to that of the twisted-isomer. This is a neat example of how

TD-DFT can be used to separate the behavior of two isomers.

Maier et al. report the seminumerical implementation241 and perfor-

mance242 of TD-DFT for global and local hybrid XCF functionals. The

semi-numerical implantation is found to scale favourably compared to ana-

lytical implementations available for global hybrids. The performance of

several popular XCFs namely SVWN, BLYP, PBE, TPSS, TPSSh,

PBE0, B3LYP, BMK, BHLYP, M06-2X, CAM-B3LYP, LC-ωPBE, and
ωB97X-D, is compared to that of the following local hybrid (Lh) func-

tionals; Lh-SVWN, Lh-SsifPW92, and Lh-SsirPW92. The local hybrid

functionals are found to performwell when calculating the singlet and triplet
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excitation energies of the Thiel benchmark set of molecules,243,244 and pro-

vide a good balance between accurate energies for valence, core, and

Rydberg states. However, the local hybrids were found to perform poorly

for charge-transfer excitations.

Zhekova et al.245 benchmark the performance of adiabatic TD-DFT

(ATD-DFT) with and without the Tamm-Dancoff approximation. The

performance of ATD-DFT is compared to that of CC2 and a ΔSCF pro-

cedure for energies corresponding to the first ππ∗ transition in a number of

cyanine molecules. The ATD-DFT excitation energies were found to be

reasonably functional independent, however, this still corresponded to

significant singlet and triplet energy over- and underestimation, respec-

tively. The ΔSCF procedure was found to exhibit significant functional

dependence, with the authors finding that the BHLYP functional with

the proportion of exact HF exchange set at 50% gave the excitation

energies closest to ab initio results.

Cao et al.246 studied the effect of antiaromatic bispentalene derivatives

fused attached to either a benzene or naphthalene core. The focus of the

paper is generally toward the experimental work carried out, showing with

NMR that, although the molecules of interest fit the classical rule of aroma-

ticity (i.e., [4n+1] π electrons), the pentalene protons experience a signif-

icant upfield shift like that of antiaromatic compounds. As well as this, ring

currents around the rings were measured using nucleus-independent chem-

ical shift (NICS)-XY-scans, which demonstrated a global paratropic ring

current (consistent with antiaromaticity) and a local diatropic current around

the benzene core. The result of these opposing ring currents is present in

the UV–vis spectra which show, for all of the systems studied, broad,

low-energy absorption characteristics. Here, TD-CAM-B3LYP was used

to characterize these broad peaks finding, compared to fully aromatic mol-

ecules with the same number of fused rings, significantly lower HOMO-

LUMO energy gaps. Particularly impressive is the significant absorption

taking place at >650 nm.

Etienne et al.247 developed a method of quantifying the extent of charge-

transfer that takes place upon excitation, essentially by determining the

extent of the overlap between the ground- and excited-state electron den-

sities. The index,ϕS, is found to be relatively insensitive to the type of orbital

employed, e.g. natural transition orbitals (NTO) vs. Kohn-Sham, is compu-

tationally cheap to calculate. The index can also be employed to assess the

failing of XCF functionals that are not range-corrected, so as to determine

the extent of any potential XCF failing.
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Ji et al.248 synthesized several boron-containing oligothiophene chro-

mophores, and employed TD-B3LYP in order to examine both the one-

and two-photon absorption behavior of the molecules. The simulated

one-photon absorption spectra are in good agreement with the experimental

data, and the calculated TPA spectra are found to be systematically over-

estimated by B3LYP. However, the calculated TPA trends between each

of the molecules studied were found to be reproduced qualitatively. In

another interesting study Arulmozhiraja et al.249 used TD-DFT and

SAC-CI to explain the strong UV-absorbance of Arsenicin A, a compound

with no formal π bonds. It was shown that the chromophore facilitated by

through-space and through-bond interactions between the lone pairs on the

arsenic and oxygen atoms and the σ-bonding framework of the molecule.

These destabilize occupied and stabilize unoccupied molecular orbitals thus

favoring the transitions.

6.7 Thermally activated delayed fluorescence (TADF)
Samanta et al.250 applied TD-DFT to the up-conversion intersystem

crossing (UISC) of 11 different organic emitting molecules that undergo

thermally activated delayed fluorescence (TADF). B3LYP was used to

optimize the ground state structures, and CAM-B3LYP was used to opti-

mize the excited state geometries. S1 and T2 states were optimized with

TD-DFT, and the T1 state was optimized with unrestricted DFT; the exci-

tation energies, however, were calculated with a tuned LC-ωPBE func-

tional. The spin-orbit couplings (SOC) between the singlet and triplet

states of interest were also calculated, and it is well established that the smaller

the energy difference between singlet and triplet states (ΔETS), the larger the

SOC, and ultimately the faster the rate of UISC. The study finds that ΔETS

cannot be reduced by simply extending the spatial separation between the

donor-acceptor regions within the molecule; instead, it is found that increas-

ing the CT character of the T1 results in a concomitant decrease in ΔETS. It

is also found that, if possible, the symmetry of the singlet and triplet states

needs to be different, which according to El Sayed’s rules results in an

increase in SOC.

Cai et al.251 employed TD-DFT with the BMK functional to tune

TADF of organic light emitting diodes (OLEDs). Four rate parameters

are identified as important for determining the crucial excited state lifetime

of TADF (τTADF); the rate of fluorescence (kF), the rate of intersystem cross-

ing (ISC, kISC), the rate of reverse ISC (RISC, kRISC), and the rate of
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internal conversion (IC, kIC). τTADF is required to be short for OLEDs to be

at their most efficient, and it is found that increasing kRISC has the most pro-

found effect in shortening τTADF, even when large values of kISC and small

values of kF are observed. It was also found that tuning the dihedral angles of

the molecule can decrease ΔEST; these factors are to be considered when

designing OLED candidate systems.

Gómez-Bombarelli et al.252 applied a high-throughput screen-

ing approach to target novel TADF OLED candidates. Ultimately

TD-B3LYP was employed to quantify the excited state properties of the

molecules of interest, finding that it performed well for calculating vertical

absorption. Improvement in the calculated values were not obtained though

usage of M06-2�, BHHLYP, LC-ωPBE0, CAM-B3LYP, or ωB97X-D
functionals, nor through employing the PCM implicit solvent model. It

was found that TD-B3LYP was incapable of accurately reproducing S1
PES as it overestimated the extent of the CT character of the excited state,

and UDFT was therefore employed to optimize the T1 state. It is unclear if

basis set choice was also considered for the calculations, as the 6-31G(d) basis

set used is lacking the diffuse functions generally required to model the

more diffuse excited state electron densities.

Valchanov et al.253 also examined TADF of a series of donor-bridge-

acceptor organic chromophores using the B3LYP and PBE0 functionals.

The absorption and emission spectra were simulated, and singlet-singlet

and singlet-triplet energy gaps were evaluated in order to determine the like-

lihood of (R)ISC processes. The authors find that the optical properties can

be significantly altered by varying any one of the following physical param-

eters; the spacer fragment used, the binding positions to it, and the structure/

elemental makeup of the donor and acceptor units. Chen et al.254 examined

TADF from a more fundamental perspective; that is, exploring the role of

nonadiabaticity in the observed RISC mechanisms. TD-BMK is employed

to explore some of the potential energy surfaces of some donor-acceptor

molecules.

Zhang et al.255 applied TD-DFT as a means to design anthraquinone-

based TADF emitters, based on the requirement for a system that exhibits

large fluorescence rates (kF) and small singlet-triplet energy gaps (ΔES-T).
In order to achieve these desirable qualities, the authors paired anthraqui-

none acceptor units with diphenylamine (DPA), bis(4-biphenyl)amine

(BBPA), 3,6-di-tert-butylcarbazole (DTC), and 9,9-dimethyl- 9,10-

dihydroacridine (DMAC) as the donor units, using phenyl rings as the bridg-

ing units. The authors found that increasing the distance between the
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acceptor/donors increased the rate of fluorescence without increasing the

ΔES-T, as is desirable. However, geometry optimizations of the molecules

on the S1 excited state found significant out-of-plane relaxation resulting

in a decrease in ΔES-T with a lower kF and an increase in radiationless inter-

nal processes. Predictions made with TD-DFT with respect to emission

peaks and photoluminescence quantum yield (Φ) were found to be in

good agreement with experimental observations, despite the fact the

B3LYP functional was employed for systems that exhibit significant

charge-transfer.

Walter et al.256 investigated the performance of TD-DFT and the semi-

empirical OM2257 method against spin-component scaled (SCS-) CC2 and

SCS-ADC(2) by application to perylene and perylene bisimide (PBI) dimer

aggregates. The functionals used were CAM-B3LYP, ωB97X-D, ωB97X,
LC- ωPBE, and LC-BLYP. The dimer aggregates are π-electron rich

systems, and a significant component of the stabilizing energy holding the

systems together is likely to arise from dispersion forces, however, no disper-

sion correction to any of the functionals was introduced so this effect has not

been studied. The study finds that the CAM-B3LYP and ωB97X-D func-

tionals give the best results for the perylene dimer, and for PBI the predicted

ordering of the excited states is found to be incorrect when calculated

with CAM-B3LYP. The ωB97X-D functional results were found to be

extremely sensitive to the monomer geometries of PBI, and this was attrib-

uted to near-degeneracies in the low-lying excited states. The long-range

corrected functionals were found to give qualitatively correct results but

overestimated the CT state energies. A combination of ωB97X-D mono-

mer geometry and ωB97X transition energies was found to provide an

accurate approach, and it was also found that tuning the ω parameter of

ωB97X-D to ω ¼ 0.25 yielded results similar to the ab initio methods.

However, the authors note that this approach needs to be further investi-

gated. The OM2 method was found to give poor results.

Huang et al.258 examine the HF exact-exchange dependence with

respect to the calculation of charge-transfer states in organic fluorophores

that could be employed in TADF. The authors highlight the importance

for the accurate prediction of singlet- and triplet-charge-transfer adiabatic

energies for assessment of a molecules potential and employ a range of

XCFs that incorporate different percentages of HF exchange, the most

extreme examples being BLYP (0% HF) to M06-HF (100% HF). All

the calculations point to a significant %HF dependency when describing

CT character.
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6.8 Fluorescence and quenching
Qian et al.259 used TD-DFT to gain insight into the suppression of Kasha’s

rule found in the fluorescent behavior of 8 derivatives of the BODIHY

chromophore. The PBE functional was chosen, and its suitability was deter-

mined by comparison of calculated low energy bands against experimental

absorption spectra, finding the predicted absorption maxima are within

approximately 5 nm of the experimental values, and the predicted intensities

are within approximately 10%. The PBE functional also correctly predicts

the observed blue-shift in absorption upon addition of ortho-methyl groups

and the observed red-shift upon addition of para-electron withdrawing

groups. TD-DFT calculations also find that the S1 state is not the first

observable transition in the experimental spectra, instead the absorption

maxima correspond to the S0 to S2 transition. It is also found that for the

highly fluorescent molecules, the S2 state is significantly higher in energy

than the S1 state, and the less fluorescent molecules have a smaller S1/S2
energy gap. The difference in the energy gaps is inversely correlated to

the efficiency of the S2/S1 internal conversion, the smaller the gap, the

greater the extent of internal conversion. As the S1 state is dark, this increase

in population will result in less fluorescence, as observed.

Escudero260 reviewed the oft-quoted mechanism for fluorescence

quenching in donor-acceptor molecules, photoinduced electron transfer

(PET). Escudero argues that PET is overused as a mechanism for fluorescence

quenching in fluorescent sensors/switches and employs TD-DFT and

multireference calculations to provide evidence for this. Instead of PET,

Escudero finds that enhancement of “dark” excited states, e.g. nπ∗ states,

are the most likely explanation, as they provide nonradiative pathways not

previously accessible in the “ON” state of the sensor/switch. TD-PBE0

was found to be capable of reproducing adiabatic PES of the lowest-lying

excited states and finds that multireference (CASPT2//CASSCF) calculations

are required for proper treatment of any higher states that may be relevant.

Shepard et al.261 used increasing halogen substitution to form high-spin

iron(II)-polypyridines complexes, in order to extend the excited-state life-

time of the metal-to-ligand charge-transfer (MLCT) excited states. The

study employs the APFD hybrid density functional, and the TD-DFT

calculations show that the low-lying states remain predominantly metal-

to-ligand, i.e. metal d-orbitals to ligand π∗-orbitals, in nature. It is also found
that the increased number of chlorine atoms does indeed increase theMLCT

lifetime, however, this evidence is obtained experimentally rather than

from the TD-DFT calculations.
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Nobusue et al.262 report the synthesis and physical properties of

tetracyclopenta[def,jkl,pqr,vwx]tetraphenylene (TCPTP), which is found

to potentially exhibit tetraradicaloid nature. Here, a combination of

CASSCF and TD-DFT, using either BHHLYP or LC-BLYP, were used

to study the structure and occupation of the LUMO and LUMO+1 of

the species. Imposing D2h symmetry on the structures results in the lowest

energy geometry with a relatively small diradical nature, whereas D4h sym-

metry resulted in a higher energy structure with a LUMO and LUMO+1

population (1.000 and 0.166, respectively) indicative of tetraradicaloid

character. TD-B3LYP was also employed, showing that it was possible

to decrease the energy of the HOMO-LUMO transition of TCPTP by

substituting extended conjugation onto the ring. Hu et al.263 studied the

tetraradicaloid nature of p-quinodimethane (p-QDM) units fused to either

a naphthalene or a benzene ring. DFT and TD-DFT calculations were used

to study the UV–vis absorption of the molecules as well as study the orbital

occupancies that would suggest polyradicaloid character of the species; in

this case, the tetraradicaloid character of the molecules was found to be very

small. However, different fusion modes of the p-QDM to the benzene/

naphthalene moieties had a pronounced effect on diradical characteristics.

Lou et al.264 note the advantages of using TD-DFT when exploring the

photochemistry of redox-responsive fluorescent probes for use in biological

systems. In particular, these complicated systems can give rise to experi-

mental data that can be difficult to rationalize; however, such experimen-

tal results can be used in conjunction with TD-DFT calculations to

determine the photophysical processes taking place, and therefore can well

describe the biological system of interest. As well as this, the biological pro-

bes are generally very large, and can incorporate heavy metals, for example,

selenium, and can therefore only feasibly be tackled with TD-DFT.

Daday et al.265 used a range of excited state methods, namely, TD-DFT

(CAM-B3LYP, LC-BLYP), CASPT2, NEVPT2, and QMC, with lower

level theories, i.e. static point charges (QM/MM), DFT embedding

(QM/DFT), and classical polarizable embedding through induced dipoles

(QM/MMpol), in order to determine which combinations of theory were

able to fully capture the complex photophysical behavior of the green

fluorescent protein (GFP), which is known to be dependent on its environ-

ment. The authors study the GFP in both its neutral and anionic form, find-

ing better agreement for the anionic form of the GFP compared to the

neutral species, which is found to exhibit greater sensitivity to the structure

of the environment. This sensitivity is demonstrated by the spread of
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excitation energies found for several different “frames” in the MD simula-

tions. It is also found that the QM/MM approach to the environment results

in a systematic blue-shift in excitation energies, and the QM/DFT approach

is also unable to provide results in good agreement with experiment. The

QM/MMpol approach, specifically the linear-response (polLR) approach,

results in a chromophore-protein resonance that leads to a red-shift in

excitation energy and subsequently more accurate excitation energies.

The TD-DFT energies were found to be blue-shifted relative to that of

CASPT2, although both sets of energies followed a similar trend with

respect to the lower-level approach to environment.

Wu et al.266 study the effect of aggregation on the absorption/emission

characteristics of three highly conjugated systems; 9,10-distyrylanthracene

(DSA), 2,3-dicyano-5,6-diphenylpyrazine (DCDPP), and cis,cis-1,2,3,4-

tetraphenyl- 1,3-butadiene (TPBD). Generally, it is found that upon

aggregation optical emission spectra will be red-shifted relative to the

solvent-phase species; however, the emission spectra of the three mole-

cules investigated in this study are found to undergo a blue-shift upon

aggregation. The authors employ a PCM model for solvent calculations

and a QM/MM approach in order to model the aggregate systems, using

the PBE0-D3 functional. The calculations find that the absorption behav-

ior of the molecules in both phases is largely the same; only the emission is

affected. This is found to arise from the fact that the molecules are unable

to fully relax in the aggregate phase compared to the solution phase,

resulting in a smaller Stokes’ shift and blue-shifted emission.

Adamska et al265 study a set of intriguing cycloparaphenylenes (CPP),

highly conjugated ring systems that exhibit a ring-size independency with

respect to absorbance maxima, and exhibit a ring-size dependency with

respect to extinction coefficient. Fluorescence of these molecules is also

found to be ring-size dependent, with a strong red-shift with respect to

ring-size. CAM-B3LYP was used in order to study the absorbance of 8 dif-

ferent sized CPP hoops, finding across all of the molecules studied that the

lowest energy transition results in a nodeless S1 state that is delocalized across

the entire structure which, due to the circular nature of the systems, results in

no net transition dipole. The S2 and S3 states are found to be degenerate in

even-numbered ring systems and quasi-degenerate in odd-numbered ring

systems; both states have nodes and therefore exhibit significant transition

dipole moments and therefore high spectroscopic absorbance. The increas-

ing absorbance with respect to ring size is attributed to the increase in con-

jugation found in such systems. The ring-size independency with respect to
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absorbance maxima is found to arise from the near-exact cancellation of two

competing effects. Increasing the ring size would result in a red-shift arising

from increased conjugation as well as a decrease in the splitting between the

S1 and S2/S3 states; however, increasing the ring size would also serve to

blue-shift the absorbance due to a decrease in favorable through-space

π-interactions (pseudo π-stacking) between neighbouring phenyl groups.

The authors also employ non-adiabatic dynamics simulations in order to

study the behavior of the molecules upon excitation, using PES generated

on-the-fly by TD-DFT. These calculations demonstrate that the fluores-

cence observed for the larger CPP systems is due to strong vibronic coupling

that results in a spatial localization of an exciton.

6.9 Other properties
Johnson et al.267 tackle the ability of DFT methods to accurately compute

both first-order hyperpolarizabilities (β) and absorption values, as large β
values give rise to efficient, high-bandwidth electro-optical devices and

therefore accurate modelling of these systems will allow for their optimiza-

tion. The authors focus on hybrid DFT functionals, i.e. those that incorpo-

rate some amount of HF exchange, finding that those with <50% HF

exchange were unable to accurately reproduce β values, whereas those with
>50% HF exchange provided better estimates of β with, however, signifi-

cantly blue-shifted absorbance energies. The authors suggest MP2 for β
calculations, and find that CAM-B3LYP and M06-2X were the most

successful of the functionals tested in terms of accuracy.

Pescitelli and Bruhn268 give a review on good practice toward the

computation of electronic circular dichroism spectra in molecules, and is

also reviewed by Longhi et al.269 Ferrer et al.270 discuss the approach to

first-principle simulation of vibrationally resolved absorption and emission

spectra that include temperature and solvent effects.

Rozzi et al.271 combined femtosecond spectroscopy and TD-DFT to

study the dynamics of a carotene-porphyrin-fullerene triad, in order to

examine quantum coherence effects that could be exploited in artificial pho-

tosynthesis. The Perdew-Zunger functional272 (PZ81) was employed which

uses the local density approximation (LDA), and should be suitable given the

lack of charge-transfer character exhibited by the excited states of interest.

The study finds that PZ81 was able to reproduce the Soret band and to some

extent the Q-band of the porphyrin, once the calculated spectrum was

red-shifted by 180 meV. The semi-classical dynamic simulations, where

255A comparison of methods for theoretical photochemistry

65



the nuclei are modelled as classical particles, find that almost complete

charge-flow from the porphyrin to the fullerene takes place in approxi-

mately 70 fs, in good agreement with the experimentally observed timescale.

In other studies, Santhanamoorthi et al.273 and Karthikeyan et al.274 used

B3LYP with the 6-31G(d) basis set in order to investigate the effects of dif-

ferent sensitizers on the absorption behavior of porphyrin-based dyes.

Guido et al.275 benchmarked the performance of the B3LYP, CAM-

B3LYP, and PBE0 functionals in determining relaxed gas- and solvent-

phase excited state geometries, compared to RI-CC2. The chromophores

chosen in the test set exhibit both nπ∗ and ππ∗ transitions, and PCM-

acetonitrile solvation is used. Adiabatic energies are not considered. The

B3LYP and PBE0 functionals are found to perform best for vertical excita-

tion energy and ground-state structure; however, CAM-B3LYP is found to

perform best for excited state geometries.

Sousa et al.276 coupled TD-DFT and CASSCF/CASPT2 to study the

ultrafast deactivation mechanism of [Fe(2,2-bipyridine)3]
2+. The TD-DFT

calculations with the PBE0 functional were used to calculate the geometries

and frequencies of the ground and excited states of the different spin states of

the complex, and CASPT2 calculations were used for the ultimate energy

comparisons and SOC computations. This combined approach suggests a

5-step deactivation process that involves singlet! triplet intersystem cross-

ing, triplet! triplet internal conversion, with a final triplet!quintuplet

intersystem crossing.

Cerezo et al.277 studied the issue of coordinate choice when modelling

vibrationally resolved absorption spectra. The excited state PES were con-

structed using the adiabatic (AH) and vertical Hessian (VH) models, with

internal coordinates and Cartesian coordinates used with AH. The study

finds that, when the S0!S1 transition results in significant geometric dis-

placement, Cartesian coordinates perform poorly for absorption spectra

due to being unable to cope with curvilinear displacements; using internal

coordinates alleviates this issue. The VH approach is found to generally give

good agreement between experimental and computed spectra independent

of the extent of relaxation in the excited state.

Long et al.278 designed a coumarin-based fluorescent probe capable of

detecting biological thiols. The initial compound is found to exhibit almost

no fluorescence in solution, and upon reaction with a thiol fluorescence

is switched on. B3LYP is used to determine the extent of the CT for the

different forms of the probe, finding that CT, and therefore fluorescence,

is inhibited in the non-thiol-reacted form. However, as B3LYP fails with

CT states it’s unclear to what extent this is true.
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Baiardi et al.279 present the implementation of a time-independent

model that can include Franck-Condon, Herzberg-Teller, and Duchinsky

effects280 in the simulation of vibrationally resolved absorption spectra.

The authors note the importance of simulating electronic transitions when

attempting to assign experimental spectra, but also highlight how, generally,

the simulation of spectra is limited to the simple fitting of a symmetric

Gaussian function to the absorption maximum. This in turn limits the

amount of information that can be extracted from the calculations and

can prevent them from truly complementing experimental results. The

authors therefore developed this vibronic model in order to enhance excited

state calculations. The BLYP functional was employed against a test set

of molecules that included anthracene, furan, phenyl radical, R,R-

dimethyloxirane, and coumarin 339. The resulting spectra exhibit signifi-

cant vibrational fine structure in good agreement with experimentally

obtained photoionization and absorption spectra.

Mitri et al.281 employed a QM/MD approach to simulating the absorp-

tion and emission spectrum of 4-naphthoyloxy-1-methoxy-2,2,6,6-

tetramethyl-piperidine (NfO-TEMPO-Me) in toluene; theMD calculations

were run for 3 ns, frames of which were used to build an average UV–vis
spectrum as calculated with CAM-B3LYP and PBE0. The MD approach

was employed due to the flexibility of the NfO-TEMPO system, which

can occupy a range of spectroscopically relevant equilibrium structures at

the temperature of 300 K. The calculations find good agreement with exper-

imental data, when comparing vertical excitation energies, Stoke’s shift, and

solvatochromic shifts.

Li et al. have applied TD-DFT to open-shell systems282–285 and to the

effect of solvent on the excited states of triphenylamine-thiadiazole (TPA-

NZP).286 In particular, for the open-shell systems, which often suffer from

spin-contamination issues, the spin-adapted (X-) TD-DFT method was

found to cope well and offer an increase in accuracy for doublet-doublet

and doublet-quartet transitions. In the case of TPA-NZP, the S0 geometries

were found to be solvent independent, and the S1 geometry was found to be

solvent dependent. The study also finds that increasing the solvent polarity

increases the amount ofCT in the S1 state. However, as the excited states were

computed with B3LYP, it is unclear to what extent the CT really dominates.

6.10 Assessment
TD-DFT methods are certainly the most widely used in photochemi-

cal studies as they offer the best compromise between accuracy and
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computational cost. They are also much simpler to use than the more accu-

rate multireference methods, which in turn require careful selection of

active space orbitals. The main applications of TD-DFT are in the predic-

tion of absorption and emission spectra, and their accuracy depends upon

the system and choice of functional (Table 3). As a general rule, systems

involving significant charge-transfer character require long-range corrected

functionals, but even these are not always sufficiently accurate. Owing to its

low cost, TD-DFT is also frequently used to study photochemical reaction

mechanisms such as excited state intermolecular proton transfer, photo-

initiation, and photoisomerization. Often it is able to qualitatively explain

experimental results, but does have failures and is rarely used for quantitative

studies. However, new developments such as Truhlar’s Dual-Functional

Tamm-Dancoff Approximation153 show enormous promise in raising the

accuracy of TD-DFT to that of equivalent multireference methods, but

at a fraction of the cost. At the other extreme, Grimme’s Simplified

Tamm-Dancoff Approximation has recently been shown to reproduce

standard TD-DFT at a fraction of the cost, allowing systems with 1000s

of atoms to be studied.154

7. Solvent and environmental effects

7.1 Continuum versus explicit solvent
Solvent effects can have profound influences on the excited state behavior,

which can be difficult to fully capture. Implicit solvent effects remain

popular; however, they will fail, when explicit solvent-solute bonding is

Table 3 TD-DFT summary.
Property Trends Quantitative

Nonlinear optical properties TD-HF TD-HFa

Absorption spectra Yesb Yesb

Fluorescence spectra Yesb Yesb

Photochemical mechanisms Sometimesb No

Quantitative photochemical Kinetics No No

aDepends on the system andwhether it is a first, second, third order hyperpolarizability, with higher order
polarizabilities modelled better than lower order ones.
bDepends on system and choice of functional. In particular, states involving charge transfer character need
to be treated with a long-range corrected functional, relaxed densities are needed for emission spectra and
modern functional with improved correlation/dispersion treatment tend to perform better.
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taking place. For example, hydrogen bonding of water to a carbonyl oxygen

will result in the blue-shift in the corresponding nπ∗ transition, due to

stabilisation of the nonbonding oxygen electrons, and implicit solvent

models will therefore be inherently inaccurate when considering such

an effect.

Including explicit solvent molecules can add to the cost of already expen-

sive calculations. To address this, Zhang et al.287 have implemented a local

excitation approximation (LEA) for CIS, TD-HF, and TD-DFT, in which

an optically active region (containing the chromophore) is defined in aQM/

MM, chromophore/solvent system. Using local excitation serves to truncate

excited state calculations as most of the explicit solvent molecules are not

considered. However, the method benefits relative to simply using the

polarizable continuum models (PCM), as important solvent-chromophore

interactions are still included. The LEA-TD-DFT implementation results

in a speedup of 6–10 times for calculations, compared with a standard

TD-DFT calculation for the same system. The LEA schemes for all three

of the testedmethods also show significant blue-shifting of the nπ∗ transition
observed for aqueous acetone, compared with gas-phase acetone, suggesting

the LEA scheme is correctly capturing explicit solvent-chromophore inter-

actions. However, no comparison to experimental data is provided, so it is

unclear if the LEA-TD approach is outperforming traditional PCM-TD

approaches.

Milanese et al.288 studied the convergence of excited state calculations

with respect to increasing the number of explicit water molecules solvating

four 1,4-diphenylbuta-1,3-diene derivatives in a full QM approach, from 0

to 400 water molecules, citing concerns with defining the QM/MM regions

as to why such a system was not used. TD-DFT and CIS methods are com-

pared with several basis sets (3-21G, 6-31G, 6-31G*, 6-31+G*), and the

emphasis is on the TD-(LC-)ωPBE results. The addition of polarization func-

tions, from 6-31G to 6-31G*, was found to have an insignificant effect on the
absorption spectra, however, increasing the size of the basis set, from 3-21G

to 6-31G, then to the 6-31+G* results in a concomitant decrease in the

HOMO-LUMO transition energy. The biggest change in transition energy,

for all basis sets with CIS and TD-DFT approaches, arises in approximately

the 0–100 water molecule regime. The authors note that CIS convergence

with respect to explicit solvation is faster than that of TD-DFT, and that

increasing the size of the basis set also results in faster convergence. Clearly,

however, there is a balance, between increasing the number of solvating mol-

ecules and increasing the basis set size, with respect to computational expense.
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Like that of Zhang,287 neither experimental nor PCM-TD absorption spectra

are included for comparison, so convergence with respect to physical rele-

vance/computational expense is not quantified. Such a comparison would

also allow for better estimation of the required size of a QM region of solvated

chromophore, and therefore whether a full QM, rather than a QM/MM,

treatment is required.

The contrast between implicit and explicit solvation is illustrated in

studies by Martı́nez-Fernández et al.289 and Szabla et al.290 of the absorption

properties of methylated cytosine derivatives. Martı́nez-Fernández et al. used

TD-CAM-B3LYP and CASPT2/MM to describe how the low-lying ππ1∗,
ππ2∗, nNπ∗, and nOπ∗ are vibronically coupled, and therefore population of

the dark states is possible. These states are then able to decay to the ground

state, and the excited state lifetimes are estimated using the CASPT2/MM

approach. However, Szabla et al. argued that the approach byMartı́nez-Fern-

ández et al. is insufficient to properly describe the experimentally observed

behavior of the cytosine/cytidine derivatives, as the CASPT2/MM calcula-

tions do not include any explicit solvent molecules in theQM region, and the

TD-DFT calculations utilize the nonexplicit PCM solvent model. In their

study, Szabla et al. find that microsolvation of the N1-methylcytosine by

two H2O molecules results in a dark, low-lying water-to-chromophore

charge transfer state, denoted nNπCT∗ , and significant destabilization of the

nOπ∗ state to approximately 3 eV above the CT state. Exploring the PES

of the nNπCT∗ state demonstrates the possibility for an electron-driven proton

transfer (EDPT), along the coordinate of which there is a conical intersection

between the S1 and S0 state, which forms a reactive hydroxyl anion that could

further react to form uracil derivatives.

Li et al.291 also studied the effect of explicit solvent molecules on the

absorption spectrum of cytosine, using a QM/MM approach. The structure

of the solute is determined using CASSCF, upon which CASPT2 vertical

excitation energies are calculated. The approach is found to blue-shift the

nπ∗ transitions, relative to values calculated with PCM, a result that is to

be expected as the inclusion of explicit solvent-solute hydrogen-bonds sta-

bilises the n-orbitals. There is also, however, significant deviation observed

for some of the ππ∗ transitions; this is likely due to the CASSCF calculated

geometries not being accurate enough. Spata andMatsika292 studied a conical

intersection in a 9-methyladenine homodimer, finding that, upon excitation

to a low-lying ππ∗ state significant charge-transfer takes place between the

two adenine species. Radiationless decay can also take place between

the S0 and S1 states, and higher energy excitations result in the population

of the dissociative part of the S0 PES.
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Fang and Kim293 used (MRPT2-)CASSCF to study the excited state

tautomerization of 7-azaindole complexed with a methanol molecule; the

tautomerization involves transfer of a hydrogen atom to the methanol mol-

ecule, before a subsequent H-transfer from the methanol to a neighboring

nitrogen atom. The rates of transfer were calculated with variational transi-

tion state theory, and it is also found that the integral equation formalism

PCM (IEFPCM) solvent model was not capable of reproducing the correct

energetics of the reaction.

Zuehlsdorff et al.294,295 have studied the effect of including explicit sol-

vent molecules on the simulated absorption properties of Nile Red and aliz-

arin. The study of alizarin used a QM/MM model (TD-PBE and

TD-CAM-B3LYP for the QM region) and found a relatively slow conver-

gence of absorption accuracy vs number of explicit solvent molecules, with

up to 380water molecules being required for accurate results. The slow con-

vergence was attributed to charge transfer to solvent molecules in the imme-

diate vicinity of the alizarin molecule, and long-range electrostatic effects of

the water molecules. The study of Nile Red found that the failure of implicit

solvent models to describe π-stacking andH-bonding interactions led to sig-

nificant deviations in calculated absorption peaks. The study also found that

the PBE functional systematically underestimated excitation energies, and

that CAM-B3LYP could be used to improve the results.

Chang et al.296 studied the photoprotection mechanism of p-methoxy

methylcinnamate, which was found to display increased radiationless decay

to the S0 state upon addition of water. CASPT2-corrected CASSCF calcu-

lations demonstrate that initial excitation is to a1ππ∗, which can undergo

either internal conversion to a1nπ state, or deactivation to the S0 state via

a conical intersection along the photoisomerization pathway. The H2O

explicit solvent molecule is found to stabilize the ππ∗ state and destabilise

the nπ∗ state, compared with the unsolvated species, resulting in an

increase in favorability for the photoisomerization deactivation pathway

to take place.

Charlton et al.297 used several flavors of the PBE functional including the

LC-ωPBE functional, the optimally tuned (OT-) LC-ωPBE, and the PBE

functional itself, to study the effect of including explicit, near-neighbour,

nitrogen-doped pentacene molecules around a single pentacene molecule.

The use of the long-range corrected functionals was to negate some of

the error associated with charge-transfer excited states, which were being

modeled. The study found that the explicit inclusion of the surrounding

molecules resulted in a red-shift in the S1 state, compared to values calculated

with a PCM solvent model.
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Marazzi et al.298 used TD-DFT and CASPT2 to calculate the electronic

properties of Nile red and Nile blue chromophores. The authors also

employed two types of geometry upon which vertical excitation energies

were calculated; that is, QM optimized S0 equilibrium structures, and

dynamic, explicitly solvated structures as calculated with MD. The dynamic

structures were found to give red-shifted energies compared with the static

structures and are in closer agreement with experimental data.

Mewes et al.299 reported the implementation and performance of a cor-

rection scheme for vertical excitation energies calculated with ADC(n) and

TD-DFT (LRC-ωPBE) in a PCM solvent environment, using a test set of

molecules mainly made up of nitroaromatic compounds. The correction is

possible with both linear-response (LR-PCM) and state-specific (SS-PCM)

PCM schemes. At best, the study finds that the correction scheme is able

to reproduce experimental solvent shifts, when the shifts arise from bulk

electrostatic interactions, with maximum absolute errors and mean absolute

deviations of 50 meV and 20–30 meV, respectively. The authors also find

that the success of LR-PCM vs SS-PCM is dependent on the extent of

orbital relaxation included in the excited-state calculation; methods that

do not include orbital relaxation, i.e., TD-DFT/ADC(1), performed best

with LR-PCM (essentially unrelaxed PCM), whereas higher-order

ADC(n) calculations performed best with SS-PCM.

Isborn et al.300 studied the issues when using TD-DFT with chromo-

phores explicitly solvated by water molecules to explore QM/MM calcula-

tions that often result in the spurious, low-energy solvent! chromophore

(or vice versa) charge-transfer states. These charge-transfer artefact states

are found to arise from so-called “edge” water molecules, molecules that

are hydrogen-bond unsaturated and therefore have high-lying HOMOs.

The effects of the edge waters are exacerbated by small basis sets, unoptimized

geometries, and when using functionals that do not contain any exact HF

exchange. However, the LC-ωPBEh functional, which is both long-range

corrected and incorporates 20% HF exchange, is found to reduce the impact

of the edge water molecules and gives low-energy excitations corresponding

to the optically relevant chromophore valence states.

7.2 Equilibrium versus nonequilibrium solvation
Molecules in their excited states are dynamic systems, exhibiting different phe-

nomena that take place over a range of timescales,301 and different compon-

ents of the model system exhibit different response timescales to each other.
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This gives rise to “nonequilibrium” solvation effects, in which the redistribu-

tion of electron density upon photon absorption is assumed to be faster than

solvent nuclei redistribution. Vertical excitation energies, i.e., the instanta-

neous redistributions of electron density, are therefore calculated using non-

equilibrium solvation, whereas relaxed properties, for example, excited state

geometry optimizations, are calculated using equilibrium solvation. In calcu-

lations including explicit solvent effects, nonequilibrium vertical excitation

energies are achieved simply by taking single-point energies. In continuum

solvent models this is generally achieved by separating the solvent response

into a dynamic component, which is relaxed alongside the new solute electron

density, and an inertial component, which is kept frozen in equilibrium with

the initial state of the molecule.302

Li303 provides a comprehensive overview of continuummodels for non-

equilibrium solvation. Generally, however, studies explicitly dealing with

nonequilibrium versus equilibrium solvation effects do so with respect to

comparing state-specific and linear-response formalisms for excited state

calculations.302,304–306

7.3 Other environmental effects
Chromophores involving lone pairs (e.g., on oxygen or nitrogen) undergo nπ*
transitions. These can be disrupted by protonating the lone pair through pH

changes. Likewise, if conjugated with a π system, the stability of the π and

π* orbitals can also change dramatically the protonation state of acidic

or basic functional groups. These pH effects can be studied conveniently

in silico by considering the charged and neutral forms. This approach can be

used in conjunction with experimental spectroscopic data to help ascertain

the protonation state of a species, particularly in environments (such as

enzymes)where direct titration is difficult.8 In a similar vein, complexationwith

Lewis acids has been shown to dramatically alter the photochemical behavior of

photoinitiators, blue shifting the nπ* excitations of type I photoinitiators,

methyl-40-(methylthio)-2-morpholinopropiophenone (MMMP) and 2,2-

dimethoxy-2-phenylacetophenone (DMPA), while concurrently red shifting

the ππ* transitions.10

Even when direct conjugation is not possible, the electrostatic effect

of charged functional groups can also influence the relative energies

of excited states due to their different polarities. Recently Hill and

Coote showed used TD-DFT that by including these charged functional

groups as nonconjugated substituents, simple pH changes can be used to
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selectively modify the relative energies (and even ordering) of the nπ* and

ππ* states of an acetophenone derivative.307 This proof-of-concept study

suggests significant opportunities to selectively tune photochemical

reactivity.

8. Conclusion

While photochemical processes are challenging to model using

computational methods, much progress has been made in this field over

recent years. Expensive multireference calculations remain the gold standard

for studying photochemical reactions, particularly on nonadiabatic surfaces

(Fig. 4). However, improvements to TD-DFT, such as long range correc-

tions, dispersion corrections and, most recently, the Dual-Functional

Tamm-Dancoff Approximation,153 has meant that are they are starting to

rival multireference in accuracy even for excited state potential energy

surfaces. More generally, TD-DFT has become routine for the prediction

of absorption and emission spectra, and in most cases provides qualitatively

if not quantitatively useful results. For large systems, the wavefunction

based TD-HF and CIS methods have traditionally been the only option,

providing useful predictions of nonlinear optical properties but generally

failing for other photochemical phenomena. However, the use of methods

based on localized orbitals (for correlated wavefunctions), and the Simplified

Tamm-Dancoff Approximation154 and TD-DFT155 has made it possible

to apply more accurate methods to increasingly larger systems. At the

same time the use of QM/MM methods have also made it possible to pro-

vide increasingly accurate treatments of solvent effects on photochemi-

cal processes without the prohibitive cost of including explicit solvent

molecules in the excited state QM treatment.

The value of these methodological improvements is evident in the wide

range of applications highlighted herein. Theory has proven extremely useful

in clarifying photochemical reaction mechanisms and, for example, showing

that targeting dark states sometimes provides more efficient reactivity.

Theoretical studies have helped to provide an insight into structure-reactivity

trends in a range of photochemical phenomena, in turn providing guidelines

for optimizing nonlinear optical properties, dye-sensitized solar cells, redox-

responsive fluorescent probes and visible light photoinitiators, among other

applications. Moreover, the recent demonstration of electrostatic tuning of

photochemical reactivity may open up yet further avenues for computational

design in this field.
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119. López-de-Luzuriaga, J. M.; Manso, E.; Monge, M.; Sampedro, D. Dual Fluorescence
of 4-(Dimethylamino)-Pyridine: A Comparative Linear Response TDDFT versus
State-Specific CASSCF Study Including Solvent With the PCMModel. Theor. Chem.
Acc. 2015, 134(5), 55.

120. Li, J.; Rinkevicius, Z.; Cao, Z. A Time-Dependent Density-Functional Theory
and Complete Active Space Self-Consistent Field Method Study of Vibronic
Absorption and Emission Spectra of Coumarin. J. Chem. Phys. 2014, 141(1),
014306.

121. Olsen, S. Locally-Excited (LE) versus Charge-Transfer (CT) Excited State Competi-
tion in a Series of Para-Substituted Neutral Green Fluorescent Protein (GFP) Chromo-
phore Models. J. Phys. Chem. B 2015, 119(6), 2566–2575.

122. Ai, Y.; Tian, G.; Luo, Y. Role of Non-Condon Vibronic Coupling and Conformation
Change on Two-Photon Absorption Spectra of Green Fluorescent Protein.Mol. Phys.
2013, 111(9–11), 1316–1321.

123. Zhang, L.; Muchall, H. M.; Peslherbe, G. H. Substituent Effects in the Absorption
Spectra of Phenol Radical Species: Origin of the Redshift Caused by 3,5-Dimethoxyl
Substitution. Photochem. Photobiol. 2013, 89(3), 536–544.

124. Palmer, M. H.; Hoffmann, S. V.; Jones, N. C.; Coreno, M.; de Simone, M.;
Grazioli, C.; Peterson, K. A.; Baiardi, A.; Zhang, T.; Biczysko, M. A Combined
Theoretical and Experimental Study of the Valence and Rydberg States of
Iodopentafluorobenzene. J. Chem. Phys. 2017, 146(17), 174301.

125. Palmer, M. H.; Coreno, M.; de Simone, M.; Hoffmann, S. V.; Jones, N. C.;
Grazioli, C.; Peterson, K. A.; Baiardi, A.; Zhang, T.; Biczysko, M. A Combined
Theoretical and Experimental Study of the Ionic States of Iodopentafluorobenzene.
J. Chem. Phys. 2017, 146(8) 084302.

126. Palmer, M. H.; Biczysko, M.; Baiardi, A.; Coreno, M.; De Simone, M.; Grazioli, C.;
Hoffmann, S. V.; Jones, N. C.; Peterson, K. A. The Ionic States of Difluoromethane:
A Reappraisal of the Low Energy Photoelectron Spectrum Including Ab Initio
Configuration Interaction Computations. J. Chem. Phys. 2017, 147(7), 074305.

127. Palmer, M. H.; Hoffmann, S. V.; Jones, N. C.; Smith, E. R.; Lichtenberger, D. L.
The Electronic States of Pyridine-N-Oxide Studied by VUV Photoabsorption and
Ab Initio Configuration Interaction Computations. J. Chem. Phys. 2013, 138(21),
214317.

128. Palmer, M. H.; Ridley, T.; Hoffmann, S. V.; Jones, N. C.; Coreno, M.; De
Simone, M.; Grazioli, C.; Biczysko, M.; Baiardi, A.; Limão-Vieira, P. Interpretation
of the Vacuum Ultraviolet Photoabsorption Spectrum of Iodobenzene by Ab Initio
Computations. J. Chem. Phys. 2015, 142(13), 134302.

129. Palmer, M. H.; Ridley, T.; Vrønning Hoffmann, S.; Jones, N. C.; Coreno, M.; De
Simone, M.; Grazioli, C.; Zhang, T.; Biczysko, M.; Baiardi, A.; et al. Combined
Theoretical and Experimental Study of the Valence, Rydberg, and Ionic States of
Chlorobenzene. J. Chem. Phys. 2016, 144(12), 124302.

130. Besley, N. A. Calculation of the Electronic Spectra of Molecules in Solution and on
Surfaces. Chem. Phys. Lett. 2004, 390(1–3), 124–129.

131. Jacquemin, D.; Perpe, E. A.; Scuseria, G. E.; Ciofini, I.; Adamo, C. TD-DFT Perfor-
mance for the Visible Absorption Spectra of Organic Dyes: Conventional versus Long-
Range Hybrids. J. Chem. Theory Comput. 2008, 4, 123–135.
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144. Gąsiorski, P.; Matusiewicz, M.; Gondek, E.; Uchacz, T.; Wojtasik, K.; Danel, A.;
Shchur, Y.; Kityk, A. V. On the Spectral Properties of Methyl and Methoxy Deriva-
tives of 1,3-Diphenyl-1H-Pyrazolo[3,4-b]Quinoxalines: Experiment and DFT/
TDDFT Calculations. Spectrochim. Acta A Mol. Biomol. Spectrosc. 2017, 186, 89–98.
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Inestrosa, E.; Núñez, R. Synthesis and Characterization of New Fluorescent
Styrene-Containing Carborane Derivatives: The Singular Quenching Role of a Phenyl
Substituent. Chem. A Eur. J. 2012, 18(2), 544–553.

238. Weber, L.; Kahlert, J.; Brockhinke, R.; B€ohling, L.; Brockhinke, A.; Stammler, H. G.;
Neumann, B.; Harder, R. A.; Fox, M. A. Luminescence Properties of C-Diazaborolyl-
Ortho-Carboranes as Donor-Acceptor Systems. Chem. A Eur. J. 2012, 18(27),
8347–8357.

239. Momeni, M. R.; Brown, A. Why Do TD-DFT Excitation Energies of BODIPY/
Aza-BODIPY Families Largely Deviate From Experiment? Answers From Electron
Correlated and Multireference Methods. J. Chem. Theory Comput. 2015, 11(6),
2619–2632.

240. Fujikawa, T.; Segawa, Y.; Itami, K. Synthesis, Structures, and Properties of π-Extended
Double Helicene: A Combination of Planar and Nonplanar π-Systems. J. Am. Chem.
Soc. 2015, 137(24), 7763–7768.

241. Maier, T. M.; Bahmann, H.; Kaupp, M. Efficient Semi-Numerical Implementation of
Global and Local Hybrid Functionals for Time-Dependent Density Functional Theory.
J. Chem. Theory Comput. 2015, 11(9), 4226–4237.

242. Maier, T.M.; Bahmann, H.; Arbuznikov, A. V.; Kaupp,M. Validation of Local Hybrid
Functionals for TDDFT Calculations of Electronic Excitation Energies. J. Chem. Phys.
2016, 144(7), 0–14.

243. Schreiber, M.; Silva-Junior, M. R.; Sauer, S. P. A.; Thiel, W. Benchmarks for Elec-
tronically Excited States: CASPT2, CC2, CCSD, and CC3. J. Chem. Phys. 2008,
128(13), 134110.

244. Silva-Junior, M. R.; Schreiber, M.; Sauer, S. P. A.; Thiel, W. Benchmarks for Elec-
tronically Excited States: Time-Dependent Density Functional Theory and Density
Functional Theory Based Multireference Configuration Interaction. J. Chem. Phys.
2008, 129(10), 104103.

245. Zhekova, H.; Krykunov, M.; Autschbach, J.; Ziegler, T. Applications of Time Depen-
dent and Time Independent Density Functional Theory to the First π to Π* Transition
in Cyanine Dyes. J. Chem. Theory Comput. 2014, 10(8), 3299–3307.

280 Nicholas S. Hill and Michelle L. Coote

90



246. Cao, J.; London, G.; Dumele, O.; Von Wantoch Rekowski, M.; Trapp, N.;
Ruhlmann, L.; Boudon, C.; Stanger, A.; Diederich, F. The Impact of Antiaromatic
Subunits in [4 n +2] π-Systems: Bispentalenes with [4 n +2] π-Electron Perimeters
and Antiaromatic Character. J. Am. Chem. Soc. 2015, 137(22), 7178–7188.

247. Etienne, T.; Assfeld, X.; Monari, A. Toward a Quantitative Assessment of Electronic
Transitions’ Charge-Transfer Character. J. Chem. Theory Comput. 2014, 10(9),
3896–3905.

248. Ji, L.; Edkins, R. M.; Sewell, L. J.; Beeby, A.; Batsanov, A. S.; Fucke, K.; Drafz, M.;
Howard, J. A. K.; Moutounet, O.; Ibersiene, F.; et al. Experimental and Theoretical
Studies of Quadrupolar Oligothiophene-Cored Chromophores Containing
Dimesitylboryl Moieties as π-Accepting End-Groups: Syntheses, Structures, Fluores-
cence, and One- and Two-Photon Absorption. Chem. A Eur. J. 2014, 20(42),
13618–13635.

249. Arulmozhiraja, S.; Coote, M. L.; Lu, D.; Salem, G.; Wild, S. B. Origin of the Unusual
Ultraviolet Absorption of Arsenicin A. J. Phys. Chem. A 2011, 115(17), 4530–4534.

250. Samanta, P. K.; Kim, D.; Coropceanu, V.; Br�edas, J. L. Up-Conversion Intersystem
Crossing Rates in Organic Emitters for Thermally Activated Delayed Fluorescence:
Impact of the Nature of Singlet vs Triplet Excited States. J. Am. Chem. Soc. 2017,
139(11), 4042–4051.

251. Cai, X.; Li, X.; Xie, G.; He, Z.; Gao, K.; Liu, K.; Chen, D.; Cao, Y.; Su, S.-J. “Rate-
Limited Effect” of Reverse Intersystem Crossing Process: The Key for Tuning Ther-
mally Activated Delayed Fluorescence Lifetime and Efficiency Roll-off of Organic
Light Emitting Diodes. Chem. Sci. 2016, 7(7), 4264–4275.
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Yamada, H.; Huang, K. W.; Ding, J.; et al. Toward Tetraradicaloid: The Effect of
Fusion Mode on Radical Character and Chemical Reactivity. J. Am. Chem. Soc.
2016, 138(3), 1065–1077.

264. Lou, Z.; Li, P.; Han, K. Redox-Responsive Fluorescent Probes With Different Design
Strategies. Acc. Chem. Res. 2015, 48(5), 1358–1368.

265. Daday, C.; Curutchet, C.; Sinicropi, A.; Mennucci, B.; Filippi, C. Chromophore-
Protein Coupling beyond Nonpolarizable Models: Understanding Absorption in
Green Fluorescent Protein. J. Chem. Theory Comput. 2015, 11(10), 4825–4839.

266. Wu, Q.; Zhang, T.; Peng, Q.; Wang, D.; Shuai, Z. Aggregation Induced Blue-Shifted
Emission—The Molecular Picture From a QM/MM Study. Phys. Chem. Chem. Phys.
2014, 16(12), 5545–5552.

267. Johnson, L. E.; Dalton, L. R.; Robinson, B. H. Optimizing Calculations of Electronic
Excitations and Relative Hyperpolarizabilities of Electrooptic Chromophores. Acc.
Chem. Res. 2014, 47(11), 3258–3265.

268. Pescitelli, G.; Bruhn, T. Good Computational Practice in the Assignment of
Absolute Configurations by TDDFT Calculations of ECD Spectra. Chirality 2016,
28, 466–474.

269. Longhi, G.; Castiglioni, E.; Koshoubu, J.; Mazzeo, G.; Abbate, S. Circularly Polarized
Luminescence: A Review of Experimental and Theoretical Aspects.Chirality 2016, 28,
696–707.

270. Avila Ferrer, F. J.; Cerezo, J.; Soto, J.; Improta, R.; Santoro, F. First-Principle
Computation of Absorption and Fluorescence Spectra in Solution Accounting for
Vibronic Structure, Temperature Effects and Solvent Inhomogenous Broadening.
Comput. Theor. Chem. 2014, 1040–1041, 328–337.

271. Rozzi, C. A.; Falke, S. M.; Spallanzani, N.; Rubio, A.; Molinari, E.; Brida, D.;
Maiuri, M.; Cerullo, G.; Schramm, H.; Christoffers, J.; et al. Quantum Coherence
Controls the Charge Separation in a Prototypical Artificial Light Harvesting System.
Nat. Commun. 2013, 4, 1602–1607.

272. Perdew, J. P.; Zunger, A. Self-Interaction Correction to Density-Functional Approx-
imations for Many-Electron Systems. Phys. Rev. B 1981, 23(10), 5048–5079.

273. Santhanamoorthi, N.; Lo, C. M.; Jiang, J. C. Molecular Design of Porphyrins for
Dye-Sensitized Solar Cells: A DFT/TDDFT Study. J. Phys. Chem. Lett. 2013, 4(3),
524–530.

274. Karthikeyan, S.; Lee, J. Y. Zinc-Porphyrin Based Dyes for Dye-Sensitized Solar Cells.
J. Phys. Chem. A 2013, 117(42), 10973–10979.

275. Guido, C. A.; Knecht, S.; Kongsted, J.; Mennucci, B. Benchmarking Time-Dependent
Density Functional Theory for Excited State Geometries of Organic Molecules in
Gas-Phase and in Solution. J. Chem. Theory Comput. 2013, 9(5), 2209–2220.

276. Sousa, C.; De Graaf, C.; Rudavskyi, A.; Broer, R.; Tatchen, J.; Etinski, M.;
Marian, C. M. Ultrafast Deactivation Mechanism of the Excited Singlet in the
Light-Induced Spin Crossover of [Fe(2,2-Bipyridine)3]2+. Chem. A Eur. J. 2013,
19(51), 17541–17551.

282 Nicholas S. Hill and Michelle L. Coote

92
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Abstract  
Computational tools for modelling nitroxide radical chemistry are outlined and 
illustrated through a series of case studies. Different types of application raise 
different problems. Herein we outline and assess the computational methods 
available for modelling high spin systems, predicting EPR hyperfine coupling 
constants, redox potentials, alkoxyamine dissociation equilibria and 
photochemical processes. While high spin systems and excited states are best 
modelled with complex multi-reference methods incorporating static and 
dynamic correlation, there is a growing family of more economical approaches 
that can often achieve an acceptable level of accuracy. Redox potentials and 
alkoxyamine dissociation equilibria require only single reference methods, albeit 
at a high level of theory, but the accurate treatment of solvation remains an 
ongoing challenge. Modelling EPR requires a range specialist techniques and 
basis sets to accurately capture core correlation. Through the case studies 
presented here we not only show that accurate and useful quantitative 
predictions are possible, but introduce a wide range of complementary tools for 
enhancing our qualitative understanding of structure-reactivity trends.  
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6.1 Introduction  
Nitroxides are a class of molecules that exhibit a wide range of chemical 
properties, the most significant and useful of which is their stability as radical 
species. This radical stability has been utilised for a wide range of chemical 
applications, including nitroxide-mediated polymerisations, as fluorescent 
probes, and in electron paramagnetic resonance spectroscopy. They are also able 
to undergo reversible oxidation and reduction, which has been harnessed in 
batteries, solar cells, synthesis and even as medicinal antioxidants. The many and 
various properties of nitroxides and their applications have been explored 
throughout this book; this chapter will focus primarily on the methods and 
considerations for simulating their properties and reactivity.  

Computational chemistry is becoming an increasingly powerful tool for modern 
chemists, as require theoretical insights are often invaluable when rationalising 
experimental results. Throughout the chapter, emphasis has been placed on 
utilising modern methods, software packages, and literature references to 
provide an up-to-date overview of how a new computational chemist may begin 
to tackle the challenges of nitroxide chemistry. Many of the computational 
lessons taught in this chapter are generally applicable to other areas of organic 
chemistry; the challenge often with nitroxides is that many of their properties 
that may be otherwise calculated in isolation are often coupled, for example 
combining nitroxide-mediated polymerisations (NMP), with their dependence 
on accurate kinetic parameters, with photochemistry, and the difficulties when 
modelling excited states, is necessary to study photo-NMP.  

To that end, for type of model chemistry, different theoretical considerations are 
explored, such as single- vs multi-reference and combinations thereof, and the 
impact of different basis sets. Quantitative and qualitative results are also 
discussed throughout, as are the ability for different approaches to achieve them, 
and wherever possible recommendations are made. We start with a discussion 
of the methods needed to model complex spin systems, for which the challenge 
is the accurate treatment of static correlation without incurring the massive costs 
of extensive multi-reference calculations. We then examine the methods needed 
to simulate EPR spectra, which among other things requires specialised basis 
sets for the correct treatment of core correlation. We then turn to redox 
chemistry, where the focus shifts to the high-level single reference methods 
needed for treating dynamic correlation. For redox chemistry in particular, the 
treatment of solvent effects also becomes a major potential source of error, due 
to the participation of charged species. We then examine alkoxyamine 
dissociation in the context of nitroxide mediated polymerization, which uses 
similar methods to redox chemistry but quite different strategies in structure-
reactivity analysis. Finally, we examine methods for the treatment of excited 
states, particularly in the context of photo-NMP.  

  

6.2 Modelling Complex Spin Systems  
Many problems of interest are not adequately handled by conventional methods. 
Important examples involving nitroxides can be found in transition metal 
complexes, polyradicals, many excited-states, as well as the intermediate 
structures encountered in bond-dissociation events.1-5 These cases are said to be 
“strongly correlated”, meaning that methods based on a single reference 
wavefunction are a poor approximation of the exact solution. Numerous 
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strategies for dealing with these problems are nonetheless available to the 
modern chemist, but the functionality is often peculiar and system dependent. 
We discuss the general theory supported by some recent applications here.  

  

6.2.1 Dynamic versus Static Correlation Energy  

Quantum-chemical methods differ in their accuracy and complexity primarily 
through their approaches to modelling the correlation energy (𝐸!). In the crudest 
sense, correlation is the error arising from the Hartree-Fock (HF) approximation 
to the exact, non-relativistic, time-independent Schrodinger equation within the  
Born-Oppenheimer approximation:6, 7  

 𝐸! 	= 	𝐸	 −	𝐸"	        (1)  

where 𝐸 is the exact energy of the system, and 𝐸"  is the energy of the 
corresponding (HF) wavefunction. Correlation has a somewhat different 
definition in density functional theory (DFT), however the implications are 
similar.8   

In the HF regime, the many-body wavefunction is reduced to a Slater 
determinant |Ψ⟩ of one-electron molecular spin-orbitals (MO). Each MO is 
“independent”, experiencing only the average field generated by all the electrons 
in the system, such that the explicit many-body nature of the problem is 
substituted for a coupled set of soluble one-body problems. Indeed, it is from 
this model that we derive the familiar MO conception of molecular electronic 
structure.   

The ground-state solution to the resultant set of HF equations provides an 
upper-bound to the exact ground-state energy such that the error, 𝐸! , is always 
negative; although this is not necessarily true of the excited states. In general, the 
complex MOs cannot not be determined analytically, so a finite basis set of 𝑁 
basis functions or atomic orbitals (AO) is introduced, and the MOs are expanded 
in terms of these. Since the HF equations are nonlinear, the AOs are iteratively 
mixed together to construct the lowest energy set of 𝑁 MOs (the self-consistent 
field method) such that, for an 𝑀 electron HF system, 𝑀 MOs are completely 
occupied and 𝑁 − 𝑀 are empty or virtual. In this sense HF is a single-reference 
approximation, as a Slater determinant is evidently based on only one 
“configuration” of occupied MOs.   

Correlation energy can be systematically recovered by expanding the total 
ground-state wavefunction |Φ⟩, as a linear combination of the HF reference 
|Ψ⟩, and its “excited” configurations (configuration interaction or CI): 

|Φ"⟩ = 𝑐"|Ψ"⟩ + ∑ 𝑐#$ |Ψ#$ ⟩%
$&# + ∑ 𝑐#,(

$,) |Ψ#,(
$,) ⟩%

$,)&#,( +⋯   

   (2)  

where and |Ψ$#⟩, |Ψ$,)
#,(⟩ are the singly and doubly excited determinants formed 

by elevating electrons from occupied (𝑖, 𝑗 etc.) to virtual HF MOs (𝑎, 𝑏 etc.). The 
expansion coefficients 𝑐*, are determined from the CI matrix– an eigenvalue 
problem – whose solutions correspond to the ground- and excited-states of the 
system. In the full CI (FCI) limit, where all possible excitations are considered, 
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the exact correlation energy is recovered completely within the bounds of the 
basis set. Such a calculation is virtually unfeasible however, as the number of 
determinants in the CI expansion has factorial dependence on the number of 
AOs. In practical applications, 𝐸 is instead approximated by truncating the 
expansion or more commonly, by applying perturbation, coupled pair or Green’s 
function theory. For the interested reader, archetypal methods are discussed in 
Chapter 4 onwards of Ref [6].   

Single-reference post-HF and DFT methods deal directly with so-called 
dynamical correlation, i.e. the error relating to electronic motion. Static 
correlation, the focus of this section, arises from errors due to the use of a single 
reference wavefunction, and occurs when there is more than one dominant 
resonance contributor.9 A simple but illustrative example is the 𝜎-bond 
dissociation problem. At the equilibrium geometry, the HF reference consisting 
of the 𝜎2 configuration, is physically sensible. As the bond is stretched however, 
the (𝜎∗)2 configuration becomes increasingly important such that at the 
dissociation limit, both configurations have equal weight in the ground-state 
wavefunction. In this case, at least two MO configurations are necessary for a 
valid description of 𝜎-bond dissociation.  

  
Figure 6.1. Idealised potential energy surfaces for NO-R bond dissociation. 
Restricted theory (RHF and correlated variants, RDFT) uses the same spatial 
components for both alpha and beta spin orbitals and consequently it cannot 
describe bond homolysis. In Unrestricted theory (UHF and correlated variants, 
UDFT) these spatial components are allowed to vary, which provides a better 
description of homolytic processes (albeit with the introduction spin 
contamination, see text).  
Unlike dynamical correlation, static correlation is recovered only slowly by 
expansions of the type in equation (2). Efficient treatment of statically correlated 
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problems therefore requires instead a more general reference than the single-
reference wavefunction. Such a wavefunction can be found in the multireference 
framework, i.e. where the reference is a superposition of two or more MO 
configurations. In the multi-configurational self-consistent field (MCSCF) 
method, the multireference generalisation of SCF, MOs and CI coefficients are 
varied simultaneously in solving for a particular state. In this way, MCSCF could 
be thought of as the union of HF, where only MOs of a single determinant are 
varied, and CI, where the expansion coefficients are varied within in a basis set 
of frozen MOs.10  

  

6.2.2 Multireference Methods.  

MCSCF is most commonly encountered in two related formalisms, namely the 
complete active space self-consistent field (CASSCF) method, and its reduced 
analogue, restricted active space self-Consistent field (RASSCF). In both 
schemes, the determinants defined for MCSCF are generated by a full CI 
treatment of an active space, a selection of orbitals generated by an initial HF 
calculation.11 CASSCF considers every configuration of the expansion, whilst 
RASSCF invokes a set of selection criterion to reduce the number of 
configurations to only the most pursuant contributors. These specifications are 
denoted [𝑛, 𝑚]-RAS/CASSCF or RAS/CAS(𝑛, 𝑚), where 𝑛 and 𝑚 are the 
number of active space electrons and orbitals respectively.   

The resultant set of configurations grows aggressively with the size of the active 
space, so the practical challenge occurs in selecting a computable specification 
which best represents the chemistry of the problem. As a minimum, this must 
include all MOs that are expected to change significantly during some 
transformation, as well as those which are partially occupied.12 Orbital point 
group symmetry should also be considered especially in the calculation of 
spectroscopic properties where selection rules are important; occasionally 
Rydberg orbitals might also be necessary.13 All these considerations mean 
CAS/RASSCF is rather esoteric for the uninitiated, but we stress that orbital 
selection, which we do not flesh out here, is extremely important.14, 15 
Introductory guides can be found in chapter 4.6 of Ref 7 or chapter 14 of Ref 
10.   

Like HF, the multireference family is populated by a very large variety of 
dynamically correlated methods. Common examples include variations on 
multireference configuration interaction (MRCI) such as difference dedicated 
configuration interaction (DDCI),16-21 multireference Moller-Plesset (MRMPn) 
and restricted/complete active space perturbation theory (RAS/CASPTn),22, 23 
as well as multireference coupled cluster theory (MRCC) among others.24-26 
CASPT2, being the most affordable option, is of course most often encountered 
in the literature, although it should be noted that perturbation theory in general 
is susceptible to spurious issues, such as intruder states, which are not always 
foreseeable in the reference wavefunction.27-30 Other methods have more limited 
application, but may be the only options capable of satisfactory outcomes for 
especially difficult problems.   
RASSCF and many dynamical correlation methods are not size-consistent, i.e. 
the energy of a non-interacting dimer is the higher than the sum of each 
monomer considered in isolation. For large problems where this is a concern – 
typically more than 100 electrons – specialized methods such as second-order 
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N-Electron Valence State Perturbation Theory (NEVPT2) and variations of 
MRCC ought to be considered.31-33 This said, CASPT2 and MRCI are nearly size-
consistent, and so are nonetheless popular options for investigations of 
multireference nitroxides of moderate size, such as the biradicals studied by 
Angeli et al.32 and the many polyradicals modelled by Barone et al.34-42   

  

6.2.3 Single-Reference Methods for Strongly Correlated Systems  

For predicting ground state multiplicities and estimating useful properties such 
as singlet-triplet (S–T) energy gaps, one may appeal to one of several single 
reference methods which are considerably cheaper.43 These tend to operate 
under a similar modus operandi, i.e. a strongly correlated low-spin state, such as 
an open-shell singlet, is estimated by projection or spin excitation from a much 
less correlated high-spin reference, typically a triplet, quintet etc. for which the 
single reference approximation is valid.  

The simplest approach can be found in broken-symmetry density functional 
theory (BS-DFT),44-47 a method which works within the unrestricted Kohn-Sham 
formalism (UDFT), where the spatial components of MOs are allowed to differ. 
Owing to its computational efficiency, UDFT is often a first approximation for 
modelling open-shell systems. However, unrestricted wavefunctions suffer from 
a serious issue known as the spin contamination error, the artificial mixing of 
higher spin states into the wavefunction in such a way that the total spin is greater 
than its formal value.48 Strongly correlated problems tend to be highly spin-
contaminated, so a direct UDFT calculation on for instance, an open-shell 
singlet, will certainly be erroneous.49 The BS-DFT method resolves this issue via 
spin projection.44-47 In the simplest case, a contaminated BS singlet is referenced 
to the negligibly contaminated triplet state which results in the following 
expression for the vertical S–T gap,50 

∆+,-./01	= 	 2(4!",4#)
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such that the true singlet energy can be approximated as,  

 𝐸+ 	= 	∆+,-./01 +	𝐸-  (4)  

where 𝐸 is the electronic energy of the contaminated BS singlet, 𝐸 is the energy 
of the triplet, at the BS singlet geometry, and 〈𝑆 〉 and 〈𝑆 〉 are the total spin 
eigenvalues of the BS singlet and triplet states respectively. Numerical values for 
these quantities are printed in the output of most quantum chemistry codes. The 
adiabatic S–T gap may be written as,  
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where 𝑖 and 𝑗 indicate the optimised geometries of the BS singlet and triplet 
states respectively. A suitable guess for the BS singlet can be accomplished by 
mixing the HOMO and LUMO orbitals of a closed-shell UDFT singlet (e.g., by 
invoking the Guess=Mix keyword in Gaussian) thus breaking the spin symmetry 
of the singlet wavefunction. This method is not limited to singlet-triplet couples 
and a generalisation can be made for any low-spin, high-spin dimer.51-56 The 
quality of the projection is quite sensitive to one’s level of theory.  
Global hybrid functionals such as B3LYP, BMK and M06-2X are  
recommended,57, 58 although we tend to advise use of the latter for more reliable 
treatment of organic radicals. Adiabatic gaps are typically improved through the 
inclusion of zero-point corrections to the energy terms.   

A more robust strategy for ground-state calculations is the spin-flip (SF) ansatz 
of Krylov et al.59 These methods involve an excitation operator whose action is 
to perform a spin-flip type excitation of an electron from the reference 
wavefunction thus changing its multiplicity.59 In simple terms, a set of low-spin 
configurations, constituting the strongly correlated problem, are spawned by 
flipping unpaired electrons in the frozen basis of MOs constituting a high-spin 
reference. The quality of the resultant wavefunction hinges on the quality of the 
reference, which in the single reference framework can be systematically 
improved forming a familiar hierarchy, i.e. SF-SCF/SF-DFT through to SF-MP2 
and high-order SF-EOM-CC etc.60-64 The SF operator is perfectly compatible 
with a UHF, although a restricted open-shell (ROHF) reference, where each 
electron pair is confined to a pair of degenerate MOs, has been shown to benefit 
predictive power.65 Several “spin-correct” techniques, that attempt to rectify the 
spin-contamination problem, have been proposed in recent literature.66-68  

Another popular addition to the single reference family is the RAS-SF approach 
of Casanova et al.69 In this method, the active space is defined under the usual 
RAS specifications for a ROHF high-spin reference. A larger and more general 
set of determinants is subsequently generated, describing a wavefunction that is 
spin-complete and size-consistent.70 One particular advantage of RAS 
partitioning is in its regular treatment of polyradicals of arbitrary degree, as these 
ordinarily pose something of a challenge to single reference methods. Like 
RASSCF however, active space specification has great influence on the quality 
of the wavefunction, not neglecting the exponential scaling in the number of 
determinants generated (although scaling with molecular size with a fixed active 
space is manageable). Recent implementations of RAS-SF also permit a degree 
of orbital relaxation, admitting this scheme to the multireference family of 
methods.  

  

6.2.4 Selected Applications  

Case Study 1: The role of the multiconfigurational character of nitronyl-
nitroxide in the singlet–triplet energy gap of its diradicals.41 This recent 
publication by the Barone group illustrates some of the caveats that must be 
considered when applying a multi-reference solution to a typical problem. In this 
case, the effect of the active space on the quality of calculated singlet-triplet (S-
T) energy gaps for three nitronyl-nitroxide (NN) based diradicals (Figure 6.1) 
were assessed for the multireference, dynamically correlated DDCI method and 
is simplified variant, DDCI2. ROHF/6-311G(d) calculations of the triplet states 
for each species were initially performed on their X-ray crystal structures in the 
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software package GAMESS. For each diradical, an Ad hoc fragmentation was 
then undertaken, and the dimensionality of the problem for the multi-reference 
component was reduced to the most pertinent features (shown as blue in Figure 
6.2), after which the active space was defined. DDCI calculations were then 
performed in the BALOO code, an inhouse program developed independently 
by Barone for these problems.  

  
Figure 6.2. Test set in Ref 41. Blue indicates the fragments, whose MOs are 
considered in the construction of the DDCI space.  
Several interesting observations can be made from this work. For reliable 
treatment of polyradicals involving an NN radical, it was speculated that the CAS 
reference must include at least three orbitals and electrons for satisfactory 
agreement with experiment, i.e. one for each N-O fragment and a third for the 
central carbon. Thus, S-T gaps for Ullmann’s diradical (see Figure 6.2), was only 
accurately approximated (i.e. with transition frequencies between 90 - 110% of 
experimental values) with a CAS(6,6) reference involving the LUMO+2 to 
HOMO-3 MOs, as these encapsulate both features as well as the linker. The 
minimal CAS(2,2) reference involving only the magnetic HOMO and HOMO1 
orbitals was woefully inadequate in every example, resulting in transition 
frequencies of 10-30% of experiment. Unsurprisingly, DDCI2 was found to be 
less reliable than DDCI with the low-quality CAS(2,2) reference. However, the 
performance became comparable when the (6,6) active space was included. This 
highlights one of the many subtleties of multi-reference calculations, namely, the 
balance between a more complete (read larger) active space, and a more rigorous 
(read reliable) method for a given allocation of computational resources.  

  

Case Study 2: Spin coupling interactions in C=C or B–B-cored porphyrin-
mimetic graphene patch nitroxide diradicals.71 A useful example of both 
single and multireference methodologies can be found in this recent article on 
the S-T energy gaps for an isomeric family of C=C, and B-B coupled porphyrin 
bridged nitroxide diradicals (Figure 6.3). These larger systems are practically out 
of reach for most multi-reference methods, but typical of the problems 
quantified with single-reference approximations in the literature. In this case, gas 
phase BS singlet and triplet structures were first optimized in Gaussian with 
UB3LYP/6-311G(d,p). BS-DFT predictions of the adiabatic S-T gap were then 
estimated using Yamaguchi’s approximate expression, with subsequent 
calculations of the SF-DFT energies obtained from single point SF-
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PBE50/6311G(d,p) and SF-5050/6-311G(d,p) calculations performed in Q-
Chem.  

  
Figure 6.3. Test set of porphyrin bridged nitroxide diradicals in Ref 71. Figure 
reproduced directly from this reference.  

The results of this comparison are useful, as they highlight the deficiencies one 
is likely to encounter when compromising with a single-reference method. 
Interestingly, both BS- and SF-DFT are in complete agreement as far predicting 
the ground-state multiplicities is concerned, (i.e. the sign of the S-T gap) however 
the disagreement in the energy itself is quite dramatic (with BS-B3LYP predicting 
~30% of the SF-DFT average). The authors complete the remainder of their 
calculations with BS-B3LYP. However, it is very difficult to comment on which 
approach is most reliable given the absence of an experimental reference (which 
is often the case), or a high-level computational reference.  

  

6.2.5 Concluding remarks   

Correct application of multireference methodology is something of an acquired 
art. The approach used and its accuracy will vary depending of the nature of the 
problem and / or the resources available to handle it. CAS and RASSCF are 
available in most quantum chemistry software packages and are useful as a first 
approximation. However, neglect of the dynamical component will not lead 
quantitative agreement with experiment in most cases. For this, methods such 
as MRCI or high-level perturbation theory, up to CASPT3, are required and for 
these we recommend the licensed packages MOLPRO or MOLCAS. As for 
MRCC, the powerful implementation of Kallay et al.72 is promising but limited 
to a stand-alone package of the same name. Fortunately, the code is free for 
academic use and may be interfaced through the MOLPRO environment. These 
packages possess somewhat complex input formats that can be unfriendly to the 
less-experienced user. More agreeable platforms can be found in ORCA or 
DALTON, the latter of which is also open-source. Any package supporting DFT 

107



is suitable for BS calculations, although the SF methods are mostly limited to Q-
Chem. In all cases, we advise readers to consult the relevant manual entries 
before setting any unfamiliar calculations.  

  

6.3 Computation of Electron Paramagnetic Resonance Spectra  
Given the range of applications in which nitroxide radicals are formed and take 
part in chemical reactions, monitoring the formation and presence of the 
nitroxide radical species can be desirable. To that end, electron paramagnetic 
resonance (EPR) spectroscopy is an extremely useful technique and a one that 
can be complemented with quantum chemistry simulation to help assign 
complex spectra and relate that to the underlying structural properties of the 
radical. Fundamentally, EPR involves measuring the energy at which the 
magnetic moment of an unpaired electron is flipped in the presence of an 
external magnetic field (Figure 6.4). To simulate the resulting spectra, one first 
needs parameters (the g-factor and hyperfine splitting constants, defined below) 
describing the response of the electron to the magnetic field, and one then needs 
to take into account the experimental environment and aspects as the tumbling 
regime and whether the magnetic field is continuous or pulsed. Quantum 
chemistry can help with the former, and the methodology developed for this 
purpose is outlined below (section 6.3.1), while the methodology for the latter is 
briefly outlined in section 6.3.2.  

  
Figure 6.4. Splitting in electron spin states observed upon introduction of a 
magnetic field  

  

6.3.1 Computing g-Tensors and Hyperfine Coupling Constants with 
Quantum Chemistry.   

The main working equation of EPR is given by:  
 Δ𝐸 = ℎ𝜈 = 𝑔/𝜇>𝐵"   (7)  

where: 𝑔/ is the electronic g-factor (approximately 2.0 for a free electron), 𝜇> is 
the Bohr magneton, and 𝐵" is the external magnetic field strength. Electrons are 
not, however, “free” in a molecule, as they will interact with both the external 
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magnetic field and internal magnetic fields generated by the nuclei. This 
generates an effective magnetic field, 𝐵 :  

 𝐵/?? = 𝐵"(1 − 𝜎)    (8)  

where 𝜎 includes local magnetic effects. Eq. (8) can then be rewritten as:  

 ℎ𝜈 = 𝑔𝜇>𝐵"  (9)  

where:  

 𝑔 = 𝑔/(1 − 𝜎)  (10)  

Here, g is referred to as the g-factor. A value of g that is significantly different to 
the constant 𝑔/ term can give information about the molecular orbital in which 
the unpaired electron resides. In reality the g-factor is a second-rank tensor, 
selection of an appropriate coordinate system, for example Cartesian 
coordinates, allows the 3x3 matrix to be diagonalized to give 𝑔==, 𝑔@@, and 𝑔AA. 
Another consequence of the interaction between an unpaired electron and 
atomic nuclei is hyperfine splitting, which arises due to coupling between 
electronic and nuclear spins. This reveals itself in spectra as multiple peaks, 
centred at ℎ𝜈, and the so-called “multiplicity” of a transition can be complex.   

Spectroscopic methods study the response of a system with respect to some 
external perturbation, and the energy can therefore be expanded as a Taylor 
series: 
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      (11) 
  
where 𝑋 is an external perturbation. The calculation of 𝑔-factors is no different 
in this respect, in that it is the second derivative of the many-electron energy 
with respect to an external magnetic field and the overall net spin component in 
a given direction (Eq. 12).  
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  (12)  

As a result of this well-defined expansion, computation of EPR g-tensors is 
generally possible by both analytical and numerical methods in most electronic 
structure packages for a range of quantum chemistry methods, generally HF, 
DFT, and MP2. Traditionally, magnetic property calculations have suffered from 
gauge invariance; when using an approximate wavefunction the results of the 
calculation change depending on the orientation of the molecule in the Cartesian 
frame of reference. This is negated by using, for example, GaugeInvariant Atom 
Orbitals (GIAO) which ensure exact gauge invariance, or by using a large enough 
basis set that the invariance becomes negligible. In reality, unless the choice of 
gauge origin is very poor, the effects of gauge invariance are not large enough to 
render a calculation useless, however most modern electronic structure packages 
offer formally invariant methods and their usage is recommended.   
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The second property of interest are hyperfine splitting constants, arising from 
the different possible nuclear and electronic spin configurations. For these 
properties, several terms need to be computed:  

1. The isotropic Fermi contact term, which describes the magnetic interaction 

between an electron and a nucleus, is required and calculated from:  

 𝑎$I<(𝑁) = HJK
G
〈𝑆A〉,EI 𝑔/𝑔L𝛽/𝛽L𝜌(𝑁)    (13)  

where ⟨𝑆A⟩ is the expectation value of the z-component of the total spin, 
𝑔/ and 𝑔L are the electron and nuclear g-factors, respectively, and 𝛽/ 
and 𝛽L are the electron and nuclear magnetons, respectively. The Fermi 
contact integral, 𝜌(𝑋), can be computed as:  

 𝜌(𝑁) = ∑ 𝑃HM
N,O

HM 𝜑H(𝑟L)𝜑M(𝑟L)   (14)  

where 𝑃HM
N,O  is the one-electron spin-density-difference matrix, 

computed as the difference between the spin density matrices of the 𝛼 
and 𝛽 electrons), and evaluation of the overlap of the 𝜑H and 𝜑M basis 
functions is at nuclear position 𝑟=. For brevity, 𝑃L is commonly used in 
place of 𝑔/𝑔L𝛽/𝛽L.  

2. The spin dipole component, computed as the expectation value over the 

spin density:  

 𝐴PQ
8$;(𝑁) = 𝑃L ∑ 𝑃HM

N,O〈𝜑HR𝑟L,RS3𝑟⃗P𝑟L) − 𝛿PQ𝑟L
2WR𝜑M〉H,M   (15)  

where 𝑟L  is a vector that points from the nucleus of interest to an 

electron.  

3. The second-order spin-orbit coupling term:  

 𝐴HM<0((𝑁) = − E
2+
𝑃L ∑

BS*+
,-.

B>/
⟨𝜑HRℎQ+TUR𝜑M⟩HM  (16)  

Two key points about Eq. 13 and 14 are the computed isotropic contact term is 
dependent on the quality of the spin-density matrices of 𝛼 and 𝛽 electrons, and 
on the overlap between basis functions at nuclear positions. The quality of the 
spin-density matrices is generally affected most by the method used to compute 
them. As all systems with unpaired spins are open shell, restricted MO theory, 
for example restricted Hartree-Fock (RHF), is not applicable. Its restricted open-
shell counterpart, ROHF, is also found to generally perform poorly as only the 
singly occupied molecular orbital (SOMO) will contribute to 𝑃HM

N,O , as the 
spatially identical doubly occupied orbitals will have zero spin-density difference. 
This can result in the incorrect prediction of zero hyperfine coupling for atoms 
in the nodal plane of the SOMO. Unrestricted HF (UHF), on the other hand, 
optimizes both 𝛼 and 𝛽 orbitals, and can account for spin polarization. 
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Unfortunately, UHF wavefunctions often suffer from spin contamination, 
arising from the mixing of higher spin states into the wavefunction, and this too 
will result in less accurate spin-density matrices. Projected UHF methods can be 
used to project out spin contamination to improve results.  

Alternatively, one may turn instead to methods that suffer less from spin 
contamination; indeed, most electronic structure packages offer hyperfine 
coupling constant calculations with some of the most powerful electronic 
structure theories, for example coupled cluster (CC) methods, as well as with 
DFT. If CC methods are too expensive, DFT methods are generally robust 
however, as always, it is recommended the functional of choice is benchmarked 
for suitability before predictions are made.  

The second issue is that of appropriate basis set selection. As the basis set overlap 
is computed at nuclear positions, those with the largest contributions to the 
splitting constants describe the core s orbitals. However, the most popular basis 
sets, for example those of Pople or Dunning, do not describe the core region 
with the same flexibility as the valence region. This is due to their emphasis on 
accurate calculations of bonding phenomena, to which core electrons contribute 
little. As well as this, atomic s orbitals exhibit an electron cusp at the nucleus, 
which is not well captured by Gaussian-type orbitals (GTO). To that end, basis 
sets have been developed that systematically improve the description of the core 
region of electrons, examples being EPR-II or EPR-III, and their usage is 
recommended. A second practical consideration when using DFT is to ensure 
that a large numerical grid is employed, to ensure numerical integration remains 
accurate.  

Although not necessarily common when exploring the chemistry of nitroxide 
radicals, it is possible one may encounter heavy elements, and under these 
circumstances relativistic effects may become significant. Unlike if bonding 
interactions are being studied, in which case the relativistic core electrons can be 
replaced by an effective core potential (ECP) which may include relativistic 
effects in its parameterisation, accurate EPR calculations generally require the 
explicit treatment of electrons. As a result, all-electron approximations are 
available in most electronic packages, and their use is recommended.  

  

6.3.2 Simulating EPR Spectra   

The computational simulation of EPR spectra depends not only the magnetic 
properties of the molecule (splitting parameters, spin active nuclei present, 
linewidth and g tensor values) but also the experimental conditions, such as the 
type of tumbling regime and whether the spectrum is collected as a 
continuouswave (cw) EPR spectrum or under pulsed conditions. Many 
programs have been developed simulate spectra, including Easyspin,73 Winsim,74 
XSophe,75 and MoSophe.76 More specialist programs such as WinMOMD77 for 
simulation of slow-motional spectra using the MOMD (microscopic order, 
macroscopic disorder) model, and optimised SLE solvers employed by Freed78 
at the ACERT Center at Cornell have been employed for more targeted systems. 
Generally speaking, these programs make use of inputted parameters (splitting 
parameters, spin active nuclei present, linewidth and g tensor values) in order to 
construct a parameterised spin Hamiltonian. These can be extracted from the 
experimental spectrum or, if one is trying to make a first principles prediction, 
these are provided from the quantum-chemical studies described above. A 
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quantummechanical approach is then used to simulate the resulting spectrum 
according to the type of tumbling regime (i.e., isotropic limit, fast motion, slow 
motion, or rigid limit) and whether the spectrum is collected as a continuous-
wave (cw) EPR spectrum or under pulsed conditions. Details of how EPR 
spectra are simulated are covered in Chapter 4.   

  

6.3.3 Selected Applications   

Case Study 1: DFT Calculations of Isotropic Hyperfine Coupling 
Constants of Nitrogen Aromatic Radicals: The Challenge of Nitroxide 
Radicals.79 In this study, Hermosilla et al.79 assess the performance of DFT for 
accurately predicting hyperfine coupling constants, using the PBE0 and B3LYP 
functionals in conjunction with several basis sets; 6-31G(d), N07D, TZVP, and 
EPR-III. The study utilised a test set of 38 nitrogen-containing radical species, 
with 15 of the species nitroxide radicals (Figure 6.5). As a result of the different 
coupling environments a total of 165 hyperfine splitting constants for 14N and 
1H nuclei were calculated and compared with experimental data. The study 
highlights the importance of basis sets when calculating EPR properties, as well 
as the importance of comparing and contrasting DFT results against HF or more 
advanced wavefunction methods, as the B3LYP results counter-intuitively 
suggest that 6-31G(d), rather than the larger, EPR specific EPR-III basis set, was 
more capable of accurately predicting EPR spectra.   

  
Figure 6.5. Nitroxide radicals studied in ref 79  

  
Case Study 2. The temperature dependence of nitroxide spin–label 
interaction parameters: a high-field EPR study of intramolecular motional 
contributions.80 This study used a combination of high-field W-band EPR and 
density functional theory calculations to study and explain the temperature 
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dependence of the g (anisotropic), a (hyperfine), q (quadrupole) tensors of two 
nitroxides, 3-hydroxymethyl-2,2,5,5-tetramethylpyrrolin-1-oxyl and 4-hydroxy-
2,2,6,6-tetramethylpiperidine-N-oxyl, in glass-forming ortho-terphenyl solution. 
The experimental temperature dependencies were attributed to both the 
averaging of the anisotropies of the EPR parameters in the glassy matrix, and 
the intramolecular out-of-plane motion of oxygen in the nitroxide group. This 
latter mechanism was confirmed via DFT calculations whereby the B1LYP/SVP 
level of theory was first used to compute the structures associated with harmonic 
oxygen out-of-plane vibrations, and then the various tensors were calculated at 
each structure to show how the vibrational motion affected them (Figure 6.6). 
For this purpose, the SVP basis set was replaced with IGLO-III for computation 
of the a- and q-tensors; while for the g-tensor LSD/SVP was used in conjunction 
with RI-SOMF(1X) for the treatment of the spin-orbit coupling operator. 
Studies such as this highlight the important role of first principles theory in 
assigning or interpreting complex EPR spectra.  

  
Figure 6.6. The calculated giso (open square), Aiso (asterisk) and D (open circle) 
values as a function of out- of-plane angle 𝛼  for 3-hydroxymethyl-2,2,5,5- 
tetramethylpyrrolin-1-oxyl  (left) and 4-hydroxy-2,2,6,6-tetramethylpiperidineN-
oxyl (right). The dotted line shows the relaxed energy profile, and the dashed 
line indicates the minimum energy angle. Reproduced directly from Ref 80.  

  

6.4 Predicting Oxidation Potentials  
As redox active molecules possessing unique properties and reactivity, nitroxides 
are utilised in many applications ranging from energy storage devices81-85 and 
oxidation catalysts86-90 to redox mediators for solar-cells91-94 and super-oxide 
dismutase mimics.95, 96 Nitroxides can typically undergo an electrochemically 
reversible 1-electron oxidation to afford the corresponding oxoammonium 
cation (see Figure 6.7). In contrast, nitroxide reduction is usually 
electrochemically irreversible; spontaneous proton transfer from protic 
impurities rapidly quenching the initially formed oxyamine anion as a 
hydroxylamine. In this latter case, the highly coupled nature of the rate and 
equilibrium constants for the underlying elementary processes can make the 
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direct experimental measurement of a corresponding potential difficult, and 
computational chemistry offers a valuable alternative to experiment.  

  

  
Figure 6.7. The oxidation and reduction of a nitroxide of the general form, 
R1R2N−O●.  

Even when measurement is possible, the accompanying synthesis can be 
expensive and time-consuming, and as such computational chemistry offers an 
attractive means of assessing the utility of a given species prior to experiment. In 
this respect, the success or failure of a given nitroxide hinges on its precise redox 
properties; including the electrochemical reversibility of oxidation/reduction 
and the respective potentials of these electron transfers. For instance, in alcohol 
oxidation, nitroxides are frequently employed as catalysts in conjunction with a 
bulk stoichiometric oxidant, such as sodium hypochlorite or ambient oxygen (see 
Figure 6.8).97, 98 This bulk oxidant, [O], is used to generate the catalytically active 
oxoammonium species in situ, which in turn oxidises the substrate alcohol to a 
ketone. If the oxidation potential of the nitroxide is too high, then the bulk 
oxidant will be unable to oxidise the initial nitroxide into the catalytically active 
oxoammonium cation. Conversely, if the oxidation potential of the nitroxide is 
too low, then the oxoammonium cation will be unreactive towards the alcohol 
substrate. Moreover, in biochemistry nitroxides are of interest as antioxidants; 
protecting cells against cytotoxic reactive oxygen species.99, 100 In vivo, both 
oxidation and reduction processes involving nitroxides are relevant,101, 102 and so 
the ability to predict and rationalise the redox potentials of nitroxides is 
invaluable for screening novel antioxidants.  

  
Figure 6.8. The nitroxide catalysed oxidation of an alcohol to a ketone in the 
presence of bulk stoichiometric oxidant [O].  
 
While other references discuss the theoretical evaluation of redox potentials for 
organic103, 104 and inorganic105 species in some detail, we will more briefly outline 
some of these considerations within the specific context of nitroxide oxidation 
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and reduction. The theoretical calculations of most thermochemical quantities, 
including oxidation and reduction potentials, usually take advantage of the Born-
Oppenheimer approximation, which partitions the electronic and nuclear 
wavefunction and so separates the calculation into three steps (Figure 6.9). 
Initially, the electronic energy of the molecule in its oxidised and reduced form 
is calculated using normal electronic structure calculations. Next, the entropic 
contribution from nuclear motion is calculated, usually employing harmonic or 
quasi-harmonic approximation in conjunction with computed frequencies. 
Finally, statistical averaging of relevant conformations and solvent corrections 
are applied, usually by assuming Boltzmann distributions and applying 
continuum solvent models. For computation of redox potentials, the first step 
affords the gas phase 0 K adiabatic ionization energy (IE) or electron affinity 
(EA), the second step computes the (temperature dependent) entropic 
corrections, while the third step corrects the resulting gas-phase free energy for 
solvent effects and appropriately weights these quantities according to the 
population of the individual conformations.   

  
Figure 6.9. The three steps involved in the calculation of oxidation and 
reduction potentials.   

The main methodological challenges relate to the first and third steps: in the 
former case, obtaining a sufficiently accurate description of the electronic 
energies, albeit within a single reference framework; in the latter, modelling the 
effects of solvation, particularly for the ionic species. In addition, there is the 
added complication of converting the solution-phase Gibbs free energies for the 
half reactions into electrode potentials, which entails choosing appropriate 
values for the reference electrode, treating the electron in a consistent manner, 
and considering coupled chemical processes where relevant. Below we introduce 
the methods (and where relevant equations) for the each of these steps, before 
examining some of the applications.  

  

6.4.1 Definitions and Key Equations  

The standard reduction potential directly measures the thermodynamic feasibility 
of the general reduction half-reaction.  
 O (s) + ne e– (g) « R (s) (17)  
where O refers to an oxidized reagent, R refers to a reduced reagent, ne is the 
number of electrons exchanged between the oxidized and reduced species, and 
"s" and "g" refer to species in solution and in the gas phase, respectively. Note 
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that the charge of O and R are not shown here but must be balanced across the 
reaction. The absolute reduction potential for this reaction is given by the Nernst 
equation106, 107 as  

 ∆0𝐺<(𝑂|𝑅) = −𝑛/𝐹𝐸#(I< (𝑂|𝑅)  (18)  

where: ∆ 𝐺 (𝑂|𝑅) is the Gibbs free energy change for the half reaction, F is the 
Faraday constant (96485 C mol–1), and ne is the number of electrons transferred 
in the half-reaction. To facilitate comparison with experiment, this must be 
converted to a relative (cell) potential measured against a reference electrode 
(such Fc/Fc+, Ag/Ag+, the standard hydrogen electrode, etc).  

 𝐸0/Q,V4W< (𝑂|𝑅) = 𝐸#(I< (𝑂|𝑅) − 𝐸#(I< (𝑅𝐸𝐹)  (19)  

Here 𝐸#(I< (𝑅𝐸𝐹) is the absolute reduction potential of the reference electrode 
and in principle can be calculated the same way, though in practice literature 
values are available for most references.103, 104 In choosing a literature value it is 
important to ensure that the treatment of the electron is consistent in both half 
reactions so that it cancels from the cell potential. While the electron has no 
electronic energy as such, it is assumed to have thermal energy and entropy, but 
the amount differs according to which convention is used. Details of the 
different conventions are in Refs 103, 104; ultimately, the choice of convention 
has no impact on the results provided it is applied consistently.  

The values of 𝐸0/Q,V4W< (𝑂|𝑅)  yielded from the above equations correspond 
directly to the experimental half-wave potential for reversible redox processes. 
However, many species (including nitroxides) can undergo irreversible redox 
reactions which are often coupled with other spontaneous proton transfer or 
addition/fragmentation processes. In these situations, experimental cyclic 
voltammograms (CVs) are complex. One can either fit these experimental CVs 
with kinetic schemes that take into account the redox processes, the coupled 
chemical reactions, and diffusion into and out of the double layer. In such cases 
the computational 𝐸0/Q,V4W< (𝑂|𝑅)	can be compared with the fitted potentials 
obtained for isolated redox processes. Alternatively, one can use computational 
chemistry to study the coupled processes as well and yield adjusted half-wave 
potentials. For instance, in aqueous environments reduction of nitroxide radicals 
are accompanied by rapid protonation (Figure 6.10). As such, formal reduction 
processes can be represented by different half reactions, which will depend 
heavily the nitroxide of interest and on the pH of the solution. Thus, the 
1electron reduction of TEMPO• generates a TEMPO− oxyamine anion, which 
is rapidly quenched by water (across a range of pH values) to form the 
corresponding TEMPOH hydroxylamine. However, the TEMPOH 
hydroxylamine is itself a weak base (conjugate acid pKa = 6.9 – 7.5) and may be 
protonated depending on the pH of the solution. As a result, the half-wave 
reduction potential observed by experimental measurements is given by:  

𝐸E 2⁄ = 𝐸0/8(𝑋•, 2𝐻Z 𝐻2𝑋Z⁄ ) + V-
W
ln(𝐾E𝐾2 + 𝐾E[𝐻Z] + [𝐻Z]2)  (20)  

 
where 𝐸0/8(𝑋•, 2𝐻Z 𝐻2𝑋Z⁄ ), 𝐾E and 𝐾2 are as defined in Figure 6.10. 
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Figure 6.10. Chemical processes associated with the reduction of the TEMPO• 
radical in water. 

 

6.4.2 Electronic Structure Methods and Gas-Phase IEs and EAs  

Electronic structure methods are conveniently divided into two categories; 
wavefunction-based approaches and density functional theory (DFT). Within 
wavefunction theory there are a hierarchy of different approximations with 
varying levels of accuracy, some of which were briefly introduced in section 6.2. 
For redox potentials, single reference methods are usually sufficient. There are 
three main ‘families’ of correlated single-reference wavefunction methodologies: 
Møller–Plesset perturbation (MPn) theory108-114 (e.g. second-order Møller– 
Plesset corrections, MP2), and configuration interaction methods, for example 
coupled cluster (CC) theory115-117 (e.g. single, double and perturbative triple 
excitations, CCSD(T)) or quadratic configurational interaction with single, 
double and perturbative triple excitations, QCISD(T).117-119 While acceptable 
accuracy will depend largely on context, a sufficiently accurate treatment of 
electron correlation is achieved in most chemical systems with CCSD(T) or 
QCISD(T) used in conjunction with large triple zeta basis sets. Such energies 
will (usually) only differ from corresponding exact values by 1-2 kJ mol−1.120, 121 
Thus, CCSD(T) is frequently labelled the “gold-standard” of computational 
chemistry, as this level accuracy is sufficiently accurate for most (single-
reference) applications.  

Composite procedures are a notable subclass of wavefunction-based approaches 
that pragmatically perform basis set extrapolations schemes and/or combine the 
results of calculations performed at different levels of theory. These procedures 
are usually as accurate as the large basis set CCSD(T) (or equivalent) calculations 
that they are attempting to approximate, but only require a fraction of the 
computational expense.122-126 The Gaussian composite procedures122-126 (Gn), 
originally developed by Curtiss and co-workers are among the most popular, and 
a popular variant of G3 theory is the less computationally intensive 
G3(MP2)RAD procedure.127 Other well-known composite procedures include 
the CBS methods128-135 developed by Petersson and co-workers, and the Wn 
methods121, 136-138 formulated by Martin and co-workers. Although not strictly a 
composite procedure, the F12 approximation139 in its various manifestations also 
delivers improved accuracy by significantly reducing errors caused by small basis 
sets.   
Density functional theory (DFT) calculates the energy of a molecule or atomic 
species using its one-electron density and a functional. The Hohenberg-Kohn 
Theorems,140 which form part of the inspiration for DFT, state:   

1) That the ground state external potential (and thus total electronic 
energy of the ground state) is a unique functional of the electron density.  
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2) That a density that minimizes the total energy of the ground-state 
is the exact ground-state density.   

Using the electron density to obtain the total energy has been touted as a way of 
circumventing the poor size scaling of wavefunction based methods. 
Unfortunately, the first Hohenberg-Kohn Theorem is not constructive but 
rather an existence proof. As such, it only establishes that the ground state 
external potential is a unique functional of the electron density and provides no 
insights into its actual mathematical form. Consequently, the exact DFT 
functional is unknown.   
Modern DFT functionals are based on the Kohn-Sham equations,141 which 
cleverly consider the Hamiltonian for a fictitious system of non-interacting 
electrons that have an overall ground-state density that is identical to the real 
atomic or molecular system (where the electrons are allowed to interact). Ideally, 
DFT would be exact and formulated from fundamental physical and 
mathematical arguments. However, in practice many popular DFT functionals 
are heavily parametrized using test sets of experimental and (wave-function 
derived) theoretical data. While current DFT functionals offer reasonable 
accuracy at low computational cost, they can also fail spectacularly and 
unexpectedly.142 Many of the most popular functionals, such as B3LYP, have 
been found to fail dramatically (often to the extent that results are qualitatively 
incorrect).142 Moreover, there is no systematic way to improve DFT results and 
so choice of functional is quite subjective. Because of this often variable and 
unpredictable accuracy, DFT should always be employed cautiously in 
conjunction with appropriate benchmarking.   

There are many articles that evaluate the performance of common DFT 
functions and other wavefunction-based methodology for the calculation of IEs 
and EAs. For instance, our group examined theoretical procedures for IE and 
EA calculations on a range of piperidine, pyrrolidine, oxazolidine derivatives, 
isoindoline, and azaphenalene nitroxides.143 This study revealed that low cost 
DFT procedures often carried unacceptably large errors, with B3LYP and 
MPWB1K carrying mean absolute deviations (MAD) for EAs of 0.23 and 0.40 
eV, respectively. Interestingly, these errors are primarily associated with the 
reaction site and can be largely mitigated using an ONIOM partitioning scheme. 
For instance B3LYP in conjunction with a G3(MP2)RAD core affords much 
smaller deviations (around 0.10 eV). Pantazis and co-workers recently examined 
the IEs of 19 organic species with several methods using CCSD(T)/CBS data as 
a reference (see Figure 6.11).144 Despite its enormous popularity in 
computational organic chemistry, B3LYP once again performs relatively poorly 
with mean absolute deviations and maximum deviations (MAX) of around 0.40 
and 0.70 eV, respectively. M06-2X performs better with a MAD of only 0.11 eV, 
although it still suffers an unexpectedly large MAX (for phenol) of nearly 1 eV. 
CCSD(T)/cc-pVTZ offers excellent accuracy, with MAD and MAX values of 
0.14 and 0.16 eV, respectively. However, this accuracy is strongly basis set 
dependent. If a smaller double-zeta basis set (cc-pVDZ) is employed, the MAD 
and MAX of CCSD(T) increase dramatically to over 0.4 V. CCSD(T)-F12 offers 
an excellent compromise, with a double-zeta F12 calculation essentially matching 
the accuracy of standard triple-zeta CCSD(T).   
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Figure 6.11. Mean Absolute Error (MAD) and Maximum Errors (MAX) in 
Adiabatic Ionization Energies for the 19 organic species in the Pantazis test set, 
taken from reference 144. *Indicates a F12 variant of the standard cc-pVDZ basis 
set was used.  

  

6.4.3 Solvent Effects and Redox Potentials  

To convert gas-phase IEs and EAs to redox potentials, one needs to calculate 
the Gibbs free energies of solvation, so as to obtain Gibbs free energies in 
solution. In doing this one also needs to include a term RT(ln V) to account for 
the change of state from 1atm to 1M.145 The simplest and most computationally 
efficient methods for calculating solvation Gibbs free energies are continuum 
models, in which each solute molecule is embedded in a cavity surrounded by a 
dielectric continuum of permittivity ɛ.146 Continuum models are designed to 
reproduce bulk or macroscopic behaviour, and can fare extremely well in certain 
applications including redox potentials.147 However, the results obtained using 
continuum models are highly sensitive to the choice of cavities (which are 
typically parameterised to reproduce the free energies of solvation for a set of 
small organic molecules). This reliance on empirical parameterisation means the 
errors can sometimes be unpredictable. Moreover, their accuracy can suffer if 
there are explicit solute-solvent interactions such as complex formation or 
hydrogen bonding.148 Although this problem can be overcome by including a 
small number of explicit solvent molecules in the ab initio calculation, as in a 
cluster-continuum model,149 this adds significantly to the cost of the calculation.   

As a result, in small to medium nitroxides (where high-level composite 
calculations are feasible), the accuracy of redox calculations is usually limited by 
the accuracy of the continuum solvent model. This is particularly a problem 
because of the involvement of charged species. For neutral molecules, solvation 
energies are typically small, and many solvent models are able compute the 
solvation energies of neutral molecules with reasonably high accuracy, with 
errors typically of the order of 5-10 kJ/mol.150 However, errors in solvation 
energies for charged systems can be significantly larger (often above 20 kJ/mol; 
see Figure 6.12). This introduces correspondingly large errors into the resulting 
redox potentials. Fortunately, errors introduced by solvation models are often 
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highly systematic (see Figure 6.13); depending on the functionality of anion or 
cation in question. Note that in Figure 6.13, the superior absolute performance 
of PCM-UAKS B3LYP is not a general result for other redox systems, and in 
other studies of nitroxides and or closely related species methods such as SMD 
or COSMO-RS perform better.151-156  

  
Figure 6.12. Typical errors for ionic and neutral species in popular continuum 
solvation models.  

  
Figure 6.13. The performance of different solvent methodologies for the 
computational prediction of nitroxide oxidation potentials.   
Nonetheless, for the most part, errors in solvation energies within a set of related 
molecules are relatively systematic. As a result, they can be circumvented 
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somewhat by computing redox potentials in an isodesmic fashion, where relative 
(rather than absolute) potentials are computed against a structurally similar 
reference system. The potential of the substrate is then determined by using this 
relative potential in conjunction with an accurate experimental value for the 
reference couple (see Figure 6.14). This approach exploits systematic error 
cancelation by offsetting the errors introduced by sub-optimal solvation 
modelling of both charged species. While this approach normally delivers more 
accurate potentials, it relies on the availability of accurate experimental 
measurements for the reference couple.   

  
Figure 6.14. Direct vs Isodesmic Oxidation Potential Calculations.  

  

6.4.4 Selected Applications  

Computational chemistry offers not only the opportunity predict kinetics and 
thermodynamics; it can also be used to help interpret the underlying structure-
reactivity trends by providing detailed structural information, dipole and 
quadrupole moments, and other related properties. This in turn is useful in 
reagent design, as these case studies below illustrate.  

Case Study 1. Computational Design of Cyclic Nitroxides as Efficient 
Redox Mediators for Dye-Sensitized Solar Cells.157 With decreasing global 
fossil fuels reserves and increasing energy demand, improving the efficiency and 
cost-effectiveness of renewable energy is becoming an increasing priority. Dye-
sensitised solar cells (DSSCs) are particularly promising, as they are less 
expensive and more flexible than traditional Silicon-based cells. DSSCs are a 
photoelectrochemical system consisting of two separate electrodes; a 
mesoporous thin-film semiconductor (usually TiO2) with a tethered monolayer 
of sensitizing dye and a counter electrode (see Figure 6.15). An electrolyte 
containing a redox mediator is injected between these two electrodes. Light is 
first absorbed by a dye, then the photoexcited dye (S*) transfers an electron to 
TiO2. The oxidised dye (S+●) is reduced by the redox mediator (Md●), with the 
oxidized mediator (Md+) diffusing to the counter-electrode. There the oxidised 
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mediator is reduced by current passing through the cell. As it affects the 
electrochemical potential at the counter electrode and semiconductor, the redox 
mediator is a crucial component of the cell.  

  
Figure 6.15. A simplified depiction of a Dye-Sensitised Solar Cell, showing the 
principal photoexcitation and electron transfer processes.   

Nitroxides are particularly attractive as redox mediators because of their rapid 
and (usually) reversible redox chemistry, low toxicity, and low corrosivity. They 
are also characterized by fast rates of both heterogeneous electron-transfer and 
electron self-exchange reactions. Importantly, their oxidation potentials are also 
reasonably close to the optimal range of 0.60–0.85 V (versus SHE) and can be 
further optimised through structural modifications. However, this reversibility is 
fundamentally dependent on their chemical structure; with some cyclic 
nitroxides undergoing irreversible ring opening processes or fragmentation 
(Figure 6.16). Experimental cyclic voltammetry measurements can readily 
establish the oxidation potential of a given nitroxide and its electrochemical 
reversibility. Synthesis and characterisation of nitroxides is often time-
consuming and expensive. Hence, computational screening is a particularly 
attractive; allowing for rapid and accurate prediction of the redox properties of 
candidate nitroxides.   

  
Figure 6.16. (Top) Proposed ring opening pathway of a hydroxyl substituted 
morpholine oxoammonium. The electrochemical oxidation of the 
corresponding nitroxide is nearly completely irreversible. (Bottom) The 
generation of isoindoline-derived nitronones via β−fragmentation from the 
corresponding oxoammonium (with loss of an alkene)  

To address this problem, we studied the nitroxide structural features to help 
guide experimental optimisation of DSSCs.157 As redox mediators for DSSCs, 
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nitroxides need to have oxidation potentials of 0.60 –0.85 V (vs SHE) and high 
stability. It was found that most monocyclic nitroxides had potentials in the 
correct range, but were susceptible to the ring-opening processes of Figure 6.16. 
These ring opening processes could be largely supressed by fusing aromatic rings 
to piperidine and pyrrolidine nitroxides, leading to azaphenalene and isoindoline 
ring frameworks. These basic frameworks are resistant to oxidative ring opening, 
as the initially formed nitroso and carbocation are held near each other by the 
secondary aromatic scaffold (and rapidly couple). However, their oxidation 
potentials that are too high for DDSCs (1.02 V and 0.98 V, respectively). One 
possible solution is replacement of the flanking groups with higher alkyls. While 
calculations indicate this substitution does appreciably lower the oxidation 
potential of isoindolines, unfortunately it also facilitates a β−fragmentation 
process that decomposes the oxoammonium species into a nitronone (Figure 
6.16). Aside from modification of the flanking alkyl groups, introduction of 
electron donating amino subsitutents onto the aromatic ring also lowered the 
potential of isoindoline and azaphenalene based nitroxides. However, this 
moiety can also undergo irreversible oxidation with proton loss to form 
electrochemically inert products. As such, isomers bearing the NH2 group are 
unsuitable for the present study.  

However, it was shown that there are still nitroxides that possess oxidation 
potentials within the target range and meet the reversibly criteria outlined above. 
These included an adamantine-like species, piperidines with α-cyclohexyl groups, 
TMAO derivatives with alkyl and methoxy substituents, as well a large fused 
antiaromatic system (Figure 6.17). Latter experimental testing by Nishide and co-
workers verified that one of these, the 2-azaadamantan-N-oxyl radical was an 
exceptional redox mediator, consistent with our theoretical predictions.158 
Employing this mediator in a DSSC, Nishide and co-workers set the benchmark 
efficiency (for organic radical based mediators) of 8.6%; significantly improving 
on the previous efficiency of TEMPO-based DSSCs of 5.4%.  

  
Figure 6.17. Proposed redox mediators showing computed potentials in V vs 
SHE. Figure taken directly from Ref 157.  
 
Case Study 2. Effect of heteroatom and functionality substitution on the 
oxidation potential of cyclic nitroxide radicals: role of electrostatics in 
electrochemistry.159 Computing accurate oxidation potentials is undoubtably 
helpful, as it enables the pre-screening of novel nitroxides for specific 
applications. However, using theory to deduce quantitative (or semi- 
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quantitative) structure-reactivity or structure-property relationships is arguably 
even more useful because it allows nitroxides to be rationally designed for a 
specific purpose. Many theoretical and experimental studies rationalise nitroxide 
oxidation and reduction potentials using strain-arguments based on ring-size and 
rigidity.98, 143, 157, 160, 161 Normally, the basis for such arguments is that the 
oxoammonium cation, oxyamine anion and nitroxide radical prefer different 
degrees of planarity around the nitrogen atom. Thus, attaining the optimal 
geometric rearrangement is hindered to varying extents by size and rigidity of 
the primary nitroxide ring. To examine strain-based arguments in more detail, 
we collated literature143,157 high-level theoretical predictions of the oxidation and 
reduction potentials of prototypical nitroxides; separately examining the 
influence of ring contraction and rigidification.   

Table 1. Relative aqueous oxidation (Eox) and reduction (Ered) potentials for 
piperidine, pyrrolidine, azaphenalene a and isoindoline nitroxides. Data taken 
from Reference ref. 143 
 

Nitroxide 

 

 

 

 
Ered (mV) 0.0 +146 −138 −22 
Eox (mV) 0.0 +267 +2 +240 

a Data for the azaphenelene was subsequently corrected in Ref 157 and we show 
the corrected data here.  
 
As Table 1 reveals, reduction potentials are significantly lowered by ring-
contraction, with a decrease of around 140-180 mV. This indicates the larger 
piperidine (and azaphenalene) rings are better able to accommodate the 
geometric changes associated with nitroxide reduction as compared to the 
smaller pyrrolidine (and isoindoline) rings; consistent with a strain-based 
argument. Surprisingly, however, ring-size alone does not appreciably influence 
oxidation potentials; with minimal change moving from piperidine to pyrrolidine 
(or moving from azaphenalene to isoindoline). While aromatic rigidification does 
significantly increase oxidation potentials (by 240–260 mV), inexplicably, it also 
raises the respective reduction potentials (by 120-150 mV). In other words, 
oxidation potentials are insensitive to ring-size but increase substantially upon 
rigidification, while reductions potentials are lowered by ring-contraction yet 
raised by rigidification. Interestingly, rigidification of piperidine through the 
inclusion of multiple aliphatic frameworks lowers the respective oxidation 
potential (see Figure 6.17); indicating different effects from aromatic and 
aliphatic rigidification strategies. Collectively, this behaviour is incompatible with 
a simple strain-based argument. If attaining the optimal cation or anion geometry 
is hindered by ring size and rigidity, then why do these parameters appear to 
operate independently and have unpredictable effects on oxidation and 
reduction behaviour? Why does rigidification with aromatic (but not aliphatic) 
frameworks increase nitroxide oxidation potentials?  

To address these questions, we recently explored if the fundamental 
electrostatics could rationalise nitroxide oxidation (and reduction) potentials.159 
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Electrostatic effects can be described using a multipole expansion, which 
includes contributions from monopole, dipole, quadrupole and octapole (etc) 
terms. For electronically uncharged substituents, the dipole term is the first 
nonzero contributor to this expansion and so formed the basis for our initial 
investigations. The substituent orientation relative to the >N–O˙ moiety is 
crucial, as this axis defines the only component of the dipole moment that will 
have a non-zero interaction with the charge formed upon oxidation. To decouple 
the dipole moment of the substituent from that of the >N–O˙ group, we used 
analogues in which the >N–O˙ moiety was replaced with a CH2 group. This 
substitution conveniently preserves the relatively fixed orientations of the 
interacting substituents, as the basic C–C framework of these models is 
analogous to that of the corresponding nitroxides. Initial investigations revealed 
that this distance scaled dipole moment was very well correlated with 
experimental oxidation potentials. However, 3 nitroxides from this initial set 
possessing π-functionality were found to be significant outliers. This led us to 
investigate if this behaviour, and more generally the effect of aromatic 
rigidification on redox potentials (as reported in Table 1), could be electrostatic 
in origin.   

The importance of quadrupole moments in the electrostatic description of 
molecules with π systems is well known.162-164 Moreover, truncating the multipole 
expansion at the dipole term is only valid if the substituent and >N+=O moiety 
are sufficiently separated, so at short-range higher order multipole terms may be 
significant. Inclusion of an appropriately scaled quadrupole term corrects the 3 
previous outliers and simultaneously improves the correlation with the 
experimental oxidation potential. Moreover, this dipole-quadrupole parameter 
can be applied successfully to a total test set of 35 different α-tetramethyl 
substituted nitroxides; comprising of 1 pyrrolidine, 2 pyrrolines, 11 isoindolines, 
15 piperidines, 2 morpholines, 3 azaphenalene and 1 azepine (Figure 6.18).159 
Despite the structural diversity of these nitroxides (including different ring sizes 
and rigidity), good correlation was observed between the distance scaled dipole 
and quadrupole term and the respective oxidation potential (total R2 = 0.84). 
Reassuringly, the optimal ratio between the component dipole and quadrupole 
terms found via a 2-variable regression (1.78:1) is reasonably similar the 
theoretical ratio predicted in a multipole expansion (2:1). We should caution that 
due to relatively small separation between the nitroxide moiety and the 
substituent, higher order multipole moments may also contribute; particularly in 
more electrostatically complex systems. It is also important to note that this 
analysis only considers the underlying (gas-phase) electrostatic effects and does 
not account for other key factors including; induction, ring-strain, through space 
orbital overlap and solvent effects. Notwithstanding these considerations, this 
study highlights how nitroxide oxidation potentials can be rationalised with 
chemical intuition using substituent-based electrostatic arguments.   

125



  
Figure 6.18. The generation of isoindoline-derived nitronones via 
β−fragmentation from the corresponding oxoammonium (with loss of an 
alkene). Data taken from Ref 159  

Returning briefly to the trends reported in Table 1, we can now fully rationalise 
these redox potentials in terms of strain and electrostatics. Strain-based effects 
are clearly a factor in the case of nitroxide reduction (where geometry relaxation 
is normally more significant). However, rigidification through the inclusion of 
fused aromatic rings introduces a large quadrupole moment. In the case of 
isoindolines and azaphenalenes, this quadrupole interacts unfavourably with the 
forming oxoammonium cation thereby raising the oxidation potential of the 
corresponding nitroxide. Conversely, this quadrupole interacts favourably with 
the oxyamine anion and so also raises the corresponding nitroxide reduction 
potential. This work highlights the often-underappreciated role that 
throughspace electrostatics has in governing redox behaviour and provides a 
simple tool for tuning the oxidation behaviour of nitroxide radicals.  

  

6.5 Modelling Nitroxide Mediated Polymerisations  
Nitroxide mediated polymerization (NMP) was the first successful technique for 
controlled radical polymerization.165 Full details of this process and its 
achievements are outlined in Chapter 7; for the present purposes it is important 
to note that the key to control rests with: (a) tuning the equilibrium constant for 
alkoxyamine dissociation to sit within an ideal range whereby there are enough 
propagating radicals released to sustain a polymerization but not enough for 
significant chain termination; (b) minimising other chain stopping side reactions. 
Computational chemistry can assist with both aspects of this design problem and 
this is illustrated with the case studies outlined below.   
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6.5.1 Methodology  

The computational methods used to study NMP are similar to those used for 
redox processes: high-level single reference methods such as G3(MP2)-RAD 
with appropriate solvation corrections. An example showing agreement of 
theory and experiment is provided in Figure 6.19, where theory is obtained using 
an ONIOM correction to G3(MP2)-RAD and solvent is modelled using the 
PCM-UAKS continuum model.166 In this case the Gibbs free energies of reaction 
agree to within a mean absolute deviation of 4.5 kJ mol-1. The kinetics of most 
of the side reactions in NMP are likewise well described by the same 
methodology; however, the kinetics of the 𝜎-bond dissociation are, as described 
in section 6.2.1, a multireference problem. Fortunately modelling the kinetics of 
alkoxyamine bond dissociation are important for predicting the outcome of an 
NMP process because the reverse reaction is essentially barrierless and hence the 
barrier for the forward process is dominated by the thermodynamics.167  

  
Figure 6.19. Comparison of quantum-chemical and experimental equilibrium 
constants for alkoxyamine dissociation. Theoretical calculations performed 
using an ONIOM approximation of G3(MP2)-RAD//B3-LYP/6-31G(d) in 
conjunction with PCM-UAKS solvation energies at the B3-LYP/6-31G(d) level. 
Data taken from Ref 166.  

6.5.2 Selected Applications  

Linear-Free Energy Relationships for Modelling Structure-Reactivity 
Trends in Controlled Radical Polymerization Macromolecules.166, 168, 169 A 
series of theoretical studies used computational chemistry to develop simple 
equations for predicting the bond dissociation Gibbs free energy (BDFE) and 
hence equilibrium constant in nitroxide mediated polymerization as a function 
of the leaving group and nitroxide. Key to this work was the identification of 
appropriate descriptors for the steric, resonance and polar properties of the 
nitroxide and alkyl radical, and statistical analysis to assess which of these factors 
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were necessary to describe the bond energies. Within a series of alkoxyamines, it 
was found that the equilibrium constant was well described by the equation166  

log (Keq) = -0.10IP - 0.177RSE - 0.130RSEnxd + 38.3    (21)  

In this equation, IP is the vertical ionization potential of the alkyl radical, RSE is 
the standard radical stabilization energy the alkyl radical, while RSEnxd is a new 
descriptor for the nitroxide radical, related to the standard radical stabilization 
energy, but reflecting in this case the flexibility of the nitroxide to the geometric 
changes associated with formation of an alkoxyamine. In a follow-up study, the 
linear free energy relationship was expanded to cover multiple types of 
controlled radical polymerization. The resulting relationship obtained was168   

BDFE[RX] = 20.8 θ[R] - 9.73 IP[R] - 1.10 RSE[R] + 192 θ[X] + 57.4 EA[X] -  
 62.0 Resonance[X] – 250        (22)  
where the steric descriptors θ[R] and θ[X] are measured as Tolman’s cone angle 
of Cl-R and CH3-X respectively, the polar descriptors IP[R] and EA[X] are the 
(gas-phase) ionization energy of R• and electron affinity of X• respectively, and 
the radical stability or resonance descriptors RSE[R] and Resonance[X] are 
measured as the standard radical stabilization energy for R• and the inverse 
HOMO-LUMO energy gap for X•. Apart from providing a predictive 
relationship for the bond energy (and hence equilibrium constant for the 
controlling equilibrium), the analysis of the descriptor values allows for a 
comparison of the relative importance of polar, steric and resonance effects in 
NMP versus atom transfer radical polymerization (ATRP) and reversible 
addition fragmentation chain transfer (RAFT) (Figure 6.20). From Figure 6.20 it 
is clear that steric effects are relatively consistent across the different processes, 
while polar effects are important for ATRP and RAFT, and resonance effects 
are important for NMP and RAFT. This in turn gives some guidance as to not 
only what control agent might be important for a particular type of polymer, but 
what controlled radical polymerization process itself might be necessary to target 
the right equilibrium constant.  

  
Figure 6.20. Values of each of the X-descriptors in dimensionless units 
(obtained by dividing each value by the average value for that descriptor across 
the full data set). Figure reproduced directly from Ref. 168.  
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Which  Side-Reactions  Compromise  Nitroxide  Mediated  
Polymerization?170 In this work, a combination of quantum chemistry and 
kinetic modelling (using the software PREDICI) was used to identify the key 
side reactions in NMP and study how they varied for different combinations of 
NMP agents (specifically TEMPO, SG1 and DPAIO) and monomer (styrene, 
methyl acrylate and methyl methacrylate). A variety of side reactions had been 
proposed to interfere with NMP (Figure 6.21); through first principles 
modelling, the study was able to show that the main one was an intramolecular 
alkoxyamine decomposition (often referred to as ‘disproportionation’) via a 
Cope-type elimination, which was kinetically significant for TEMPO- and 
SG1mediated polymerizations of MMA, and not significant for the other 
systems. The �-scission process was also found to be problematic for 
propagating radicals bearing an abstractable hydrogen. Interestingly, it was also 
found that, due to penultimate unit effects, the decomposition of alkoxyamines 
can occur via principally different mechanisms between the unimeric and 
polymeric species.  

  
Figure 6.21. Nitroxide mediated polymerization and its competing side-
reactions. Figure reproduced directly from Ref. 170.  

  

Computational Design of pH-Switchable Control Agents for Nitroxide 
Mediated Polymerization155, 171-174 One of the disadvantages of nitroxide 
mediated polymerization is the relatively high temperatures needed for sufficient 
alkoxyamine dissociation. Not only does this render polymerization susceptible 
to side reactions, as seen above, but it also precludes alkoxyamines as a 
convenient source of carbon-centred radicals in natural product synthesis. Thus, 
if one could trigger alkoxyamine decomposition under mild conditions in a 
controlled manner this would be very attractive. One approach is using light and 
this is outlined below; another is using electrostatic effects. The basic principle 
behind this latter approach is to take advantage of the dipole associated with the 
N-O• functionality:   

(23)  
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Thus a remote negative charge the nitrogen side of the nitroxide should stabilize 
this dipole and in doing stabilize the radical. Initial computational and 
experimental studies showed that indeed deprotonation of the carboxylic acid 
group in 4-carboxy-TEMPO lowered the gas-phase bond dissociation energies 
of its corresponding alkoxyamines by around 20 kJ mol–1, irrespective of the 
leaving group.171, 172 Follow up experimental studies in dichloromethane showed 
that this “pH-switch” decreased ca. 8.5 kJ mol–1 due to the increased dielectric 
constant of the reaction medium and associated decrease in the electrostatic 
interactions.174 At that level, while significant, the pH-switch was not large 
enough to allow 4-carboxy-TEMPO to facilitate NMP at room temperature.173 
Computational studies were thus undertaken to test other nitroxides, known and 
novel, to see if any would be suitable for room temperature NMP when charged 
and would be stable when neutral.173 Design principles used in choosing the test 
set included synthetic accessibility, increasing the inherent stability of the 
nitroxide when uncharged, and placing the charge closer to the nitroxide (but 
without conjugation). Among the successful designs was a carboxy-TIPNO 
derivative which is indeed predicted to toggle between stability and radical 
release at room temperature (Figure 6.22). In this study, computational chemistry 
provided the initial insights behind electrostatic stabilization and its dependence 
on chemical structure,171, 172 and subsequently allowed for a large number of 
molecules to be screened prior to undertaking laborious synthetic work.173  

  
Figure 6.22. Change in equilibrium constant (in bulk styrene at 120°C and 25°C) 
upon deprotonation of 4-carboxy-TEMPO and a TIPNO derivative bearing a 
remote carboxylic acid group. The green line shows the equilibrium constant of 
neutral 4-carboxy-TEMPO, which functions well at 120°C and represents a 
target value for the deprotonated species at room temperature. Above this line 
the alkoxyamine is too stable to sustain a polymerization; below it too many 
radicals are released for control. Data taken from Ref. 173.  

  

6.5 Studying Photoactive Nitroxides  
Photoactive nitroxides remain an active area of interest, with potential uses as 
sensors, probes, and as nitroxide-mediated polymerization agents that can be 
activated under mild conditions.175-177 Despite the reasonable amount of 
literature on photoactive nitroxides, and the well-established quenching of 
fluorescence upon formation of the nitroxide radical species, there is limited 
literature on exploring their excited states with computational methods.178 
Photoactive nitroxides do, however, exhibit several properties that can guide our 
approach to how we might explore their excited states. In this section, the 
different properties, how these properties can lead to different types of reactivity, 
and how we can model them, will be described.  
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6.6.1 Methodological Aspects  

UV-Vis Spectra. Nitroxides like, for example, TEMPO exhibit thermal reactivity 
in which a stable nitroxide radical is formed, however its 𝜎-bond framework 
does not lend itself to photoactivity. A widely used approach to increasing light 
absorption is to introduce highly conjugated chromophore substituents (Figure 
6.23).179-181 These extended 𝜋-systems introduce relatively low energy, bright 𝜋𝜋∗ 
excited states as well as, provided nitrogen and/or oxygen are present, potentially 
reactive, spectroscopically dark, 𝑛𝜋∗ states. The increased size of the potential 
molecules of interest can, however, prevent the application of ab initio excited 
state methods like, for example, Equation-ofMotion Coupled Cluster (EOM-
CCSD)182 or Algebraic Diagrammatic  
Construction (ADC(n)) methods.183 The extensive conjugation can also give rise 
to significant correlation effects, for example doubly excited states or multiple 
low-lying excited states. These states are often difficult, or in the case of doubly 
excited state impossible, to capture using single-determinant excited state 
methods, for example time-dependent density functional theory (TD-DFT),184 
or time-dependent Hartree-Fock (TD-HF).185 Ideally, multireference methods 
(CASSCF, CASPT2)186 would be employed, which would be capable of capturing 
the nature of each excited state and any correlation effects. As with most 
multireference calculations, however, issues will remain with respect to the size 
of the active space required to accurately model the excited states, as the 
significant scaling issues will quickly prevent large molecules/large active spaces 
from being computationally tractable.  

  
Figure 6.23. Examples of TEMPO-derived, photoactive nitroxide compounds, 
using naphthalene179 (1), benzoyloxy180 (2), quinoline181 (3), xanthenone181 (4), 
and diphenyl-methanone181 (5) based chromophores.   
 
Often, the first test of suitability for a particular method is to compute the 
vertical excitation energies and oscillator intensities for a molecule at its 
groundstate, equilibrium geometry. Comparison of the computed spectrum 
against its experimental counterpart serves as a benchmark against which the 
accuracy of the method can be determined, and can immediately provide insight 
into the nature of the excited states of interest. When using wavefunction excited 
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state methods, for example EOM-CCSD or CASSCF, it is important to ensure 
a large enough basis set is employed, as such methods exhibit a significant 
dependence between the calculated vertical excitation energy and basis set.187, 188 
At a minimum, a triple-zeta basis set ought to be employed augmented, if 
possible, with diffuse functions so as to more accurately model the less tightly 
bound excited state electrons and charge-transfer states. TD-DFT is found to 
exhibit a smaller basis set dependence, however its accuracy will too benefit from 
using a large basis set, if possible.187   

Excited-State Charge Transfer. The introduction of chromophores does not 
necessarily result in the desired photoreactivity. Sometimes, this can be attributed 
to the separation of the conjugated chromophore and the reactive species by the 
nitroxide 𝜎-framework, and can result in orbital localization, which in turn gives 
rise to charge-transfer states (Figure 6.24). To fully model these states, any 
multireference calculations should include the orbitals on each of the moieties, 
however this can be difficult if the active space becomes too large. If 
wavefunction calculations are too expensive to run, it is often necessary to turn 
to TD-DFT, which is much cheaper. In order to assess the best DFT functional 
to employ for the best accuracy and performance it may be necessary to consult 
existing benchmarking literature,189 which can provide information about 
functional accuracy relative to the type of property being investigated. An 
important issue with TD-DFT is, however, its well documented failure when 
attempting to describe charge-transfer states, which precludes the use of 
traditional, uncorrected functionals (for example BLYP, B3LYP, or SVWN).190 
It is necessary instead to employ long-range corrected functionals; for example, 
LC-𝜔HPBE or 𝜔B97X-D.191 These functionals include parameters that mitigate 
self-interaction error in DFT and TD-DFT, and should correctly predict the 1/R 
asymptotic interaction between the localised charges of the charge-transfer 
states.  

  
Figure 6.24. Orbital localization of 𝝅-system across the naphthalene moiety 
(left), and localization of 𝝅∗-system across the styrene moiety (right)  
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Non-Adiabatic Excited State Behaviour. Finally, upon excitation it is possible 
for the nitroxide molecule to undergo complex internal transfer processes like, 
for example, intersystem crossing (ISC) between different spin states to surfaces 
that may be highly reactive.192 An example could be naphthalene tempo, which 
can be used as a photonitroxide mediated polymerisation agent.179 Exciting the 
molecule could result in efficient ISC to a triplet surface; with the electrons 
unpaired, it is now easier to form the required reactive radical species.   

The phenomena that give rise to efficient population of reactive states, for 
example conical intersections, can be difficult to model with single-determinant 
methods; the convergence of two excited state wavefunctions makes the 
corresponding regions of molecular geometry inherently multideterminant, and 
are best captured with multireference methods such as CASSCF and CASPT2. 
As mentioned earlier, however, if such methods are inappropriate for a given 
system it is often necessary to turn again to TD-DFT. Unfortunately, TD-DFT 
is unable to correctly describe the 3N-8 dimensionality (where N is the number 
of atoms) of conical intersections.193 Despite this, recent work suggests that 
CAM-B3LYP, M06-2X, and BH&HLYP are capable of qualitatively 
reproducing the geometries at which conical intersections are found.194 As well 
as this, M06-2X and BMK are two functionals found to best reproduce 
singlettriplet gaps of the excited states of a range of organic molecules,19 
suggesting that the M06-2X functional at least should be applicable to nitroxide 
excited states and capable of capturing key aspects of nitroxide photoreactivity.  

  

6.6.2 Selected Applications  

Case Study: Theoretical Study of the Photochemical Initiation in  
Nitroxide-Mediated Photopolymerization.178 In their 2014 paper, 
HuixRotllant et al.178 employed computational methods to explore the 
photoinitiation mechanism of nitroxide mediated photopolymerisation. The 
molecule of interest, shown in Figure 6.25, is expected to exhibit several of the 
photochemical features described above; charge-transfer from the acetophenone 
to the tert-butyl moieties, and excited states of different symmetries, i.e. 𝜋𝜋∗ and 
𝑛𝜋∗ states originating from the nitrogen and acyl oxygen groups. It is therefore 
important to select a method capable of at least qualitatively capturing potential 
states of interest. To that end, Huix-Rotllant et al.178 used two methods, 
(unrestricted) DFT and the second-order extended multireference quasi-
degenerate perturbation theory (XMCQDPT2),195 to give a balanced description 
of the most likely photochemical processes taking place. The benefit of this 
approach is the bulk of the computational work can be performed with relatively 
cheap DFT, and (qualitative) accuracy is ensured by comparison with 
multireference methods. The active space employed for the multireference 
calculations contained the 𝜋/𝜋∗ and 𝜎/𝜎∗ of interest.   

  
Figure 6.25. Photodissociation mechanism investigated by Huix-Rotllant et al.178 
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The study examined the change in several properties; bond dissociation energies, 
ground- and excited-state equilibrium geometries, and their respective N-O and 
C-O bond lengths. The study was able to identify the key steps taking place in 
the photochemical dissociation reaction:  

1. Absorption of photon and excitation to 𝑛 𝜋∗ state, localised on 

acetophenone moiety  

2. Singlet-triplet intersystem crossing, localised still on acetophenone  

3. Triplet energy delocalisation across alkoxyamine moiety  

4. Bond dissociation of three bonds; 𝜎O-C (desirable), and 𝜎N-O and 𝜎N-C  

  

6.6.3 Concluding remarks.  

To conclude, due to their size and complicated photochemical processes, 
photoactive alkoxyamines present a challenge to current excited state 
computational methods. However, appropriate application of single- and 
multideterminant methods should allow for a reliable, qualitative description of 
their key features. Single-determinant, “black-box” methods should either be 
correlated wavefunction methods (if possible), or TD-DFT using long-range 
corrected functionals with some portion of exact exchange. If necessary 
multireference methods can also be employed, with active spaces consisting of 
relevant 𝜋-, 𝜎-, and 𝑛-orbitals.  

  
6.7 Further Applications   
The applications of computational chemistry described in this Chapter are by no 
means exhaustive. For instance, computational chemistry has played an 
important in clarifying the mechanism of the Denisov cycle by which hindered 
amine light stabilizers protect polymers from oxidative damage,196, 197 and 
identified a number of key side reactions in this process.198, 199 These calculations 
were carried out using high-level single reference procedures, analogous to those 
used in studies of nitroxide mediated polymerization similar procedures. More 
recently, computational chemistry supported by experiment has been used to 
study the oxidative cleavage of alkoxyamines to produce nitroxide radicals and 
carbocations, both directly and promoted via SN2 reactions with nucleophiles.151, 
152, 155 These studies used analogous procedures to those used in studies of 
nitroxide redox chemistry. On the basis of the mechanistic understanding 
provided by computational chemistry, a new in situ methylation procedure was 
designed and experimentally demonstrated.200 This procedure, involving the 
bench and air stable TEMPO-Me reagent, offers major advantages over existing 
procedures which typically involve reagents with acute toxicity and high 
volatility. These are just some of the applications of quantum chemistry in 
studying nitroxide radical chemistry.  
As seen in this chapter, the computational methods for studying nitroxides are 
many and various and the different types of system and property raise distinct 
methodological challenges. For instance, high spin systems and many excited 
states are invariably multi-reference in nature, redox potentials and bond 
energies while single reference usually require high levels of theory, moreover 
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solvation effects are a potentially large source of error in redox systems, while 
EPR properties have their set of methods and require accurate treatments of 
core electrons, normally un-necessary in other systems. Nonetheless, in all cases, 
provided appropriated precautions are taken, methods exist to make chemically 
useful predictions.  
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2.4 Summary and Outlook

The aim of this chapter has been to provide insight into the methodological approaches

commonly used to explore photochemical behaviour and nitroxide chemistry. The un-

derlying theory behind these methods, namely DFT and multireference methods, is

introduced and summarised in Appendix A.1, this chapter however focuses on what a

computational experiment might look like, and the performance, successes, and failings

of different methods when applied to different systems.

The main conclusion drawn from this chapter is that computational chemistry is an

increasingly indispensable tool for predicting and rationalising the photochemical phe-

nomena of a large range of compounds. Modern density functionals still suffer from

self-interaction and charge-transfer errors, and density functional developers are util-

ising increasingly large test sets in order to minimize average errors. Unfortunately,

popular methods like, for example TD-DFT and CASSCF, still largely suffer from the

same drawbacks from which they have suffered for many years; namely the failure of

TD-DFT for multireference phenomena, and the exponential scaling of CAS methods

that give a hard limit to the size of the calculations. As a result, it remains extremely

important to assess the performance of a method of choice by consulting either pub-

lished benchmarking studies, or by performing your own.

This chapter has also provides the foundation and justification for the theoretical

methods employed throughout the remainder of this thesis. The size of the systems

studied in Chapters 3-6 generally lend themselves to density functional methods, and

benchmarking studies for density functionals tend to highlight the sheer number of func-

tionals available in electronic structure software packages, rather than any particularly

accurate functional. In general, however, meta-GGA functionals (described in more de-

tail in Appendix A.1) generally provide an acceptable balance of accuracy (or at least,

consistency) and computational expense. Of increasing popularity are so-called double

hybrid functionals, which include a scaled MP2 energetic component,10 however the

second-order perturabation calculation remains time-consuming and prohibitive, and

their continuing development and appearance in the literature is not recipricated by
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availability in electronic software packages. A more general move in research towards

the development and deployment of predictive algorithms based on artificial intelli-

gence (AI) or machine learning approaches is also driving innovation in, for example,

the direct prediction of molecular properties or in the optimization of density func-

tional parameters.11 Again, however, these techniques are in their infancy and limited

to locally developed, unbenchmarked software repositories. In the cases of both AI-

driven and double hybrid approaches, however, the fundamental physics of the prob-

lems they explore remain unmodelled, and it is unclear to what extent increasingly

complex functionals, and increasingly large chemical test sets, can fix the deficiencies

of non-correlated wavefunctions when modelling difficult electronic problems. In this

respect, quantum computing is the most promising, potentially game-changing tech-

nology that could alter the quantum chemistry research landscape. As the electronic

wavefunction problem can be represented much more efficiently on a qubit, compared

to a traditional bit, quantum computers offer the opportunity to fully realize the cor-

related wavefunction and allow for its exploration on larger, more interesting chemical

systems.12 Again, unfortunately this technology is not mature enough for a large-scale,

high throughput approach generally employed by modern theoretical chemists and sup-

ported by, for example, the National Computational Infrastructure (NCI).

As the benchmarking and development of density functionals, wavefunction meth-

ods, even basis sets, is either a necessary but secondary aim (in the case of benchmark-

ing), or not an aim at all (i.e. development of new techniques), this thesis employs

the M06-2X functional, which is extensively used, reviewed, and benchmarked in the

literature. The original publication,13 in which the development of the functional is re-

ported, has over 14,000 cites, according to the Springer website on which it is hosted

and published, and is therefore a safe, tried, and tested functional that will be able to

predict many different chemical properties without controversy.
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3 Multi-functionalized Anthraquinone-based Photoiniti-

ating Systems

3.1 Introduction and Key Findings

It is well established that irradiating materials with UV light can have a detrimental ef-

fect on their viability, as the high-energy photons can be absorbed by different chemical

components and unfavourable side-reactions can be promoted, leading to photodegra-

dation and photo-oxidation.1 As discussed in Chapter 1, if the photon absorption is tak-

ing place within a biological matrix, high-energy light can also cause mutagenisis. Pho-

toactivation at longer, lower energy wavelengths of light is therefore desirable; however,

this needs to be balanced with the absorption behaviour of the chromophoric species

and the favourability for the ensuing photoreaction.

To that end, functionalised anthraquinone-based photoinitiating systems offer a sim-

ple approach to low-energy light absorption with photoreactivity more often generated

by high-energy photons.2 The large, conjugated aromatic π-system in anthraquinone

will inherently exhibit low energy excited states of both nOπ
∗ and ππ∗ character, and

any unstable intermediate species formed during excited state processes are resonance-

stabilized. This means anthraquinone-based molecules are able to play sensitisation

roles in photoreactions, exhibiting broad absorption profiles and able to interact with

a variety of co-initiating species. Whilst there have been several studies into using an-

thraquinone derivatives for photoinitiation,3–8 none use computational chemistry to any

great extent to explain the experimental results, therefore providing an opportunity to

explore these systems with density functional theory.

In this chapter, anthraquinone molecules functionalized with di-, tri-, and tetra-

substitution patterns are investigated for efficient photoinitiation of both cationic and

radical polymerization reactions. Each publication builds on previous work either by in-

troducing different functional groups in different substitution patterns, or introducing

different co-initiators to make either two- or three-component initiator systems. The
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effectiveness of each initiating system is studied experimentally, and the role of the

chromophoric anthraquinone and subsequent interactions with co-initiating species are

studied with quantum chemistry, in order to compare the anthraquinone species with

different substitution patterns and to provide insight into the photoinitiation mecha-

nisms. The M06-2X functional has been used extensively in this chapter for a number

of reasons; namely it has consistently been shown in benchmarking studies to be ef-

fective at predicting oxidation potentials, rate coefficents, as well as excited state prop-

erties.9 Given that this chapter uses all three of these calculations, it is an appropriate

functional. It is also worth noting that in this Chapter, and indeed in Chapters 4 and

5, Kohn-Sham (KS) orbitals are used extensively to describe low-lying excited states.

Whilst not necessarily “physical”, i.e. KS orbitals are not formally molecular orbitals,

the use of KS orbitals in qualitative frontier molecular orbital arguments is accepted

practice.10

The hydroxy-substituted anthraquinone molecules are found to undergo excited

state intramolecular proton transfer reactions; they also exhibit absorption spectra sen-

sitive to internal hydrogen bonding patterns, as well as being able to initiate polymer-

ization reactions. Further investigations into the mechanism for photoinitiation found

that, from their low-lying excited states, the anthraquinone molecules are able to form

either radical cation or radical anion species, with the relative stabilities of these reactive

intermediates dependent on the substitution pattern. Particulary efficient are the three-

component initiating systems, which employ diamino-anthraquinones, diphenyliodo-

niumhexafluorophosphate (Iod), and tertiary amine species. Quantum chemistry cal-

culations were able to demonstrate that, upon irradiation with visible light, the an-

thraquinone chromophores act as an electron shuttle, able to oxidise and reduce the

two co-initiators to form reactive radical species that will subsequently initiate poly-

merization propagation reactions.

This chapter consists of five publications (Publications 3-7) detailing the experimen-

tal and theoretical work performed in order to assess the efficiency and photoexcited

behaviour of novel anthraquinone-based initiating systems.
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3.2 Publication 3

Multihydroxy-Anthraquinone Derivatives as Free Radical and Cationic

Photoinitiators of Various Photopolymerizations under Green LED

Jing Zhang, Nicholas S. Hill, Jacques Laleveé, Jean-Pierre Fouassier, Jiacheng Zhao,

Bernadette Graff, Timothy W. Schmidt, Scott H. Kable, Martina H. Stenzel, Michelle L.

Coote, and Pu Xiao

Macromolecular Rapid Communications 2018, 1800172

This publication is a peer-reviewed manuscript published in Macromolecular Rapid Com-

munications. All computational results and subsequent discussion are my own work.

Prof. Michelle Coote assisted with the direction of the theoretical investigations and

corrected my draft write-ups. Supplementary material is available online.
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1. Introduction

The discovery of compounds derived from 
nature for their application as photoinitiators 
in photopolymerization processes under vis-
ible light is of great interest in various fields 
ranging from imaging, radiation curing, and 
optics technologies to (bio)medicine, micro-
electronics, and material science.[1–10] Such 
natural dyes exhibit great potential to act as 
nontoxic photoinitiators for the fabrication 
of biocompatible polymeric materials.[11] 
After the absorption of suitable light, natural 
dyes are promoted to excited states and can 
then interact with additives through elec-
tron (or energy) transfer reactions to yield 
active species (e.g., cations or radicals) to 
initiate photopolymerization reactions.[1–18] 
The relevant reactivity between natural dyes 
and additives is strongly related to their 
photochemical properties. Recently, cur-
cumin (a yellow-orange natural dye derived 
from rhizomes of Curcuma longa)-based 
photoinitiating systems have been reported 
to demonstrate excellent photoinitiation 

Light-Emitting Diodes

Multihydroxy-anthraquinone derivatives [i.e., 1,2,4-trihydroxyanthraqui-
none (124-THAQ), 1,2,7-trihydroxyanthraquinone (127-THAQ), and 
1,2,5,8-tetrahydroxyanthraquinone (1258-THAQ)] can interact with var-
ious additives [e.g., iodonium salt, tertiary amine, N-vinylcarbazole, and 
2-(4-methoxystyryl)-4,6-bis(trichloromethyl)-1,3,5-triazine] under household 
green LED irradiation to generate active species (cations and radicals). The 
relevant photochemical mechanism is investigated using quantum chemi
stry, fluorescence, cyclic voltammetry, laser flash photolysis, steady state 
photolysis, and electron spin resonance spin-trapping techniques. Further-
more, the multihydroxy-anthraquinone derivative-based photoinitiating 
systems are capable of initiating cationic photopolymerization of epoxides 
or divinyl ethers under green LED, and the relevant photoinitiation ability is 
consistent with the photochemical reactivity (i.e., 124-THAQ-based photo
initiating system exhibits highest reactivity and photoinitiation ability). 
More interestingly, multihydroxy-anthraquinone derivative-based photo
initiating systems can initiate free radical crosslinking or controlled (i.e., 
reversible addition−fragmentation chain transfer) photopolymerization of 
methacrylates under green LED. It reveals that multihydroxy-anthraquinone 
derivatives can be used as versatile photoinitiators for various types of 
photopolymerization reactions.
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ability for the free radical photopolymerization of methacrylates 
especially under blue light.[11] Markedly, the crosslinked poly
methacrylate materials that were produced exhibited no toxicity 
to human fibroblast HS-27 cells, indicating that curcumin can be 
an ideal photoinitiator for the production of biocompatible poly-
mers.[11] In addition, dihydroxyanthraquinone derivatives and Oil 
Blue N can also act as blue-light-sensitive and red-light-sensitive 
photoinitiators of polymerization, respectively.[19,20] These promi
sing results prompted us to explore the ability of other natural 
dyes to initiate photopolymerization, in particular searching for 
natural photoinitiators that absorb light at different wavelengths. 
Even though several photoinitiators have been reported to work 
under green light which can increase the depth of photopolymeri-
zation compared with that under blue light,[21–25] they were chemi-
cally synthesized, rather than derived from natural sources.

9,10-anthraquinone derivatives (AQs) are natural dyes from 
plants or biological sources and exhibit different light absorp-
tion properties depending on the substituent groups.[26] Among 
them, 1,2,4-trihydroxyanthraquinone (124-THAQ; purpurin) is a 
natural dye found in the roots of madder plant (Rubia cordifolia). 
This natural compound has already found applications in cancer 
chemotherapy (through the interaction with DNA) and in 
dyeing of nylon.[27,28] 1,2,7-trihydroxyanthraquinone (127-THAQ; 
anthrapurpurin) has been used to assist the determination of 
scandium in a nonaqueous medium.[29] Another derivative, 
1,2,5,8-tetrahydroxyanthraquinone (1258-THAQ; quinalizarin), 
can act as a cell-permeable inhibitor of protein kinase CK2.[30] To 
the best of our knowledge, there has been no study on the appli-
cation of these multihydroxy-anthraquinone derivatives as photo
initiating systems for various types of photopolymerizations.

In this paper, the photochemical reactivity between the 
multihydroxy-anthraquinone derivatives and additives is inves-
tigated under the irradiation of a household green light-emit-
ting diode (LED). The ability of the generated active species 
(e.g., cations or radicals) from these photoinitiating systems to 
initiate cationic and free radical photopolymerizations under 
green LED irradiation is ascertained.

2. Results and Discussion

2.1. Light Absorption Properties of THAQs

As illustrated in Figure 1a and Table S3 in the Supporting 
Information, the maximum absorption wavelengths (λmax) 

of the three studied THAQs occur in the visible region. Spe-
cifically, 124-THAQ, 127-THAQ, and 1258-THAQ exhibit 
maximum absorption at 477, 411, and 480 nm with the rel-
evant extinction coefficients 7470, 3230, and 7460 m−1 cm−1, 
respectively. Markedly, all three THAQs demonstrate much 
higher extinction coefficients in the visible light range than the 
well-known commercial visible-light-sensitive photoinitiator 
camphorquinone (CQ; λmax  = 466 nm, εmax  = 38 m−1 cm−1; 
Figure S5 and Table S3 in the Supporting Information). 
Overlap between the absorption spectra of both 124-THAQ 
and 1258-THAQ with the emission spectrum of the household 
green LED bulb (Figure S6 and Table S3, Supporting Infor-
mation) is quite high, making them potential photoinitiators 
under green LED irradiation.

The absorption spectra of the three compounds were also cal-
culated by time-dependent density functional theory (TD-DFT) 
at the M06-2X/cc-pVTZ level of theory (Figure 1b) and are in 
good qualitative agreement with the experimental spectra. A 
previous report[31] has recommended systematic scaling of the 
computational absorption values by ≈1.16 to correct the system-
atic overestimation of singlet transition energies at this level of 
theory, and this indeed results in excellent agreement between 
the calculated λmax and the experimental values in the present 
work (Table S1, Supporting Information).

Both 124-THAQ and 1258-THAQ exhibit a bright S1 excited 
state dominated by a HOMO–LUMO, ππ* transition. In con-
trast, 127-THAQ exhibits a dark S1 excited state dominated by 
an nπ* transition (Figure S2, Supporting Information). The 
relative ordering of the low-lying ππ* and nπ* states in all three 
molecules is directly correlated with the extent of intramo-
lecular hydrogen bonding (IHB) present, as bonding between 
oxygen lone pairs and neighboring hydroxyl groups will sta-
bilize the n orbitals and shift their participation in electronic 
transitions to higher energy. As the number of IHBs present 
is increased, the more dominant the ππ* transitions become in 
the lowest energy excited states. This is confirmed by artificially 
“turning off” the hydrogen bonding by rotating the OH groups 
and observing the decrease in the ππ* transitions (see the Sup-
porting Information for further details).

2.2. Photochemical Reactivity of THAQs with Additives

It has been reported that the excited states of anthraquinone 
derivatives (after the light absorption) can interact with various 

Macromol. Rapid Commun. 2018, 1800172

Figure 1.  a) UV–vis absorption spectra of 124-THAQ, 127-THAQ, and 1258-THAQ in acetonitrile; b) corresponding simulated spectra from TD-DFT 
calculations.
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additives [e.g., Iod (Ph2I+), tertiary amine, chlorotriazine, etc.] 
to generate active species (e.g., cations or radicals).[19,20] The 
fluorescence properties of THAQs are determined by the photo-
physics and photochemistry in their excited singlet states. High 
fluorescence quantum yields arise from stable and long-lived 
excited states, which enable an efficient interaction between 
the excited singlet states and other compounds. The fluorescence 
quantum yields of 124-THAQ, 127-THAQ, and 1258-THAQ are 
0.046, 0.00, and 0.013, respectively. As a result, 124-THAQ and 
127-THAQ are expected to exhibit highest and lowest reactivity 
to additives, respectively. The addition of Iod could lead to fluo-
rescence quenching of 124-THAQ in acetonitrile (kqτ0 = 3.3 m−1). 
This indicates the occurrence of an electron transfer reaction 
between the excited singlet state of 124-THAQ and the ground-
state Iod. The reaction occurs with almost diffusion con-
trolled kinetics with kq ≈ 1.6 × 109 m−1 s−1 (τ0 of 124-THAQ is 
2.0 ns). The negative free energy change (ΔGs = −0.76 eV) for 
the excited singlet state of 124-THAQ (1124-THAQ)/Iod is also 
consistent with favorable electron transfer from 1124-THAQ to 
Iod. This value is calculated from the classical Rehm–Weller 
equation[32] by using Eox (124-THAQ) = 1.41 V (vs saturated 
calomel electrode (SCE)) measured by cyclic voltammetry, Ered 
(Iod) = −0.2 V (vs SCE),[1] and singlet state energy ES = 2.37 eV 
extracted from the UV–vis absorption and fluorescence emis-
sion spectra of 124-THAQ.[33] However, the electron transfer 
quantum yield (ΦeT = kqτ0 [Iod]/(1 + kqτ0 [Iod])[1]; where [Iod] =  
4.7 × 10−2 m) of 124-THAQ/Iod (ΦeT = 0.134) is low which would 
lead to low yield of cations (124-THAQs●+). On the contrary, no 
fluorescence quenching was observed for 1258-THAQ/Iod 
indicating the inefficiency of this system. More interestingly, 
the fluorescence of 124-THAQ can be efficiently quenched by 
R–Cl (kqτ0  = 30.9 m−1) which indicates the occurrence of elec-
tron transfer between 1124-THAQ and R–Cl. Interestingly, the 
addition of a tiny amount of tertiary amine (TEAOH) into the 
124-THAQ solution can quickly turn the solution from yellow 
to pink indicating the instability of 124-THAQ with TEAOH 
(see Figure S8c, Supporting Information; the UV–vis absorption 
of 124-THAQ/TEAOH in acetonitrile is red-shifted to 527 nm 
compared with 124-THAQ alone (477 nm), and the green light 
irradiation slightly diminished the light absorption).

In the laser flash photolysis experiment, no triplet state 
absorption of 124-THAQ was observed in the 400–700 nm 
range, but the triplet route in the 124-THAQ/additive interac-
tion cannot be ruled out as the negative free energy change ΔGT 
(−0.51 eV, which is calculated from the classical Rehm–Weller 
equation[32] by using Eox (124-THAQ) = 1.41 V (vs SCE) meas-
ured by cyclic voltammetry, Ered (Iod) = −0.2 V (vs SCE),[1] and 
triplet state energy of 124-THAQ ET = 2.12 eV calculated with 
TD-DFT at the M06-2X/cc-pVTZ level of theory) indicated the 
favorability of 3124-THAQ/Iod electron transfer reaction. More 
discussion on the excited state calculations of THAQs is pro-
vided in the Supporting Information.

Based on the discussion above, various active species are 
expected to be produced as demonstrated in the following 
reactions (1)–(5)

hvTHAQs THAQs( )1→ � (1)

+ → ++ •+ •THAQs Ph I THAQs Ph I1
2 2 � (2a)

+ → +•+ • +THAQs Ph I THAQs Ph I2 2 � (2b)

→ + −• •Ph I Ph Ph I2 � (3)

( )+ − → + − → + +•+ •− •+ • −THAQs R Cl THAQs R Cl THAQs R Cl1 �(4)

+ → +
→ + +

•+ •+

−
• +

THAQs TEAOH THAQs TEAOH
THAQs TEAOH H( H)

� (5)

The overall photochemical reactivity of THAQs with addi-
tives can be qualitatively estimated using steady state photo
lysis.[34] As demonstrated in Figures S7a and S8d in the Sup-
porting Information, the light absorption of 124-THAQ (in 
the presence of Iod or R–Cl) decreased slightly during the 
green light irradiation illustrating the low reactivity of this 
system. Similarly, 1258-THAQ/Iod system also showed slight 
decrease of light absorption during the green LED irradiation 
(Figure S8b, Supporting Information). On the contrary, the 
nonbleaching of 127-THAQ/Iod combination during the green 
LED irradiation (Figure S8a, Supporting Information) demon-
strated the nonreactivity of this system. More interestingly, the 
addition of a second additive N-vinylcarbazole (NVK) into the 
124-THAQ/Iod system significantly affected the relevant steady 
state photolysis behavior. As illustrated in Figure S7b in the 
Supporting Information, the baseline of the light absorption of 
124-THAQ/Iod/NVK system in acetonitrile ascended dramati-
cally during the green LED irradiation, which can be attributed 
to the fact that insoluble compound (poly N-vinylcarbazole) was 
produced as indicated in the reactions (6)–(8) which led to the 
cloudy suspension in the acetonitrile. It also suggested that the 
produced Ph-NVK+ is an efficient cation to initiate the cationic 
photopolymerization.

+ → −• •Ph NVK Ph NVK � (6)

− + → − + + −• + + •Ph NVK Ph I Ph NVK Ph Ph I2 � (7)

n nPh NVK NVK Ph (NVK) +1− + → −+ + � (8)

Following the electron transfer in the 124-THAQ/Iod 
system under light irradiation, the generated radicals can be 
observed directly by the electron spin resonance (ESR) spin-
trapping experiment. The hyperfine splitting constants for 
both the nitrogen (aN) and the hydrogen (aH) of the phenyl-
N-tert-butylnitrone (PBN)/radical adducts can be used to deter-
mine the specific radicals. Specifically, in the 124-THAQ/Iod 
system, aN = 14.3 G and aH = 2.2 G were determined (Figure 2), 
which can be assigned as PBN/phenyl radical adducts.[35,36] 
This confirms the production of phenyl radicals (Ph•) as in 
reactions (1)–(3).

2.3. THAQ-Based Photoinitiating Systems for Cationic 
Photopolymerization

As demonstrated in reactions (1)–(3) and (6)–(7) above, 
THAQ-derived cations (THAQs●+) and NVK-derived cation 
(Ph-NVK+) are expected to be generated from THAQs/Iod  

Macromol. Rapid Commun. 2018, 1800172
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and THAQs/Iod/NVK photoinitiating systems during green 
LED irradiation. To study their photoinitiating ability in cati-
onic photopolymerization, experiments with epoxide (EPOX) 
were first undertaken. As demonstrated in Table S4 in the 
Supporting Information, Iod alone cannot initiate the cationic 
photopolymerization of EPOX under the green LED irradiation 
as Iod can only work under UV light.[37] 124-THAQ/Iod was 
also inefficient under green light, probably due to the low elec-
tron transfer quantum yield of 124-THAQ/Iod (ΦeT  = 0.134) 
as discussed above. Similarly, the zero fluorescence quantum 
yields of 127-THAQ and nonfluorescence quenching of 1258-
THAQ/Iod also resulted in the inefficiency of the 127-THAQ 
(or 1258-THAQ)/Iod system. However, the addition of NVK[38] 
into the 124-THAQ/Iod system significantly promoted the 
photoinitiation ability of the relevant photoinitiating system and 
50% of epoxide conversion was achieved after 2000 s of green 
light exposure (Figure S9, Supporting Information). Moreover, 
the cationic photopolymerization reaction of EPOX can also 
be confirmed by the consumption of epoxy group (≈790 cm−1) 
and the concomitant formation of polyether (≈1070 cm−1) and 
hydroxyl (≈3430 cm−1) groups from the IR spectra before and 
after the photopolymerization (Figure S10, Supporting Infor-
mation). For 127-THAQ and 1258-THAQ based two-component 
or three-component photoinitiating systems (Table S4, Sup-
porting Information), nearly no photopolymerization of EPOX 
was observed, which is in agreement with their photochemical 
reactivity as discussed above.

Next, it was found that 124-THAQ/Iod system could initiate 
the cationic photopolymerization of DVE-3 in laminate under 
green LED irradiation, and 90% of double bond (vinyl group) 
conversion was attained after 2000 s of photopolymerization 
(Figure 3). More interestingly, the polymerization rate of DVE-3 
was dramatically increased with the addition of NVK into the 
124-THAQ/Iod system and 90% conversion was achieved 
within 500 s using 124-THAQ/Iod/NVK system. The IR spectra 
of DVE-3 before and after photopolymerization upon exposure 
to green light further confirmed the reaction of the vinyl group 
(≈1620 cm−1) of DVE-3 (Figure S11, Supporting Information). 
As reported previously,[39] Ph-DVE-3+ was the initiating species 

(reactions (9)–(10)) for the polymerization of DVE-3 in the pres-
ence of 124-THAQ/Iod while Ph-NVK+ (reaction (7)) was more 
efficient to initiate the polymerization when using 124-THAQ/
Iod/NVK system.

+ ′ − − = → ′ − − − −• •Ph R O CH CH R O CH CH Ph2 2 � (9)

( )
′ − − − − + → − −
− − − − + + −

• + ′ +

+ •

R O CH CH Ph Ph I R O CH

CH Ph i.e.,Ph DVE 3 Ph Ph I
2 2

2

� (10)

2.4. THAQ-Based Photoinitiating Systems for Free Radical 
Photopolymerization

As demonstrated in reactions (1)–(5) above, various radicals (i.e., 
Ph•, TEAOH•

(−H), and R•) can be generated from THAQ-based 
photoinitiating systems during green LED irradiation and would 
be expected to initiate free radical photopolymerization. Specifi-
cally, 124-THAQ/Iod and 1258-THAQ/Iod systems can initiate 
the free radical photopolymerization of Bis-GMA/TEGDMA blend 
(typically used as dental resin) under green light as illustrated in 
Figure 4a, with 124-THAQ/Iod exhibiting higher polymerization 
rate than that of 1258-THAQ/Iod. More interestingly, R•  
radicals can be produced from the 124-THAQ/R–Cl combination 
under green light irradiation to initiate the photopolymerization 
of Bis-GMA/TEGDMA blend (40% of conversion) as indicated in 
Figure 4b. However, 124-THAQ/TEAOH system was inefficient 
due to the instability of 124-THAQ in the presence of TEAOH, 
as discussed above. The photopolymerization profile can be pro-
moted with the three-component photoinitiating system 124-
THAQ/R–Cl/TEAOH with higher conversion (51%) attained 
for Bis-GMA/TEGDMA blend (Figure 4b). The consumption 
of the monomer double bond (≈1635 cm−1 in the IR spectrum, 
Figure S12, Supporting Information) clearly demonstrates the 
photopolymerization of the Bis-GMA/TEGDMA blend. Markedly, 
THAQ-based photoinitiating systems exhibited higher efficiency 
than the well-known camphorquinone (CQ)-based system CQ/
TEAOH under green LED (Table S4, Supporting Information).
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Figure 2.  ESR spectra of the radicals generated in 124-THAQ/Iod upon 
light exposure and trapped by PBN in tert-butylbenzene: a) experimental 
and b) simulated spectra.
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Figure 3.  Photopolymerization profiles (conversion of double bonds 
vs polymerization time) of DVE-3 in laminate (≈20 µm thick) in the 
presence of 124-THAQ/Iod (0.5%/2% wt%) or 124-THAQ/Iod/NVK 
(0.5%/2%/3% wt%) upon exposure to green LED@518 nm (60 mW cm−2).
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More interestingly, 124-THAQ/Iod/CPADB system is 
also capable of initiating reversible addition−fragmentation 
chain transfer (RAFT) photopolymerization of monofunc-
tional methacrylate DEGMEMA under green LED irradiation. 
Specifically, in the 124-THAQ/Iod/CPADB/DEGMEMA system 
([124-THAQ]: [Iod]: [CPADB]: [DEGMEMA] = 0.2: 0.8: 1: 100), 
well-controlled poly(DEGMEMA) (Mn = 1200 g mol−1) was pro-
duced with a low PDI (1.26) after 12 h of photopolymerization 
reaction (Figure S13, Supporting Information).

3. Conclusion

Multihydroxy-anthraquinone derivatives (124-THAQ, 127-
THAQ, and 1258-THAQ) can interact with various additives 
[e.g., iodonium salt (Iod), tertiary amine (TEAOH), N-vinylcar-
bazole (NVK), and 2-(4-methoxystyryl)-4,6-bis(trichloromethyl)-
1,3,5-triazine (R–Cl)] under green LED irradiation to generate 
active species (e.g., cations and radicals). The photochemical 
reactivity of these multihydroxy-anthraquinone derivatives/
additives is significantly affected by their chemical structures, 
with 124-THAQ- and 127-THAQ-based systems exhibiting 
the highest and lowest reactivity, respectively. Consistently, 
the 124-THAQ/Iod/NVK combination was capable of initi-
ating cationic photopolymerization of EPOX under green LED 
(50% conversion after 2000 s) and DVE-3 (90% conversion 
after 500 s). The THAQ-based photoinitiating systems can 
also initiate free radical photopolymerization of methacrylates 
(Bis-GMA/TEGDMA) and their photoinitiation ability was 
even higher than the well-known CQ/TEAOH system upon 
green LED exposure. Markedly, the controlled photopoly
merization (under green light) of monofunctional methacrylate 
(DEGMEMA) can also be achieved using the 124-THAQ photo
initiating system with the addition of a RAFT agent (CPADB). 
In summary, multihydroxy-anthraquinone derivatives are versa-
tile photoinitiators under green LED irradiation.
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Supporting Information is available from the Wiley Online Library or 
from the author.
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ABSTRACT: The investigation and clarification of the
photoinitiation mechanism of novel systems are of importance
for the design and development of compounds with high photo-
initiation efficiency of photopolymerization. Some disubstituted
aminoanthraquinone derivatives have been reported to exhibit
interesting photochemical/photophysical properties and have the
potential to act as high performance multicolor photoinitiators
under the irradiation of various wavelengths of visible light from
light-emitting diodes (LEDs). Herein, three disubstituted amino-
anthraquinone derivatives, i.e., 1-amino-4-hydroxyanthraquinone, 1,4-diaminoanthraquinone, and 1,5-diaminoanthraquinone, with
iodonium salt and N-vinylcarbazole as additives, have been investigated. Their photoinitiation mechanism was studied using
fluorescence spectroscopy, laser flash photolysis, steady state photolysis, computational quantum chemistry, and electron spin
resonance spin trapping techniques. Then, their photoinitiation ability for the cationic photopolymerization of epoxide and
divinyl ether monomers under the irradiation of diverse LEDs (i.e., blue, green, yellow, and red LEDs) was investigated. The
types and positions of substituents were found to play a vital role in the photoreactivity and photoinitiation ability of the
disubstituted aminoanthraquinone derivative-based photoinitiating systems.

■ INTRODUCTION

Photopolymerization technology1−10 is a promising approach
in various applications such as 3D printing,11−21 (bio)medicine,
optics technologies, microelectronics, and materials sci-
ence.16,22−32 In photopolymerizable formulations, the photo-
initiator (PI) plays the significant role of absorbing the light
and then triggering the transformation of liquid mono-
mers and resins into solids for the fabrication of various mate-
rials.1,5,33,34 A challenge is to design and develop multicolor PIs
of polymerization that can work under the whole visible light
range (i.e., blue, green, yellow, and red light), as it can offer the
more flexibility and easier accessibility to the photopolymeriza-
tion processes under any irradiation conditions. Several examples
have been reported to work under the panchromatic visible light
irradiation (400−700 nm), such as 2,7-di-tert-butyldimethyl-
dihydropyrene (DHP),35 the indanedione derivative D_1,36 the
polyfunctional thiophene derivative PQXTP,37 the thioxanthone
derivative TX-NPG,38 and curcumin.39 However, to the best of
our knowledge, none of these reported multicolor PIs exhibit
high photoinitiation ability upon exposure to all wavelengths of
light, especially long-wavelength irradiation. It is thus desirable

to explore and develop multicolor PIs with high efficiency
under the irradiation of light delivered from all colors of light-
emitting diodes (LEDs; e.g., blue LED, green LED, yellow LED,
and red LED),40−43 as LEDs have been attracting increasing
attention for photopolymerization44 due to advantages over
other light sources such as better light output, higher operating
efficiency, safer usage, and lower cost.1,40,45

Recently, several 9,10-anthraquinone derivatives have
emerged as efficient photoinitiators including 1,8-dihydroxy-
anthraquinone,46 1,2,4-trihydroxyanthraquinone,47 and oil blue
N48 as blue light-, green light-, and red light-sensitive PIs,
respectively. This suggests that the substituents of anthraqui-
none derivatives can be used to tune their performance as PIs
and that anthraquinone derivatives with suitable substituents
may act as multicolor PIs. In this study several disubstituted
aminoanthraquinone derivatives (DAAQs), i.e., 1-amino-4-
hydroxyanthraquinone (AHAQ), 1,4-diaminoanthraquinone
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(14-DAAQ), and 1,5-diaminoanthraquinone (15-DAAQ),
in combination with the additives (i.e., iodonium salt and
N-vinylcarbazole), are investigated for their photoinitiation
mechanism and ability to initiate cationic photopolymerization
under blue, green, yellow, and red LED light.

■ EXPERIMENTAL SECTION
Materials. The investigated disubstituted aminoanthraquinone

derivatives (DAAQs), i.e., 1-amino-4-hydroxyanthraquinone
(AHAQ), 1,4-diaminoanthraquinone (14-DAAQ), and 1,5-diamino-
anthraquinone (15-DAAQ) were obtained from EGA-Chemie KG,
Fluka AG, and Sigma-Aldrich, respectively. Their chemical structures
are illustrated in Scheme 1. Diphenyliodonium hexafluorophosphate

(Iod) and N-vinylcarbazole (NVK) were used as the additives of the
disubstituted aminoanthraquinone-based photoinitiating systems,
while (3,4-epoxycyclohexane)methyl 3,4-epoxycyclohexylcarboxylate
(EPOX) and tri(ethylene glycol) divinyl ether (DVE-3) were used as
benchmark monomers (Scheme 2) for cationic photopolymerization.
The additives and monomers were all obtained from Sigma-Aldrich.
Computational Methodology. All electronic structure calcu-

lations were performed using the Gaussian 16 software.49 All closed
shell calculations were performed with restricted density functional
theory (DFT) calculations, and open-shell calculations were per-
formed with unrestricted DFT, all using the M06-2X50 functional with
the def2-TZVP51 basis set. Excited states were calculated with time-
dependent DFT (TD-DFT) at the M06-2X/def2-TZVP level of
theory; in all cases implicit solvent effects were accounted for with the
SMD52 model of acetonitrile.
Irradiation Sources. Four different household LED bulbs were

used as irradiation devices for photopolymerization reactions: blue
LED (emission wavelength centered at 455 nm; incident light intensity:
60 mW cm−2), green LED (518 nm; 60 mW cm−2), yellow LED
(594 nm; 30 mW cm−2), and red LED (636 nm; 60 mW cm−2).
Fluorescence Experiments. The fluorescence properties of

DAAQs in acetonitrile were studied using the Varian Cary Eclipse
fluorescence spectrophotometer. The fluorescence quenching of
DAAQs by Iod was investigated from the classical Stern−Volmer
treatment2 (I0/I = 1 + kqτ0[Iod], where I0 and I stand for the
fluorescent intensity of DAAQs in the absence and the presence of
Iod, respectively; τ0 stands for the lifetime of DAAQs in the absence
of Iod).
Laser Flash Photolysis. Nanosecond laser flash photolysis (LFP)

experiments were performed using a Q-switched nanosecond
Nd/YAG laser (λexc = 355 nm, 9 ns pulses; energy reduced down
to 10 mJ) from Continuum (Minilite) and an analyzing system
consisted of a ceramic xenon lamp, a monochromator, a fast photo-
multiplier, and a transient digitizer (Luzchem LFP 212).53

Steady State Photolysis Experiments. DAAQs in the presence
of Iod in acetonitrile were irradiated with the green LED at 518 nm
(60 mW cm−2), and the UV−vis spectra were recorded using the
Lambda 950 UV/vis/NIR spectrophotometer (PerkinElmer) at
different irradiation times.

Electron Spin Resonance Spin Trapping (ESR-ST) Experi-
ments. ESR-ST experiments were performed using the Bruker EMX-
plus X-Band ESR spectrometer. The radicals were generated at room
temperature upon the blue LED exposure under argon and trapped by
phenyl-N-tert-butylnitrone (PBN) according to a procedure54 des-
cribed elsewhere in detail. The ESR spectrum simulation was carried
out with the WINSIM software.

Cationic Photopolymerization of Multifunctional Mono-
mers. The cationic photopolymerization reactions of the multifunc-
tional monomers (EPOX and DVE-3) in the presence of different
DAAQ-based photoinitiating systems upon exposure to the various
LED bulbs were monitored using ATR-IR (BRUKER, IFS 66/s).
To this end, a layer of liquid formulation (∼20 μm thick) was coated
on the surface of the ATR horizontal crystal, and the ATR-IR spectra
of the sample were recorded at different time intervals during the LED
irradiation. The evolution of the epoxy group content of EPOX and
the double bond content of DVE-3 were followed by ATR-IR spec-
troscopy using the bands at approximately 790 and 1615 cm−1, respec-
tively.55 The cationic photopolymerization of EPOX was carried out
exposed to the air, while the cationic photopolymerization of DVE-3
was conducted in laminate. The degree of epoxy group or double-bond
conversion C at time t during the photopolymerization is calculated
from C = (A0 − At)/A0 × 100% (where A0 is the initial peak area before
irradiation and At the peak area of the functional groups at time t). The
conversion C measured here is not throughout the whole sample
thickness as the penetration depth of infrared beam into the sample is
ca. 0.5−3 μm for ATR-IR spectroscopy, which is similar to the light
penetration, and can thus be used to evaluate the photoinitiation ability
of the relevant DAAQ-based photoinitiating systems. The well-known
blue light-sensitive camphorquinone-based photoinitiating system was
used as a reference.

■ RESULTS AND DISCUSSION
UV−Vis Absorption of DAAQs. The UV−vis absorption

of DAAQs (i.e., AHAQ, 14-DAAQ, and 15-DAAQ) in acetoni-
trile and their overlap with emission spectra of blue (455 nm),
green (518 nm), yellow (594 nm), and red (635 nm) LEDs are
demonstrated in Figure 1, while their absorption maxima
(λmax) and extinction coefficients (ε) at λmax and at the maxi-
mum emission wavelengths of different LEDs are summarized
in Table 1. As illustrated, AHAQ, 14-DAAQ, and 15-DAAQ
exhibit maximum absorption (λmax) at 522, 544, and 479 nm,
and their corresponding extinction coefficients (εmax) are 11100,
12800, and 9300 M−1 cm−1, respectively. Correspondingly, the
colors of AHAQ, 14-DAAQ, and 15-DAAQ are maroon, dark
violet, and dark brown-red, respectively. Interestingly, all three
DAAQs demonstrate satisfactory overlap with the emission
spectra of the blue (455 nm) and green (518 nm) LEDs; i.e.,
the extinction coefficients at the maximum emission wave-
lengths of the LEDs are higher than 2000 M−1 cm−1 (Table 1).
In addition, the light absorption of 14-DAAQ matches well
with the emission wavelength of the yellow LED (594 nm),
and the extinction coefficient at 594 nm is 8800 M−1 cm−1.

Scheme 1. Chemical Structures of the Studied Disubstituted
Aminoanthraquinone Derivatives (AHAQ, 14-DAAQ, and
15-DAAQ)

Scheme 2. Chemical Structures of the Investigated Additives (Iod and NVK) of the Disubstituted Aminoanthraquinone-Based
Photoinitiating Systems and Monomers (EPOX and DVE-3) for Cationic Photopolymerization
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Moreover, it also demonstrates the light absorption at the
maximum emission wavelength of the red LED (636 nm), but
the relevant extinction coefficient is not high (530 M−1 cm−1).
Nonetheless, 14-DAAQ can absorb light from all the inves-
tigated LEDs. For 15-DAAQ, the slightly higher baseline of the
UV−vis absorption spectrum can be ascribed to its lower
solubility in acetonitrile compared to AHAQ and 14-DAAQ.
15-DAAQ can be properly dissolved in the monomer EPOX
(Figure S1).
The absorption spectra were also simulated using time-

dependent density functional theory (TD-DFT). As found in
previous studies,47 the M06-2X functional is found to over-
estimate the λmax values by a factor of ∼1.2. Accounting for this
overestimation gives simulated UV−vis spectra (Figure 1) in
good agreement with the experimental spectra. The S1 states
for AHAQ, 14-DAAQ, and 15-DAAQ are each dominated by
ππ* transitions, shown in Figure 2. The εmax value for 15-DAAQ
is also overestimated; however, as the overall peak position is
consistent with experiment it is inconsequential.
Photoinitiation Mechanism of Disubstituted Amino-

anthraquinone-Based Photoinitiating Systems. The
photoinitiation mechanism of the investigated disubstituted
aminoanthraquinone-based photoinitiating systems DAAQs/
Iod was studied using a variety of approaches. The fluores-
cence emission spectra (related to their excited singlet states)
of AHAQ, 14-DAAQ, and 15-DAAQ are illustrated in Figure S2,

and their quantum yields in acetonitrile are 0.0071, 0.0034, and
0.0033, respectively. Interestingly, the fluorescence of 14-DAAQ
is dramatically quenched by the addition of Iod as shown in
Figure 3a, and the interaction rate constant of 114-DAAQ/Iod
was determined (i.e., kq ∼ 6.0 × 109 M−1 s−1) from the Stern−
Volmer treatment (Figure 3b; fluorescence lifetime of 14-DAAQ
τ0 ∼ 3 ns). Similarly, kq ∼ 1.0 × 109 M−1 s−1 was determined for
115-DAAQ/Iod interaction (Figure S3b,c; fluorescence lifetime
of 15-DAAQ τ0 ∼ 3 ns). These demonstrate the occurrence of
electron transfer between the excited singlet state of 14-DAAQ
(or 15-DAAQ) and the ground state of Iod and that the process
is diffusion-controlled. However, no obvious fluorescence
quenching was observed for the AHAQ with the addition
of Iod (Figure S3a), indicating the low efficiency of the

Figure 1. (a) UV−vis absorption spectra of AHAQ, 14-DAAQ, and 15-DAAQ in acetonitrile; (b) their overlap with the emission spectra of blue
(455 nm), green (518 nm), yellow (594 nm), and red (636 nm) LEDs; (c) adjusted simulated UV−vis absorption spectra of AHAD, 14-DAAQ,
and 15-DAAQ.

Table 1. Light Absorption Properties of AHAQ, 14-DAAQ, and 15-DAAQ: Maximum Absorption Wavelengths λmax;
Extinction Coefficients (ε) at λmax and at the Maximum Emission Wavelengths of the Different LED Bulbs

λmax (nm) εmax (M
−1 cm−1) ε455 nm

a (M−1 cm−1) ε518 nm
a (M−1 cm−1) ε594 nm

a (M−1 cm−1) ε636 nm
a (M−1 cm−1)

AHAQ 522 11100 3300 10700 990 ∼0
14-DAAQ 544 12800 2100 8600 8800 530
15-DAAQ 479 9300 7400 4900 ∼360 ∼300

aFor maximum emission wavelengths of different LEDs.

Figure 2. Orbitals involved in S0 → S1, ππ* transitions of AHAQ,
14-DAAQ, and 15-DAAQ.
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interaction of 1AHAQ/Iod. More interestingly, the electron
transfer quantum yields [ΦeT = kqτ0[Iod]/(1 + kqτ0 [Iod])1,
where [Iod] = 4.7 × 10−2 M in formulations] of 114-DAAQ/
Iod (ΦeT = 0.46) and 115-DAAQ/Iod (ΦeT = 0.12) indicate
that the photochemical reactivity of 114-DAAQ/Iod is higher
than that of 115-DAAQ/Iod.
The excited singlet state of aminoanthraquinone derivatives

may undergo intersystem crossing to yield the excited triplet
states,56 and the relevant triplet quantum yields are dependent
on the number of substituents, their position, and the solvent.57,58

It has been reported that the triplet quantum yields of 14-DAAQ
and 15-DAAQ in toluene can be determined using laser flash
photolysis (LFP),57 but there is no observable triplet formation
in the LFP of the investigated DAAQs in acetonitrile in the
400−700 nm range of our study, which can be ascribed to the
different polarities of the solvents used.57,58

Modeling the electron transfer mechanism for different
species of the anthraquinones provides insight into the
observed differences in photoinitiating activity. Figure 4

summarizes the electron transfer mechanism for the photo-
excited AHAQ, 14-DAAQ, and 15-DAAQ molecules. Table 2
highlights some key energies along the reaction coordinates of
AHAQ, 14-DAAQ, and 15-DAAQ.
Figure 4 and Table 2 show that 14-DAAQ exhibits the

lowest energy pathway to electron transfer to the Iod species,

with a S1 → Iod e− transfer (unrelaxed) ΔE of +0.51 eV,
almost 0.5 eV lower than for 15-DAAQ; also, at −1.38 eV
14-DAAQ exhibits a greater thermodynamic favorability for
the overall excited state electron transfer process. While less
efficient, Figure 4 also suggests that both 15-DAAQ and
AHAQ should also undergo electron transfer with Iod, whereas
experiments show that this is not the case for AHAQ. While
both 15-DAAQ and AHAQ suffer from both a relatively high
barrier and low thermodynamic favorability to electron
transfer, the 15-DAAQ triplet excited state is near the S1 state,
allowing intersystem crossing (Figure S4). This may extend the
excited state lifetime, allowing electron transfer to compete with
fluorescence. In contrast, the triplet state is less energetically
accessible for AHAQ (+0.54 eV above S1 versus +0.22 for
15-DAAQ). The combined result of these two effects is that
fluorescence outcompetes all other processes in AHAQ, pre-
venting electron transfer to Iod.
Based on the above information, the interaction between

DAAQs and Iod during the light irradiation can be depicted in
the following reactions:

→ hvDAAQ DAAQ ( )1 (1a)

→DAAQ DAAQ1 3 (1b)

+ → ++ •+ •DAAQ Ph I DAAQ Ph I1,3
2 2 (2)

→ + −• •Ph I Ph Ph I2 (3)

The interaction of DAAQs/Iod under green LED irradiation
can be qualitatively investigated using steady state photolysis.6

As demonstrated in Figure 5, the UV−vis absorption of
DAAQs/Iod decreased during irradiation with light. Interest-
ingly, isosbestic points were observed at 452/588 nm, 481/
610 nm, and 423/520 nm for AHAQ/Iod, 14-DAAQ/Iod, and
15-DAAQ/Iod, respectively, which indicates that no secondary
reactions occurred in reaction 2. The much faster photolysis of
14-DAAQ/Iod than those of the other two systems can be
ascribed to its better reactivity during the light irradiation, which is
also in agreement with the results of the fluorescence quenching.

Figure 3. (a) Fluorescence spectra of 14-DAAQ as a function of [Iod] in acetonitrile and (b) the relevant Stern−Volmer plot.

Figure 4. Energy level diagram for possible internal energy/electron
transfer processes taking place with 14-DAAQ, 15-DAAQ, and AHAQ.

Table 2. Energies for the Energy and Electron Transfer
Processes (eV) Shown in Figure 4 and the Change in Gibbs
Free Energy (eV) for the Overall Excited State Electron
Transfer Reaction

DAAQs S0 → S1
S1 → Iod e− transfer

(unrelaxed)
ΔG

(S1 → Iodrelax)

AHAQ +2.7971 +0.8148 −1.0685
14-DAAQ +2.6464 +0.5101 −1.3777
15-DAAQ +3.1338 +1.0032 −0.8724
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More interestingly, the generated radicals from the electron
transfer in the DAAQ/Iod systems under light irradiation can
be determined using the ESR spin trapping technique. Specif-
ically, the hyperfine splitting constants (HFS) for both the
nitrogen (aN) and the hydrogen (aH) of the PBN/radical adducts
can be used to determine the types of radicals. Precisely, aN =
14.3 G and aH = 2.2 G were measured in the 15-DAAQ/Iod
system (Figure 6), which can be assigned to PBN/phenyl radical

adducts.59,60 This further confirmed the generation of phenyl
radicals (Ph•) in reactions 1−3 as indicated above.
Photoinitiation Ability of Disubstituted Aminoan-

thraquinone-Based Photoinitiating Systems for Cati-
onic Polymerization. As expected, the generated DAAQs-
derived cations (DAAQs•+) from the DAAQs/Iod systems
(reactions 1−3) under light irradiation can initiate the cationic
photopolymerization of EPOX. And the photoinitiation ability
of these systems can be associated with the relevant light
absorption properties of DAAQs, photoreactivity of DAAQs/
Iod, and the structures of DAAQs•+. As shown in Figure 7 and
Table 3, all the DAAQs/Iod systems are capable of initiating

the cationic polymerization of EPOX upon exposure to blue
(455 nm) or green (518 nm) LED, which is in agreement with
the satisfactory overlap of the light absorption of the studied
DAAQs with the emission spectra of the blue (455 nm) and
green (518 nm) LEDs. Specifically, 65%−77% epoxy con-
versions were obtained when using the 14-DAAQ/Iod or
15-DAAQ/Iod photoinitiating systems for 800 s of photopoly-
merization under blue or green LED. However, the initiation
ability of AHAQ/Iod was relatively lower (i.e., <30% of epoxy
conversions), which can be ascribed to the lack of obvious
fluorescence quenching of AHAQ/Iod system as indicated
above. More interestingly, 14-DAAQ/Iod was also efficient for
the cationic polymerization of EPOX under yellow (594 nm)
and red (636 nm) LEDs, and >55% of epoxy conversions can
be achieved after 800 s of photopoymerization. Among the
investigated DAAQs/Iod systems, 14-DAAQ/Iod is the only
system that can work upon the exposure to all the LEDs: this is
in line with the panchromatic light absorption of 14-DAAQ
and the high photochemical reactivity of 14-DAAQ/Iod. Notably,
the well-known commercial photoinitiator camphorquinone
(CQ)-based system CQ/Iod was inefficient under the same
conditions, which underlines the high performance of the inves-
tigated DAAQ-based systems. Furthermore, the addition of
NVK into the DAAQs/Iod systems can promote their photo-
initiation ability due to the NVK additive effect61 as depicted
in reactions 4 and 5, with the produced Ph−NVK+ is efficient
for the cationic photopolymerization.

+ → −• •Ph NVK Ph NVK (4)

− + → − + + −• + + •Ph NVK Ph I Ph NVK Ph Ph I2 (5)

For instance, >80% epoxy conversions were obtained when
using the 15-DAAQ/Iod/NVK system for 800 s of photopoly-
merization under blue or green LED. Markedly, even >75% of
conversions were attained under yellow or red LED with the
14-DAAQ/Iod/NVK system, which is unusual for the cationic

Figure 5. Steady state photolysis of (a) AHAQ/Iod, (b) 14-DAAQ/Iod, and (c) 15-DAAQ/Iod in acetonitrile ([Iod] = 15 mM); UV−vis spectra
recorded at different irradiation times; green LED at 518 nm irradiation (60 mW cm−2).

Figure 6. ESR spectra of the radicals generated in 15-DAAQ/Iod
combination upon the blue LED exposure and trapped by PBN in
tert-butylbenzene: (a) experimental and (b) simulated spectra.
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photopolymerization of EPOX under the irradiation of such
long-wavelength light. More interestingly, the 14-DAAQ

(or 15-DAAQ)/Iod/NVK system was quite stable in the formu-
lation as the photoinitiation ability did not change significantly
after one week storage at room temperature (Table 3).
DAAQ-based photoinitiating systems were also capable of

initiating cationic photopolymerization of divinyl ether DVE-3
as shown in reactions (6) − (7) and Figure 8. Specifically,
14-DAAQ/Iod combination can act as a multicolor photoiniti-
ating system, and 78%, 74%, 61%, and 81% of double bond
conversions of DVE-3 can be achieved when the photo-
polymerization reactions were conducted under the irradiation
of blue, green, yellow, and red LEDs respectively [Figure 8a].
In addition, 15-DAAQ based photoinitiating systems can also
work under blue and green LEDs for the polymerization
of DVE-3 as illustrated in Figure 8b, and 78% - 87% of double
bond conversions of DVE-3 was attained. The addition of
NVK into the photoinitiating systems did not dramatically
improve the polymerization profiles, which can be attributed to
the fact that the 15-DAAQ/Iod system was already quite

Figure 7. Photopolymerization profiles of EPOX under air in the presence of AHAQ-, 14-DAAQ-, or 15-DAAQ-based PISs upon exposure to
(a) blue LED at 455 nm (60 mW cm−2), (b) green LED at 518 nm (60 mW cm−2), (c) yellow LED at 594 nm (30 mW cm−2), and red LED at
636 nm (60 mW cm−2). AHAQ, 14-DAAQ, or 15-DAAQ: 0.5 wt %; Iod: 2 wt %; NVK: 3 wt %.

Table 3. Epoxy Conversions (in %) of Photopolymerization
of EPOX Obtained under Air upon Exposure to Different
Household LED Devices for 800 s in the Presence of
DAAQ-Based PISs (DAAQs or CQ: 0.5 wt %; Iod: 2 wt %;
NVK: 3 wt %)

PIS
LED

(455 nm)
LED

(518 nm)
LED

(594 nm)
LED

(636 nm)

AHAQ/Iod 15 26 npa np
AHAQ/Iod/NVK 31 35 np np
14-DAAQ/Iod 66 77 58 65
14-DAAQ/Iod/NVK 73|74b 80 77 78
15-DAAQ/Iod 75 72 np np
15-DAAQ/Iod/NVK 85|83b 83 np np
CQ/Iod np np np np
anp: no photopolymerization. bAfter one week storage.

Figure 8. Photopolymerization profiles of DVE-3 in laminate in the presence of DAAQ-based PISs (DAAQ: 0.5 wt %; Iod: 2 wt %; NVK: 3 wt %)
upon exposure to different LEDs [i.e., blue LED at 455 nm (60 mW cm−2), green LED at 518 nm (60 mW cm−2), yellow LED at 594 nm
(30 mW cm−2), and red LED at 636 nm (60 mW cm−2)].
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efficient to initiate the cationic polymerization of DVE-3 and
there was no significant room for the further improvement of
the performance.

+ ′− − → ′− − − −• •
Ph R O CH CH R O CH CH Ph2 2 (6)

′− − − − +
→ ′− − − − ‐ + + −

• +

+ + •
R O CH CH Ph Ph I

R OCH CH Ph (i.e., Ph DVE 3 ) Ph Ph I
2 2

2
(7)

■ CONCLUSION
The investigation of photoinitiation mechanism of the studied
three disubstituted aminoanthraquinone-based photoinitiating
systems (PISs) revealed that 14-DAAQ exhibited the highest
photoreactivity toward Iod while AHAQ demonstrated the
lowest efficiency under the LED irradiation. Phenyl radicals are
produced in the initiation process, as confirmed for instance in
the 15-DAAQ/Iod combination through the ESR-ST experi-
ments. The types and positions of substituents of the disub-
stituted aminoanthraquinone derivatives play a significant role
in their photoinitiation ability. Specifically, in line with the
results of the photoinitiation mechanism study, 14-DAAQ/
additives systems can act as efficient multicolour PISs as they
were capable of initiating cationic photopolymerization of
epoxide and divinyl ether under various LEDs with different
emission wavelengths, i.e., blue, green, yellow, and red LEDs,
while AHAQ- and 15-DAAQ-based photoinitiating systems
can only work under the irradiation of blue and green LEDs.
Interestingly, even >80% of epoxy or double-bond conversions
can be achieved for the photopolymerization of epoxide and
divinyl ether monomers when using the 14-DAAQ- or 15-
DAAQ-based photoinitiating systems. The high efficiency of the
14-DAAQ- or 15-DAAQ-based photoinitiating systems can
endow them with the potential applications in 3D printing and
fabrication of photopolymer-based materials. The ability of the
DAAQ-based photoinitiating systems for free radical photo-
polymerization will be presented in forthcoming papers.
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ABSTRACT: The development of highly efficient and rapid
photoinitiating systems for free radical photopolymerization
under the irradiation of visible light has attracted increasing
attention due to their widespread potential applications in, for
example, 3D printing or dental polymers. Unfortunately,
currently available visible-light-sensitive photoinitiators are
not efficient enough for 3D printing applications suffering
from low printing speeds. Here we describe a series of
photoinitiating systems consisting of disubstituted amino-
anthraquinone derivatives (i.e., 1-amino-4-hydroxy-
anthraquinone, 1,4-diaminoanthraquinone, and 1,5-diamino-
anthraquinone) and various additives (e.g., tertiary amine and
phenacyl bromide) toward the free radical photopolymerization of various acrylate monomers (such as commercial 3D resin)
under the irradiation of blue to red LEDs. It is shown that the type and position of substituents of the aminoanthraquinone
derivative can significantly affect its photoinitiation properties. The most efficient disubstituted aminoanthraquinone derivative-
based photoinitiating system was selected and used for the 3D printing of a commercial 3D resin in a 3D printer with
polychromatic visible light as the irradiation source. It is shown that its printing speed was dramatically enhanced compared to a
commercial photoinitiator 2,4,6-trimethylbenzoyldiphenylphosphine oxide (TPO).

■ INTRODUCTION

Free radical photopolymerization has found widespread
applications in various fields such as materials science1−12

and 3D printing.8,13−22 This technology relies on an efficient
photoinitiator (PI) absorbing light to generate free radicals and
thus trigger the transformation of liquid monomers/resins into
cross-linked solid polymers.1,2,23,24 In industry, photopolyme-
rization has mainly utilized UV light due to the lack of efficient
visible-light-sensitive photoinitiators in the market and indeed
is known as “UV curing”.23,24,27−34 Some efforts have been
devoted to the development of photoinitiators/photoinitiating
systems applicable to visible light,7,10,23,25−39 especially from
LEDs due to their advantages over other light sources such as
safer usage, higher operating efficiency, better light output, and
lower cost.1,40,41 Interestingly, several of them can even be
successfully used for 3D printing with 405 nm LEDs.14,42−46

However, to the best of our knowledge, few visible-light-
sensitive PIs have been developed and investigated for fast
printing in 3D printers with visible light as irradiation sources,
and the printing speed is extremely important to various
applications such as in industry.

Recently, a novel 3D printing approach (i.e., continuous
liquid interface production (CLIP)) with fast printing speed
under UV light irradiation has been reported.47 By taking
advantage of the oxygen inhibition effect, the continuous
formation of a solid−liquid interface can be realized, thus
avoiding the traditional 3D printing process based on layer-by-
layer deposition, accelerating the rate of 3D printing.47 In this
report, several commercial UV-light-sensitive photoinitiators
such as TPO, BAPO, Irgacure 184, and Irgacure 369 were used
for the photopolymerization of 3D resins during the 3D
printing processes under UV light irradiation.47

To adapt fast 3D printing with visible light further, the
development of efficient visible-light-sensitive photoiniators is
essential. Recently, several disubstituted aminoanthraquinone
derivative (DAAQ) [i.e., 1-amino-4-hydroxyanthraquinone
(AHAQ), 1,4-diaminoanthraquinone (14-DAAQ), and 1,5-
diaminoanthraquinone (15-DAAQ)]-based photoinitiating
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systems were shown to initiate cationic photopolymerization
under visible light.34 Because many important polymerizations
occur via radical processes (which are usually faster than
cationic polymerization), instead, there remains a need to
develop rapid and efficient visible light free radical photo-
initiators as well. In this study, we therefore investigate
whether these disubstituted aminoanthraquinone derivative-
based PISs are capable of initiating the free radical photo-
polymerization of various acrylate monomers (such as
commercial 3D resin) under the irradiation of blue to red
LEDs. We assess photoinitiating systems not only under
standard photopolymerization conditions but also in a 3D
printer with polychromatic visible light as the irradiation
source.

■ EXPERIMENTAL SECTION
Materials. The investigated disubstituted aminoanthraquinone

derivatives (DAAQs), i.e., 1-amino-4-hydroxyanthraquinone
(AHAQ), 1,4-diaminoanthraquinone (14-DAAQ), and 1,5-diamino-
anthraquinone (15-DAAQ), were obtained from EGA-Chemie KG,
Fluka AG, and Sigma-Aldrich, respectively. Diphenyliodonium
hexafluorophosphate (Iod), N-vinylcarbazole (NVK), triethanolamine
(TEAOH), and phenacyl bromide (R-Br) were obtained from Sigma-
Aldrich and used as the additives of the disubstituted amino-
anthraquinone-based photoinitiating systems, while tripropylene
glycol diacrylate (TPGDA), trimethylolpropane triacrylate
(TMPTA), and EBECRYL 605 (EB605; it is the bisphenol A epoxy
diacrylate, EBECRYL 600, diluted 25 wt % with TPGDA) were
obtained from Allnex and used as monomers for free radical
photopolymerization. The commercial 3D resins (one with 2,4,6-
trimethylbenzoyl-diphenyl-phosphineoxide TPO as photoinitiator and
the other without any photoinitiator) were obtained from Monocure
3D. The chemical structures of the compounds are illustrated in
Scheme 1.
Irradiation Sources. Four different household LED bulbs were

used as irradiation devices for the free radical photopolymerization
reactions: blue LED (emission wavelength centered at 455 nm;
incident light intensity: 60 mW cm−2), green LED (518 nm; 60 mW
cm−2), yellow LED (594 nm; 30 mW cm−2), and red LED (636 nm;
60 mW cm−2).

Fluorescence Experiments. The fluorescence properties of
DAAQs in acetonitrile were studied using the Varian Cary Eclipse
fluorescence spectrophotometer. The fluorescence quenching of
DAAQs by the additives (TEAOH or R-Br) was investigated from
the classical Stern−Volmer treatment48 (I0/I = 1 + kqτ0[additive],
where I0 and I stand for the fluorescent intensity of DAAQs in the
absence and the presence of additive, respectively; τ0 stands for the
lifetime of DAAQs in the absence of additive).

Steady State Photolysis Experiments. DAAQs in the presence
of the additives (TEAOH or R-Br) in acetonitrile were irradiated with
the green LED@518 nm (60 mW cm−2), and the UV−vis spectra
were recorded using the Lambda 950 UV/vis/NIR spectrophotom-
eter (PerkinElmer) at different irradiation times.

Electron Paramagnetic Resonance Spin Trapping (EPR-ST)
Experiments. EPR-ST experiments were performed using a
commercial Bruker E500 spectrometer equipped with an ER4122
SHQ resonator. Samples were loaded into standard X-band EPR
tubes of 2.8 mm i.d. The radicals were generated at room temperature
upon light exposure under nitrogen and trapped by phenyl-N-tert-
butylnitrone (PBN) according to the procedure49 described elsewhere
in detail. The EPR spectrum simulation was performed with the
WINSIM software.

Free Radical Photopolymerization of Multifunctional
Monomers. The free radical photopolymerization reactions of the
multifunctional monomers (TPGDA, TMPTA EB605, and Monocure
3D resin) in the presence of different DAAQ-based photoinitiating
systems upon exposure to the various LED bulbs were monitored
using ATR-IR (BRUKER, IFS 66/s). To this end, a layer of liquid
formulation (∼20 μm thick) was coated on the surface of the ATR
horizontal crystal, and the ATR-IR spectra of the sample were
recorded at different time intervals during the LED irradiation. The
evolutions of the double bond content of TPGDA, TMPTA, EB605,
and Monocure 3D resin were all followed by ATR-IR spectroscopy
using the bands at about 1635 cm−1.50 The free radical photo-
polymerization reactions of the investigated monomers were
performed in laminate. The degree of double bond-conversion C at
time t during the photopolymerization is calculated from C = (A0 −
At)/A0 × 100% (where A0 is the initial peak area before irradiation
and At is the peak area of the functional groups at time t). The
conversion C measured here is not throughout the whole sample
thickness as the penetration depth of infrared beam into the sample is
ca. 0.5−3 μm for the ATR-IR spectroscopy, and the conversions
measured here can be used to evaluate the photoinitiation ability of
the relevant DAAQ-based photoinitiating systems. The well-known
blue-light-sensitive camphorquinone-based photoinitiating system was
used as a reference.

3D Printing. The 3D printing experiments were performed using
the M-One 3D printer (MakeX Co. Ltd.) which has a projector as the
light irradiation source with the wavelength of polychromatic visible
light (400−730 nm; see the emission spectrum in Figure S1 of the
Supporting Information; light intensity 3.6 mW/cm2).

Theoretical Procedures. All electronic structure calculations
were performed using the Gaussian 16 software.51 All calculations
were performed with density functional theory (DFT) calculations
using the M06-2X52 functional with the def2-TZVP53 basis set.
Excited state geometries and free energies were calculated with time-
dependent DFT (TD-DFT) at the M06-2X/def2-TZVP level of
theory; in all cases implicit solvent effects were accounted for with the
SMD54 model of acetonitrile.

■ RESULTS AND DISCUSSION
Generation of Free Radicals from DAAQ-Based

Photoinitiating Systems. It has been reported that
DAAQ/Iod-based photoinitiating systems (PISs) are capable
of initiating cationic photopolymerization.34 In the photo-
initiation process, free radicals can also be generated from the
reduction of Iod by DAAQ with the potential to initiate free
radical photopolymerization. Photogeneration of a phenyl
radical can be demonstrated using a spin trapping assay. As

Scheme 1. Chemical Structures of the Studied Disubstituted
Aminoanthraquinone Derivatives (AHAQ, 14-DAAQ, and
15-DAAQ), Additives (Iod, NVK, TEAOH, and R-Br), and
Monomers (TPGDA and TMPTA)
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shown in Figure S2, visible light irradiation of the 14-DAAQ/
Iod system in the presence of PBN yields a EPR spectrum
characteristic of a PBN−phenyl radical adduct,55,56 with
resolved hyperfine splitting constants (HFS) of aN = 14.3 G
for the 14N nucleus and aH = 2.2 G for one 1H nucleus.
In addition to Iod, it is interesting to investigate other

additives and their interaction with DAAQs for the generation
of free radicals under the light irradiation. DAAQs/additives
with higher photoinitiation efficiency and lower cost compared
to the DAAQs/Iod systems are potentially more applicable to
industrial production. Tertiary amines (e.g., triethanolamine,
TEAOH) and phenacyl bromide (R-Br) are usually used as
additives/co-initiators in combination with type II photo-
initiators for free radical photopolymerization.1,48

The interaction of DAAQs/TEAOH and DAAQs/R-Br
systems under the light irradiation were first investigated using
steady state photolysis.25 As demonstrated in Figure 1a, the
UV−vis absorption of 15-DAAQ/TEAOH decreased during
green LED irradiation. Interestingly, isosbestic points were

observed at 412/520 nm, which indicates that no secondary
reactions occurred in reaction 1. The increase of the UV−vis
absorption of the 15-DAAQ/R-Br system (Figure 1b) during
the green light irradiation also indicates the occurrence of the
photochemical reaction and the generation of the photo-
product which can absorb at ∼480 nm. On the contrary, no
change was observed for the UV−vis absorption of the
AHAQ/TEAOH, 14-DAAQ/TEAOH, and AHAQ/R-Br sys-
tems during the green LED irradiation (Figures S3 and S4),
implying the low efficiency of the systems. Unusually, the
addition of R-Br into the 14-DAAQ solution in acetonitrile can
dramatically lead to the decrease of the UV−vis absorption of
14-DAAQ without the light irradiation (Figure S4b), which
implies the instability of the 14-DAAQ/R-Br system.
15-DAAQ-based systems were also studied using the

fluorescence quenching approach. As illustrated in Figure 2,
the fluorescence of 15-DAAQ is quenched by the addition of
TEAOH or R-Br, and the interaction rate constants (kq) of
115-DAAQ/TEAOH and 115-DAAQ/R-Br determined from

Figure 1. Steady state photolysis of (a) 15-DAAQ/TEAOH and (b) 15-DAAQ/R-Br in acetonitrile ([TEAOH] = 45 mM; [R-Br] = 35 mM);
UV−vis spectra recorded at different irradiation time; green LED@518 nm irradiation (60 mW cm−2).

Figure 2. Fluorescence spectra of 15-DAAQ as a function of (a) [TEAOH] and (b) [R-Br] in acetonitrile; the relevant Stern−Volmer plot for the
fluorescence quenching of 15-DAAQ by (c) TEAOH and (d) R-Br.
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the Stern−Volmer treatment are 6.1 × 108 and 8.9 × 108 M−1

s−1, respectively (fluorescence lifetime of 15-DAAQ τ0 ∼ 3 ns).
The results demonstrate that the electron transfer occurred in
the 15-DAAQ/TEAOH and 15-DAAQ/R-Br systems under
the light excitation, and the process is diffusion-controlled.
During light irradiation of 15-DAAQ together with additives,

radical generation can be detected using the EPR spin trapping
technique. Moreover, the type of radical can be determined
from the observed HFS of the PBN/radical adduct. For the 15-
DAAQ/EDB system (Figure 3A) HFS of aN = 14.3 G and aH =
2.4 G were observed indicative of PBN/aminoalkyl radical
adducts. For the 15-DAAQ/EDB/R-Br system (Figure 3B)
two sets of HFS are observed: (i) aN = 14.3 G and aH = 2.4
G57,58 and (ii) aN = 14.7 G and aH = 4.6 G59,60 indicative of
both aminoalkyl and phenacyl radical adducts.
Photoinitiation Mechanism. The two- and three-

component photoinitiating systems involving DAAQs,
TEAOH, and R-Br have been modeled computationally to
further determine the photoinitiation mechanism. The three-
component system is found to perform extremely well when
15-DAAQ is employed as the photoinitiator. The energy levels
for the most likely photoinitiation pathway for the three
DAAQ derivatives are shown in Figure 4 and clearly
demonstrate the thermodynamic favorability when this process
takes place with 15-DAAQ. The overall mechanism is shown in
Figure 5 and is a redox process in which the excited DAAQ
molecules are reduced by the TEAOH species present, before
being oxidized by the R-Br additive. The first reduction step
exhibits a significant thermodynamic favorability, relative to
each of the anthraquinones in their S1 states and a neutral
TEAOH species, for 15-DAAQ, at −65.4 kJ mol−1, and is
much more favorable than equivalent steps for 14-DAAQ and
AHAQ at −11.0 and −27.5 kJ mol−1, respectively. The ensuing
oxidation step, taking place on the respective ground states of
14-/15-DAAQ and AHAQ, is favorable for both 14-DAAQ
and 15-DAAQ (−9.8 and −4.6 kJ mol−1, respectively) but is
significantly unfavorable for AHAQ (+19.5 kJ mol−1). The
final step in Figure 4 is the overall reaction free energy change
to produce both radical species originating from TEAOH and
R-Br, for which 15-DAAQ again exhibits the highest
thermodynamic favorability; hence, it is the best performing
initiator.
The result of this three-component mechanism, especially

with 15-DAAQ, is that two different radical species are formed
that are available to initiate the polymerization reaction. As
well as this, unlike in the two-component systems, the DAAQ
species are re-formed and are therefore available for further

photoexcitation. The processes involving 14-DAAQ and
AHAQ, however, are found experimentally to be too slow
for initiation to take place (as shown in Tables S1−S3). The
corresponding photoinitiation mechanisms for the two-
component systems are provided in Tables S4 and S5. These
mechanisms demonstrate the greater favorability for the
DAAQ molecules to interact with TEAOH than with R-Br,
though both the 15-DAAQ/R-Br and 15-DAAQ/TEAOH
systems are reactive, though not as effective as the three-
component system.

Free Radical Photopolymerization Using DAAQ-
Based Photoinitiating Systems. Free radicals generated
from the DAAQs/Iod (optional NVK),34 DAAQs/TEAOH,
DAAQs/R-Br, and DAAQs/TEAOH/R-Br systems under light
irradiation have the potential to initiate the free radical
photopolymerization. Herein the abilities of these systems to
initiate different monomers are investigated. As shown in
Figure S5 and Table S1, AHAQ- and 14-DAAQ-based PISs
were not very efficient for the free radical photopolymerization
of TPGDA (double-bond conversions <20% under all
conditions): this is in agreement with the results of the steady
state photolysis above. Interestingly, 15-DAAQ/Iod/NVK PIS
can efficiently initiate the polymerization of TPGDA under the

Figure 3. EPR spectra of the radicals generated in (A) 15-DAAQ/EDB and (B) 15-DAAQ/EDB/R-Br (ethyl dimethylaminobenzoate (EDB) was
used here instead of TEAOH to avoid a high polarity of sample preventing EPR analysis) upon the blue LED exposure and trapped by PBN in tert-
butylbenzene: (a) experimental and (b) simulated spectra.

Figure 4. Free energy diagram for the photoinitiation pathway for the
14-DAAQ (blue), 15-DAAQ (orange), and AHAQ (gray) initiators in
combination with TEAOH and R-Br.
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irradiation of both blue and green LEDs and lead to double-
bond conversions >60% (Figure S5a). Compared to the well-
known blue-light-sensitive commercial camphorquinone
(CQ)-based system CQ/Iod, the 15-DAAQ/Iod/NVK system
leads to higher polymerization rate but lower double-bond
conversions for the polymerization of TPGDA upon the
exposure to blue LED. It is interesting that 15-DAAQ/Iod/
NVK was efficient under green LED while the CQ/Iod was
inefficient, indicating the more versatile character of the 15-
DAAQ-based system. The two-component systems 15-
DAAQ/TEAOH and 15-DAAQ/R-Br can work as well (Figure

S5b), and their efficiency is even better than CQ/TEAOH
under the green LED irradiation. Markedly, the three-
component system 15-DAAQ/TEAOH/R-Br exhibited sig-
nificantly high photoinitiation ability (even faster polymer-
ization rate than CQ/TEAOH system) for TPGDA, and ∼80%
double-bond conversions can be attained. Similarly, DAAQs-
based PISs can also initiate polymerization of the trifunctional
acrylate TMPTA (Figure S6 and Table S2), and 15-DAAQ/
TEAOH/R-Br demonstrated the highest efficiency (47% of
double-bond conversion was achieved under the blue LED

Figure 5. Overall photoinitiation mechanism for DAAQ with TEAOH and R-Br.

Figure 6. Photopolymerization profiles (double-bond conversions vs time) of Monocure 3D resin (without commercial photoinitiators) in
laminate in the presence of DAAQ-based PISs (DAAQ: 0.5 wt %; TEAOH, R-Br, or Iod: 2 wt %; NVK: 3 wt %) upon exposure to different LEDs
[i.e., blue LED@455 nm (60 mW cm−2), green LED@518 nm (60 mW cm−2), yellow LED@594 nm (30 mW cm−2), and red LED@636 nm (60
mW cm−2)].
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irradiation, even higher than CQ/TEAOH) among all the
investigated PISs.
DAAQs-based PISs also exhibited an ability to initiate free

radical photopolymerization of the commercial acrylate blend
EB605 (i.e., the bisphenol A epoxy diacrylate, EBECRYL 600,
diluted 25 wt % with TPGDA) as illustrated in Figure S7 and
Table S3. As demonstrated in Figure S7a, 14-DAAQ/Iod can
work under blue to red LEDs irradiation, which is in
agreement with its panchromatic absorption properties.34

The higher polymerization efficiency of EB605 compared to
TPGDA can be ascribed to its higher viscosity which can
counteract the diffusion of oxygen from the atmosphere into
the EB605 during the photopolymerization and thus reduce
the oxygen inhibition effect. 15-DAAQ-based PISs also
demonstrated a photoinitiation ability for EB605 upon the
exposure to blue and green LEDs. Specifically, as presented in
Figure S7b, >50% of double-bond conversions of EB605 can
be achieved with 15-DAAQ/Iod as PIS. Even though the
polymerization efficiency with 15-DAAQ/Iod was lower than
CQ/Iod under blue LED, it exhibited higher photoinitiation
ability under green LED. Moreover, 15-DAAQ/TEAOH, 15-
DAAQ/R-Br, and 15-DAAQ/TEAOH/R-Br can also effi-
ciently work under blue and green LEDs (Figure S7c,d); 15-
DAAQ/TEAOH/R-Br illustrated the highest photoinitiation
ability for the free radical polymerization of EB605, and it is
even more efficient than the commercial CQ/TEAOH system.
To estimate the applicability of DAAQ-based PISs in 3D

printing, their abilities to initiate the commercial 3D resin
(Monocure; acrylate blend) were investigated. As shown in
Figure 6 and Table 1, 14-DAAQ/Iod/NVK can work

efficiently as a multicolour PIS for the free radical polymer-
ization of the 3D resin under various LEDs (Figure 6a), while
15-DAAQ/Iod/NVK only exhibited the photoinitiation ability
under the blue and green LEDs (Figure 6b). 15-DAAQ/Iod/
NVK demonstrated a higher efficiency than 14-DAAQ/Iod/
NVK under green LED irradiation. As expected, among all the
investigated PISs, the 15-DAAQ/TEAOH/R-Br combination
showed the highest initiation ability for the free radical

photopolymerization of the 3D resin under blue and green
LEDs, and >80% of double-bond conversions of the 3D resin is
attained eventually. On the contrary, the 14-DAAQ/TEAOH/
R-Br system and 2,4,6-trimethylbenzoyldiphenylphosphine
oxide (TPO; the commercial photoinitiator used for the 3D
resin) were inefficient for the polymerization of the 3D resin
under the irradiation of all studied LEDs.
As the 15-DAAQ/TEAOH/R-Br photoinitiating system

exhibited the highest ability to initiate the free radical
polymerization of acrylates and the 3D resin, it was used for
the 3D printing of a designed keyring with the dimension of
64.0 mm × 30.0 mm × 3.6 mm (Figure 7) via the

photopolymerization of the 3D resin. The overlap between
the absorption spectrum of 15-DAAQ and the emission
spectrum of the light source of the 3D printer (Figure 8)

endows the highly efficient photopolymerization during the 3D
printing process. As demonstrated in Table S6, it took 37 min
to print the keyring without defect when using TPO (the well-
known commercial photoinitiator usually used for 3D
printing). Markedly, the printing speed was significantly
enhanced when using the 15-DAAQ/TEAOH/R-Br as the
photoinitiating system; i.e., the intact keyring can be printed in
less than 8 min (Table S7). It indicates that 15-DAAQ/
TEAOH/R-Br system can be used as a promising PIS for fast
3D printing.

■ CONCLUSION
Free radicals can be generated from the studied DAAQ-based
photoinitiating systems (PISs) under light irradiation and have
the capability to initiate photopolymerization of various
acrylate monomers (TPGDA, TMPTA, EB605, and commer-
cial 3D resin) using a diverse range of LEDs. Interestingly, the
14-DAAQ/Iod system can initiate the free radical photo-
polymerization of EB605 (the bisphenol A epoxy diacrylate,
EBECRYL 600, diluted 25 wt % with TPGDA) under the
irradiation of blue, green, yellow, and red LEDs, which is due
to its panchromatic property as a multicolor PIS. Among all
the investigated PISs, the 15-DAAQ/TEAOH/R-Br PIS

Table 1. Double-Bond Conversions (in %) of
Photopolymerization of Monocure 3D Resin (without
Commercial Photoinitiators) Obtained in Laminate upon
Exposure to Different Household LED Devices for 300 s in
the Presence of DAAQ-Based PISs (DAAQs: 0.5 wt %; Iod,
TEAOH, and R-Br: 2 wt %; NVK: 3 wt %); Monocure 3D
Resin (with Commercial Photoinitiator TPO) as Referencea

PIS
LED

(455 nm)
LED

(518 nm)
LED

(594 nm)
LED

(636 nm)

14-DAAQ/Iod/
NVK

78 61 52 50

15-DAAQ/Iod/
NVK

78 72 np np

14-DAAQ/TEAOH np np np np
14-DAAQ/R-Br np np np np
14-DAAQ/
TEAOH/R-Br

np np np np

15-DAAQ/TEAOH 70 40 np np
15-DAAQ/R-Br 68 71 np np
15-DAAQ/
TEAOH/R-Br

83 80 np np

TPO np np np np
anp: no photopolymerization.

Figure 7. (a) 3D model of keyring and (b) 3D printed keyring (64.0
mm × 30.0 mm × 3.6 mm) using 15-DAAQ/TEAOH/R-Br (0.5%/
2%/2%, wt %) as a photoinitiating system for the polymerization of
the 3D resin.

Figure 8. UV−vis absorption spectrum of 15-DAAQ and its overlap
with the emission spectrum of the light source of the 3D printer.
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exhibited the highest efficiency for the free radical photo-
polymerization under the blue and green LEDs. Time-
dependent density functional theory calculations show that
this combination demonstrates the highest thermodynamic
favorability compared with AHAQ and 14-DAAQ. In addition,
there are two different radical species that can be formed to
initiate the polymerization reaction, and the 15-DAAQ species
can be re-formed and is therefore available for further
photoexcitation, which can further enhance the initiation
ability of the 15-DAAQ/TEAOH/R-Br PIS. More interest-
ingly, the 15-DAAQ/TEAOH/R-Br PIS can be used for the
3D printing of the commercial 3D resin with the significantly
enhanced printing speed compared to that using the
commercial photoinitiator TPO.

■ ASSOCIATED CONTENT

*S Supporting Information
The Supporting Information is available free of charge on the
ACS Publications website at DOI: 10.1021/acs.macro-
mol.8b02145.

Emission spectrum of the 3D printer (Figure S1); EPR
spectra of the radicals generated in 14-DAAQ/Iod
combination (Figure S2); steady state photolysis of
AHAQ/TEAOH and 14-DAAQ/TEAOH (Figure S3);
steady state photolysis of AHAQ/R-Br and 14-DAAQ/
R-Br (Figure S4); photopolymerization profiles of
TPGDA in the presence of DAAQ-based PISs (Figure
S5); photopolymerization profiles of TMPTA in the
presence of DAAQ-based PISs (Figure S6); photo-
polymerization profiles of EB605 in the presence of
DAAQ-based PISs (Figure S7); double-bond conver-
sions of photopolymerization of TPGDA in the presence
of DAAQ-based PISs (Table S1); double-bond con-
versions of photopolymerization of TMPTA in the
presence of DAAQ-based PISs (Table S2); double-bond
conversions of photopolymerization of EB605 in the
presence of DAAQ-based PISs (Table S3); DAAQ
photoelectron and proton transfer with TEAOH (Table
S4); DAAQ photoelectron donation to R-Br (Table S5);
3D printed keyrings using commercial Monocure 3D
resin (TPO as photoinitiator) (Table S6); 3D printed
keyrings using commercial Monocure 3D resin with self-
designed 15-DAAQ/TEAOH/R-Br photoinitiating sys-
tem (Table S7); raw computational data (PDF)

■ AUTHOR INFORMATION

Corresponding Authors
*E-mail: pu.xiao@anu.edu.au (P.X.).
*E-mail: michelle.coote@anu.edu.au (M.L.C.).

ORCID
N. Cox: 0000-0002-7815-6115
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ABSTRACT: This work reports several 1,5-diaminoanthraquinone (1,5-DAAQ)-based visible-light-sensitive photoinitiating
systems (PISs), which can efficiently initiate the free radical photopolymerization of (meth)acrylates under green light delivered
from light-emitting diode. The PISs contain three components: 1,5-diaminoanthraquinone, an iodonium salt, and aromatic
amines. In one example, polymerization could be efficiently initiated and completed within 10 s with double bond conversions
of approximately 80%. The initiating system could also be used in conjunction with reversible addition−fragmentation chain
transfer (RAFT) polymerization. Finally, the 1,5-DAAQ/iodonium salt/4-N,N-trimethylaniline PIS could be readily employed
in the 3D printing process of polymer/carbon nanotube nanocomposites.

KEYWORDS: 3D printing, photopolymerization, carbon nanoparticles, three-component photoinitiating systems, green light, LED

■ INTRODUCTION
Additives manufacturing (AM), now commonly known as 3D
printing, was first developed in the 1980s, when the
stereolithography (SLA) patent was published by Charles
Hull (1986). In 1987, The first commercially available SLA
instrument (Model SLA-1) was produced by the 3D Systems
company.1,2 In its present form, it is characterized by the use of
raw materials to produce objects layer-by-layer, with the
assistance of computer-assisted design (CAD) software.3−5

Compared with traditional subtractive manufacturing, 3D
printing can produce objects in small quantities or with
complex structures economically while reducing waste. At the
same time, the CAD interface allows for easy and fast
modification of the design.6 One important 3D printing
technique is digital light processing (DLP). DLP 3D printing
has a higher resolution in contrast to other 3D printing
techniques, such as fused deposition modeling (FDM),
selective laser sintering (SLS), or SLA.5,7 Because the
underpinning principle of DLP 3D printing is the photo-
polymerization of the liquid resins, the development of
efficient photoinitiators plays a central role to ensure a high
rate of polymerization combined with high polymerization

conversions of monomers to alleviate issues pertaining to
unreacted vinyl functionalities.
The two main types of photoinitiators that are commercially

available are either sensitive to ultraviolet (UV) light (e.g.,
trimethylbenzoyl diphenylphosphine oxide (TPO), bis(2,4,6-
trimethylbenzoyl)phenylphosphineoxide (BAPO), and isopro-
pylthioxanthone (ITX), etc.) or visible light (e.g., camphorqui-
none (CQ)-based PISs, eosin Y-based PISs, etc.).8−10 UV-
light-sensitive photoinitiators have the shortcoming that the
UV-light source used may not only be an irritant to eyes and
skin, but the generation of UV light is a high-energy process,
especially when using halogen and mercury lamps as light
sources.11−13 In particular, the preparation of nanocomposites
by photopolymerization in the presence of high-performance
PISs is hampered, as some nanoparticles such as carbon
nanotubes absorb and scatter UV light and therefore slow
down or even inhibit the polymerization.14 Visible light is
moreover known to have higher penetration depth, which is
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particularly attractive when photocurable formulations contain
insoluble inorganic fillers, which can often have a cloudy
appearance.
Polymer/carbon nanotube nanocomposites, which can be

prepared by in situ polymerization15 including UV photo-
polymerization,16−18 have been widely investigated for their
high mechanical and thermal stability17,19 as conductors16 and
as radar absorbing material.20,21 However, carbon nanotubes
can strongly absorb light of shorter wavelength. Therefore, the
development of efficient long wavelength light-sensitive
photoinitiators for 3D printing nanocomposites is attractive
for many applications such as dentistry.8

Nonetheless, most of the efficient visible-light photo-
initiators available are active at violet or near UV light.
Radebner et al. pushed the light wavelength to 470 nm to
induce free radical polymerization by employing tetraacyl-
stannane, reaching high conversions of round 70% within 18
s.22 Al Mousawi et al. recently used zinc tetraphenylporphyrin
(ZnTPP) as a cationic photoinitiator for 3D printing,
polymerizing a monomer mixture within 40 to 50 s under
477 nm light irradiation, with the rate of polymerization
decreasing at 530 nm light.23 Moszner et al. used
tetrabenzoylgermane and its derivatives as efficient visible-
light photoinitiators (400 to 500 nm) to cure dimethacrylate
resins within 20 s with the finial monomer conversion reaching
around 40 to 50%.24 Despite these advances, rapid curing at
longer wavelengths remains elusive.
In this work, a series of high-performance 1,5-diaminoan-

thraquinone (1,5-DAAQ)/iodonium salt/aromatic tertiary
amines three-component PISs were developed for the free
radical photopolymerization of (meth)acrylates under the
irradiation of LED at 518 nm (green light) (Scheme 1).

Multicomponent PISs containing a photoinitiator, an iodo-
nium salt, and an amine have attracted a lot of attention due to
their high initiation ability (i.e., fast polymerization rate and
high monomer conversion) for photopolymerization (Table
S1).25−30 The three-component systems tested so far led to
final conversion within a time frame of seconds to minutes
using predominantly high-intensity light sources below 500
nm. Recently, 1,5-DAAQ has been identified as an efficient

photoinitiator for polymerization under blue and green
household LEDs,31−36 which inspired us to further develop
highly efficient PISs based on the 1,5-DAAQ/Iod/aromatic
tertiary amines combinations. Specifically, poly(ethylene
glycol) diacrylate (PEGDA, 250 MW) and other (meth)-
acrylates were polymerized in the presence of four 1,5-DAAQ/
Iod/aromatic tertiary amines [i.e., ethyl 4-(dimethylamino)-
benzoate (EDMAB), 4-(dimethylamino)benzaldehyde
(DMAB), N,N-dimethylaniline (DMA), and 4,N,N-trimethy-
laniline (TMA)] PISs, in which aromatic tertiary amines vary
in their electron density in the amino groups as evidenced by
NMR studies (Figure S1). It was identified that highly efficient
PIS can initiate the photopolymerization and reach the final
conversion within a few seconds upon exposure to the green
LED at 518 nm, which was subsequently employed in DLP 3D
printing of polymer/carbon nanotube nanocomposites.

■ INITIATION BEHAVIOR OF 1,5-DAAQ-BASED PIS
Prior to the investigation of the 1,5-DAAQ/Iod/aromatic
tertiary amines three-component PISs, the 1,5-DAAQ/Iod or
1,5-DAAQ/aromatic tertiary amines two-component PISs
were first studied as a control. As illustrated in Figure 1 (a),
1,5-DAAQ/Iod PIS showed a higher efficiency (i.e., higher
polymerization rate and final conversion) than that of the 1,5-
DAAQ/aromatic tertiary amines PISs. In addition, 1,5-DAAQ/
DMA is the most efficient PIS among all the investigated 1,5-
DAAQ/aromatic tertiary amines PISs. Specifically, approx-

Scheme 1. Chemical Structure of Components in PISsa

a1,5-DAAQ; diphenyliodonium hexafluorophosphate (Iod); ethyl 4
(dimethylamino) benzoate (EDMAB); 4-(dimethylamino) benzalde-
hyde (DMAB); N,N-dimethylaniline (DMA), and 4,N,N-trimethyla-
niline (TMA).

Figure 1. Photopolymerization profiles (double bond conversions vs
time) of PEGDA (250 MW) in laminate in the presence of (a) 1,5-
DAAQ (c = 0.023 M)-based two-component PISs with IOD,
EDMAB, DMAB, DMA, or TMA (c = 0.164 M) as additives and
(b) 1,5-DAAQ (c = 0.023 M)-based three-component PISs with Iod
(c = 0.052 M) and different aromatic tertiary amines (c = 0.164 M) as
additives upon exposure to green LED@518 nm (60 mW cm−2).
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imately 80 and 60% of double bond conversions can be
attained in the presence of 1,5-DAAQ/Iod and 1,5-DAAQ/
DMA, respectively, for the photopolymerization of PEGDA
(250 MW) under the green LED irradiation.
As shown in Figure 1 (b), the addition of aromatic tertiary

amines into 1,5-DAAQ/Iod PIS can accelerate the photo-
polymerization reactions. And ∼80% of final double bond
conversions can be achieved for the polymerization of PEGDA
(250 MW) in the presence of 1,5-DAAQ/Iod/DMA (or TMA
or EDMAB) PISs. More interestingly, 1,5-DAAQ/Iod/DMA
and 1,5-DAAQ/Iod/TMA can efficiently initiate the photo-
polymerization to reach the final double bond conversions
within only 10 s. It can be seen that the polymerization rates
are directly correlated with the electron densities at the
aminoalkyl groups, which can be expressed by the 1H NMR
chemical shift (Figure S1). Both the TMA and DMA systems
are found to be highly efficient in contrast to amines with
electron-withdrawing substituents. The EDMAB system is still
reasonably fast despite the electron-withdrawing effect. As
discussed further below in the mechanism section, the
electron-transfer step is faster in TMA and DMA, but the
subsequent addition step is more favorable for EDMAB. To
put the rate of polymerization into perspective, other three-
component systems are tabulated in Table S1, showing that
this system is significantly faster or that it can reach a similar
rate of polymerizations as other efficient systems but now with
the use of a simple household LED. It should be noted that the
light intensity chosen here (60 mW cm−2) will be a
determining factor in achieving high rates of polymerization.
Lower light intensities will lead to slower reaction rates. The
same applies to the concentration of the initiator system, as the
reduction of initiator will reduce the amount of radical
produced, as it needs to be considered that a three-component
reaction will follow high-order kinetics, and therefore, the
concentration will play a significant role. Reducing the initiator
concentration 10-fold will however still lead to an efficient
process (Figure S2).

■ FLUORESCENCE QUENCHING EXPERIMENT
The fluorescence emission behavior of 1,5-DAAQ was studied
by fluorescence spectrometry. The fluorescence stems from the
excited singlet state of 1,5-DAAQ with a 3 ns lifetime.34 With
the addition of tertiary amines, the fluorescence has been
quenched with different interaction rate constants. The
interaction rate constants were calculated based on the
Stern−Volmer equation (Kq = 3.127 × 109, 3.122 × 109,
3.373 × 109, and 4.707 × 109 M−1 s−1 for EDMAB, DMAB,
DMA, and TMA, respectively) (Figures S3 and S4). The
interaction rate constants show the same tendency as the
polymerization rates of 1,5-DAAQ/aromatic tertiary amines
PISs. The TMA-based two-component PIS has the highest Kq
value and polymerization rate, whereas 1,5-DAAQ/DMAB PIS
exhibited the lowest Kq value and polymerization rate.
Compared to 1,5-DAAQ/tertiary amines, 1,5-DAAQ/Iod has
a relatively low Kq value (∼1 × 109 M−1 s−1),34 which implies
the lower reactivity of 1,5-DAAQ/Iod interaction during light
irradiation. However, 1,5-DAAQ/Iod can initiate and regen-
erate the initiator, whereas 1,5-DAAQ/aromatic amines can
initiate (more rapidly) but not regenerate the initiator,
resulting in higher efficiencies of the three-component systems
over those of two-component systems. The Stern−Volmer
plots of 1,5-DAAQ with EDMAB, DMAB, and TMA show a
linear relationship with the increase of additive concentrations.

■ EPR EXPERIMENTS
During light irradiation, radicals generated from of 1,5-DAAQ/
Iod/aromatic tertiary amines can be detected using the EPR
spin trapping technique. Moreover, the type of radical can be
determined from the observed hyperfine splitting (HFS) of the
PBN/radical adduct. Specifically, for the 1,5-DAAQ/Iod/
EDMAB system (Figure 2) HFS of aN = 14.3 G and aH =
2.2 G were observed, indicative of PBN/phenyl radical
adducts.34,37

■ PHOTOINITIATION CALCULATIONS
Theoretical calculations suggest that the efficiency of the three-
component systems arises from a number of desirable features.
The first step in the photoinitiation process involves the
excited 1,5-DAAQ molecule, which either reduces the Iod
species or oxidizes the tertiary amines. Figure 3 shows the

change in energies relative to the 1,5-DAAQ excited state
optimized geometry for these processes, before geometry
relaxation of the product is allowed to take place. The energy
changes for this process provide an estimate for the relative
favorability for electron transfer to the various species and
suggest that, in the presence of both tertiary amine and Iod, the
1,5-DAAQ species is more likely to oxidize the amines. From
Figure 3, of the four tertiary amine species, DMA and TMA

Figure 2. EPR spectra of the radicals generated in 1,5-DAAQ/Iod/
EDMAB upon light exposure and trapped by PBN in tert-
butylbenzene: (a) experimental and (b) simulated spectra.

Figure 3. Electronic and Gibbs free energy level diagram for electron/
hydrogen transfer processes with 1,5-DAAQ, DMA/DMAB/
EDMAB/TMA, and Iod.
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exhibit negative barriers to electron transfer, reflected
experimentally in the highest overall conversion for these
two species when paired with Iod. The DMAB and EDMAB
tertiary amines’ radical cations appear more difficult to form,
resulting in a lower conversion; however, the Iod electron
transfer is still out-competed for all amine species, hence, the
observed acceleration in initiation compared with that of the
two-component (1,5-DAAQ/Iod) system.
The second step in Figure 3 is hydrogen atom transfer from

the tertiary amine species to 1,5-DAAQ with geometry
relaxation allowed to take place. For 1,5-DAAQ/Iod system,
the system simply relaxes, and Iod dissociates to a phenyl
radical and neutral iodo-phenyl species. Each of the tertiary
amine species are found to preferentially lose hydrogen atoms
from their tertiary amine-bonded methyl groups. Upon their
formation, the tertiary amine radicals can initiate free radical
polymerization by reacting with the ethyl acrylate monomer,
with each radical exhibiting a similar ΔG of activation (Table
1). From Table 1, the different remote groups for each of the

tertiary amines have a limited impact on their ability to react
with monomer units; the difference in observed initiation
ability is therefore attributed to the ease with which the
respective radicals can be formed.
The reduction of 1,5-DAAQ by tertiary amine results in a

1,5-DAAQ radical, which can subsequently be oxidized by the
Iod species to form a phenyl free radical. From here, there are
two likely steps involving the phenyl radical: either radical
addition to monomer (i.e., initiation) or hydrogen atom
abstraction (HA) from another tertiary amine molecule (Table
1). With ethyl acrylate as the monomer unit, phenyl radical-to-
monomer addition is generally favored; however, the HA
activation energy is calculated independently of the monomer
of choice, so the relative HA vs radical addition energies are
not necessarily experimentally relevant. The tertiary amine and
phenyl radical addition activation energies are, however, within
an order of magnitude of each other, suggesting that even if
HA does take place to form benzene, the rate of initiation will
not decrease.
The overall three-component redox process (Figure 4)

results in the formation of reactive free radicals; the only likely
competing reaction (i.e., HA between a tertiary amine and
phenyl radical) also forms tertiary amine radicals that are as
reactive as the phenyl radical. Together, the Iod and tertiary
amine components allow for the reformation of neutral 1,5-
DAAQ, which can then be re-excited to continue forming
initiating radicals. The reader is referred to earlier work that
investigated the mechanism of Iod with 1,5-DAAQ in the
absence of amine.36

Table 1. Gibbs Free Energies (kJ mol−1) of Activation for
Hydrogen Abstraction and Radical Addition Reactions with
DMA/DMAB/EDMAB/TMA and Phenyl Radicala

DMA DMAB EDMAB TMA phenyl

hydrogen abstraction
(kJ mol−1)

+48.4 +50.5 +48.4 +43.1 N/A

radical addition
(kJ mol−1)

+47.0 +45.6 +42.2 +44.2 +41.3

aCalculated at G3(MP2)-RAD.

Figure 4. Photoinitiation mechanism for 1,5-DAAQ-based three-component systems.
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■ 3D PRINTING OF POLYMER/MULTIWALL CARBON
NANOTUBE (MWCNT) NANOCOMPOSITES

To prepare polymer/MWCNT nanocomposites via 3D
printing, the photopolymerization of PEGDA with different
amounts of MWCNTs was monitored by FTIR-ATR, using
1,5-DAAQ/Iod/TMA PIS under green LED irradiation. After
adding up to 5 wt % of unfunctionalized MWCNTs to
PEGDA, no obvious reduction in either polymerization rate or
final conversion was observed (Figure 5). However, the

polymerization rate and the final conversion were slightly
decreased for the formulation containing 10 wt % of
MWCNTs, probably because of the scattering of the light by
MWCNTs (Figure S5). But this is not considered a concern,
as an MWCNT content of 10 wt % is beyond what is typically
used in various property enhancements such as improvement
of mechanical properties and thermal stability.38−41

The XY plane resolution of PEGDA with 1,5-DAAQ/Iod/
TMA PIS during photopolymerization was investigated by
SEM (Figure S6). Specifically, photomasks with different
diameter circle patterns were used to cover the light source.
Both 80 and 40 μm samples display relatively good resolution,
which can ensure the quality of the 3D printing of the
formulation.

3D printed objects were obtained using PEGDA as
monomer and TMA-based PIS initiator and were printed
using a DLP 3D printer with a 5 to 10 s per layer (30−60 μm)
printing speed. For example, the “UNSW” letters in Figure 6
were printed and characterized by profilometry, showing a
relatively smooth surface. More objects are shown in Figure S5.
Moreover, objects based on nanocomposites with 0.5 wt %
MWCNT as fillers were successfully manufactured by 3D
printing (Figures 6c and S7). The exposure time to print each
layer for the sample with MWCNT is longer than that without
MWCNT. The difference between the practical 3D printing
time and photopolymerization kinetics (Figure 5) can be
ascribed to the different irradiation sources used. The light
intensity of the irradiation sources in the 3D printer (3.6 mW
cm−2)36 is much lower than that of the green LED@518 nm
(60 mW cm−2), which can be significantly blocked by the
addition of fillers and subsequently decelerated the 3D printing
process

■ POTENTIAL APPLICATIONS OF
1,5-DAAQ/IOD/AROMATIC TERTIARY AMINE PISS

To investigate the versatility of the 1,5-DAAQ-based PISs,
different monomers, such as 1,6-hexanediol diacrylate
(HDDA), 1,6-hexanediol dimethacrylate (HDDMA), 2-
hydroxyethyl acrylate (HEA), and 2-hydroxyethyl methacrylate
(HEMA), were photopolymerizd using 1,5-DAAQ/Iod/TMA
PIS under green LED irradiation. Similar to PEGDA, the
acrylates HEA and HDDA and, to a lesser extent, the
methacrylates HDDMA and HEMA can be initiated and
polymerized by 1,5-DAAQ/Iod/TMA PIS (Figure S8).
Moreover, 1,5-DAAQ/Iod/TMA PIS can also be used in
combination with reversible addition−fragmentation chain
transfer (RAFT) agent 3-benzylsulfanylthiocarbonylsulfanyl-
propionic acid (BSPA) for the RAFT photopolymerization
poly(ethylene glycol) methyl ether acrylate (PEGMEA). The
concentration of 1,5-DAAQ/Iod/TMA (Table S2) was
adjusted to suit the RAFT process, where the radical source
is used in concentrations well below the RAFT agent
concentration to avoid termination reactions.42 After 6 h, the
conversion of PEGMEA reached up to 90%, resulting in
polymers with low-molecular-weight distribution (Đ = 1.15)
(Figure S9). The molecular weight increased with conversions
in a linear relationship, highlighting that the PIS is orthogonal

Figure 5. Photopolymerization profiles (double bond conversions vs
time) of PEGDA (250 MW) with different amounts of MWCNTs (0,
1, 3, 5, or 10 wt %) in laminate in the presence of 1,5-DAAQ/Iod/
TMA (0.5/2/2%, wt) upon exposure to green LED@518 nm (60 mW
cm−2).

Figure 6. (a) Photo of “UNSW” letters with pure PEGDA sample; (b) characterization in 3D by profilometry of “UNSW” letters with pure
PEGDA sample; (c) photo of “UNSW” letters with PEGDA with 0.5 wt % CNT sample. Sample was prepared by 3D printing PEGDA with TMA
PIS (1,5-DAAQ: 0.5 wt %, Iod: 2.0 wt %, TMA: 2.0 wt %).

ACS Applied Polymer Materials Article

DOI: 10.1021/acsapm.9b00140
ACS Appl. Polym. Mater. 2019, 1, 1129−1135

1133

186



to the RAFT process. Because the light intensity used in this
work is relatively strong, the potential possibility that the
RAFT agent can initiate polymerization itself cannot be
ignored.43 In addition, it is possible that amine can also
promote RAFT polymerization.44 In this research, however, no
photopolymerization was observed for the PEGMEA with
either RAFT agent (BSPA) alone or the BSPA/TMA system
under the irradiation of green LED@518 nm (60 mW/cm2)
for 6 h (confirmed by 1H NMR), which indicated the
important role and necessity of 15-DAAQ in the photo-
initiating system.

■ CONCLUSION
Novel three-component visible-light-sensitive photoinitiator
systems were developed with the combination of 1,5-DAAQ,
iodonium salt (Iod), and different aromatic tertiary amines.
The three-component PISs demonstrated much higher
polymerization rates for free radical photopolymerization
than those of two-component PISs (i.e., 1,5-DAAQ/Iod or
1,5-DAAQ/aromatic tertiary amines). Polymerization pro-
cesses can be completed within 10 s when using the PISs
1,5-DAAQ/Iod/DMA or 1,5-DAAQ/Iod/TMA, and the final
conversions of PEGDA can reach 80%. The acceleration
mechanism was investigated by fluorescence quenching, EPR-
ST, and quantum chemistry. The application of 1,5-DAAQ/
Iod/TMA PIS for the 3D printing of photocurable resin
(PEGDA) and polymer/carbon nanotube nanocomposites
under visible light was also investigated, which illustrated
great potential. Further evaluation of 1,5-DAAQ-based three-
component PISs to produce MWCNTs reinforced 3D printed
nanocomposites is underway.
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the fabrication of various materials such 
as inks, coatings, adhesives, varnishes, 
and microelectronics in industry.[3–6] 
However, for broader uptake, it is impor-
tant to find photoinitiators capable of 
responding efficiently to LEDs instead of 
the traditional mercury lamps due to their 
higher operating efficiency, better light 
output, safer usage, and lower cost.[7,8] 
While several newly synthesized efficient 
photoinitiators applicable to UV to red 
light delivered from LEDs have recently 
been published,[9–12] it remains desirable 
to find cheaper compounds for industrial 
applications. In evaluating compounds, 
it is important to thoroughly investi-
gate their photochemical mechanism as 
well as their photoinitiation efficiency in 
polymerization.

Recently, several 9,10-anthraquinone 
derivatives (AQs)[13] such as 1,8-dihy-
droxyanthraquinone,[14] 1,2,4-trihydroxy-
anthraquinone[15] and diaminoanthraqui-
nones[16,17] have emerged as efficient 
photoinitiators of polymerization under 
LEDs. However, the effect of amino sub-

stituents on the photochemical properties of AQs has seldom 
been studied. Herein, we investigate the photoinitiation mecha-
nism and efficiency of three monoamino-substituted anthraqui-
none derivatives (Scheme  1), that is, 1-aminoanthraquinone 
(AAQ), 1-(methylamino)anthraquinone (MAAQ), and 1-(ben-
zamido)anthraquinone (BAAQ), along with various additives, 

Photopolymerization

The design and development of photoinitiating systems applicable to UV 
or even visible light delivered from light-emitting diodes (LEDs) has been 
attracting increasing attention due to their great potential applications in 
various fields. Compared to the strategy of synthesizing novel compounds, 
the exploration of existing chemicals with interesting photochemical/
photophysical properties for their usage as photoinitiators is more appealing 
and easily commercialized. Nevertheless, a number of compounds such as 
monoamino-substituted anthraquinone derivatives, which are intensively 
investigated for their photophysical and photochemical properties, have 
seldom been studied for their roles as photoinitiators under LED irradiation. 
Herein, three monoamino-substituted anthraquinone derivatives, that is, 
1-aminoanthraquinone, 1-(methylamino)anthraquinone and 1-(benzamido)
anthraquinone, are studied for their potential as photoinitiators. The photo
initiation mechanism of these monoamino-substituted anthraquinone 
derivatives, when combined with iodonium salt, is first clarified using 
computational quantum chemistry, fluorescence, steady-state photolysis, and 
electron spin resonance spin-trapping techniques. Then, their photoinitiation 
ability for the cationic photopolymerization of epoxide and divinyl ether 
monomers is also investigated.
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An efficient photoinitiator (PI), which absorbs a certain wave-
length of light to generate an active species (e.g., cation or free 
radical), is an essential component in photopolymerization 
technology.[1,2] This technology is based on the fast transforma-
tion of liquid monomers/resins into highly crosslinked solid 
polymers under light irradiation, and it finds applications in 
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to initiate cationic photopolymerization under UV, blue, and 
green LED bulbs. These monoamino-substituted anthraqui-
none derivatives were selected as they are low-cost and easily 
prepared.

The UV–vis absorption of AAQs (i.e., AAQ, MAAQ, and 
BAAQ) in acetonitrile and their overlap with emission spectra 
of UV (392 nm), blue (455 nm), and green (518 nm) LEDs are 
illustrated in Figure 1, while their absorption maxima (λmax) and 
extinction coefficients (ε) at λmax and at the maximum emission 
wavelengths of the LEDs are presented in Table S1, Supporting 
Information. AAQ, MAAQ, and BAAQ demonstrate absorp-
tion maxima (λmax) at 465, 522, and 406 nm with the relevant 
extinction coefficients of 7380, 1700, and 3930 M−1 cm−1 respec-
tively. These peaks overlap with the emission spectra of the UV 
(392 nm), blue (455 nm), and green (518 nm) LEDs respectively 
[Figure 1b; and Table S1, Supporting Information].

To understand these differences in photochemical behavior, 
time-dependent density functional theory (TD-DFT) calcula-
tions were undertaken. Each of the investigated AAQs exhibit 
bright ππ* transitions that correspond to the broad absorption 
peaks observed in Figure  1a, and the change in substitution 
pattern is found to have a significant impact on the molecules’ 
excited states. Moving from AAQ to MAAQ results in a red-
shift in the ππ* state; according to TD-DFT calculations, 
there is no change in energy of the nπ* states. In contrast to 
AAQ and MAAQ, BAAQ exhibits significant orbital contri-
bution from the benzamido substituent in both the nπ* and 
ππ* excited states. The result of this is two dark nπ* states at 
approximately the same wavelength as the ππ* states of AAQ 
and BAAQ, followed by a lower wavelength bright ππ* state, 
the orbitals of which (Figure S1, Supporting Information) sug-
gest a large amount of charge transfer from the benzamido π 

system to the anthraquinone π* system. Whilst these are ineffi-
cient transitions, the low-lying nπ* states do give BAAQ access 
to the higher energies required to undergo the redox processes 
that form the reactive initiating species.

The AAQ, MAAQ, and BAAQ undergo fluorescence emis-
sion associated with their excited singlet states (see Figure S2, 
Supporting Information) with fluorescence quantum yields of 
0.0095, 0.0063, and 0.0145, respectively. Interestingly, the addi-
tion of diphenyliodonium hexafluorophosphate (Iod) into the 
solutions of AAQ or MAAQ in acetonitrile can quench their flu-
orescence emission [e.g., Figure S3a, Supporting Information]. 
No fluorescence quenching was observed for 1BAAQ/Iod. The 
interaction rate constant of 1AAQ/Iod (kq > 1.8 × 109 M−1 s−1) can 
be obtained from the Stern–Volmer treatment [Figure S3b, Sup-
porting Information, fluorescence lifetime of AAQ τ0  <  3  ns]. 
Similarly, kq  >  1.2 × 109 M−1  s−1 was obtained for 1MAAQ/
Iod interaction. These indicate that quenching is diffusion-
controlled and there is an electron transfer reaction between 
the excited singlet state of AAQ or MAAQ and the ground-
state of Iod. Furthermore, the electron transfer quantum yields 
(ΦeT  =  kqτ0 [Iod]/(1  +  kqτ0 [Iod]);[1] where [Iod] = 4.7 × 10−2  m) 
of 1AAQ/Iod (ΦeT  = 0.20) and 1MAAQ/Iod (ΦeT  = 0.14) dem-
onstrate the higher photochemical reactivity of 1AAQ/Iod than 
that of 1MAAQ/Iod.

The lack of electron transfer between BAAQ and Iod is two-
fold in its origin; the first is the general unfavorability for elec-
tron transfer from low-lying excited states, and the second is the 
stability of the resulting radical cation. For the AAQ and MAAQ 
species, these effects are compensated for by the delocalization 
of the radical cation orbital across the anthraquinone moiety. 
However, with BAAQ, the radical cation is initially localized on 
the phenyl moiety. This results in a radical cation stabilized to 
a lesser degree than those on the AAQ and MAAQ species, and 
a greater amount of geometry relaxation upon formation of the 
BAAQ radical cation. The net result is that BAAQ is unable to 
compensate for the unfavorable energetics of electron transfer. 
This is reflected in the electron transfer rate coefficients for 
these species (Table S2, Supporting Information).

The overall photochemical behavior of AAQs/Iod interaction 
under blue LED irradiation can be qualitatively investigated 
using steady state photolysis experiments.[2] As illustrated in 
Figure  S4, Supporting Information, the UV–vis absorption of 
AAQ/Iod or MAAQ/Iod decreased during light irradiation. 
Interestingly, isobestic points were observed at 438/509 nm and 

Macromol. Rapid Commun. 2019, 1900234

Scheme 1.  Chemical structures of the studied monoamino-substituted 
anthraquinone derivatives (AAQ, MAAQ and BAAQ).

Figure 1.  a) UV–vis absorption spectra of AAQ, MAAQ and BAAQ in acetonitrile and b) their overlap with the emission spectra of UV (392 nm), blue 
(455 nm), and green (518 nm) LED bulbs.
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448/584 nm for AAQ/Iod and MAAQ/Iod, respectively, which 
indicated that no secondary reactions occurred in the electron 
transfer between the excited singlet state and Iod. In addition, 
the bleaching of AAQ/Iod was slower than that of MAAQ/
Iod under light irradiation [Figure S4a versus S4b, Supporting 
Information]. But the lower extinction coefficient of MAAQ 
(compared to that of AAQ) would diminish its photoreactivity 
with Iod. For BAAQ/Iod, the UV–vis absorption increased 
upon the light exposure, indicating the generation of new spe-
cies with higher extinction coefficient, which may explain the 
lack of electron transfer with Iod.

The reaction between AAQ or MAAQ with Iod gives rise 
to AAQ-derived cations (AAQs•+) that can initiate the cationic 
photopolymerization of EPOX under blue LED irradiation. 
Conversions of epoxy groups increased with the increasing of 
Iod concentration in the AAQ/Iod system with 13% conversion 
attained after 780 s of irradiation (Figure S5 and Table S3, Sup-
porting Information). To further confirm this mechanism, ESR 
spin trapping was used in conjunction with a phenyl-N-tert-
butylnitrone (PBN) radical trap. Hyperfine coupling constants 
for nitrogen and hydrogen of aN = 14.3 G and aH = 2.2 G were 

measured in the AAQ/Iod system (Figure  2), which can be 
assigned to PBN/phenyl radical adducts.[18,19] Therefore, the 
overall initiation mechanism for AAQs/Iod systems is shown 
in Scheme 2.

Macromol. Rapid Commun. 2019, 1900234

Figure 2.  ESR spectra of the radicals generated in AAQ/Iod combination 
upon the blue LED exposure and trapped by PBN in tert-butylbenzene: a) 
experimental and b) simulated spectra.

Scheme 2.  Proposed polymerization initiation mechanism of epoxide with the AAQs/Iod system.

Scheme 3.  Electron transfer mechanism between AAQs, Iod, and NVK.
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Alternatively, the addition of a second additive NVK into the 
AAQ-based photoinitiating system can further promote the 
photoinitiation ability due to the NVK additive effect,[20] with 
42% epoxy conversion can be achieved when using the AAQ/
Iod/NVK (0.5%/2%/3%, wt) system under the same irradia-
tion conditions. The most likely electron transfer pathway of 
the AAQs/Iod/NVK systems can also be determined by the 
estimation of electron transfer rate constants of AAQs/Iod and 
AAQs/NVK using standard Marcus theory.[21] As illustrated in 
Table  S2, Supporting Information, upon the introduction of 
NVK the fastest electron transfer reaction involves the reduc-
tion of the excited AAQs and corresponding oxidation of NVK. 
The resulting AAQs radical anions can then undergo a sub-
sequent oxidation by Iod, resulting in the reformation of the 
AAQs, a phenyl radical, and iodobenzene. The phenyl radical 
can then undergo radical recombination with the NVK radical 
cation, resulting in a reactive NVK cation species that can ini-
tiate the cationic polymerization of EPOX. Scheme 3 summa-
rizes the overall photoinitiation mechanism.

The AAQ-based photoinitiating systems can also initiate 
the cationic photopolymerization of EPOX under green LED 
irradiation (Figure  S6 and Table  S4, Supporting Information), 
but the photoinitiation ability (polymerization rate and conver-
sion) with green LEDs was lower than that with blue LED, for 
example, 30% of epoxy conversion was obtained when using the 
AAQ/Iod/NVK (0.5%/2%/3%, wt) system for 780 s of photopo-
lymerization under green LED. As demonstrated in Figure  3, 
MAAQ/Iod/NVK and BAAQ/Iod/NVK photoinitiating systems 
were also capable of initiating cationic photopolymerization of 
EPOX under blue LED irradiation. Among them, the MAAQ-
based system exhibited lowest photoinitiation ability (epoxy 
conversion = 12% after 780 s of photopolymerization) due to 
its lowest extinction coefficient and weakest overlap of its light 
absorption with the emission spectrum of blue LED (Table S1, 
Supporting Information).

Interestingly, the BAAQ-based system demonstrated the 
highest photoinitiation ability (epoxy conversion = 53% after 
780 s of photopolymerization under blue LED). This is despite 
its poor performance in the fluorescence quenching experi-
ment with Iod and despite the weaker overlap between BAAQ 
light absorption and the emission spectrum of blue LED than 

that of AAQ. This is evidence that the low-lying nπ* states 
of BAAQ provide it with sufficient energy to undergo elec-
tron transfer in the three component systems, where the key 
reaction is reduction of BAAQ by NVK, not oxidation by Iod. 
This is confirmed by the efficient fluorescence quenching of 
BAAQ by NVK [Figure  S3c,d, Supporting Information] and 
no fluorescence quenching of BAAQ/Iod, that is, the electron 
transfer quantum yield (ΦeT  = kqτ0 [NVK]/(1 + kqτ0 [NVK]); 
where [NVK] = 0.155 m) of 1BAAQ/NVK is ΦeT  = 0.85 while 
ΦeT  = 0 for 1BAAQ/Iod. In addition, the electron transfer 
quantum yields of 1AAQ/NVK (ΦeT = 0.82) and 1MAAQ/NVK 
(ΦeT = 0.72) are lower than that of 1BAAQ/NVK (ΦeT = 0.85). 
The high relative photoinitiation performance of BAAQ is due 
to the delocalization of the radical anion across the anthraqui-
none moiety. This gives BAAQ an advantage over AAQ and 
particularly MAAQ in this reaction (Figure 4). As well as this, 
the inefficient electron transfer between ππ and nπ* states 
(arising from El Sayed’s rules[22]), delays BAAQ from under-
going fluorescence, and reduces its competition with electron 
transfer. UV LED irradiation also leads to more efficient cati-
onic photopolymerization of EPOX using the BAAQ/Iod/NVK 
system (due to the more intense overlap between BAAQ light 

Macromol. Rapid Commun. 2019, 1900234

Figure 3.  Photopolymerization profiles of EPOX under air in the presence 
of different AAQs-based PISs (i.e., AAQ/Iod/NVK, MAAQ/Iod/NVK and 
BAAQ/Iod/NVK) upon exposure to Blue LED@455 nm (60 mW cm−2). 
AAQs: 0.5 wt%, Iod: 2 wt%, NVK: 3 wt%.

Figure 4.  Left shows the competition between oxidation by Iod (unfavorable) and reduction by NVK (favorable) for BAAQ. Right compares the ener-
getics of the reduction reaction for the three AAQs.
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absorption and the emission spectrum of UV LED) than that 
of blue LED and 62% of epoxy conversion can be achieved 
after 780 s of photopolymerization as shown in Figure  S7, 
Supporting Information.

The AAQ-based systems were also able to initiate cationic 
photopolymerization of DVE-3 (Figure S8, Supporting Informa-
tion). Specifically, 87% and 78% of double bond conversions 
can be attained for the 780 s of photopolymerization of DVE-3 
using AAQ/Iod system under blue LED and green LED respec-
tively. The addition of NVK can further improve the photopoly-
merization rate which can be ascribed to the higher efficiency 
of Ph-NVK+ than that of Ph-DVE-3+. Radicals, however, cannot 
initiate the polymerization of DVE-3 as confirmed in Figure S9, 
Supporting Information: no polymerization can be observed 
when using AAQ/TEAOH or AAQ/TEAOH/R-Br systems in 
which only radicals can be efficiently generated.[23] As illus-
trated in Figure  S10, Supporting Information, MAAQ-based 
photoinitiating systems were inefficient for the polymerization 
of DVE-3.

In conclusion, this work demonstrates that the photoini-
tiation mechanism and ability of monoamino-substituted 
anthraquinone derivatives (when combined with Iod) depend 
strongly on the type of amino substituents. The cations gen-
erated from the AAQs-based photoinitiating systems can ini-
tiate cationic photopolymerization of epoxide and divinyl ether 
monomers under UV, blue, or green LEDs, and BAAQ-based 
system exhibits highest photoinitiation efficiency under UV 
and blue LEDs.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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3.7 Implications and Applications

In this series of papers, a range of anthraquinone derivatives were synthesised and as-

sessed for their polymerization photoinitiation efficiency, in conjunction with different

additives. The substitution patterns of the anthraquinones was found to have a pro-

found effect on their excited state properties and ability to initiate either radical or

cationic polymerization reactions.

In particular, the different substitution positions and types of functional groups used

had a large effect on the absorption spectrum of anthraquinone. Whilst invariably

the spectra were dominated by ππ∗ transitions arising from the π-system on the an-

thraquinone, when hydroxy-anthraquinone derivatives were studied, for example, the

presence (or absence) of hydrogen bonds altered the dominance of ππ∗ and nOπ∗ transi-

tions in the S1 excited state. As well as this, the favourability for excited state oxidation

or reduction, in the presence of co-initiating species, could also be altered according

to amino- and hydroxy-substitution patterns. As a result, substituted anthraquinone

derivatives are a robust and flexible set of photoinitiators, capable of initiating poly-

merization reactions under mild conditions.

As the choice of functionalisation pattern allows for the selective stabilisation or

destabilisation of radical cation or radical anion formation, substituted anthraquinone

chromophores are explored in Chapter 5 for nitroxide mediated photopolymerisation

applications. These studies expand on anthraquinone photochemistry, and again high-

light their chemical flexibility.

Finally, (photo)chemical trends observed experimentally with the anthraquinone

derivatives were well captured by quantum chemistry, therefore allowing the effective-

ness of potential candidate systems to be rapidly assessed.
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4 Strategies for the Rational Modification of Photo-

chemical Properties

4.1 Introduction and Key Findings

In Chapter 3, functionalized anthraquinones with co-initiators were explored as a route

to visible light photoinitiation. These systems may not be univerisally applicable to

all cationic and free radical polymerizations, for example due to solubility issues.

This chapter therefore focuses on exploring a different strategy for altering and im-

proving photochemical processes with different functional groups. Examples of func-

tional groups explored are: increasing conjugation by attaching unsaturated carbon

chains/aromatic rings to the original chromophore moiety,1 introduction of Lewis acids2

or, as is reported the first time in this thesis, acid/base functional groups that can form

charged species. These charged functional groups are able to alter the stabilities of nOπ∗

and ππ∗ excited states via through-space, electrostatic interactions.

Until recently, the prevailing view of electrostatic effects in chemistry was limited

to that of redox chemistry, in which the application of a relatively small voltage bias

can have an order-of-magnitude effect on the measured redox current. In spectroscopy,

electrostatic effects give rise to the Stark effect, the name given to the phenomenon

by which excited state energies change upon the application of an external, oriented

electric field.3 These two applications of electric fields are mature areas of research.

Seminal work by, among others, Shaik,4,5 and Ciampi and Coote6–9 has opened up the

possibility of employing electric fields as a way of stabilizing charge-separated contribu-

tors in ordinarily covalent transition states. This effect has been explored in Diels-Alder

reactions both experimentally and by theoretical means. The magnitude of the effect

of introducing an electric field is highly dependent on the relative orientation between

the applied electric field and the property that is to be manipulated. In the electrostatic

catalysis of a Diels-Alder reaction, this property is the transition state dipole (Figure

4.1). The effect of the electric field is maximized when the angle between the dipole
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moment and the applied electric field approaches 0°. It is also worth noting that align-

ment effects in the strong-field regime have been explored by Corkum and others,10,11

however this chapter focusses on photochemistry suitable for synthesis, i.e. visible light

initiation with low wattage lamps, rather than in an ultrafast laser spectroscopy setup.

Figure 4.1: The two resonance structures of a model transition state. The ionic structure
is susceptible to electric fields and can therefore be (de)stabilized by their introduction

Whilst relatively easy to study with computational chemistry, in which an external

electric field can be included in the overall electronic Hamiltonian to mimic its effect,12

introducing an oriented electric field to a chemical reaction experimentally presents a

significant synthetic challenge. Aragonès et al demonstrated electrostatic catalysis by

attaching the diene and dienophilic components of a Diels-Alder reaction to different

sides of a scanning tunneling microscope (STM), across which a voltage bias was then

applied. This surface-based approach is unsuitable for solution-based, bulk chemical

reactions due to the random distribution of the molecules. An alternative approach is to

install some charged functional group on the reacting system itself, which can be used

as a local, or internal, oriented electric field.13–16 This approach mitigates the random

distribution of molecular orientation as the relative orientation of the electric field will,

by design, be predictable. Computational chemistry is an invaluable tool for the design

of such molecules, and has been employed with some success.17 The required direction

of the internal field (i.e. positive or negative charge) can be evaluated, as can the most

favourable position for the functional group so as to maximize the desired through-

space effect.

A natural extension to the application of charged functional groups is to apply them

to the excited states of molecules. The simplest picture of an excited state is one in

which an electron has been promoted in a molecule in its Aufbau configuration to an
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antibonding orbital. Excited states generally exhibit changes in dipole moments (∆µ)

and polarizability (∆α), two properties that will respond, or influence the response, to

an electric field.18 As previously mentioned, exploiting the Stark effect is a well estab-

lished spectroscopic method for exploring the excited states of a chemical system, how-

ever for the first time electrostatic effects are studied as a generally applicable means of

altering the photochemistry of a particular molecule in a chemically sensible and useful

manner.

Publication 8 details the investigation into applying an internal oriented electric

field, in the form of a so-called “pH switch”, to acetophenone, in order to assess and

rationalize any observed effects on its excited state energies. The study found that a

positive charge stabilizes the nOπ∗ state and destabilizes the ππ∗ state, for both singlet

and triplet states, and that a negative charge has the opposite effect. As well as this, the

effect of a positive charge was not found to be completely equal and opposite to that of

a negative charge. This was rationalizedized by the difference in polarizability between

the two types of excited state. Furthermore, the effects were confirmed to be electro-

static in origin by two independent approaches, and the effect of including solvent was

also assessed. Whilst increasingly polar solvent will attenuate the electrostatic effects,

the opposing effect on ππ∗ and nOπ
∗ states can lead to a net doubling of the overall

electrostatic effect.

The second publication in this chapter, Publication 9, is an extension of the investiga-

tions performed in Publication 8. Here, Irgacure 2959 (I2959) is studied, and is used as

a case study against which electric fields can be assessed against Lewis acid complexa-

tion, and increasing conjugation. I2959 is a water soluble, Norrish Type I photoinitiator

that has recently found use in 3D-bioprinting applications.19–24 I2959 provides an op-

portunity to improve a photochemical system by:

1. Altering photon absorption wavelength to that which is more desirable and effec-

tive

2. Decreasing singlet/triplet gaps of different symmetry states
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3. Increasing water solubility by inclusion of extra polar functional groups

From this study, ππ∗ and nOπ
∗ states were again found to be altered in opposite di-

rections, depending on the field direction, and the size of the effect was also found

to be similar in magnitude to that of increasing conjugation and Lewis acid complexa-

tion. Significantly, introducing charged functional groups is the only method that gives

chemists a choice as to whether to stablize or destabilize particular excited states.
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4.2 Publication 8

Internal Oriented Electric Fields as a Strategy for Selectively Modifying

Photochemical Reactivity

Nicholas S. Hill, Michelle L. Coote

Journal of the American Chemical Society 2018, 140, 17800-17804

This publication is a peer-reviewed manuscript published in Journal of the American

Chemical Society. All computational results and subsequent discussion are my own

work. Prof. Michelle Coote assisted with the direction of the theoretical investigations

and corrected my draft write-ups. Supplementary material is available online.
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Internal Oriented Electric Fields as a Strategy for Selectively
Modifying Photochemical Reactivity
Nicholas S. Hill and Michelle L. Coote*

ARC Centre of Excellence for Electromaterials Science, Research School of Chemistry, Australian National University, Canberra,
Australian Capital Territory 2601, Australia

*S Supporting Information

ABSTRACT: Time-dependent density functional theory cal-
culations have been performed on acetophenone derivatives to
explore the possibility of using charged functional groups as
internal electric fields, the orientation of which can be altered to
change photochemical behavior at will. Results demonstrate
that nonconjugated charged groups can significantly alter, by up
to −1.44 eV, the stabilities of excited states. Specifically, a
nonconjugated negatively charged group in the para position
will destabilize the nπ* and stabilize the ππ* transitions, while a
positively charged group will do the opposite. These electro-
static effects can be tuned by moving these substituents into the
meta and ortho positions. Through use of acids and bases, these
charged groups can be switched on or off with pH, allowing for selective alteration of the energy levels and photochemical
reactivity. Solvent effects are shown to attenuate the electric field effect with increasing dielectric permittivity; however
electrostatic effects are shown to remain significant even in quite polar solvents. Using charged functional groups to deliver the
position-dependent electrostatic (de)stabilization effects is therefore a potential route to improving the efficiency of desirable
photochemical processes.

■ INTRODUCTION

Until relatively recently, electrostatic effects were largely
thought to be applicable only to redox chemistry, where
reactions involve electron transfer and as such respond
predictably to an external voltage bias. However, work by
Shaik, Coote, and others have highlighted the ability of
carefully oriented electric fields to catalyze and alter non-
electrochemical chemical reactions.1−3 Specifically, the relative
stability of the high-energy charge-separated resonance
contributors of the transition state can be altered significantly
upon introduction of electrostatic effects, which in turn can
alter the reaction barrier. The magnitude of an electrostatic
effect is dependent on the polarities involved, the strength of
the applied field, and, importantly, the direction of the field
relative to the reaction axis dipole.
This direction dependence introduces complexities when

attempting to apply oriented external electric fields (OEEFs)
on a large scale to solution-based chemistry. To date these
challenges have been overcome on the nanoscale using surface
chemistry techniques in conjunction with scanning tunneling
microscopy,4,5 but movement toward larger scale systems
involving electrodes or charged insulators has been limited to
unimolecular reactions and/or surface-tethered systems.5−7 A
more promising approach to applying electrostatic effects to
solution chemistry is by introduction of charged functional
groups (CFGs) to a specific region of a molecule.8 Typically
these CFGs are Brønsted acids and bases in their relevant

protonation states, although charged ligands,9 Lewis acids,10

and ionic aggregates11 are also recognized as having potential
as electrostatic catalysts.
Despite this recent attention, studies into the applicability of

CFGs have focused primarily on ground state, thermal
reactions. In this work their application to excited state
chemistry is explored. Photochemistry is a promising avenue
for application of electrostatic effects due to the presence of
electron density in high-energy antibonding orbitals, orbitals
that are inherently more diffuse and polarizable than ground
state equivalents. As well as this, under mild conditions
photoactive molecules can give selective access to reactions
that are extremely unfavorable in the ground state, and
therefore the ability to tune and enhance photochemical
reactivity is highly desirable. Current approaches to changing
the photochemical behavior of molecules focus on increasing
the amount of conjugation in the molecule to red-shift
absorption,12 although Lewis acid complexation has also been
found to induce similar effects.13 However, increasing
conjugation to an extent where absorption is shifted
significantly can result in excitation character in regions of a
molecule too far from the desired reaction center to be useful,
while Lewis acid complexation was found to reduce the
initiation efficiency. Introduction of CFGs could provide a
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more balanced approach to tuning a molecule’s photo-
chemistry based on the following considerations:

• ππ* and nπ* excited states exhibit different dipole
moments and can therefore be targeted independently of
each other;

• the stabilities of different states can be increased or
decreased by introduction of either a positively or
negatively charged group;

• the magnitude of the resultant electrostatic effect can be
tuned by changing the position of the CFG on the
molecule.

This study does not aim to fully explore the excited state
properties, which often requires high-level, multireference ab
initio calculations.14 Instead, time-dependent density functional
theory (TD-DFT) is employed to demonstrate that vertical
excitation energies can be changed at will with electrostatic
effects. For simplicity, acetophenone has been taken as a model
system, as it is the simplest in the class of aromatic ketone
photoinitiators, and TD-DFT is found to reproduce the correct
ordering of its excited states.15 Herein we show that the
inclusion of (nonconjugated) charged functional groups can be
used to selectively stabilize or destabilize its various transitions
according to the sign of the charge and its location.

■ COMPUTATIONAL METHODOLOGY
All calculations were performed using time-dependent density
functional theory (DFT) with the Gaussian 16 electronic structure
package.16 Geometries were optimized with the M06-2X17 exchange−
correlation functional with the 6-31+G(d,p) basis set; TD-DFT
calculations of excited states were also performed at M06-2X/6-
31+G(d,p). Solvent effects (toluene, dichloromethane, acetonitrile,
H2O) were considered with the SMD continuum solvent model.18 All
energies given are from the conformationally searched, global
minimum energy structures in both gas and solvent phases, unless
stated otherwise. Carboxylate pH switches for the nπ* and ππ*
transitions were calculated with a range of basis sets for benchmarking
purposes, finding that the switches predicted by 6-31+G(d,p) were
consistent with both larger and smaller basis sets.

■ RESULTS AND DISCUSSION
The photochemistry of acetophenone is known to change
depending on whether it is excited to nπ* S1, upon which it
will fluoresce, or to ππ* S2, which will give rise to radical
generation via the mechanism shown in Figure 1.19 The nπ* S1
transitions involve electron donation from the lone pair on
oxygen to the π* orbital of the phenyl to form a charge-
separated biradical,13 while the ππ* S2 involves excitation from
the π-bonding orbital to its antibonding orbital. The nπ* state
can undergo dissociation but only after intersystem crossing to
the triplet (nπ* T1). The relative energies of the various states
influence the population of the dissociative nπ* T1 state and
can thus have a major impact on the efficiency of
acetophenone as a photoinitiator.
Charged functional groups were added to the acetophenone

phenyl ring in combination with a methylene spacer group to
prevent direct π-conjugation between the charged group and
the orbitals on the acetophenone fragment. This separation
does not completely prevent through-bond effects such as
sigma donation or withdrawal, but will to a first approximation
help to isolate the electrostatic effects from other orbital
effects. Deprotonated carboxylic acid groups were used to form
negative charges, and protonated tertiary amine groups were
used to form positive charges (Figure 2). Groups were placed

in the ortho, meta, and para positions, and it should be noted
that upon conformational optimization, the two ortho
positions are equivalent to each other, as are the two meta
positions.

Singlet States. The formation of charges on the
carboxylate and amino groups to acetophenone results in
stabilization/destabilization effects that vary as a function of
ring position (Figure 3) and protonation state. For the singlet
states, positive charge is found to stabilize the 1nπ* and
destabilize the 1ππ* state, except at the ortho position, where
the 1ππ* state is stabilized. To understand these effects, it is
helpful to examine the electronic structure of the excited states.
As is well known,20 the 1nπ* state is associated with a dipole

with a significant charge-transfer contribution (Scheme 1), and
hence appropriately placed charged groups should be able to
electrostatically stabilize this dipole. From Scheme 1 it is clear
that substituents in the para position should be best aligned
with the dipole and hence most effective, and this alignment is
poorer in the meta and, to a greater extent, the ortho position.
It is also clear from Scheme 1 that a negatively charged
carboxylate will destabilize the dipole and the positively
charged protonated amine will stabilize it. This is consistent
with the trends observed in Figure 3.
In contrast, the negatively charged carboxylate group is

found to have the opposite effect on transition energies;
deprotonation drastically stabilizes the ππ* state at all positions
on the acetophenone ring, while the nπ* transition is
destabilized. The result of this large stabilization upon
deprotonation, based on the transition orbitals for the S1
states for both acetophenone and its carboxylate-functionalized
equivalents (Figure S1, Supporting Information), is that the
ordering of the nπ* and ππ* states actually inverts between the
meta and para positions. More generally, the opposing effects
of charge on the nπ* and ππ* transitions provide a strategy for,
say, red-shifting one with respect to the other.

Figure 1. Energy level diagram highlighting excited state radiationless
processes in acetophenone that give rise to radical dissociation.

Figure 2. CFG-functionalized acetophenone.
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To understand the ππ* effects in more detail, we turn to
valence bond (VB) theory. Scheme 2 shows the primary

resonance contributors to the 1ππ* state. While there are no
apparent dipoles as drawn, VB studies of simpler compounds
such as ethylene21 show that additional “asymmetric”
contributors can contribute as much as a quarter of the VB
wave function (Scheme 3). In a symmetrical compound such

as ethylene this results in no net dipole, as both asymmetric
contributors are degenerate; it does, however, explain the
highly polarizable nature of the ππ* excited state. However, in
acetophenone, the equivalent asymmetric VB structures for IV
would involve a choice between a net negative charge on the
electronegative oxygen or a net positive charge. The former
would be more stable, and this contributor would thus carry
more weight, giving the excited acetophenone a net dipole in
which the para-carbon is delta positive and the oxygen is delta
negative. As a result, one would expect a negatively charged
group to stabilize the ππ* state and the positively charged
group to destabilize it, in accordance with observations in
Figure 3. At the same time, the ππ* state remains highly
polarizable, and this polarizability enhances the stabilizing
effects of the negative charge and diminishes the destabilizing
effects of the positive charge, analogous to the asymmetry seen
previously in ground state electrostatic catalysis.22,23

In the ortho position, the positively charged group lowers
the 1ππ* transition, in opposition to the other trends. This is
because upon protonation the ortho-amino group forms a
hydrogen bond between the N−H and the carbonyl moiety
(Figure S1, Supporting Information). This bond is not possible
in the neutral species (lacking the proton) and thus results in a
net stabilization despite the destabilizing electrostatic effects.
Removal of the hydrogen bond by selecting a higher energy
conformation without the hydrogen bond present returns the
pH switch to the predicted trend of (de)stabilization.
However, the lowest conformer results, i.e., the conformer
with the H-bond, are presented here, as they highlight how
different intramolecular interactions can prevent a designed
electric field effect from taking place.

Triplet States. Acetophenone is an example of a molecule
that exhibits an intersystem crossing (ISC) to its triplet excited
states, regardless of whether it is excited to the S1 or S2 states.
ISC is favored in situations where the Sn and Tn states have
different orbital symmetries; for example 1nπ* → 3ππ* ISC is
more efficient than 1ππ* → 3ππ* ISC.24 Tuning the triplet
energies of acetophenone is undoubtedly unnecessary, due to
the near-degenerate 1nπ*/3ππ* states. However, examining the
triplet excited states of acetophenone functionalized with
(un)charged groups suggests that these transition energies can
also be altered with OEFs (Figure 3).
For the nπ* transitions the electrostatic effects in the singlet

and triplet states are essentially identical. For the ππ*
transitions, however, there are differences with the electrostatic
effects on the triplet states generally smaller than the
corresponding singlet states. This is likely due to TD-DFT
inadequacies,25,26 rather than an electric field effect. As we
move further into the excited state manifold with the T2(ππ*)
state (inaccessible with open-shell calculations), these errors
are likely exacerbated. A more thorough exploration of the
excited states with high-level multireference calculations would
provide more insight into the true behavior of the triplet states;
however this is beyond the scope of the current work. It is
sufficient to conclude here that electrostatic effects on the
triplet nπ* and ππ* are qualitatively in line with those on the
corresponding singlet states.

Isolation of Electrostatic Effects. While the CH2 linker
prevents π-conjugation between the pH-switchable group and
the acetophenone, hyperconjugation between the phenyl ring
and CH2−R σ bond (where R is COOH or NMe2) is possible.
Indeed, in the lowest energy conformations of the various
neutral and charged species this CH2−R σ bond is clearly
orthogonal to the phenyl ring, allowing for orbital overlap with
the π system (Figure S1, Supporting Information). Formation
of a charge on R can stabilize or destabilize the C−R sigma*

Figure 3. Change in 1nπ*, 1ππ*, 3nπ*, and 3ππ* vertical excitation energies (eV), upon charge formation (i.e., deprotonation of COOH, red, or
protonation of NMe2, blue) relative to the corresponding neutral systems.

Scheme 1. Charge-Separated Representation of the 1nπ*
Excited State

Scheme 2. Resonance Contributors to the S2 ππ* State

Scheme 3. VB Contributors to the First Singlet Excited
State of Ethylene, Adapted from Ref 21
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orbital and, hence, indirectly enhance or diminish hyper-
conjugation.
To separate through-bond orbital effects and through-space

electrostatic effects, two independent approaches can be used:
application of an increasingly large external electric field to the
protonated form of the lowest energy deprotonated carbox-
ylate structure and removal of the CH2 spacer group to instead
terminate the carboxylate and acetophenone groups with
hydrogen atoms. The external electric field was applied to the
neutral form of the lowest energy m-carboxy-substituted
structure. Moving from the protonated to the deprotonated,
charged form of the carboxylate structure results in a large
change in the overall dipole moment, and the electric field was
applied along the axis in which this change was largest (Figure
S4, Supporting Information). Figure 4 shows the destabiliza-
tion of the nπ* transition and stabilization of the ππ*
transition is almost totally recovered at a field strength of 1.6 ×
10−2 au.

The external electric field calculations in Figure 5 still
include any through-bond sigma effects, which can be removed
by deleting the methyl spacer group, i.e., studying an
equivalent complex of HC(O)O− (or H2NMe2

+) and
acetophenone (Figure 5) and comparing the excitation
energies of the resulting protonated and deprotonated forms.
To be as consistent as possible when the CH2 linker was
removed, the positions of all conserved atoms were held
constant, the missing bonds were capped with hydrogens, and
these were added using standard default bond lengths and
angles. Figure 5 confirms that electrostatic effects persist in the
absence of a sigma-bonded connection between the charged
group and the acetophenone and also suggests the sigma
effects are attenuating the electrostatic field in the case of the
1ππ* transition for the carboxylate-substituted compound. This
is consistent with the idea that, when connected by a CH2
linker, the charge is also diminishing hyperconjugative
stabilization of the excited state.
Solvent Effects. Calculations so far have focused primarily

on electrostatic effects exhibited in the gas phase; however, in
real systems solvation is a key concern for future application of
OEFs, as high-polarity solvents, for example, acetonitrile and
water, significantly attenuate through-space OEFS.23 It is
therefore necessary to find a balance between solubility and
polarity for the charged species, and dichloromethane (ϵ =

8.93) has previously been found to be satisfactory.27 The effect
of solvation on the change in energy of the nπ* and ππ* states,
relative to uncharged para-substituted acetophenone, is shown
in Figure 6 for a range of solvents. There is a significant

reduction in both stabilization and destabilization effects for
both states, as solvent polarity is increased. Promisingly, the
electrostatic effects for negative carboxylate remain significant
in both dichloromethane and even acetonitrile (ϵ = 35.7),
exhibiting changes in ππ* energy of −0.53 and −0.47 eV,
respectively. This suggests that electrostatic effects on
photochemistry could remain large and usable in a range of
solvation environments.

■ CONCLUSIONS
To conclude, electrostatic effects have been found to originate
from the introduction of CFGs to acetophenone. These effects
have a significant effect on the stability of ππ* transitions and a
smaller opposite effect on nπ* transitions. Specifically, a
nonconjugated negatively charged group in the para position
will destabilize the nπ* and stabilize the ππ*, while a positively
charged group will do the opposite. These electrostatic effects
can be tuned by moving these substituents into the meta and
ortho positions and/or increasing their distance from the
acetophenone through the use of additional linkers. Given the

Figure 4. Change in 1nπ* and 1ππ* vertical excitation energies on
uncharged, m-carboxy-functionalized acetophenone with increasing
static electric field strength.

Figure 5. Removal of methylene spacer groups demonstrates the
through-space effect deprotonation has on the 1nπ* and 1ππ*
transition energies.

Figure 6. Change in 1nπ* and 1ππ* vertical excitation energies upon
charge formation (i.e., deprotonation of COOH, red, or protonation
of NMe2, blue) for para-substituted acetophenone as a function of
increasing solvent polarity.
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position dependence for both the magnitude and direction of
the effective (de)stabilizing field, it should be possible to
enhance the efficiency of low-yielding photochemical pro-
cesses. As well as this, unlike effects on ground states,23,27

electrostatic effects are found to remain significant even in
quite polar solvents, such as acetonitrile. This is likely due to
the increased sensitivity to electric fields exhibited by the more
diffuse antibonding orbitals. This gives great promise for the
general application of this approach to solvated photochemical
systems.
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Time-dependent density functional theory calculations were performed on derivatives of Irgacure 2959, a water-soluble,
acetophenone-type photoinitiator, in order to assess the relative merits and drawbacks of three distinct ways of modifying

its photochemistry: Lewis acid complexation, changing the amount of conjugation in the molecule, and application of an
internal electric field through inclusion of a remote charged functional group. The effectiveness of each of the three
methods was evaluated against the magnitude of the change in energy of the excited states. Internal electric fields were

shown to provide the best method for targeting specific excited states in a controlled and rational manner. The other
strategies also had significant effects but it wasmore difficult to independently target different transitions. Nonetheless, for
the specific case of Irgacure 2959, we predict that its complexationwithMg2þ ions in a range of solvents will both red-shift

the initiator’s absorbance while improving its efficiency and it is thus a promising candidate for testing as a visible light
photoinitiator.
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Introduction

Over the past few years, much attention has focussed on har-

nessing electric fields – either externally or via the internal fields
generated by charged functional groups – to modify chemical
reactivity.[1,2] During the course of such work, it has been noted

that polarizable molecules, such as resonance-stabilized radi-
cals, show particularly large sensitivities to electric field
effects.[3,4] As many excited states are highly polarizable, this
raises the prospect of selectively manipulating these states with

electric fields.
Recently, we used time-dependent density functional theory

(TD-DFT) to investigate if electric fields offer a route for tuning

the photochemical behaviour of acetophenone (1, Chart 1) and,
by extension, other similar Type I photoinitiating compounds.[5]

The study highlighted how the introduction of a non-conjugated

charged functional group can either stabilize or destabilize np*
and pp* excited states. Moreover, the two types of state are
affected in opposite directions depending on the sign of the

charge, and there is a significant dependence of themagnitude of
the electrostatic effect on ring position, thus allowing tuning of
the effect. This is important if one wishes to, say, red-shift a
photoinitiator without compromising its efficiency.

In the present work, we aim to assess the relative merits of
using such electrostatic effects to modify photoinitiation behav-
iour when compared with more traditional approaches based on

resonance. In particular, it is well known that extending the
p-system of a photoactive compound will decrease the p–p*

excitation energy and hence provide a means of red-shifting
excitations into the p* system.[6] Moreover, aromatic systems

with conjugated lone pair donors respond to pH changes, as
these determine if the lone pair is available for resonance with
the aromatic ring. One such example is the pH-dependent

UV-vis spectrum of F420.
[7] A related approach is to change

the extent of resonance by coordinating Lewis acids with
conjugated lone pair donor and/or p-acceptor groups. For
example, we recently showed that Lewis acids could red-shift

the absorption spectra and alter the photoinitiation behaviour
of the popular Type I photoinitiators methyl-40-(methylthio)-2-
morpholinopropiophenone (MMMP) and 2,2-dimethoxy-2-

phenylacetophenone (DMPA).[8]

To compare these different approaches, in the present work
we attempt to improve the commercial Type I photoinitiator

Irgacure 2959 (I2959, 2 in Chart 1). Recently, I2959 has found
use in 3Dbioprinting,[9–11] a process that involves the printing of
biological material to form a specific tissue shape. Initially, the

printable material is in the form of a ‘bio-ink’, a liquid-like

*Michelle L. Coote is the winner of the 2019RACI Physical DivisionMedal.

1 2

Chart 1. Chemical structures of acetophenone (1) and Irgacure 2959 (2).
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mixture of cellular material, monomer, and photoinitiator. At

the point of printing, the ink is irradiated with UV light in order
to initiate a polymerization curing reaction that hardens the
ink so that a three-dimensional tissue can be additively built.
UV light does, however, have a detrimental effect on the cell

viability within the 3D-printed tissue, as the high-energy
photons can be absorbed by the cells with damaging conse-
quences. Moreover, I2959 exhibits a reasonably low quantum

yield of photolysis, at F¼ 0.29.[12] Although visible-light
photoinitators exist,[13–15] to date, the initiators used are not as
attractive as I2959 for bioprinting applications owing to their

poor solubility in water.
Summing up, I2959 exhibits several properties that make it

useful in 3D-printing applications; however, these properties

could be improved. In particular, the necessity for damagingUV
irradiation can be altered by lowering the energies of the reactive
states; the efficiency of the electronic transitions could be
improved, which would result in a higher value of F, and

I2959’s solubility in water can be increased. Herein, we investi-
gate if, and to what extent, this can be achieved through the use
of remote charged functional groups, or through other strategies

including Lewis acid complexation ormore direct modifications
to the chromophore such as extending the p system.

Theoretical Procedures

Although more accurate multireference methods are required
to fully explore excited-state properties, here we are primarily

interested in systematic effects on vertical excitation energies.
Literature studies have shown that TD-DFT can reproduce these
excitation energies for organic molecules in general[16] and

acetophenone in particular.[17] Thus, as in our previous study,[5]

the M06-2X density functional[18] was used for all ground- and
excited-state calculations. Every species was extensively
conformer-searched in order to locate the global minimum

energy structure; structureswere optimizedwith the 6-31þG(d,p)
basis set, onwhich TD-DFT calculations were performed.Where
relevant, solvent effects were considered with the SMD implicit

continuum solvent model.[19] All calculations were performed
with the Gaussian 16 Revision A electronic structure software
package.[20]

Results and Discussion

Photochemistry of Unfunctionalized I2959

Like acetophenone, I2959 exhibits S1(np*) and S2(pp*)

excited states and several low-lying triplet excited states.
Experimentally, I2959 exhibits lmax at 273 nm; at these wave-
lengths, the predominant excited state transition will be to the

S2(pp*) state, and the reactive triplet excited state has
3pp* and

3np* character.[12] TD-DFT calculations suggest, however, that
the S1(np*) state at,305 nm has a nearby T2(np*) at,337 nm
and T1(pp*) at 348 nm. According to El Sayed selection

rules,[21] the most efficient intersystem crossing (ISC) will be
take place from the S1(np*) to the T1(pp*) surface. Fig. 1 is a
simple diagram describing Type 1 photoinitiation, and the dif-

ferent internal processes that can take place on photoexcitation.
A simple approach to improving the initiation efficiency of
I2959 would therefore be to reduce the S1/T1 energy gap,

resulting in a red-shift in the required wavelength of light for
initiation (S1 rather than S2 is being targeted), and the different
symmetries of the states would allow the efficient population of
the T1 state.

Effect of Increasing p-Conjugation

The effect of increasing conjugation of the photoactive moiety
of I2959 was investigated with the structures shown in Fig. 2.

Increasing the amount of p-conjugation present in a molecule is
the most commonly adoptedmethod to altering photochemistry.
As this is a through-bond orbital effect, rather than a through-

space electric field effect, this approach ought to be the most
robust to solvent effects and so gas-phase energies were studied
for simplicity. To explore these effects, three ways of increasing

conjugation were evaluated; by fusing either an extra phenyl
ring or an antiaromatic ring system to the original I2959 phenyl
moiety, or by replacing the non-equivalent H-atoms with
increasingly large unsaturated alkyl chains or a benzene ring. It

is noted that these structural changes would likely decrease
rather than increase water solubility but they are considered here
to provide a baseline as to what effects are possible with changes

to p-conjugation.
The changes in the gas-phase energies of the S1, S2, etc.,

states on the introduction of these functional groups relative to
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Fig. 1. Jablonski diagram describing Type I photoinitiation of acetophenone.
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that of I2959 are shown in Fig. 3. Owing to the presence of the

phenyl ring in I2959, introducing further conjugation in the form
of an extra phenyl moiety, or a long alkyl chain, is found to have
only a limited effect on the energies of the S1 states; in fact, at the

meta positions, the effects are negligible (Fig. 3). In contrast,
extending the p system greatly lowers the energy of the pp*
transitions. This is particularly pronounced with the fused anti-
aromatic rings, which become aromatic in the excited state.

The net result of introducing more conjugation to I2959 is
primarily to lower (red-shift) the energies for pp* transitions,
with minimal effect on the np* transitions, thus closing the gap

with thepp* states. Unfortunately, although this does red-shift
the absorption of the initiator, it is unlikely to improve initiator
efficiency. For instance, with the addition of butene at the meta

position, for example, the S1(np*) to S2(pp*) is reduced from
0.61 eV in I2959 to 0.15eV. This small energy gap may allow
the efficient population of the np* state via the bright pp*

state; however, the corresponding triplet excited states have
also been stabilized, and are now further away in energy from
the singlet states. The red-shifting of the 1pp* state is particu-
larly profound on the addition of a fused antiaromatic unit,

resulting in a 2.85 eV reduction in energy in the gas phase, and
a 2.58 eV lowering in water. The np* states are stabilized to a
much lower extent, and therefore whereas the absorption of

I2959 in this case would be significant in the visible light
region, TD-DFT calculations do not suggest this would lead to
efficient photoinitiation.

Effect of Lewis Acid Complexation

In order to assess the potential application of Lewis acid (LA)
complexation to alter the photochemistry of I2959, three metal

chloride species were investigated: ZnCl2, MgCl2, and CaCl2.

The counterions were chosen for computational efficiency and
because they had been used in our previous experimental study
of the effect of LA complexation on MMMP and DMPA.[8]

Depending on the conditions, other counterions could be used to
enhance solubility and, particularly if non-coordinating, will
have little impact on the results. It should also be added some of
the reaction conditions studied (e.g. gas phase) are not practical

but are included to better understand trends in the data.
There are two possible bindingmodes between I2959 and LA

species, and each LA was modelled in both LA2þ and LACl2
forms in order to determine the I2959-LA complex most preva-
lent in different solvent environments. The thermodynamic
calculations are summarized in Tables S1–S4 in the Supplemen-

taryMaterial, and show that for each of the LA species, the most
favourable complexation position is to the acyl oxygen site
(Fig. 4).

With the complexation mode of the LA with I2959 estab-
lished, TD-DFT calculations were performed in order to assess
the effect of their introduction on I2959 excited states. Fig. 5
shows the change in vertical excitation energy of the three

excited states of interest on complexation relative to uncom-
plexed I2959 (Tables S10–S12, Supplementary Material). The
calculations show that the np* states are destabilized and the

pp* states are stabilized by the presence of LAs. This is
consistent with our previous experimental and theoretical study
of the effects of zinc chloride (ZnCl2) and aluminium chloride

(AlCl3) on MMMP and DMPA.[8] In the present work, we find
that MgCl2 complexation has the most significant effect on the
stability of the excited states of I2959. The observed splitting
in stability between the np* and pp* states arises from the

Fig. 2. Extended conjugative groups introduced into I2959.
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difference in their respective Lewis basicities;[8] np* transitions
involve moving an electron from the ketone oxygen n-orbitals

into the p*-system, resulting in a net less Lewis-basic ketone
oxygen and conversely, pp* transitions involve moving an
electron from the p-system into p*-orbitals that have some

ketone delocalization, resulting in an increase in Lewis basicity
at the ketone oxygen.

Compared with the remote charged functional groups
(below), the complexation of LAs does not allow specific states

to be selectively altered in energy based on their position or
direction of charge, with complexation limited to only destabi-
lizing the np* and vice versa for thepp* states. As a result, their

effects can be a bit hit-and-miss. For instance, in our previous
study,[8] LAs red-shifted the excitation energies but caused a
deterioration in initiator efficiency by prolonging triplet life-

times. Nonetheless, the calculations presented here suggest that
introduction of MgCl2 offers a promising route to increasing
photoinitiation efficiency of Irgacure. On closer inspection of
the excited states of the MgCl2–I2959 complex in water, it is

found the (de)stabilization of its excited states results in the
ordering of the 1np* and 1pp* states to swap, while the energy
gap between the 1pp* and 3np* states shrinks from 0.97 to

0.18 eV. If found experimentally to be accurate, this change in
order of the excited states would allow the efficient population
of the bright 1pp* state, followed by efficient ISC to the 3np* to

form radical species.

Effect of Remote Charged Functional Groups

Previous work demonstrated that the attachment of non-

conjugated charged functional groups (CFGs), i.e. acid and
base groups that can be (de)protonated to form a charge, results
in a ring-position-dependent electric field effect that can

(de)stabilize np* and pp* excited states, depending on the
charge formed.[5] In I2959, the effect of attaching the carboxylic
acid (CA) and tertiary amine (TA) groups at the ortho and meta
positions of the phenyl ring, and replacing the alcohol group at

the end of the alkyl chain as a pseudo-para position (Fig. 6) was
investigated in solvents with increasingly large dielectric con-
stants (Fig. 7). The para position was altered in a slightly
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0

+15.5 +11.6 +9.4

Fig. 4. Gas-phase Lewis acid complex structures and relative free energies (kJmol�1) for MgCl2 (left), CaCl2 (middle), and ZnCl2
(right). In each case, the top structure is the minimum energy complex at the carbonyl and nearby alcohol, whereas the lower structure is

the minimum energy complex at the ether and its nearby alcohol.
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different manner than the ortho and meta positions; in the case
of the former, CFGs were introduced either by adding an acyl

oxygen group to the –CH2OH moiety or swapping the alcohol
group for a tertiary amine group. For the ortho and meta posi-
tions, –CH2COOH and –CH2NMe2 groups were used. The dif-
ference in pKa values of the CA and alkyl-OH groups of I2959

would be sufficient to allow selective deprotonation of the CA.
Fig. 7 includes the change in 1np*, 1pp*, and 3pp* vertical

excitation energies on the formation of the charged species in the

following solvent phases: gas, toluene, dichloromethane, aceto-
nitrile, and water. Interestingly, there is a distinct ortho/meta/
para (de)stabilization pattern different to that which has been

reported previously.[5] Here, moving from the ortho to the meta
positions results in a complete inversion in the effect of
introducing either a positive or negative charged group. As well
as this, the effect of applying a charged functional group is

generally maximized at the para position. The reason for the
observed anomalous results for the 1np* state on introduction of
an NMe2H

þ group is the presence of an internal hydrogen bond

between it and the n-orbitals of the acyl moiety, which is
countering the expected electrostatic destabilization of the
np* excited state.

Given we wish to increase photoinitiation efficiency by
lowering the S1(np*) and raising the T1(pp*) states in energy,
this is best achieved with a negative charge at the ortho position.

Indeed, this results in a pH switch significant enough tomake the
1np* and 3pp* states degenerate in all solvents except water;
even then, the resulting singlet–triplet energy gap DE is reduced
from,0.5 to,0.1 eV (see SupplementaryMaterial for relevant

vertical excitation energies). The convergence of these chosen
excited states suggests that introducing remote charge to I2959
or, in fact, any molecule with photochemistry arising from

excited states of differing symmetries is a practical and powerful
method for manipulating photochemistry.

Finally, although the introduction of a positively charged

group by the protonation of an amine substituent appears to be an
ineffective approach to internal electric field introduction owing
to spurious hydrogen-bond formation, it is important to remem-

ber that the amine group could instead be replaced with a
quaternary ammonium salt. Such structures would not exhibit
the unwanted internal hydrogen bond, and could be employed

when a low pH environment (required to form COO�) is
inappropriate.

Conclusions

TD-DFT calculations were performed on functionalized Irgacure

I2959, a water-soluble Type I photoinitiator, in order to identify
practical strategies for red-shifting its excitation energies while
maintaining or improving its photoinitiation efficiency. Fig. 8

summarizes the main results and recommendations, which are
also outlined below:

� Extending the p-system will red-shift the UV-vis spectrum,
but owing to thepp* states being stabilized and the np* being
relatively unaffected, it would lead to a decline in photo-

initiation efficiency.
� Including LAs to complex with the photoinitiator is a simple

strategy that red-shifts pp* transitions and blue-shifts np*

transitions. The net effect on initiator efficiency varies
considerably with the system but we predict that the Mg2þ

complex of I2959 should exhibit the most significantly
affected excited state energies, and therefore be a promising

candidate as an efficient visible light photoinitiator.
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� Including remote (non-conjugated) charged functional

groups to electrostatically alter the transition energies is a
very powerful strategy that can give more precise control
through choice of charge and location. For I2959, best results

would be achieved by inclusion of a CH2C(O)O
� group in the

ortho position.

Work is under way to investigate these designs experimen-
tally for the specific case of Irgacure I2959, but we also stress
that the general findings can be applied to manipulation of other
photochemical systems.

Supplementary Material

Further computational results, including total energies and
optimized geometries of all species, are available on the Jour-
nal’s website.
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4.4 Implications and Applications

To date, electric fields in photochemistry have been largely confined to Stark spec-

troscopy, or electrochromism, an area of physics and chemistry that studies how mate-

rials behave when subjected to large voltages. This area of research has led to materials

with interesting properties, for example smart glasses, which will change their opacity

when a voltage is applied. However, this type of chemistry often results in the formal

oxidation/reduction of the molecules of the material, which can have significantly dif-

ferent optical properties from their orginal states. Here, it is shown how static electric

fields can be applied in a milder manner, in which certain photochemical properties are

enhanced, or tuned, rather than switched on or off from electron transfer reactions.

The studies found that introducing neutral acid or base groups, in conjunction with

methyl spacer groups, had very little effect on the photochemical properties of two

Type I photoinitiators, acetophenone and Irgacure 2959. Upon formation of the pro-

tonated/deprotonated charged species, however, it is found that the energies of their

excited states were altered significantly, and that nOπ∗ and ππ∗ states were altered in

opposite directions. The (de)stabilization of these two types of excited state was depen-

dent on the sign of the charge, i.e. positively charged base groups had an opposite effect

compared to negatively charged acid groups; the electric field origin of these effects was

further confirmed by a) removal of methyl spacer linkers to form two fragments, and

b) application of an external electric field to uncharged species. Finally, these calcula-

tions were repeated in a range of solvents with increasingly large dielectric constants,

and whilst high dielectric solvents (for example H2O) attenuate the electric field effects,

they do remain significant. It is worth noting here that implicit solvent models were

used in both Publications 8 and 9; it is understood that implicit solvation is imperfect,

and that a range of different effects arising from solvent may be missing from the chem-

ical model. However, “proper” modelling of solvation environments is a long-standing

problem in quantum chemistry; this chapter serves to highlight the potential power of

electric fields in harnessing photochemical phenomena in a controlled manner. The ul-

timate test, as it always is when designing molecules, will be whether these effects are
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present upon synthesis and experimental testing.

The significance of these effects, in particular the “splitting” of the nOπ
∗ and ππ∗

states for a given field direction, is that the internal excited states of a molecule can

be moved further apart or closer together, as required. This means singlet and triplet

states of different symmetries (states which can undergo fast intersystem crossing) can

be moved closer together, potentially resulting in higher quantum yields under lower

intensity light. It also allows for the possibility to red-shift the reactive states which a

molecule may need to be excited into in order to react, and this may prevent photo-

chemical side reactions as high energy light can be avoided.

The next step in this area of research is to synthesize the functionalized molecules

designed in either of these two papers. Doing so will allow for the electric field effects

to be assessed experimentally and correlated against predicted results obtained from

quantum chemistry, and to begin to rationalize the accuracy and merits in the concep-

tually simple approach to the modelling performed in the two publications. This work

is currently underway.
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5 Theoretical Exploration and Rational Design of

Nitroxide Mediated Photopolymerization and Pho-

toalkylation Reactions

5.1 Introduction and Key Findings

Nitroxide-mediated polymerization (NMP)1 is one of the three commonly used ap-

proaches to perform controlled, or “pseudo-living”, polymerization reactions.2 In a con-

trolled polymerization, there is a dynamic equilibrium between the dormant and active

forms of the radical reagents (Figure 5.1). In NMP, this dynamic equilibrium heavily

favours the dormant, unreactive alkoxyamine, and the resulting propagation reaction

proceeds in a temporally controlled manner. This control allows for the formation of

polymer chains with a narrow molecular weight distribution, and predetermined func-

tionalities and topologies.

Figure 5.1: Dynamic equilibrium in nitroxide-mediated polymerization

Controlled radical polymerizations aim to limit unwanted side reactions with a low

overall concentration of propagating radicals. However, the high temperatures required

in NMP (the polymerization of styrene mediated by 2,2’,6,6’-tetramethylpiperidine-N-

oxyl is carried out at 125 °C)3 results in side reactions involving the nitroxide moiety

which can subsequently deactivate the polymerization. The elevated temperatures, high

reaction cost, and lack of control over side reactions severely limits the effectiveness and

application of NMP,4,5 and its improvement remains an active area of research. A pho-

tochemical approach6 (nitroxide mediated photopolymerization, or PNMP) is appealing

as the milder conditions under which homolysis can take place will prevent thermal side
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reactions and reduce the working temperature of the overall polymerization.

Computational chemistry is an important tool for investigating how and why nitrox-

ide reactions may not be proceeding as designed, and is especially necessary in this

chapter as the introduction of photoexcited states complicates the overall PNMP pro-

cess. As well as this, there are limited computational studies into PNMP. That which

has been performed7 utilises TD-DFT and second-order extended multireference quasi-

degenerate perturbation theory (XMCQDPT2)8 to examine photochemical initiation by

homolysis. The study only utilises a simple chemical model; one that includes an ace-

tophenone chromophore and a tert-butyl leaving group. As a result, this model does not

consider the stability of different monomer units, nor any different cleavage pathways,

only homolytic cleavage.

From both a computational and an experimental perspective, PNMP remains a

relatively unexplored and unoptimized field of chemistry. The aim of this chapter

is to explore different cleavage pathways that may be accessible to light-activated

alkoxyamines, provide a rationale as to why experiments can point to the products of

PNMP but not demonstate controlled polymerization behaviour, and identify strategies

as to how this chemistry can be manipulated.

Figure 5.2: Potential cleavage products of an activated nitroxide species. The activation
step is not shown, but could be thermal9 or light energy,6 or oxidation10

In Publication 10, two alkoxyamines are explored using ground- and excited-state

methods. One of the systems has been shown to undergo homolysis under UV irra-

diation, and the second set of alkoxyamines have been shown to give uncontrolled

free-radical polymerization reactions.6 The inclusion of a photo-mesolytic-type cleavage

pathways is explored for the first time, and can be used to rationalize the performance

of a class of alkoxyamines for PNMP, as well as the monomer-dependent performance
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of these molecules.

The second publication, Publication 11, centres on the rational design of compounds

that can undergo cleavage reactions as described in Publication 10 upon irradiation of

light. Specifically, alkoxyamines bonded to an anthraquinone chromophore are studied,

as in Publications 3-7 the substitution pattern of anthaquinones has been shown to

alter their photochemical properties, and in Publications 8 and 9 electric fields are also

shown to alter these properties. The substitution dependence is taken advantage of

in Publication 11, as amino and alcohol groups, and charged functional groups, are

employed to alter the energies and charge separation of nNπ∗ states. As the properties

of the nNπ∗ excited state are altered, it is demonstrated how the resulting molecules

can be used for PNMP and other synthetic reactions.

(a) Electrochemical methylation mechanism studied by Coote et al10

(b) Photochemical alkylation procedure employing photoactive nitroxides (Publication 11)

Figure 5.3: Activated nitroxide molecules for in situ methylation/alkylation
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5.2 Publication 10

Mesolytic versus Homolytic Cleavage in Photochemical Nitroxide Mediated

Polymerization

Nicholas S. Hill, Melinda J. Fule, Jason Morris, Jean-Louis Clement, Yohann

Guillaneuf, Didier Gigmes, Michelle L. Coote

Macromolecules 2020, 53, 1567−1572.

This is manuscript that has been published to Macromolecules for peer review. All com-

putational results and subsequent discussion of are my own work. Prof. Michelle Coote

assisted with the direction of the theoretical investigations and corrected my draft write-

ups. Prof. Yohann Guillaneuf and Dr Jason Morris provided experimental direction and

insightful discussions into photonitroxide chemistry. Supplementary material is avail-

able online.
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Mesolytic Versus Homolytic Cleavage in Photochemical Nitroxide-
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ABSTRACT: Time-dependent density functional theory calculations have been performed to study the photocleavage reactions of
chromophore-functionalized alkoxyamines in nitroxide-mediated photopolymerization. Two case studies were considered:
azaphenalene derivatives and benzophenone-based alkoxyamines. For the azaphenalenes, we show that the expected homolysis
pathway is actually inaccessible. Instead, these alkoxyamines exhibit low-lying nNπ* excited states that exhibit an electronic structure
about the nitroxide moiety similar to that of the formally oxidized radical cation. As a result, the cleavage of these alkoxyamines can
be described as mesolytic-like rather than homolytic. As with formally oxidized species, mesolytic cleavage can result in the
production of either carbon-centered radicals or carbocations, with only the former resulting in radical polymerization. Here, the
cleavage products are found to be dependent on the respective radical/cation stabilities of the monomer units of choice (styrene,
ethyl propanoate, and ethyl isobutyrate). In contrast to the azaphenalenes, in the benzophenone-based alkoxyamines, conjugation
between the nitroxide and chromophore moieties appears to facilitate homolysis because of the ideal alignment of singlet and triplet
states of different symmetries.

■ INTRODUCTION

Methods for controlling the molecular weight and architecture
in free-radical polymerization have broad applications in the
synthesis of smart materials for use in applications ranging
from drug delivery to lithography.1,2 One such technique is
nitroxide-mediated polymerization (NMP).3−6 In this process,
control is achieved through a dynamic equilibrium between the
dormant alkoxyamine and the active propagating radical
(Scheme 1). By minimizing the concentration of activate
propagating radicals with respect to the population of dormant
alkoxyamines, bimolecular termination is minimized with
respect to chain growth, while imparting a synthetically useful

nitroxide functionality on the chain end. However, a key
drawback of NMP is the requirement for elevated temper-
atures, which can lead to side reactions that deactivate the
dynamic equilibrium upon NMP, depends.7

To address this problem, the use of light, rather than heat, to
activate the alkoxyamine has been explored.8−10 However,
while the so-called photo-nitroxide-mediated polymerization
(PNMP) has shown extremely promising results in certain
systems, overall the results have been mixed, with some
systems displaying control, others displaying noncontrolled
polymerization, and some displaying no reaction at all. For
example, while azaphenylenes are effective PNMP agents for
styrene polymerization, alkoxyamines containing chromo-
phores such as 9,10-diphenylanthracene and 9,10-bis-
(phenylethynyl) anthracene undergo fluorescence instead.11

A better understanding of the photochemical processes is

Received: January 20, 2020
Revised: February 6, 2020
Published: February 26, 2020

Scheme 1. Controlling Equilibrium for NMP, Where an
Alkoxyamine is Thermally Cleaved Into the Active
Transient Carbon Centered Radical and the Persistent
Nitroxide Radical.
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involved, and their dependence on chemical structures is
essential to the design of more effective PNMP agents.
To date, it has been assumed that PNMP occurs via energy

transfer from the chromophore to the breaking of the NO−R
bond on the triplet surface, so as to cause homolysis in the
same manner as standard NMP.8,12 This reactive process is in
competition with various nonreactive processes, as represented
in Figure 1. However, mesolytic cleavage (Scheme 2) is a

conceivable alternative which could help explain some of the
unexpected failures of PNMP agents. The excited state capable
of leading to mesolytic cleavage is the nNπ* state, on either the
singlet or triplet surface. This excited state results in the
transfer of a nonbonding electron from the nitrogen atom into
the π*-system of the chromophore, resulting in a biradical
charge-separated state. The radical cation centered on the
nitrogen therefore possesses the valency necessary for
mesolysis.
As shown in Scheme 2, mesolytic cleavage results in the

formation of a radical and a cation, with the ultimate location
of these species dependent on their respective stabilities, that
is, nitroxide radical and carbocation versus oxoammonium
cation and carbon-centered radical. In these situations, it is
unclear if the propagating species and nitroxide can recouple to
reform the dormant species. However, it is likely that if a
carbon-centered radical is formed, the zwitterionic nitroxide
fragment could relax back to a nitroxide, allowing controlled
radical polymerization to proceed. If, however, a carbocation is

formed, cationic polymerization may occur with fate of the
nitroxide radical anion dependent on protic impurities.
Interestingly, the local [NO−R]•+ environment in the nNπ*

state directly resembles that of formally oxidized alkoxyamines,
which have recently been shown to undergo mesolytic
cleavage. Experiments have shown that the exact specific
cleavage behavior depends on the leaving group and the
presence or absence of nucleophiles including coordinating
solvents such as acetonitrile (see Scheme 3).13−16 As seen in

Scheme 3, in the oxidized species at least, cleavage to a carbon-
centered radical is expected for acrylate and methacrylate
polymerizations but not for styrene which will produce
carbocations.
Summing up, while it has been assumed until now that

PNMP proceeds via energy transfer and standard homolytic
cleavage, the possibility of mesolytic cleavage and its
implications has not been explored. If it occurs, this has
significant implications for the success or failure of PNMP as it
can lead to species other than carbon-centered propagating
radicals being produced. In this work, we use computational
chemistry to study the cleavage pathways in two key PNMP
families, azaphenalenes (1) and benzophenone-based nitro-
xides (2), with a view to better informing reagent design
(Scheme 4).

■ COMPUTATIONAL METHODOLOGY
All electronic structure calculations were performed with
density functional theory (DFT) or its excited-state extension,

Figure 1. (A) Simplified Jablonski diagram showing the photo-
chemical processes leading to homolytic cleavage and the competing
nonreactive relaxation processes.

Scheme 2. Alternative Homolysis (Black) and mesolysis
(Blue) Pathways Demonstrated for an Azaphenlanea

aMesolytic cleavage can result in either a carbocation or a carbon-
centered radical depending on their relative stabilities and those of the
nitroxide and oxoammonium.

Scheme 3. Effect of R on the Oxidation Behavior of
TEMPO-Based Alkoxyaminesa

aIncluded among the R groups are models of the propagating species
in polymerizations of vinyl acetate (VA, CH2OCOCH3), styrene
(STY, CH(CH3)Ph), methyl acrylate (MA, C(CH3)COOCH3),
methyl methacrylate (MMA, C(CH3)2COOCH3), and acrylonitrile
(AN, CH(CH3)CN).

13

Scheme 4. Test Set Considered
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time-dependent DFT (TD-DFT), using the Gaussian 16.C01
software package.17 The M06-2X functional18 was used for
both types of calculations, as it has been shown to perform well
when describing free-radical processes and the excited states of
organic chromophores. The 6-31+G(d,p) basis set was
employed for all calculations, and the SMD universal solvent
model19 was used for solvent-phase electronic energies. The
solvent used was ethyl ethanoate, as it is a solvent that will
exhibit properties similar to that of bulk acrylate monomers.
TD-DFT chosen for investigating the excited states of the
alkoxyamines as multireference calculations, requiring a large
active space that includes nN/O, π and π*, and σ orbitals for a
proper description of the dissociation pathways, is too
expensive for these systems. M06-2X has, however, has been
shown to give good agreement with respect to predicting the
ordering of states of differing symmetries and at predicting
singlet−triplet gaps.20 Although calculations of accurate
excited-state free energies are not possible with TD-DFT,
enough information about the character and therefore
reactivity of the excited states is possible.

■ RESULTS AND DISCUSSION
Azaphenalenes (1). To explore the likelihood of

homolytic versus mesolytic cleavage, TD-DFT calculations
were first used to construct Jablonski diagrams for a family of
6-azaphenalenes (Figure 2). 6-Azaphenalenes have been shown

to be effective PNMP agents for styrene polymerization but
not for (meth)acrylates,11 although this latter result was
attributed to side reactions rather than problems in the
photodissociation. In the present work, styrene, methyl
acrylate, and methyl methacrylate were modeled using
unimeric R-groups of styrene (STY), ethyl propanoate, and
ethyl isobutyrate, respectively. Qualitative results for each of
the three leaving groups are shown in Figure 2; the low-lying
states are localized to the chromophore, and the characters of
these states are found to be independent of the R-group. The
vertical excitation energies change only minimally with the R-
group.

In the azaphenalenes, the first singlet excited state is a ππ*
transition centered on the chromophore. However, the
accompanying triplet state nearest in energy (average
ΔES−T(ππ*) = −0.07 eV between R-groups) is also of ππ*
character rather than of nNπ* character. Intersystem crossing
(ISC) between the singlet and triplet states of the same
symmetry does not occur,21 and so the reactive 3ππ* state is
inaccessible. Thus, populating the bright 1ππ* would not result
in any reaction as the valency around the nitroxide moiety will
remain unchanged. Instead, for dissociation to occur, only
mesolytic cleavage from S3 (average ΔES−T(nNπ*) = −0.05
eV) is available. In the azaphenalene derivatives, population of
the dark nNπ* state is likely possible by first populating the
bright S4(ππ*) state which lies relatively close in energy to the
S3(nNπ*) state (average ΔE = +0.3 eV). As a result, mesolysis,
if it occurs, is the only possible reactive outcome in this family
of reagents.
While TD-DFT is sufficiently reliable to draw this qualitative

conclusion, it is not sufficiently accurate for predicting
quantitative reaction energies. As described above, accurate
alternatives such as multireference methods are cost-prohib-
itive for these large systems. To qualitatively assess the likely
mesolytic cleavage behavior, we can instead examine the
ground state of formally oxidized species. Figure 3 shows the

computed bond dissociation Gibbs free energies for mesolytic
cleavage to a nitroxide radical and a carbocation and cleavage
to an oxoammonium and a carbon-centered radical.
From Figure 3, it is seen that the styrene-derivative of

oxidized 6-azaphenalene prefers to undergo cleavage to a
carbocation, while the (meth)acrylates prefer to cleave to a
radical. Moreover, the energetic cost of cleavage is the least for
the styrene leaving group and the most for the acrylate leaving
group, as one might expect based on both radical and
carbocation stability considerations. This is consistent with
experimental observations for the oxidative cleavage of the
corresponding TEMPO-based analogues.13−16 If the results

Figure 2. Simplified Jablonski diagram for azaphenalenes function-
alized with R groups shown in Scheme 4. Characters of the low-lying
states are found to be independent of the R group as they are localized
on the azaphenalene moiety. Radiative processes are not shown but
they can be expected to compete with radiationless processes.

Figure 3. Bond dissociation Gibbs free energies for the (ground state)
oxidized 6-azaphenalenes, showing results as a function of the leaving
group for mesolytic cleavage to a nitroxide radical and a carbocation
and cleavage to an oxoammonium and a carbon-centered radical.
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above were to be applied also to the corresponding excited-
state mesolytic cleavage, it would suggest that styrene actually
undergoes photoinitiated cationic polymerization with this
PNMP agent (which would still be consistent with the
observed control) and the acrylates in particular struggle to
undergo cleavage at all, which could help explain the failed
experiments with this monomer.
While most of the trends in the calculations of Figure 3

would be mirrored in the excited-state mesolysis energies,
there are two important differences: (1) the excited states are
higher in energy, and this additional energy helps to overcome
the otherwise unfavorable Gibbs free energies requirements;
(2) the chromophore bears a remote negative charge which is
able to electrostatically interact with the nitroxide functionality.
This latter effect would preferentially stabilize the oxoammo-
nium over the nitroxide and systematically reduce the
mesolytic cleavage energies for carbon-centered radical
production.
In order to assess the potential impact of the negative charge

that will be present in the charge-separated, biradical nNπ*
excited state, a negatively charged BF4 ion was introduced to
the azaphenalene-styrene radical cation system. The difference
in reaction free energies for styrene/azaphenalene radical/
cation formation with and without the BF4 salt is shown in
Table 1. Table 1 clearly shows how the electrostatic interaction

between the negative BF4 salt and positive radical cation
stabilizes the formation of the oxoammonium and the styrene
radical.
One could consider the formally oxidized species and the

zwitterionic BF4 salt as limiting cases, with the true behavior
somewhere in between the two. While quantitative results are
not possible without prohibitive multireference calculations,
one can conclude that mesolysis is the only available pathway
for these systems. For (meth)acrylates, carbon-centered
radicals are preferred over carbocations, while for styrene,
the two pathways are in reasonably close competition and
cations should not be ruled out.
Benzophenone Derivatives (2). The benzophenone-

based alkoxyamines have been shown to initiate photo-
polymerization of n-butyl acrylate with a partial living
character.9 In contrast to the azaphenalenes, the chromophore
is directly bonded to the nitroxide moiety making them a
better candidate for direct homolysis via energy transfer.
Indeed, examining the excited states from TD-DFT

highlights some clear differences between the benzophenone
(Figure 4) and azaphenalene (Figure 2) derivatives. For the
azaphenalenes, TD-DFT predicts singlet and triplet states of
the same symmetry close in energy, suggesting that ISC to the
triplet manifold would be uncompetitive, relative to reactivity
from the singlet states. For the benzophenone derivatives,
however, this is not the case, with singlet and triplet states of
different symmetries predicted to be near-degenerate in energy.
In contrast to azaphenalene derivatives, this would allow for
efficient population of low-lying triplet states, resulting in

triplet photoreactivity similar to that of acetophenone. In
addition to this, population of the 1nNπ* state, which would
possess the correct valency for mesolysis, is

1. Difficult to populate because of the transition being
symmetry-forbidden and no other singlet states being
close in energy (slow internal conversion)

2. Likely unreactive; Figure 5 shows that the BDFEs for
mesolysis of the formally oxidized benzophenone

derivatives suggest that even upon oxidation, cleavage
to either a nitroxide or oxoammonium is unfavorable
(except for with styrene as an R group).

Summing up, in contrast to the azaphenalenes, for the
benzophenone derivatives, the triplet ππ* state can be
populated, while the nNπ* state is difficult to populate and
likely to be in any case unreactive. Hence, triplet reactivity and

Table 1. Reaction Free Energies (kJ mol−1) for
Azaphenalene−Styrene Mesolysis with and without BF4
Present

product STY radical STY cation ΔΔGrad‑cat
0

no BF4 +35.0 −12.5 +47.4
with BF4 +55.7 +70.5 −14.8

Figure 4. Simplified Jablonski diagram for R-functionalized
benzophenone derivatives shown in Scheme 4.

Figure 5. Bond dissociation Gibbs free energies for cleavage of
oxidized benzophenone nitroxide and oxoammonium species.
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bond homolysis, rather than mesolysis, is the preferred
pathway for these systems.

■ CONCLUSIONS
Theoretical calculations have been performed which highlight
the potential role of mesolytic cleavage in describing the
cleavage pathways of photoactive NMP agents. Mesolytic
cleavage can be used to explain the monomer-dependent
performance of PNMP. The radical rearrangement upon
mesolytic-like cleavage can regenerate the nitroxide radical
(when mesolysis produces R•) or the hydroxyamine (when
mesolysis produces R+). However, analogous to type II
photoinitiators such as anthraquinones, electron transfer
reactions with additives (or impurities) such as amines,
halides, and so forth22 can compete and negatively impact
the radical−radical recombination required for “living”
polymerization reactions.
The consequences of this study are as follows:

1. Conjugation between the nitroxide and chromophore
moieties appears to facilitate homolysis because of the
ideal alignment of singlet and triplet states of different
symmetries. However, it must be noted that such
conjugation can also promote side reactions such as N−
O homolysis or beta-fragmentation (on the second alkyl
group bearing the nitroxide).9

2. When there is no conjugation between the nitroxide and
the chromophore, a low-lying, charge-separated nNπ*
excited state is accessible, which possesses the valency
around the nitroxide to undergo mesolytic rather than
homolytic cleavage.

3. The choice of the monomer remains important when
designing PNMP agents: as with thermally-initiated
NMP, acrylate derivatives still suffer from side-reactions
and poor “living” behavior.

4. The mesolytic pathway may lend itself to other
synthetically useful photoreactions, outside that of
NMP applications, analogous to our recent use of
formally oxidized alkoxyamines as in situ methylation
agents.15 Indeed, this trapping of the nNπ* intermediate
with a strong nucleophile would provide a practical
experimental test of these findings. Work in this
direction is currently underway.
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Rational Design of Photo-cleavable Alkoxyamines for 
Polymerization and Synthesis 
Nicholas S. Hilla and Michelle L. Cootea* 

Theoretical calculations have been performed in order to investigate the impact of different substitution patterns on 
predicted photoreactivity of alkoxyamines fused to an anthraquinone chromophore. Amino and hydroxy groups (similar to 
those which have been previously synthesized) are introduced and their effect on excited state energies and charge transfer 
is assessed. Analogous to formally oxidized alkoxyamines, the charge-separated nNπ*state can undergo mesolytic cleavage 
or bimolecular or SN2 reactions with nucleophiles, according to the substitution patterns and other reagents present. While 
homolytic cleavage is in principle promoted by triplet ππ* states, the accessible ππ* triplet states in this system are centered 
on the chromophore and unreactive. We show that the reactive nNπ* state, which bears a negative charge, is stabilized by 
hydroxy substitution while amino substitution will destabilize it. After mesolysis to a carbon centred radical, the nitroxide 
radical re-forms; however, when carbocations are produced the remaining open-shell singlet is stable and unable to undergo 
coupling with the carbocation.  

Introduction 

Nitroxide-mediated polymerization (NMP) is an important 
industrial process, used for controlling the molecular weight 
and architecture in free-radical polymerization.1-3 It works by 
establishing a dynamic equilibrium between the active 
propagating radical and a dormant alkoxyamine (Scheme 1). 

 
Scheme 1. Nitroxide mediated polymerization 

A key drawback with nitroxide mediated polymerization, 
however, is the requirement for elevated temperatures can 
promote unwanted side reactions.4-13 As a result, the 
development of photochemical NMP (PNMP) is an important 
goal as the activation of the nitroxide species by light, rather 
than thermal energy, can occur at ambient reaction 
conditions that will reduce energy costs as well as the 
prevalence of side reactions.14-16  
Unfortunately, the development of effective PNMP agents 
for a wide range of monomer units has proven difficult, with 
recent experimental work demonstrating that NMP-like 
reactivity is highly dependent on both the choice of 
chromophore and choice of monomer unit.14-20 Recently we 
studied two systems that are able to control some but not all 
classes of monomer tested,15, 17 and have shown that this 
variable behaviour may be in part due to a preference for 
mesolytic rather than homolytic dissociation (Scheme 2).21  
Mesolytic cleavage, which occurs from the 𝑛!𝜋∗ rather than 
𝜋𝜋∗ or 𝑛#𝜋∗ excited states, results in the formation of a 
radical and a cation. The ultimate location of these species is 
dependent on the respective stabilities of these species, i.e. 
nitroxide radical and carbocation versus oxoammonium 

cation and carbon-centred radical. Only the former pathway 
leads to effective PNMP, the latter at best leading to 
initiation of cationic polymerization. 
Whilst potentially detrimental to NMP reactivity, the 
prevalence of mesolytic cleavage does offer synthetic 
opportunities. Recently, experimental and theoretical work 
demonstrated that oxidized alkoxyamines are capable of 
alkylating, even methylating, nucleophiles under oxidative 
conditions.22-25 These processes required formal oxidation, 
performed electrochemically. A simpler approach would be 
to use PNMP agents primed to undergo mesolytic cleavage. 
Here, we aim to design organic, photoactive alkoxyamines 
that can be tuned to enhance mesolytic cleavage, for use in 
photochemical alkylation reactions.  

 
Scheme 2. Alternative homolysis and mesolysis photocleavage pathways of 
azaphenalenes, as studied in Ref 21. Note that the diradical of the ππ* is 
drawn across the O–R bond to emphasize that diradicals centered on the 
chromophore do not undergo homolytic cleavage. 
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Scheme 3. Anthraquinone-Alkoxyamine substitution variations considered in this study. 

 

COMPUTATIONAL METHODOLOGY 
Electronic structure calculations were performed with the 
Gaussian 16.E01 software package.26 All open- and closed-
shell SCF calculations were performed with density 
functional theory (DFT), and excited state energies and 
electrostatic surfaces were obtained with TD-DFT. As in our 
previous study,21 the meta-GGA, M06-2X density 
functional27 was employed alongside the 6-31+G(d,p) basis 
set for all types of calculation, as this combination of 
functional and basis set has been shown to produce ground 
and excited state energies with qualitative accuracy.28 
Solvent effects were obtained with the SMD universal 
solvent model,29 using ethyl ethanoate as the solvation 
environment so as to mimic a bulk acrylic monomer-like 
solvent. For ground state reactions, gas-phase Gibbs free 
energies were calculated using ideal gas partition functions 
and combined with solvation energies so as to obtain 
solution Gibbs free energies via thermocycle; for the excited 
states, energies in solution were obtained directly. Free 
energies were also obtained directly for the singlet-triplet 
energy gaps, to ensure the correct states were being 
optimised. 

RESULTS AND DISCUSSION 

Excited States of Anthraquinone-Alkoxyamines  

As our initial test set, we considered the anthraquinone-
alkoxyamines in Scheme 3. These species are simple 
derivatives of known PNMP agents14-20 but use a 
chromophore that is an established Type II photoinitiator 
that can be tuned through ring substitution.30-34 As leaving 
groups we consider models of the propagating radical in 

styrene (STY), ethyl propanoate (EP) and ethyl isobutyrate 
(EIB) polymerization, as well as methyl (Me), so as to 
evaluate the potential for photoactivated methylation. For 
brevity, the different structures are named throughout to 
reflect the substitution of the anthraquinone moiety.  

 
Figure 1. Simplified Jablonski diagram for AQ-Me 

Figure 1 shows a simplified Jablonski diagram for AQ-
Me.mThe extensive conjugation, keto groups, and nitrogen 
heteroatom present in the alkoxyamines studied give rise to 
𝜋𝜋∗, 𝑛#𝜋∗, and 𝑛!𝜋∗ low-lying excited states, respectively. 
The 𝜋𝜋∗ and 𝑛#𝜋∗ states are centred on the anthraquinone 
moiety and are thus unreactive toward NO–R scission. TD-
DFT calculations show that the energies of these states are 
largely unaffected upon introduction of the 2,2,5,5-
tetramethyl-1-pyrrolidinyloxy moiety, due to the lack of 
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conjugation between the different sources of electrons 
(Figure 2). Although centred on the N–O group, the energy 
of the lowest 𝑛!𝜋∗ states, are also relatively unaffected by 
the different R-groups bonded to the alkoxyamine moiety 
(Figure 2). 
 

 
Figure 2. 𝑛!𝜋∗, 𝑛#𝜋∗, and 𝜋𝜋∗ excited state energies for anthraquinone, and 
alkoxyamine-based derivatives. 

The excited state capable of leading to mesolytic NO–R 
cleavage is the 𝑛!𝜋∗ state. As seen in Figure 1, this can occur 
directly from S3(𝑛!𝜋∗), or via intersystem crossing from 
S7(𝜋𝜋∗) to T7(𝑛!𝜋∗). The 𝑛!𝜋∗ excited state results in the 
transfer of a non-bonding electron from the nitrogen atom 
into the 𝜋∗-system of the anthraquinone, resulting in a 
biradical charge-separated state. The radical cation centred 
on the nitrogen therefore possesses the valency necessary 
for mesolysis. This phenomenon is shown in Figure 3, an 
electrostatic potential (ESP) difference plot that shows that, 
upon excitation to the 𝑛!𝜋∗ state, there is a build-up of 
negative charge on the anthraquinone moiety and a 
concomitant build-up of positive charge around the nitrogen 
atom.  
 

Figure 3 a) Change in electrostatic potential upon excitation to 𝑛𝜋∗ excited state of 
methyl-anthraquinone-alkoxyamine. Blue regions correspond to a decrease in 
electrostatic potential, and red regions correspond to an increase in electrostatic 
potential, upon excitation. b) Spin density of methyl-anthraquinone-alkoxyamine 
radical cation. 

However, compared with the equivalent, formally oxidized 
radical cation (Figure 3b), the positive charge shown in 
Figure 3a is more diffuse. This raises an interesting 
conundrum. On the one hand, as the 𝑛!𝜋∗ state becomes 
increasingly stabilised and increasingly charge-separated, 
the properties around the N-O-R moiety should approach 
that of the formally oxidized radical cation, and mesolysis 
should be promoted. On the other, as seen in Figure 1, 

stabilization of S3(𝑛!𝜋∗ ) would in principle bring its energy 
closer to that of T6(ππ*), and thus would be expected to 
promote intersystem crossing to the triplet manifold and 
thus to unreactive ππ* and 𝑛#𝜋∗ triplet states. A solution to 
this problem is to stabilize S3(𝑛!𝜋∗ ) to such an extent that 
its energy drops significantly below T6(ππ*). This is the aim 
of the next section. 
 

Effect of Hydroxy- and Amino- Functionalisation on 
Anthraquinone and Anthraquinone-Alkoxyamine Properties 

There are two ways of increasing the charge-separation and 
stabilizing 𝑛!𝜋∗: stabilizing the formation of either the 
radical anion or cation. Due to the limited scope for 
structural variation around the nitrogen, it is simpler to 
stabilize the anthraquinone 𝜋-system and radical anion. This 
stabilization will be demonstrated by a decrease in vertical 
excitation energy of the 𝑛!𝜋∗ state, an increase in the 
component of the excited state dipole moment along the 
vector that describes the change in electron density, and an 
increase in localization of the radical cation on the nitrogen 
atom. Our previous work employing anthraquinone 
derivatives for visible light photoinitiation highlighted the 
role of substitution in stabilizing key radical anion and radical 
cation intermediates necessary for Type II initiation.30-34 
Here, similar substitution patterns are used with the 
anthraquinone-alkoxyamines and their subsequent effects 
are assessed (Figure 4).  
 

 
Figure 4. Average change in 𝑛#𝜋∗ excitation energy (eV), relative to 
unfunctionalized anthraquinone-alkoxyamine, for amine (red) and hydroxyl 
(blue) functionalized (STY-, EP-, EIB-, Me-) anthraquinone-alkoxyamine 

Figure 4 shows that amine and hydroxyl groups have 
opposite effects on the 𝑛!𝜋∗ vertical excitation energies; 
specifically, hydroxyl groups stabilise, and amine groups 
destabilise, this excited state. These effects of substitution 
are best demonstrated in Figure 5, which clearly shows the 
blue, positive charge density being “pushed” from the 
anthraquinone onto the alkoxyamine moiety, as the 
functionalization pattern moves from amine to alcohol 
groups. This is a clear indication that the extent of charge 
separation is increasing with the increase in stability of the 
radical anion, and the reactivity of the 1258-THAQ 𝑛!𝜋∗ 
state should resemble that of the formally oxidized species 
more closely than that of 1458-TAAQ or unfunctionalized 
AQ. As predicted, the observed (de)stabilization of these 
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states is also observed in the size of the 𝑛!𝜋∗ state dipole 
(Table 1) In each case, the results of the extreme cases, 1458-
tetraaminoanthraquinone alkoxyamine and 1258-
tetrahydroxyanthraquinone alkoxyamine are shown; other 
structures studied are shown in the SI.  

 
Figure 5. Change in electrostatic potential upon excitation to 𝑛𝜋∗ excited state of 
methyl-anthraquinone-alkoxyamine derivatives with (a) amino substitution, (b) no 
substitution, (c) hydroxyl substitution. 

Table 1. Ground and excited state dipole moment x-components, corresponding to 
the direction of charge transfer upon excitation to 𝑛#𝜋∗ state 

 

State 
1458-TAAQ-

Me 
AQ-Me 

1258-THAQ-
Me 

S0 0.4351 0.4797 0.1408 
Sn(𝑛!𝜋∗) 3.0294 7.6674 8.0705 

 
It is clear that the nNπ* state is significantly stabilised upon 
hydroxy substitution due to the sigma withdrawing 
properties of the hydroxy groups; conversely the electron 
donating amino substituents destabilize it. While 
stabilization of nNπ* makes it more accessible and more 
reactive to mesolysis, it is important to consider competing 
intersystem crossing to the triplet manifold. To this end, 
simplified Jablonski diagrams for the two extreme cases, 
1458-tetraaminoanthraquinone alkoxyamine and 1258-
tetrahydroxyanthraquinone alkoxyamine are shown in 

Figure 6. In both cases the orbitals are re-ordered compared 
with the unsubstituted anthraquinone alkoxyamine with the 
net effect that the 1𝑛!𝜋∗ - 3𝜋𝜋∗  increases. This increase will 
limit ISC and promote reactivity on the singlet surface, which 
is then favoured by hydroxy substitution. 

 
Figure 6. Simplified Jablonski diagrams for 1258-THAQ-Me and 1458-TAAQ-Me. The 
highlighted red bar shows the lowest S(nNπ*) state and nearest triplet state. In each 
case they have the same orbital symmetry and intersystem crossing would be 
expected to be slow based on El-Sayed rules. 

Promotion of Alkylation.  

Recently we showed that oxidized TEMPO-methyl is a potent 
in situ methylating agent in the presence of nucleophiles.25  
Quantum chemistry calculations suggest an SN2 mechanism, 
resulting in the transfer of a methyl cation to form the 
methylated nucleophile and the corresponding nitroxide 
radical. The activation barrier of the SN2 reaction is shown to 
be significantly decreased upon oxidation, compared with 
the same reaction on the ground state singlet surface. Closed 
and open-shell calculations on the ground state and radical 
cation anthraquinone alkoxyamines, respectively, 
demonstrate that similar catalysis of the SN2 methylation 
mechanism can be expected upon formal oxidation (Figure 
7). 
 

 
Figure 7. SN2 mechanism and relative free energies for ground state (red), oxidized (black), and zwitterionic (blue) anthraquinone-alkoxyamine.  
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In reality, the 𝑛!𝜋∗ excited state exists as a zwitterionic 
biradical species, however accurately modelling this species is 
difficult with standard DFT methods, hence the exploration of 
the radical cation species. To that end, for the final SN2 
methylation reaction a negatively charged boron trifluoride 
(BF3) functional group is attached to the anthraquinone moiety 
close to the nitroxide moiety, resulting in a through-space 
electrostatic stabilization effect of the localized radical cation. 
The relative energies for the zwitterionic reaction are also 
shown in Figure 7. Due to the stabilization of the 
anthraquinone-alkoxyamine-methyl radical cation the 
activation energy of the SN2 reaction increases slightly, however 
the calculations suggest that the positive-negative electrostatic 
interaction would not drastically alter the photoreactivity 
around the alkoxyamine. 

On the Fate of the Anthraquinone-centred Radical Anion  

So far, calculations and discussion have focussed on the 
formation of the initial charge-separated 𝑛!𝜋∗ state that can 
undergo mesolysis. Here, the potential deactivation of the 
radical anion that forms on the anthraquinone is addressed. 
From Figure 8, there are two “products” for the two mesolytic 
cleavage pathways; the formal product that features a radical 
anion localized on the anthraquinone moiety and the 
corresponding radical/oxoammonium, and their potential 
relaxation resonance structures, with either an anion or radical 
localised on the alkoxyamine moiety.  

 
Figure 8. Formal products of photo-mesolysis and isoelectronic resonance 
structures. 

The cleavage pathway from the singlet 𝑛!𝜋∗ to form a 
carbocation and the negatively charged biradical is simple to 
explore with DFT, as the two resonance structures are well 
represented by two different spin multiplicities; the oxygen 
centred anion is a closed-shell singlet, and the biradical anion 
an open-shell singlet. Performing these calculations on 
unfunctionalized anthraquinone-alkoxyamine, as well as 1,4,5-
TAAQ and 1,2,5,8-THAQ, reveals that in each case the open-
shell singlet biradical is more stable than the closed-shell 
oxygen-centred anion. Using a broken symmetry DFT approach, 
whereby the converged triplet biradical SCF state is used as an 
initial guess for a subsequent open-shell singlet calculation, 
reveals the singlet biradical state to sit 70.2, 93.6 and 134.9 kJ 
mol–1 below the closed shell species for 1,4,5-TAAQ, AQ and 
1,2,5,8-THAQ respectively. The consequence of the stability of 
the singlet biradical is the lack of ionic recombination between 
the carbocation and oxygen centred anion, as the nitroxide 

radical will persist. The radical anion, however, could be 
oxidised by coinitiators as has been reported previously.30-34 
For the radical zwitterion, open-shell DFT calculations are more 
difficult as both resonance structures exhibit the same charge 
and spin multiplicity. Indeed, using Intermediate Neglect of 
Differential Overlap (INDO) occupancy guess simply results in 
convergence to the nitroxide radical SCF solution for each of the 
three species, suggesting that there is no low-lying zwitterionic 
solution present. Time-dependent approaches are also not 
viable due to severe spin-contamination issues when 
performed on open-shell species. However, given the apparent 
stability of the nitroxide radical, relaxation upon mesolysis to 
this species would allow for continued controlled radical 
polymerization. Alternatively, in an alkylation reaction the 
nitroxide would be inert. 

CONCLUSIONS 
To conclude, a range of anthraquinone-functionalized 
alkoxyamines have been studied using DFT and TD-DFT, and 
predictions have been made about their respective 
(photo)reactivities. With good leaving groups, these reagents 
undergo mesolytic cleavage which is favoured by hydroxyl-
functionalization. The products of mesolytic cleavage are either 
carbon-centred radicals or carbocations, with the only the 
former favouring nitroxide-mediated polymerization. Based on 
our experimental studies of oxidative cleavage, radical 
formation is expected to occur for (meth)acrylate 
polymerizations, while for styrene polymerization cationic 
products may be implicated. More importantly, the methyl 
alkoxyamines are predicted to be excellent candidates for 
photochemical methylation, analogous to our recently 
published electrochemical procedure.25 Synthetic work in this 
direction is currently underway.  
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5.4 Implications and Applications

This chapter has highlighted how photoinitiation of PNMP agents by homolysis cannot

be assumed to be the dissociation mechanism upon irradiation. Instead, a mesolytic-

type cleavage behaviour is possible and could give rise to either nitroxide radicals

or oxoammonium cations, as well as varying, monomer-dependent polymerization

behaviour. This information can be incorporated into future designs of photoactive

alkoxyamines, as access to the reactive nNπ∗ state ought to be avoided for PNMP ap-

plications. However, photoactively inducing radical cation-like reactivity around the

nitroxide moiety may allow for reactions more closely resembling alkylation, rather

than free radical polymerization, as is explored in Publication 11.

Anthraquinone-functionalized alkoxyamines can have their nNπ∗ excited state re-

activity altered by mimicking the functionalization patterns used in Chapter 3; an-

thraquinone functionlization is also a well-established synthetic target and therefore

the experimental testing of these predictions is feasible. A future direction of this work

is to mimic the effects on charge-separation with charged functional groups, as explored

in Chapter 4. There are several key design criteria arising from this study:

1. The reactive nNπ∗ state is the main state of interest, and chromophoric alkoxy-

maines are likely to exhibit these low-lying states

2. Affecting the reactivity of the nitroxide moeity directly is impractical, as the func-

tional groups surrounding the nitroxide will affect the useful nitroxide chemistry.

The chromophore is therefore the ideal target for functionalization

3. Amine groups are found to stabilize radical cation formation on the anthraquinone

moeity, and therefore destabilizes the nNπ∗ state and reduces charge-separation

within the state. Alcohol groups have the opposite effect; stabilising radical anion

formation, stabilising the nNπ∗ state and increasing charge-separation

4. Internal electric fields also have a significant effect on the stability of the nNπ
∗

state. Following the same trends as outlined in Chapter 4, a positive charge in line
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with the direction of the charge-transfer should form a sequence that reinforces

the charge transfer, and vice versa for negative charges, and is the next system to

study:

Figure 5.4: Potential electrostatic (de)stabilization of nNπ∗ excited state for further
research

The applications of this work are varied and flexible, depending on the desired re-

activity. Where PNMP is required, amine groups or an appropriately positioned nega-

tively charged functional group can be employed, in order to reduce the biradical-like,

charge-transfer character of the nNπ∗ state. This will promote reactivity more closely

resembling that of the singlet ground state, which has been shown with theory to be

unreactive towards alkylation. As the molecule would be in an excited state the delayed

mesolytic reactivity can allow for the relevant internal processes that lead to homolytic

cleavage to take place, and NMP reactivity to take place. On the other hand, a gentle

alkylation, potentially even methylation, procedure may be desired. In such cases, func-

tionalization of the anthraquinone with either alcohol or positively charged functional

groups will promote mesolytic reactivity in the nNπ∗ state.

Anthraquinone molecules, then, are a highly flexible scaffold whose chemistry can

be easily altered. As well as this, the types of functionalization that can be used re-

main effective in different solvent environments. Specifically, amine- and hydroxy-

anthraquinones have already been shown to be soluble in bulk monomer and acetoni-

trile, and CFGs offer an effective approach to control when pH changes are tolerable.

Further work is required to synthesize the functionalized anthraquinone-alkoxyamines

and test their photoreactivity, and this work is ongoing.
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6 Mechanistic Insights into Organo- and Lewis Acid

Catalysis

6.1 Introduction and Key Findings

So far, the photochemical behaviour of a variety of molecules has been manipulated

with different types of chemistry, including the introduction of co-initiating species.

These co-initiators have been shown to improve desirable photochemical properties and

photoinitiation abilities, but can also have a significant effect on ground-state reactions

that can take place between reaction components. This chapter therefore details studies

into the catalysis of a thermally initiated polymerization reaction by addition of Lewis

acids, and the thermal hydrolysis of a biologically relevant reaction.

In the past, the effect of adding Lewis acids to polymerization reactions has been in-

vestigated as a means of propagation catalysis and as potential stereocontrol reagents,1

as well as a simple approach to altering the light absorption properties of photoini-

tiators.2,3 The catalysis of propagation reactions generally arises from Lewis acid com-

plexation to the propagating radical species, resulting in an increase in polar character

between the radical chain end and incoming monomer unit. In this respect, the addition

of Lewis acids offer a cheap and simple method for lower-temperature thermal reactiv-

ity. However, Lewis acids can suffer from poor solubility and low binding specificities

which limit their effectiveness and general applicability.

The binding of Lewis acids to polymer chains and/or monomer units can not only

result in propagation catalysis, but can have a significant effect on the microstructure

of the resulting polymer chain. The orientation of side-groups along a polymer chain,

known as tacticity, has profound consequences on the mechanical properties of polymer

compounds but has proven difficult to control in free radical polymerization.4 While

achieving highly stereo-regular polymer chains from free-radical polymerization reac-

tions is not impossible, it is not generally achieved by design, nor is there a single,

generalizable approach to controlling tacticity.
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The difficulty in controlling tacticity arises at the propagating radical chain end,

which is a planar, sp2-hybridized carbon atom able to rotate freely, preventing the forma-

tion of a stereospecific polymer backbone (the so-called “fast interconversion scheme”5

is described in more detail in Publication 12). Lewis acid complexation, rather than

being introduced to alter the kinetics of radical addition steps, can potentially prevent,

or slow down, the free rotation and introduce tacticity control. Unfortunately, extensive

investigations into this approach6 demonstrate that the simple introduction of Lewis

acids is not enough for tacticity control.

An example where this approach has been successful is studied computationally in

Publication 12. This study explains how Lewis acids induce stereocontrol in a copoly-

merization reaction and increase our understanding of how Lewis acids may be em-

ployed successfully in future reactions.

The final publication in this thesis, Publication 13, is an experimental and com-

putational investigation into the catalysis of a hydrolysis reaction (Figure 6.1a). This

reaction employs an enzyme-inspired, artificial catalytic triad (ACT) (Figure 6.1b) in

conjunction with micellar catalysis. Solvent effects on organic reactions are well es-

tablished,Parker1969 and in Chapters 4 and 5 their importance is related to the balance

between the size of an internal electric field (large in low polarity solvents), and the

solubility of the overall system (low in low polarity solvents). To that end, micellar and

enzyme catalysis, with their dynamic, high- and low-polarity solvation environments

present an opportunity to introduce electrostatic effects in a practical and effective man-

ner that limits negative solvation effects.

(a) Hydrolysis reaction (b) Artificial Catalytic Triad

Figure 6.1: Systems studied with quantum chemistry in Publication 13

It is well known that in biological systems, proteins are able to catalyse biologically

important reactions by taking advantage of their own solubility in water, the predomi-
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nant solvent environment in cells, whilst providing a hydrophobic pocket for improved

reactant solubility.7 It is therefore difficult to beat the biological enzyme catalysis, how-

ever, there are disadvantages that can prevent their widespread application:8

1. Enzymes are highly selective and difficult to design

2. Whilst stable and active under physiological conditions, i.e. over a temperature

range of 20-40°C and pH range of 6-8, outside of these conditions enzymes can be

rendered inactive or, at worst, irreversibly denatured

The design and synthesis of an ACT/micelle co-catalyst has not, therefore, been

performed so as to match the catalytic ability of biological enzymes, but to instead to

keep the core reactivity exhibited by functional groups within the enzyme itself. The

ACT is based on the functional groups present in the hydrophobic pocket of hydrolase

enzymes, namely the histidine, aspartate, and serine amino acids.9 The key functional

groups present in these amino acids are installed on a flexible tertiary amine scaffold,

allowing the functional groups to orient themselves so as to introduce reactivity. The

inclusion of micelles is aimed at introducing some element of micelle catalysis10,11 to

complement the ACT. A micelle is a self-assembled aggregate of amphiphilic monomers,

in aqueous solutions monomers usually possess polar, water-soluble headgroups and

long, apolar hydrophobic alkyl chains. When the concentration of monomers is above

the critical micelle concentration, or c.m.c., the formation of micelles is spontaneous.

Like enzymes, micelles exhibit a hydrophilic surface that allows solvation by water, and

a hydrophobic, low polarity core that will solvate organic reactants for catalysis. As well

as this, a key part of micellar catalysis is the localization of organic reactants, important

as whilst the overall concentration of the reactants may be low, the local concentrations

can be much higher, due to more favourable solvation environment.

In this publication, quantum chemistry was used to deduce the likely catalytic mech-

anism of the ACT molecule in order to explain the observed increase in rate of the

hydrolysis reaction. These calculations were supported by molecular dynamics calcu-

lations that were able to describe and model the micelle structures to a much greater

extent than quantum chemistry could, due to the size of the systems investigated.
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6.2 Publication 12

Mechanistic Insights into Lewis Acid Mediated Sequence- and Stereo-Control in

Radical Copolymerization

Nicholas S. Hill, Benjamin B. Noble, Michelle L. Coote

Reversible Deactivation Radical Polymerization: Mechanisms and Synthetic

Methodologies, 2018, 41-61

This publication is a peer-reviewed manuscript published as a book chapter in Reversible

Deactivation Radical Polymerization: Mechanisms and Synthetic Methodologies. All com-

putational results and subsequent discussion are my own work. Prof. Michelle Coote

assisted with the direction of the theoretical investigations and corrected my draft write-

ups. Supplementary material is available online.
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Chapter 2

Mechanistic Insights into Lewis Acid Mediated
Sequence- and Stereo-Control in Radical

Copolymerization

Nicholas S. Hill, Benjamin B. Noble, and Michelle L. Coote*

ARC Centre of Excellent in Electromaterials Science,
Research School of Chemistry, Australian National University,

Canberra ACT 2601, Australia
*E-mail: michelle.coote@anu.edu.au.

Theoretical calculations have been performed to model the
effects of a model Lewis acid, boron trichloride (BCl3) on the
radical copolymerization of methyl methacrylate (MMA) and
styrene (Sty). These calculations suggest that the high degree
of alternation observed in the copolymer sequence distribution
cannot be attributed to either ternary monomer complexes
nor radical-monomer complexes. These complexes were not
found to be sufficiently stable, particularly in the presence of
competing solvation by toluene. However, this alternation can
be satisfactorily explained via an enhanced cross-propagation
mechanism, which originates from the matched donor/acceptor
electronic character of the MMA(BCl3)/Sty system.

A long-term goal for both academic and industrial chemists is to control
the structure and resultant properties of macromolecules. There are a variety of
chemical and physical properties that can be tuned via structural modifications
to suit a specific application. Such modifications might include alterations to
the chemical functionality of the side-chain(s), the molecular weight distribution
(MWD), tacticity/stereochemistry or architecture of the resultant polymer (see
Scheme 1). Additionally, in copolymers, sequence distribution and composition
can also be altered. The feasibility of these structural modifications is usually
heavily dependent on the type of polymerization procedure(s) used.
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Scheme 1. Idealized Modifications of Various Aspects of (Co)polymer
Microstructure

For decades, radical polymerization was regarded as the least precise
polymerization process. Structural control in conventional radical polymerization
is plagued by random bimolecular termination reactions (radical-radical
combination and disproportionation), which leads to polydisperse products
with little (if any) tacticity or chain-end control. This lack of microstructural
control limits the utility of free-radical polymerization in precision polymer
synthesis. However, the development of ‘living’ radical polymerizations
has led to unprecedented levels of structural control, with popular examples
including: nitroxide-mediated polymerization (NMP) (1–6), atom-transfer
radical polymerization (ATRP) (7–9), and reversible addition-fragmentation
chain-transfer (RAFT) polymerization (10–16). The specific chemical
components of each process are different, however all three utilize an equilibrium
between dormant and active polymer chains to lower the concentration of
propagating radicals. This greatly reduces the incidence of bimolecular
termination, relative to the overall number of polymer chains, and allows for
the synthesis of polymers with well-defined MWDs and highly specialized
architectures (including block copolymers, brushes, stars etc.) (17, 18).

42
 Matyjaszewski et al.; Reversible Deactivation Radical Polymerization: Mechanisms and Synthetic Methodologies 

ACS Symposium Series; American Chemical Society: Washington, DC, 2018. 

250



Living radical polymerization reactions give chemists a high degree of
control over a variety of structural features for a wide range of different
monomers. Unfortunately, complete control over all aspects of polymer structure
remains elusive. Of interest, and difficulty, is the achievement of control over the
unit-by-unit sequence of copolymers and their stereochemistry. Sequence control
is desirable as it gives access to copolymers with macroscopic properties that can
be tuned by altering the sequence of the monomers, rather than their identity.
Progress towards sequence control has been made through, for example, the
use of brush copolymers (19) and single monomer unit addition (SUMI)-RAFT
techniques (20), however such processes are significantly more complex and
less robust than standard NMP, RAFT, or ATRP. Stereocontrol in radical
polymerization also remains notoriously difficult, although some notable progress
has been made in certain monomer systems (21, 22).

The mechanism of tacticity control in most radical-based polymerizations is
described by the rapid interconversion scheme (RIS) (see Scheme 2) (23). In the
RIS, tacticity of the polymer chain is determined by the relative orientation of the
terminal and penultimate side-chain during monomer addition. This scheme also
illustrates how, in an unmediated reaction, control over the stereochemistry of the
polymer chain is lost. Due to the low energy rotational barrier between pro-meso
and pro-racemo conformations (compared with the tacticity defining radical
addition reaction) and their near degeneracy, radical polymerization typically
results in predominantly atactic polymer (23).

This does not, however, mean that stereospecificity in radical polymerization
is entirely unachievable. The 2009 review by Satoh and Kamigaito (21) highlights
key methodologies that have been previously used with varying degrees of
success. One such route is that of Lewis acid (LA)-mediated polymerization
whereby a LA is used to bind to the polymer side-chain (23). This interaction
instils some conformational preference upon the propagating polymer terminus
that affects the relative stability of pro-meso and pro-racemo conformations.
The effects of LA on free radical polymerization reactions are, however, varied
and largely inconsistent. Depending on the LA, monomer and specific reaction
conditions, degrees of stereocontrol can range from Δm = 70% to essentially
nothing (e.g. Δm = 1-2%) (24, 25).

Moreover, LA have been shown to affect several other aspects of the
polymerization. As early as 1957, it was reported that the addition of LiCl
results in the acceleration of acrylonitrile (AN) polymerisation (26), an example
of LA acting as a catalyst for the polymerization reaction. Recent pulsed laser
polymerization studies have confirmed their ability to act as propagation catalysts
(27, 28). Matumoto et al. suggested the polymerisation of MMA was amenable
to tacticity control by stereospecifically bound MgBr2 (29), and in a more recent
study we showed that the presence of LA can also result in a red-shift in the
absorbance spectrum of a radical photoinitiator and affect initiation rates (30).
Finally, and of specific interest to the development of sequence control, LA
have been observed to alter the sequence distribution of copolymers, typically
increasing their alternating tendency (31–36). The assumption, then, that a LA
will passively bind to the propagating radical and otherwise be a spectator in the
ensuing reaction is not necessarily valid. Understanding the mechanism by which
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LAs influence radical polymerization would greatly assist in designing effective
stereo- and sequence control systems.

Scheme 2. The Mechanism of Tacticity Determination Assuming Rapid
Interconversion of the Intermediate Pro-meso and Pro-racemo Conformations

To this end, in the present work we use theory to clarify the mechanism of
an intriguing system in which boron trichloride (BCl3) was shown affect both
the sequence distribution and stereochemistry of the radical copolymerization
of methyl methacrylate (MMA) and styrene (Sty) (36, 37). In particular, Gotoh
et al. (37) noted a remarkable increase in coheterotacticity, upon addition of
stoichiometric amounts of boron trichloride (BCl3) to the copolymerization of
methyl methacrylate (MMA) and styrene (Sty). The addition of BCl3 resulted
in polymer cotacticity ratios of mm/mr/rr = 1/89/10 and 4/85/11 for the St-
and MMA-centered triads, respectively. An elegant follow up study by the
authors (38) used deuterated monomers to determine the coisotactic parameters,
or probability of isotactic diad formation. Determination of these “Bovey
parameters (33)”, given as and , allowed the authors to determine the
favoured propagation process involved in forming the coheterotactic polymer.
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The deuterated analogue reactions and coheterotactic propagation processes are
given in Scheme 3a and b. The experimentally obtained and values are
0.09 and 0.85, respectively, which means that the presence of BCl3 results in:

1. Sty monomer addition to an MMA radical resulting in a racemo diad
2. MMA monomer to Sty radical resulting in formation of a meso diad

The coheterotactic polymer therefore has the structure shown in Scheme 3c.
As noted by the authors, the and parameters are determined independently of
any assumed polymerisation mechanism. This means that the effect of the addition
of BCl3 on the tacticity is unambiguous, although the actual role of the LA remains
unclear.

Scheme 3. (a) Deuterated Analogue Sty-MMA Copolymerization Performed to
Determine the Coisotactic Parameter of Sty Radical to MMA Monomer Addition,
Where 100% Meso-Diad Formation Gives . (b) The equivalent coisotactic
parameter, 2* , for MMA radical to Sty monomer addition. (c) Experimentally

obtained heterotactic triad unit of poly(MMA-alt-Sty).

45
 Matyjaszewski et al.; Reversible Deactivation Radical Polymerization: Mechanisms and Synthetic Methodologies 

ACS Symposium Series; American Chemical Society: Washington, DC, 2018. 

253



The experimental work performed by Gotoh et. al. clearly demonstrates
that BCl3 has unique effects on this copolymerization, imparting both sequence-
and stereo-control (37, 38). At the same time, other examples of heterotactic
control in radical-based polymerizations are exceedingly rare. To explore the
success of this particular Lewis acid, several questions must be answered; what
is the preferred binding mode of the BCl3 molecule? What is happening to the
propagating radical upon binding that results in the observed catalysis? Why
does the addition of BCl3 result in stereocontrol? Why does sequence control
only require a catalytic concentration of BCl3, while heterotactic control requires
stoichiometric concentrations of LA? Such an understandingwill provide desirable
characteristics that can be included when designing future reactions, as well as
clues as to why the addition of BCl3 (and other LA) doesn’t necessarily lead to
stereocontrol and/or sequence control in other systems.

Computational Methodology

Standard ab initio molecular orbital theory and density functional theory
(DFT) calculations were carried out using Gaussian 09 (39) with the exception
of CCSD(T) calculations, which were performed using Molpro 2015 (40, 41),
Geometries of all species were optimised at the M06-2X (42) level of theory using
the 6-31+G(d,p) basis set and frequencies, entropies and thermal corrections
were also calculated at this level of theory. Improved single-point energies
were calculated using the high-level composite ab initio G3(MP2,CC) method
(43). Adiabatic ionization potentials and electron affinities were calculated with
G3(MP2,CC)(+), a variation of standard G3(MP2,CC) where calculations with the
6-31G(d) basis set are replaced with 6-31+G(d). High-level calculations where
utilized in conjunction with the ONIOM approximation (44, 45) for larger systems,
with UMP2 used to model remote substituents effects. Similar methodology
has been shown to accurately reproduce the kinetics and thermodynamics of a
range of radical reactions (23, 46–48). Vibrational analyses were performed on
all geometries to verify the nature of the stationary points, and to calculate the
gas-phase partition functions and associated thermal and entropic corrections.
Gas phase free energies were then corrected to the solution phase using Gibbs
free energies of solvation, calculated using the COSMO-RS model (49–51). The
ADF package (52) was used to computed COSMO-RS solvation free energies on
solution-phase geometries at the BP/TZP level of theory (as it was parameterized
for), and the remaining parameters were kept as default values (53). The atomic
radius of Boron was taken as 2.05 Å by scaling the van der Waals radius by
117%, as recommended by Klamt and co-workers (54, 55). Having obtained the
solution-phase Gibbs free activation barriers, rate coefficients were calculated via
standard transition state theory (56).
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Results and Discussion
Binding Modes and Lewis Basicity

Sty andMMAmonomer possess several possible Lewis donor sites and so we
rigorously examined all possible interactions between these monomers and BCl3.
Intuitively, one would expect the strongest interaction to be between BCl3 and the
O-acyl portion of the methoxy ester, although binding to the O-methoxy group
or to the C=C bond could also be envisaged. For Sty monomer, complexation
could feasibly occur through either the C=C bond or the aromatic ring. However,
despite an exhaustive search, no stable minima between BCl3 and Sty monomer
was found. Similarly, no stable complex with the C=C bond of MMA monomer
was located. This is perhaps unsurprising, as BCl3 is a very hard Lewis acid and
so minimal interactions with soft (and weak) Lewis bases would be anticipated.
However, BCl3 can bind to either of the oxygen atoms present in the methoxy ester
side-chain of MMA. In total this yields four possible structures; s-cis and s-trans
conformations for both O-acyl and O-methoxy coordinated complexes (see Figure
1). Consistent with expectations, both O-acyl complexes are highly favored, with
the s-cis isomer being the most thermodynamically stable complex. Thus, other
modes of coordination were not examined henceforth.

In an MMA/Sty copolymerization, there are 3 functionally distinct methyl
ester moieties: those of the monomer, the radical terminus and polymer side-
chains. To determine if there is a preference for BCl3-complexation to a particular
ester moiety, relative binding free energies to various unimeric MMAmodels were
calculated (see Figure 2). These results indicate that the most Lewis basic ester
side-chain is that of the propagating polymer radical terminus and thus preferential
binding of BCl3 at this site is anticipated. Moreover, the BCl3 binds more strongly
to the ester-moiety of MMA monomer compared to a unimeric MMA side-chain
segment. These results suggest that if only catalytic concentrations of BCl3 were
present, the LA would likely detach from the ester side-chains of the polymer
backbone. However, we should caution that the π-ester interaction (vide infra),
which occurs in larger polymer chain models would likely reduce this selectivity
for chain-end and monomer binding.

Mechanistic Origins of Sequence Control

There are several previous examples of increased alternation in copolymer
sequence distribution upon the introduction of Lewis acids (31–36), with the effect
normally ascribed to one of three possible mechanisms (see Scheme 4) (35). The
first mechanism is via the formation of a ternary monomer complex composed
of the LA bound acceptor and donor monomer. As depicted in Scheme 4,
alternation originates from the addition of this ternary complex to the propagating
polymer terminus, with sequential (but very rapid) addition of the donor monomer
followed by the acceptor (or vice versa). The second and arguably the most
frequently cited mechanism is through enhanced cross propagation (35, 57–61),
whereby the LA alters the reactivity of the acceptor monomer and radical such
that cross propagation is significantly favoured over homopropagation (62). The
third mechanism is via the formation a radical-monomer complex, between either
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the LA bound acceptor radical and donor monomer (as depicted in Scheme 4)
(63). To discriminate between these mechanisms, we first explored the stability of
ternary monomer and radical-monomer complexes before examining the effects
of LA complexation on cross propagation.

Figure 1. Optimised geometries and relative free energies (kJ mol-1) of different
binding modes between BCl3 and MMA monomer at −95 °C in toluene.

Figure 2. Chemical structures of various unimeric MMA models and their
corresponding relative free binding energies (kJ mol-1) to BCl3 at −95 °C in

toluene.
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Scheme 4. Three Previously Proposed Mechanisms to Explain the Increased
Tendency Towards Alternation with LA Inclusion. (A: acceptor monomer, D:

donor monomer, LA: Lewis acid)

Potential Role of Ternary Monomer and Radical-Monomer Complexes

A ternary monomer complex was proposed by Gotoh et al. as the origin of
sequence and stereocontrol in the BCl3-mediated MMA/Sty copolymerisation
(31). However, other authors have argued that ternary monomer complexes are
not, in general, sufficiently stable to explain alternation (64). Moreover, trapping
experiments by Tirrell and co-workers found no evidence for concerted monomer
addition in a prototypical donor-acceptor copolymerization (chloroethyl vinyl
ether and N-phenylmaleimide) (65). Nevertheless, the low polymerization
temperatures used by Gotoh et al. in their study (i.e. −95 °C) should enhance the
thermodynamic stability of such complexes, which are enthalpically favorable
but entropically disfavored. To ascertain the potential importance of ternary
monomer complexes, we predicted their stability using high-level theoretical
calculations (see Figure 3). As illustrated by Figure 3, formation of a ternary
monomer complex is essentially thermoneutral compared with the separated
MMA(BCl3) and Sty monomer in toluene at −95 °C. These calculations suggest
that formation of the ternary monomer complex formation would be feasible
under reaction conditions. However, it should be noted that continuum solvation
models usually carry errors of approximately 4 kJ mol−1 for neutral solutes (66).
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Figure 3. Optimised geometries and binding free energies (kJ mol-1) of the
MMA(BCl3)/ Sty ternery monomer complex and an analogous MMA(BCl3)/

toluene complex in bulk toluene at −95 °C.

The combination of computational uncertainty and the weak absolute
interaction energy makes it difficult to ascertain how prevalent ternary complexes
might be under experimental conditions. Thus, we further evaluated the
plausibility of this mechanism by assessing the relative strength of the competing
complex formed with toluene. Crucially, the relative binding energy of Sty
monomer and toluene to BCl3 should have a smaller error because of the structural
similarities of both donor species. While previous work on pKa prediction has
noted that continuum solvent models often carry significant absolute errors,
relative solvation energies for solutes that are structurally similar is much less
prone to error (66). Moreover, to form a significant amount of ternary monomer
complex, the interaction between BCl3-bound MMA monomer and Sty monomer
would have to be significantly stronger than the comparable interaction with
toluene. If there is not a sufficient thermodynamic preference, then the large
molar excess of toluene relative to Sty monomer would disrupt the formation
of the ternary monomer complex. As illustrated by Figure 3, the strength of
the interaction between MMA(BCl3) and toluene is slightly stronger than the
respective interaction MMA(BCl3) and Sty monomer. Since the molar ratio of
toluene to Sty monomer is over 75:1 under the experimental conditions used,
it is unlikely that a ternary monomer complex would be present at significant
concentrations.

While noting the weak interaction energy for ternary monomer complexes,
analogous radical-monomer complexes should not be automatically discounted.
Indeed, the presence of the conjugate radical has been noted to significantly alter
the Bronsted (23) and Lewis basicities (67) of carboxylic acid/ ester functional
groups. However, we found that a BCl3-complexed unimeric MMA radical had an
interaction with Sty monomer that was only marginally stronger (by 2.9 kJ mol−1)
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than that of complexed MMA monomer. This weak interaction would also likely
be compounded with similarly poor selectivity for interaction with Sty compared
to explicit toluene solvent.

Enhanced Cross Propagation

Given the thermodynamic instability of the ternary monomer and
radical-monomer complexes, enhanced cross-propagation is the remaining
plausible mechanism for sequence control. LA complexation can dramatically
affect both intrinsic radical stability and the polar characteristics of radical
reactions. Indeed, we recently found AlCl3 complexation could change the radical
stabilization energies (RSEs) of certain photoinitiator derived radicals by as much
as 50 kJ mol−1 (68). Moreover, the reactivity of these radicals could be altered
by as much as 8 orders of magnitude through LA coordination (68). AlCl3 was
also shown to be an excellent propagation catalyst in MMA homopolymerization
(69). To explore the effect of BCl3 complexation, we calculated reaction barriers
and rate coefficients at −95°C in toluene for the elementary addition reactions
in a Sty/MMA copolymerization assuming a terminal model (see Table 1). We
then assessed the impact of BCl3 complexation at different ester moieties on these
addition barriers and the corresponding solution-phase rate coefficients. While
it is well known that the terminal model fails to properly describe unmediated
Sty/MMA copolymerization (70), these prototypical reactions are used simply to
assess the feasibility of an enhanced cross propagation mechanism.

Table 1. Calculated Kinetic, Thermodynamic and Polar Parameters at -95°C
in Toluene for Prototypical Homo- and Cross-Propagation Reactions of Sty

and MMA in the Presence and Absence of BCl3

As Table 1 indicates, unmediated Sty/MMA reactions have addition rate
coefficients which are consistent with the random nature of the corresponding
copolymerization. The unimeric MMA radical has similar reactivity towards
both MMA and Sty monomer, with addition barriers of 45.0 and 46.5 kJ mol−1,
respectively. Similarly, the unimeric Sty radical is comparably reactive towards
both MMA and Sty monomer, with addition barriers of 48.8 and 51.4 kJ
mol−1, respectively. BCl3 complexation significantly catalyzes both Sty/MMA
cross propagation reactions, with corresponding rate coefficient increases of
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4-7 orders of magnitude. Interestingly, the Sty radical/MMA monomer cross
propagation reaction is catalyzed significantly more than the corresponding MMA
radical/Sty monomer. Consistent with previous results for other Las (67, 69),
BCl3-complexation also lowers the barrier for MMA homopropagation, albeit
by a smaller amount. Thus, it is clear that LA complexation results in enhanced
cross-propagation, which in turn leads to the alternating behaviour.

The reactivity of the respective radicals and the influence of BCl3-
complexation can be rationalized by considering the enthalpic and polar
characteristics of these reactions. Many radical-based addition reactions obey the
Bell– Evans–Polanyi principle (71, 72) and thus ΔHrxn values can be used to infer
reactivity changes originating from general enthalpic effects (e.g. intrinsic radical
stability). The sum of the radical ionization energy and monomer electron affinity
(IEr + EAm) and the converse sum of radical electron affinity and monomer
ionization energy (IEm + EAr) is frequently used to assess the importance of
polar-effects in radical addition reactions. Non-negligible charge transfer in the
transition state is indicated by values of < 7 to 8 eV, with lower values signifying
greater polar stabilization of the transition state (73). To assist in rationalizing
these kinetic results, we also calculated both the gas-phase reaction enthalpy
(ΔHrxn) and polar terms (IEr + EAm and IEm + EAr) for these elementary reactions
(see Table 1).

The unmediated cross-propagation reactions are not significantly favoured
over the corresponding homopropagation reaction because neither the polar nor
the enthalpic effects are significantly different. BCl3 complexation at the conjugate
methyl ester dramatically increases the electrophilicity of MMA radicals and
monomer (decreasing their electron affinities by around 2 eV). This results in
strong charge transfer stabilization for reactions with the relatively nucleophilic
Sty monomer and radicals. Complexation of BCl3 enthalpically stabilizes the
forming MMA radical and consequently increases the favourability of Sty radical
addition (ΔHrxn increases by 25 kJ mol−1). In contrast, complexed MMA radical
addition to Sty monomer is marginally less enthalpically favoured due to this
stabilization. This difference in enthalpic favourability can be used to rationalise
the greater increase in reactivity for Sty radical cross-propagation (~ 7 orders of
magnitude increase in kadd), compared to MMA radical cross-propagation (~ 4
orders of magnitude).

Interestingly, while BCl3 greatly enhances the alternation behaviour of
Sty-based radicals, it appears to catalyse both homo- and cross-propagation
for MMA-based radicals. This suggests that using a unimeric propagating
MMA-radical is likely too simplistic and more sophisticated models are required
to provide quantitative agreement with experiment. However, these prototypical
models confirm the significant impact of BCl3 on the propagation kinetics and
reveal the fundamental origins of alternation.

Mechanistic Origins of Coheterotactic Specificity

To determine the origins of coheterotactic specificity, we next examined
interactions between the phenyl and methyl ester side-chains in various model
systems. According to the rapid interconversion scheme, tacticity is determined
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by the relative arrangement of the terminal and penultimate side-chains with
respect to the macromolecular backbone. However, interactions between the
side-chains of the terminal unit and incoming monomer must also be examined, as
these interactions can interfere with those of the terminal and penultimate groups
and indeed have been shown to be kinetically dominate in other systems (67). To
examine the relative strength of the interactions between the terminal-penultimate
and terminal-monomer side-chains, we studied the conformational preferences
of the dimeric radicals and corresponding transition structures. Specifically,
we examined if these side-chains preferred to be in a syn (interacting) or anti
(non-interacting) orientation.

For the MMA(BCl3)-Sty radical, there is a strong terminal-penultimate
side-chain interaction, with the syn conformation favored by 4.6 kJ mol−1
(see Figure 4). The terminal-monomer interaction in the Sty radical system is
significantly weaker, with the syn conformation still favored but only by 1.8
kJ mol−1. Meanwhile, for the Sty-MMA(BCl3) radical, there is no significant
terminal-penultimate side-chain interaction, with the syn conformation favored
by only 0.3 kJ mol−1 (see Figure 5). However, there is a very strong interaction
between the terminal MMA(BCl3) side-chain and that of incoming Sty monomer.
Indeed, we were unable to find transition state conformations where the terminal
and monomer side-chains were not interacting. Collectively, these results indicate
that the conformational preferences of propagating Sty radicals are largely dictated
by the interactions between the terminal and penultimate side-chains. Conversely,
the conformational preferences of propagating MMA(BCl3) radicals are largely
dictated by the interactions between the terminal and monomer side-chains.

Figure 4. The strength of terminal-penultimate and terminal-monomer
interactions in Sty-based radicals. This is evaluated by comparing the stability of
syn (side-chains interacting) and anti (side-chains not interacting) conformations

of the respective dimer and propagating transition structure.

53
 Matyjaszewski et al.; Reversible Deactivation Radical Polymerization: Mechanisms and Synthetic Methodologies 

ACS Symposium Series; American Chemical Society: Washington, DC, 2018. 

261



Figure 5. The strength of terminal-penultimate and terminal-monomer
interactions for MMA(BCl3) radicals. This is evaluated by comparing the

stability of syn (side-chains interacting) and anti (side-chains not interacting)
conformations of the respective dimer and propagating transition structure.

The differing strength of terminal-penultimate and terminal-monomer
interactions for each type of radical is intriguing. The electrostatic potential
surfaces (ESPs) of the BCl3-complexed methyl ester and phenyl groups are
illustrated in Figure 6. We should note that similar ESPs are observed for the
side-chains of the terminal radical and polymer chain. That is, the presence of
a conjugate radical or a fully saturated alkane (instead of an allylic -CH=CH2
or -CCH3=CH2 moiety) does not qualitatively alter these surfaces. The face of
the phenyl substituent carries a large negative electrostatic potential because
of the relatively large quadrupole created by the aromatic π-system. As Figure
7 illustrates, the terminal phenyl side-chain in the MMA(BCl3)-Sty radical is
positioned around the methoxy methyl region of the methyl ester. In contrast, the
penultimate phenyl substituent in the Sty-MMA(BCl3) radical is situated around
the acyl O region of the terminal ester side-chain. In other words, the rigidity
of the (forming) polymer backbone limits interactions between the adjacent
substituents to two different electropositive regions of the ester side-chain,
which are centered around the O-acyl atom and methoxy methyl group. The
methyl region is significantly more electropositive than the acyl region and
consequently the π-methyl interaction is significantly more stabilizing than the
π-acyl interaction.
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Figure 6. Electrostatic potential surfaces (ESPs) of Sty and MMA(BCl3)
monomer. The two possible positions of phenyl interaction are illustrated on the
MMA(BCl3) surface. Darker regions depict areas of greater negative (Left: Sty)

or positive (Right: MMA(BCl3)) electrostatic potential.

Figure 7. Newman projections of the MMA(BCl3)-Sty and Sty-MMA(BCl3)
radicals highlighting the different relative positioning of the methyl ester and

phenyl side-chains.

Having established the dominant pair-wise interactions using dimer models,
we then examined the conformational preferences of larger more realistic trimeric
radicals (see Figure 8). Unsurprisingly, the MMA(BCl3)-Sty-MMA(BCl3) radical
adopts a linear pro-racemo arrangement, which is consistent with the notion
that the terminal-penultimate interaction is weak and repulsive for MMA(BCl3)
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radicals. Crucially, this pro-racemo arrangement also leaves the terminal
ester side-chain free to interact with incoming Sty monomer. In contrast, the
Sty-MMA(BCl3)-Sty radical adopts a linear pro-meso arrangement, which is
consistent with the idea that the terminal-penultimate interactions determine the
conformation of the Sty based radicals.

Figure 8. The lowest energy accessible conformations for MMA(BCl3)-Sty-
MMA(BCl3) and Sty-MMA(BCl3)-Sty radicals.

The alternating pro-racemo/pro-meso conformational preference would lead
to alternating racemo/meso cross-propagation (see Scheme 5) and hence the
coheterotactic microstructure observed by Gotoh and co-workers (74, 75) (see
Scheme 3c). This mechanism is consistent with the observation that catalytic
quantities of BCl3 can induce alternation (36) but not coheterotactic control (37).
Specifically, the pro-meso conformational preference observed for propagating
Sty radicals results from interactions between the terminal phenyl and penultimate
ester substituents. If the penultimate ester substituent is not complexed with BCl3,
then no appreciable selectivity for either pro-meso or pro-racemo conformations
was observed. Moreover, the pro-racemo conformational preference of
MMA-based radicals is also reduced if the antepenultimate ester is not complexed
with BCl3, as the penultimate phenyl side-chain can interact more effectively
with the terminal ester substituent. In other words, sequence control only requires
BCl3-complexation of the terminal and monomer side-chains, while stereocontrol
requires the complexation of the penultimate and antepenultimate substituents as
well.
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Scheme 5. A Simplified Mechanism of Coheterotactic Selectivity for
BCl3-Mediated MMA/Sty Copolymerization.

Conclusions
To conclude, high-level ab initio calculations have been used to investigate

the origin of sequence and stereo-control of the BCl3 mediated copolymerization
of MMA and styrene. It is found that the high degree of alternation can be
attributed to an enhanced cross-propagation mechanism. Moreover, the dramatic
increase in reactivity calculated for BCl3-complexed MMA monomer units and
MMA radical chain-ends agrees with the experimental observation that alternation
only requires the addition of a catalytic amount of BCl3. Coheterotactic control
is found to originate from -stacking interactions between the BCl3 complexed
methyl-esters and the phenyl groups; these interactions result in the terminal
ester moiety of a MMA radical chain end preferentially interacting with the
-system of the incoming styrene monomer unit, rather than the preceding styrene

unit. Conversely, the styrene radical chain end exhibits a strong preference
for the ester moiety present in the preceding MMA unit, with no significant
interaction with incoming MMA monomer. Collectively, these two effects result
in cross-propagation reactions that strongly favour coheterotacticity. Unlike
alternation, for which only a catalytic amount of BCl3 is required, coheterotacticity
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requires a stoichiometric amount. This can be reconciled by the fact that for
stereocontrol to be imparted, there is a requirement for BCl3 to be bound to the
penultimate and antepenultimate chain units; there would be no thermodynamic
or kinetic preference for this to be the case if only a small amount of BCl3 is
present.
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C H E M I S T R Y

A multifunctional surfactant catalyst inspired  
by hydrolases
Mitchell D. Nothling1, Zeyun Xiao2, Nicholas S. Hill3, Mitchell T. Blyth3, Ayana Bhaskaran3,  
Marc-Antoine Sani4, Andrea Espinosa-Gomez1, Kevin Ngov1, Jonathan White4, Tim Buscher5, 
Frances Separovic4, Megan L. O’Mara3, Michelle L. Coote6, Luke A. Connal3*

The remarkable power of enzymes to undertake catalysis frequently stems from their grouping of multiple, 
complementary chemical units within close proximity around the enzyme active site. Motivated by this, we report 
here a bioinspired surfactant catalyst that incorporates a variety of chemical functionalities common to hydrolytic 
enzymes. The textbook hydrolase active site, the catalytic triad, is modeled by positioning the three groups of the 
triad (-OH, -imidazole, and -CO2H) on a single, trifunctional surfactant molecule. To support this, we recreate the 
hydrogen bond donating arrangement of the oxyanion hole by imparting surfactant functionality to a guanidinium 
headgroup. Self-assembly of these amphiphiles in solution drives the collection of functional headgroups into 
close proximity around a hydrophobic nano-environment, affording hydrolysis of a model ester at rates that 
challenge -chymotrypsin. Structural assessment via NMR and XRD, paired with MD simulation and QM calculation, 
reveals marked similarities of the co-micelle catalyst to native enzymes.

INTRODUCTION
The impressive catalytic power of enzymes, as well as their remarkable 
stereo-, regio- and substrate specificity, has underpinned the evolution 
of life on Earth. Much research has been directed at elucidating the 
structure and function of enzymes, and it is now well accepted that 
many enzymes use a complex suite of covalent, electrostatic, hydrogen 
bonding (H-bonding), and directional interactions to undertake 
catalysis (1–7). Notably, it is the well-defined combination of multiple 
chemical interactions within the enzyme protein structure that gives 
rise to their unrivalled rate enhancement (8). In the study of enzyme 
function and in the development of new catalysts, a major target 
for researchers has been the design of simpler, small-molecule 
enzyme models that incorporate one or more of these interactions. 
An understanding that enzymes, as Knowles (9) suggests, are “not 
different, just better” has driven the exploration of such model 
materials, although the realization of substantial reaction rate en-
hancements remains extremely challenging. The field of enzyme 
mimicry based on active-site structure has been widely examined, 
with pioneering work by Breslow (10), Cram (11, 12), and Rebek 
(13) and their co-workers introducing the idea of synthetic binding 
pockets that may attract and partition substrates similarly to native 
enzymes (14).

Hydrolytic enzymes (hydrolases) as an enzyme family have 
received significant focus due to their ubiquity in living systems and 
their increasing industrial relevance (15, 16). In particular, the serine 
proteases are an important hydrolase class that have been the target of 
enzyme-mimicking efforts, with the digestive protease -chymotrypsin 
an illustrative example of controlling multiple chemical interactions 

(10, 17–19). At the core of the protein structure lies a relatively 
small functional area, the active site, which mediates their important 
reactions. The active site of chymotrypsin-like hydrolases is often 
composed of a hydrophobic binding pocket that contains three 
spatially close amino acid residues, histidine, aspartate, and serine, 
known as the catalytic triad (20, 21). In addition, the important 
functional role of the active-site residues is frequently supported by 
nearby complementary residues that participate in H-bonding with 
reaction intermediates and transition states to reduce the activation 
energy of the catalytic reaction. In many serine proteases, two nearby 
peptide N─H moieties undertake this role in a region known as the 
oxyanion hole (22). The combination of a hydrophobic pocket, the 
catalytic triad residues, and the oxyanion hole in the hydrolases 
collectively affords hydrolysis of select substrates at rates approaching 
the diffusion limit (23). A long-standing challenge for researchers is 
to imitate the unique structural features of hydrolases in a synthetic 
catalyst system. Progress in synthetic polymer chemistry has afforded 
abiotic macromolecules that can self-assemble to afford unique 
internal environments and functionalities, similar to native enzymes 
(24–26). In particular, the collapse or folding of polymeric chains—
termed foldamers—into single-chain nanoparticles represents a 
powerful approach to mimic the tertiary structure of biopolymers 
(27, 28). However, the influence of synergizing multiple chemical 
and physical interactions into an effective catalyst design remains 
mostly an open question (26).

The challenge we have targeted is to combine these multiple 
enzyme properties—the active-site chemistry, hydrophobic envi-
ronment, and transition-state stabilization—into a single enzyme-
inspired catalytic system. We do this by using the ubiquitous method 
of self-assembling amphiphiles to recreate the macromolecular 
architecture of enzymes by forming micelles. Micellar catalysis has 
been an active research area, including work that aims to mimic the 
hydrophobic binding pocket of enzymes with the internal, low-
polarity environment of micelles (29–32). Early work by Kunitake et al. 
(33, 34), Ihara et al. (35), and Tonellato (36, 37) illustrated the benefit 
of functionalized surfactant headgroups for undertaking both 
inter- and intramolecular cooperative catalysis. However, to the best 
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of our knowledge, no previous study has combined the three groups of 
the catalytic triad into the headgroup of a surfactant—and further-
more including transition-state stabilization groups into a co-micellar 
system. Herein, we report a bioinspired catalyst that contains an 
imidazole, a hydroxyl, and a carboxylate group in close proximity 
on a single molecule to give an artificial catalytic triad (ACT) (Fig. 1). 
The simple, high-yielding, and modular synthesis allows fine ad-
justment to the relative positioning of the catalytic functional 
groups, yielding a surfactant-type molecule with a catalytic triad 
functionalized headgroup that can form a co-micelle capsule in 
solution. Furthermore, inspired by the active site of native enzymes, 
which is supported by an oxyanion hole, these ACT surfactants 
have then been coassembled with a guanidine headgroup 16-carbon 
surfactant. Such a cosurfactant is capable of donating strong, bifurcated 
H-bonding and is critical to assist the ACT in catalysis by undertaking 
supporting interactions with the catalyst-substrate complex. This 
approach is a simple and scalable synthesis for the creation of a 
multifunctional, synthetic self-assembled catalytic system inspired 
by the properties of serine proteases.

RESULTS AND DISCUSSION
We found inspiration in the power of micellar self-assembly to drive 
the collection of multiple functionalities into a confined environment, 
analogous to the protein folding of enzymes. In this way, the assembly 

of surfactants, which contain the functional units associated with 
hydrolase activity (i.e., hydroxyl, imidazole, carboxylate, and H-bond 
donors) as headgroup, could direct these units into close proximity 
to undertake bioinspired catalysis. We reasoned that a loss in ideal 
functional group placement and rigidity in a micellar system may 
be compensated by an increased number of active sites and flexibility 
in catalyst placement. Therefore, our first target was the preparation 
of a functionalized surfactant containing the three groups of the 
catalytic triad (Fig. 1A).

To achieve this, we used the readily available amino acid l-serine to 
provide a primary hydroxyl (as the serine residue does in the natural 
enzyme; Fig. 1C) and a carboxylate group to act as an activator. 
Attaching 2-formyl imidazole to the primary amine of l-serine via 
reductive animation is then used to introduce the third component 
of the catalytic triad, the basic imidazole unit. This straightforward 
synthesis quantitatively results in a bioinspired trifunctional mole-
cule (an ACT) with each of the three groups of the catalytic triad 
positioned in close proximity on the same structure. Addition of 
surfactant functionality is then achieved via the addition of n-
hexadeca-1-al to the secondary amine of the ACT by way of a sec-
ond reductive amination, resulting in a 16-carbon ACT surfactant 
(ACT-C16) (38). This two-step strategy represents a powerful route 
toward highly functional, enzyme-inspired molecules from readily 
available starting materials, and its modularity enables fine adjustment 
to the relative positioning of functional groups.

Fig. 1. A hydrolase-inspired cosurfactant catalyst. (A) Straightforward preparation of a novel surfactant incorporating an ACT of hydroxyl, carboxylate, and imidazole 
units as headgroup. (B) Self-assembly of the ACT surfactant with cosurfactants [hexadecyl guanidinium hydrochloride (Guan-C16) and cetyltrimethylammonium bromide 
(CTAB)] yields a functionalized micelle with an internal hydrophobic core as a mimic of native hydrolase binding pockets. (C) The active site of a common hydrolase, 
-chymotrypsin, highlighting a similar hydrophobic pocket and a catalytic triad of active residues to that of the ACT-surfactant system (74). (D) The ACT-surfactant 
coassembly displays an enhanced esterolytic effect for a model substrate when directly compared with the native enzyme -chymotrypsin. (Data points are the mean of 
at least three independent experiments, and error bars represent SEM.)
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With the active site–inspired ACT-C16 in hand, we sought to 
further extend our design to incorporate a cosurfactant with H-bonding 
capability as mimicry of the oxyanion hole. We selected guanidine 
for this role, whose dual N─H bonds are capable of bifurcated 
H-bond formation, and which has been shown to participate in a 
variety of nucleophilic and general base catalysis roles, including in 
native proteins (Fig. 1B) (39–41). In addition, a guanidine-based 
surfactant has been shown to increase self-assembly properties due 
to enhanced H-bond formation between the guanidine headgroups, 
an advantageous trait to potentially complement the ACT surfactant 
during catalysis (42). The guanidine-containing surfactant hexadecyl 
guanidinium chloride (Guan-C16) was prepared according to prior 
literature under mild conditions in quantitative yields, with purifi-
cation by a single recrystallization step (43).

Assessment of the self-assembly of Guan-C16 in borate buffer 
[0.1 M (pH 9.0), 25°C] by the pyrene fluorescence technique revealed 
a critical micelle concentration (CMC) of 0.28 mM, with the material 
precipitating at higher concentrations (fig. S1). In contrast, the 
assessment of the CMC of ACT-C16 proved inconclusive because of 
a low aqueous solubility at room temperature. To address the low 
solubility of both bioinspired surfactants, we added the common 
cationic surfactant cetyltrimethylammonium bromide (CTAB) to a 
buffered mixture of ACT-C16 and Guan-C16 (ACT-C16:Guan-C16:CTAB 
= 0.002:0.3:0.8 mM), resulting in a clear solution. These concentra-
tions were selected to (i) ensure micelle formation by targeting a 
value just above the CMC of both CTAB and Guan-C16 and (ii) provide 
a low, catalytic amount of ACT, such that substrate turnover and 
saturation kinetics could be targeted during catalytic assessment. 
The complete dissolution of both bioinspired surfactants on the 
addition of CTAB provides support for their inclusion into a three-
component co-micelle system.

Hydrolysis of a model ester substrate [p-nitrophenol benzoate 
(PNB)] was used to examine the catalytic effect of the three-component 
surfactant system, which releases the chromogenic product 
p-nitrophenol (Fig. 1D). Enhanced PNB hydrolysis was observed 
across a broad range of initial substrate concentrations (10 to 250 M, 
equating to a catalyst loading of 0.1 to 22 mole percent), with an 
ACT substrate turnover rate of 1.90 s−1 calculated under Michaelis-
Menten kinetics (table S1). Compared with the uncatalyzed reaction 
without any surfactant addition, this represents an approximately 
16,000-fold rate enhancement. Excluding any of the three surfactants 
from the co-micellar assembly resulted in a significantly reduced 
catalytic effect, particularly when excluding CTAB, which appears 
pivotal in maintaining solubility of Guan-C16 and ACT surfactants. 
An equivalent concentration of CTAB was added to all assays to 
ensure a consistent comparison between catalysts, as CTAB can con-
tribute to background ester hydrolysis. Subsequent assessment of the 
native protease -chymotrypsin under the same reaction conditions 
revealed a sevenfold lower substrate turnover rate, highlighting the 
power of our bioinspired approach under the model conditions. 
However, the observed Michaelis constant KM for the enzyme 
(0.3 mM) is also lower than that for the bioinspired micelle system 
(1.47 mM). This result may indicate either a lower binding affinity 
of the micellar catalyst with the ester substrate or an additional con-
tribution of the cosurfactants toward hydrolysis, separate from that 
undertaken by the ACT. Under the assay conditions, the latter 
hypothesis would seem more likely, increasing the apparent saturation 
concentration of the ACT due to the known general base catalysis 
performed by both CTAB and guanidinium (discussed below). In 

addition, saturation of the co-micellar construct with the hydrophobic 
substrate may alter the physical characteristics of the catalytic 
system, affecting the observed catalysis at higher substrate loading 
and reducing esterolytic efficiency. It must also be noted that the 
natural substrate of -chymotrypsin (proteins, specifically hydro-
phobic peptide bonds) is decidedly different from the p-nitrophenyl 
model substrate used here, and the basic pH of our assay procedure 
places the native enzyme at a disadvantage during a direct comparison 
(44, 45). However, because of convenience for monitoring the 
hydrolysis spectrophotometrically and the short reaction times, this 
comparison is frequently made in the literature and provides an 
insight into the important role of supporting environmental effects 
for optimizing active-site chemistry. The benzoate ester was examined 
here as a more stable and challenging model substrate compared 
with the more commonly explored p-nitrophenyl acetate, and the 
high observed turnover value supports the power of a bioinspired 
cosurfactant system (46).

Active-site mimicry
With the impressive catalytic power of the three-component bio-
inspired micellar system established, we were drawn to examine the 
structure and mechanism of the ACT and guanidine surfactants in 
more detail. First, an examination of the ACT was made to assess 
the presence of interfunctional group interactions and a mechanism 
of substrate attack in comparison to the native catalytic triad of 
-chymotrypsin. To investigate the participation of the three functional 
groups of the ACT in catalysis, several control surfactants were 
prepared and assayed, each excluding a functional group of the ACT 
(fig. S2). Significantly, a 12-fold reduction in catalytic effect was 
observed for each of the control structures containing only two 
functional groups of the ACT when combined with CTAB. This result 
provides evidence for the concerted action of all three groups during 
ACT catalysis. However, it must be noted that for the control struc-
ture containing imidazole and carboxylate groups (but excluding 
hydroxyl), an approximately 10% increase in esterolysis was observed 
above the CTAB background. This finding is consistent with results 
reported previously where the imidazole unit of histidine can 
undertake general base hydrolysis of activated substrates (47–49).

To determine the functional group separation in the ACT, a single 
crystal of an ACT-C8 surfactant was grown in water and elucidated 
via x-ray diffraction (XRD). The solid-phase structure of ACT-C8 
provides information on the functional group interactions (including 
separation distances), which may affect the solution-phase chemistry 
of the ACT surfactant. The resolved structure was compared with 
the well-studied catalytic triad of -chymotrypsin (Fig. 2, A and B). 
Similar to the native enzyme, the three functional groups (hydroxyl, 
imidazolyl, and carboxyl) of the ACT are observed to be spatially 
close. Intramolecular H-bonding was observed between the carboxyl 
and imidazolyl groups in the ACT, a phenomenon typical of the 
enzyme active site. The distance between the carboxyl (O) and 
imidazolyl (N) of the ACT is 2.72 Å, which is relatively short and is 
approaching the separation of these groups in the native enzyme 
(2.64 Å) (50). In the native enzyme, however, H-bonding between 
the Ser-OH and His-N groups is also observed, whereas this was not 
detected in the solid-state structure of ACT-C8. This is due to the 
ACT hydroxyl group forming an intermolecular H-bond with the 
carboxyl group of a nearby ACT molecule. The interaction between 
the carboxyl and imidizolyl groups in the ACT occurs between the 
anti lone pair of the carboxyl-O and the imidazolyl-N as opposed to 
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the syn pair interaction that is observed in the enzyme active site 
(51). The exposed syn lone pair of the carboxyl group now has 
increased basicity due to this interaction, which may provide an 
alternative method for substrate attack by the ACT via general base 
catalysis. Further mechanistic alternatives that implicate the imidazole 
group in nucleophilic attack have also been suggested earlier by 
Bruice et al. (52), Johnson (53), and Jencks (54). Such a mechanism 
involves substrate carbonyl attack by the imidazolyl-N, followed 
by acyl transfer to water, although the studied systems lack the 
additional -OH and -COOH functional groups present in the ACT.

To provide further insight into the potential catalytic mechanism 
of the ACT surfactant, we performed quantum mechanical (QM) 
calculations of the model esterolytic reaction on the ACT headgroup. 
The rate-determining step of this process was determined to be the 
formation of a charged quaternary intermediate, where the ACT 
becomes covalently attached to the carbonyl carbon of PNB following 
an initial nucleophilic attack (fig. S3). The formation of a similar 
enzyme-substrate quaternary transition state also constitutes the rate-
determining step during enzymatic catalysis (55). To determine the 
ACT functional group that undertakes substrate attack, we modeled 
the Gibbs free energy of activation of the addition reaction for the 
three strongest nucleophilic groups present on the ACT (i.e., the 
hydroxyl, the tertiary amine, and the imidazole) (Fig. 2C). Under 
the assay conditions, the lowest energy transition state was observed 
for the ACT-substrate complex formed via attack by the hydroxyl 

group (+67.2 kJ mol−1), again similar to the mechanism of the native 
enzyme. Furthermore, for this transition state to be established, the 
imidazole group must be located nearby to accept the hydroxyl-H 
upon the addition to the carbonyl of PNB. Frequency analysis of 
this transition state confirms a bimodal frequency, corresponding 
to the O→C addition with a concomitant H→N transfer. All calcu-
lations performed on geometries that did not have the hydroxyl and 
imidazole groups next to each other failed to find a transition-state 
structure, offering support for a concerted action between the 
hydroxyl and imidazolyl groups to affect catalysis.

Hydrophobic pocket
A key design feature of the ACT-surfactant system is the development 
of an internal hydrophobic region via micelle self-assembly. In 
addition, the formation of micelles may serve additional roles in 
catalysis, including drawing multiple functional groups together 
and tuning their reactivity, as well as attracting and partitioning 
lipophilic substrates (29). Inspired by previous reports of enhanced 
hydrolytic catalysis in a low-polarity environment, we sought to 
investigate the effect of micelle aggregation on the interaction and 
catalytic activity of the ACT (56, 57).

The functional group interactions of the ACT appear to be tuned 
by the inclusion of the ACT surfactant into a co-micelle system with 
CTAB when analyzed by one-dimensional (1D) and 2D 1H nuclear 
magnetic resonance (NMR) (Fig. 3, A and B). Analysis of ACT-C8 

Fig. 2. An ACT. (A) The catalytic triad of active-site residues in -chymotrypsin, highlighting the close proximity of each unit, facilitated by H-bonding (50). (B) A similarly 
close proximity of functional groups in the ACT surfactant is observed via single-crystal XRD, emphasizing the power of positioning active groups on a single, trifunctional 
molecule. (C) Assessment of the substrate carbonyl attack by the ACT surfactant (identified as rate-determining) via QM computation reveals a preferred pathway 
common to native enzymes, whereby the high-energy transition state is established by the nucleophilic ACT hydroxyl group.
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both with and without the addition of deuterated CTAB (d-CTAB) 
(0.8 mM) highlights a significant change in 1H chemical shift in the 
presence of d-CTAB micelles, indicating insertion of the ACT sur-
factant into the micelle. The most significant shift was observed 
for the imidazole ring protons (Hb; see Fig. 3A for annotations), 
0.15 parts per million (ppm) upfield compared with the CTAB-free 
system, which may be due to an orientation of these protons into a 
more hydrophobic environment, such as the core of the d-CTAB 
micelle. This is supported by total correlation spectroscopy (TOCSY) 
and nuclear Overhauser effect spectroscopy (NOESY) spectra, which 
confirm strong through-space interactions between Hb and the acyl 
chain protons (Hm) of the surfactant tail (Fig. 3B). Weak through-
space interactions were also observed between Hb and the imidazolyl-
adjacent methylene protons (Ha) and between Hb and the closest 
acyl protons (Hd), which is expected considering the proximity 
imposed by the compound chemical structure. With the lack of 
interaction between Hb and the hydroxyl-adjacent methylenes (Hc), 
it is likely that the imidazole ring is buried into the micelle while the 
hydroxyl group is facing away toward the aqueous solution. This is 
further supported by the weaker through-space interactions between 
Hc and Hd or Hm. The NOESY/TOCSY results indicate some 

interaction between all three ACT functional groups as well as 
between the ACT groups and the surfactant alkyl chain.

The incorporation of ACT surfactant into the CTAB micelle was 
also suggested by molecular dynamics (MD) simulation. Upon in-
corporation into the micelle, MD simulation highlighted a marked 
decrease in the number of water molecules surrounding each of the 
key functional groups the ACT-C8 surfactant (Fig. 3C). This effect 
was enhanced for the ACT-C16 surfactant, whose longer alkyl chain 
resulted in a deeper incorporation into the micellar assembly. In the 
absence of CTAB, the ACT surfactants were not observed to form 
persistent aggregates over 100 ns of simulation, suggesting that the 
ACT is only incorporated into a hydrophobic environment in the 
presence of cosurfactants (fig. S4). Also observed were changes to 
the interactions between functional groups of the ACT surfactants 
upon incorporation into the micelle (figs. S11 and S12). The intra-
molecular distance between functional groups of the ACT was altered 
following micelle assembly, establishing closer interactions between 
the imidazole ring and the carboxylate and hydroxyl moieties of the 
ACT, consistent with experimental NOESY data (vide supra). In 
addition, micelle incorporation resulted in a substantial shift in the 
separation distribution between the hydroxyl group and the imidazole 

Fig. 3. Mimicking the hydrophobic pocket. (A) Analysis of the eight-carbon ACT surfactant via 1H NMR reveals changes to the ACT proton environment in the presence 
(blue line) and the absence (red line) of d-CTAB micelles. (B) Five hundred–millisecond 1H NOESY (gray) and 100-ms TOCSY (red) 2D spectra of ACT-C8 in the presence 
of d-CTAB micelles. Strong through-space interactions between Hb and Hm and the absence of interaction between Hb and He/Hc indicate a preferential orientation of 
the imidazole ring toward the hydrophobic core of the micelle. (C) Solvation number of key ACT-C8 functional groups predicted by MD simulation, in the absence of 
cosurfactants (ACT-C8), upon the addition of CTAB (+CTAB), and upon the addition of both surfactants (+CTAB and Guan-C16). The average number of water molecules 
surrounding each functional group decreased reliably upon the addition of surfactant and cosurfactant, indicating an increasingly hydrophobic environment. (D) Michaelis-
Menten kinetics profile of PNB esterolysis catalyzed by the ACT-C8 surfactant, ACT (nonsurfactant), or CTAB only. An increased catalytic effect was observed when 
incorporating amphiphilic character into the ACT structure by enhancing interaction with CTAB micelles. [Assay conditions: 25°C; 0.1 M borate buffer (pH 9.0), [catalyst] = 
2.24 M; [CTAB] = 0.8 mM; [substrate] = 10 to 250 M.] (Data points are the mean of at least three independent experiments, and error bars represent SEM.)
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ring toward shorter-range interactions. Combined with the available 
solvation and NMR data, this suggests a significant contribution by 
the micelle self-assembly process to tune the electrostatic interactions 
and local nano-environment of the ACT functional groups.

To examine the impact of ACT-surfactant self-assembly on 
catalysis, we also assayed the ACT headgroup (without an alkyl 
chain) for PNB esterolysis (Fig. 3D). The ACT molecule displays 
excellent water solubility in isolation, and it is likely that this material 
would be poorly incorporated into a micellar assembly. A significant 
reduction in catalysis was observed for the ACT molecule compared 
with the ACT-C8 surfactant, when assessed in combination with 
CTAB. This result provides insight into the environmental effects, 
which help to facilitate catalysis, whereby positioning of the ACT 
close to the hydrophobic PNB substrate is achieved through the 
addition of surfactant functionality to the ACT and subsequent 
self-assembly. Without surfactant functionality, the ACT unit is 
likely to be distributed broadly in solution, limiting the kinetics of 
substrate interaction and catalysis. In addition, a reduced catalytic 

effect was observed when moving from a longer alkyl chain surfactant 
ACT-C16 to the shorter alkyl chain ACT-C8, further emphasizing 
the effect of catalyst environment. These assay findings offer support 
to both the computational and NMR results, highlighting the impact 
of localizing the ACT into a micelle environment for tuning func-
tional group interactions and enhancing catalysis.

H-bond cosurfactant
While the active site and hydrophobic pocket are essential functional 
components in enzymatic reactions, stabilization of transition states 
via H-bonding is a key stage common in biocatalysis. We proposed 
that the localization of a strongly H-bond donating group (i.e., 
guanidinium) nearby to the ACT headgroup within a micelle assembly 
may assist catalysis, similar to the role of the oxyanion hole in 
-chymotrypsin. Excluding the Gu-C16 from the cosurfactant system 
resulted in an approximately fourfold decrease in catalytic activity, 
highlighting the strong contribution of Gu-C16 to effect catalysis 
(Fig. 4D). Examination of the cosurfactant system containing only 

Fig. 4. Enhancing catalysis by incorporating a guanidine-based surfactant. (A) Cross section of a representative micelle observed via MD simulation, highlighting 
both catalyst and substrate incorporated into the hydrophobic core following aggregation of CTAB and Guan-C16 cosurfactants. The catalytic groups of ACT-C16 
(lime green) are largely buried in the micelle environment. CTAB and Guan-C16 molecules are shown in tan and cyan van der Waals representation, respectively, with 
hydrogen atoms omitted for clarity. PNB is shown in yellow. Nitrogen atoms are shown in dark blue, and oxygen atoms are shown red. (B) Solvation number of the ACT-C16 
polar functional groups predicted by MD simulation, in the absence of cosurfactants (ACT-C16), upon the addition of CTAB (+CTAB), and upon the addition of both surfactants 
(+CTAB and Guan-C16). The average number of water molecules surrounding each functional group was markedly decreased upon the addition of both cosurfactants, 
indicating enhanced incorporation of ACT-C16 into the hydrophobic micelle core. (C) QM simulation of the model esterolysis reaction revealed a decrease in Gibbs activa-
tion energy of 11.9 kJ mol−1 when Guan-C16 is incorporated into the cosurfactant system. This corresponds to an approximately two orders of magnitude increase in the 
rate of substrate addition to ACT-C16 (rate-determining step). (D) Michaelis-Menten kinetics profile of PNB esterolysis catalyzed by ACT-C16 in a cosurfactant system with 
CTAB and Guan-C16. Incorporation of all three cosurfactants into the catalyst assembly resulted in enhanced catalysis compared with the single- or two-component 
systems. (Data points are the mean of at least three independent experiments, and error bars represent SEM.)
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Gu-C16 and CTAB revealed a higher catalytic effect than for the 
ACT-C16/CTAB system. This may be due to the higher concentra-
tion of Gu-C16 used in the assay compared with ACT-C16 (0.3 mM 
versus 0.002 mM, respectively) and indicates that the guanidinium 
surfactant by itself is also capable of facilitating hydrolysis, poten-
tially via combined general base catalysis and induced micellar 
catalysis at the charged assembly interface. The strong, bifurcated 
H-bond donation of guanidinium could also serve to activate the 
carbonyl to attack by alternative nucleophilic species in solution; 
such has been reported in ring-opening polymerizations (40, 58). 
Despite this, the highest rate enhancement was observed for the 
three-component system, which gives support for the concerted 
action of the guanidinium and ACT headgroups in catalysis. Although 
other Lewis acid structures may perform similar tasks, we believe 
that the guanidinium headgroup offers benefits, such as facile syn-
thesis, double H-bond donation, and a high pKa.

To further probe the cooperation between the ACT and guanidinium 
surfactants, we conducted computational modeling on the co-micelle 
assembly and catalytic mechanism. Assessment via MD simulation 
revealed the aggregation of Guan-C16 with CTAB, ACT surfactant, 
and PNB substrate into a co-micellar assembly, whose size, mor-
phology, and composition are consistent with previous literature 
(Fig. 4A and figs. S4 to S6) (59). The average aggregation number of 
the micelles was observed to increase upon the addition of the Guan-C16 
cosurfactant, which may be a result of increased availability of sur-
factants, rather than insufficient simulation time. In all cases, the 
composition of the assembly following the addition of Guan-C16 
affected the solvation of the key ACT functional groups, with 
consistently increased solvation numbers pointing toward a deeper 
inclusion of the ACT into the micellar aggregate (Fig. 4B). This 
effect may also be a result of charge-screening effects afforded to the 
catalyst by the cationic Gu-C16 headgroup, potentially illustrating 
electrostatic contact between the ACT and guanidinium units. In 
contrast, no preferential interaction between the guanidinium group 
and the acyl group of the PNB substrate was observed during simu-
lation, although this does not preclude the possibility of catalytically 
relevant transition-state stabilization interactions between the two 
groups. Rather, this may suggest that the additional rate enhancement 
afforded by Gu-C16 may arise from an electronic interaction with 
the ACT, as well as physically allowing the catalyst to bury further 
into the micelle environment.

To provide deeper insight into the origin of the increased rate 
enhancement on the addition of Gu-C16 to the co-micelle system, 
we introduced a positively charged guanidinium headgroup to the QM 
calculations of the model assay reaction. Subtle changes to the rate-
determining transition-state structures were observed when the 
guanidinium headgroup is positioned proximate to the acyl group 
of the PNB substrate (Fig. 4C). More specifically, the guanidinium 
unit formed a bifurcated H-bond with the carbonyl oxygen of PNB, 
withdrawing electron density from the scissile carbon and lowering 
the barrier for nucleophilic attack by the ACT. As a result, the Gibbs 
energy of the rate-determining intermediate was reduced by −11.9 kJ 
mol−1, which corresponds to an approximately two orders of mag-
nitude increase in the rate of ACT→PNB addition. This result 
reflects the enhanced catalysis observed experimentally on the addi-
tion of Gu-C16 to the co-micellar assembly. Because of a lack of 
rigidity in the micelle structure and the dynamic nature of headgroup 
interactions, this remarkable rate enhancement is not fully reflected 
in the experimental assay results. However, there is clear potential 

for a supporting H-bond donor to complement the catalysis of the ACT, 
and further study exploring optimal group arrangements is ongoing.

CONCLUSION
In summary, we report the development of a bioinspired cosurfactant 
micelle system that undertakes hydrolysis of a model ester substrate 
via a proposed mechanism similar to native enzymes. Drawing 
inspiration from the catalytic triad, oxyanion hole, and hydrophobic 
binding pocket common to many hydrolases, the co-micelle assembly 
collects multiple functional groups into close proximity around a 
macromolecular capsule to affect catalysis. Structural assessment via 
XRD, 1H NMR, and 2D 1H NMR supports the close interaction of 
the three groups of the ACT, as well as highlighting the importance 
of surfactant functionality for optimizing the local nano-environment. 
Furthermore, computational modeling via QM calculations and 
MD simulation further support the close relationship between func-
tional groups in the co-micelle catalyst and the notable similarity of the 
catalytic mechanism to native enzymatic reactions. Highly functional 
surfactants hold promise for the future design of multifunctional, 
enzyme-inspired catalysts, although much work remains to be done 
before we may realize a true model of these incredibly complex 
natural proteins.

MATERIALS AND METHODS
General information
All commercially obtained solvents and reagents were used without 
further purification. Analytical thin-layer chromatography was carried 
out on Merck silica gel 60 F254 glass plates, and flash chromatography 
was performed on Merck silica gel 60 (70 to 230 mesh).

Visualization was accomplished with short-wave ultraviolet 
(UV) light and/or KMnO4 staining solution followed by gentle 
heating. Surfactants were purified by preparative reverse-phase high-
performance liquid chromatography (RP-HPLC) on a Biotage SP1 
HPFC Flash Purification System using a reverse-phase Biotage SNAP 
Cartridge (KP-C18-HS, 60 g). For synthesis characterization, 1H and 
13C solution-state NMR were recorded on a Varian Unity Inova 500 
(500 MHz for 1H and 125 MHz for 13C) or a Varian Unity Inova AS600 
(600 MHz for 1H and 150 MHz for 13C) spectrometer. Chemical shifts 
 are reported relative to the resonance signal of 1H or 13C cores 
of tetramethylsilane and in parts per million. The 1H spectra were 
calibrated by setting the solvent peaks, caused by remaining traces of 
protons, to values known from the literature (CHCl3 = 7.26 ppm, 
CD3OH = 4.87 ppm, and D2O = 4.79 ppm). The coupling con-
stants J are reported in hertz.

CMC measurements—Pyrene method
According to the literature (60), a pyrene stock solution was prepared 
by dissolving pyrene (5 mg) in methanol (10 ml) and diluting 
20-fold with methanol. Pyrene was stored under an inert atmosphere 
at 4°C, and stock solutions were prepared fresh each day. Surfactant 
stock solutions (~0.1 M) were prepared in dimethyl sulfoxide (DMSO) 
or borate (pH 9.0) (Na2B4O7·10H2O) buffer according to the indi-
vidual surfactant solubilities. For the fluorescence assay, an appropriate 
volume of surfactant stock solution (surfactant final concentration 
range, 0.01 to 0.8 mM) was transferred to a quartz fluorescence 
cuvette. Pyrene stock solution (50 l) and either deionized water or 
borate buffer (pH 9.0) were added to the cuvette for a final volume 
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of 2.5 ml. In the cases where the surfactant was dissolved in DMSO, 
a small aliquot of DMSO was added to the cuvette to maintain a 
constant DMSO concentration for all surfactant concentrations 
[final DMSO concentration, <1% (v/v)]. The fluorescence emission 
spectrum of pyrene was measured immediately after mixing using 
an emission wavelength scanning mode from 360 to 400 nm over 
90 s. The excitation wavelength was 334 nm (slit width, 8 nm), 
and emission slit width was 2 nm. The first and third fluorescent 
vibrational peaks (I1 and I3) were recorded at 373 and 384 nm, 
respectively, and the ratio was plotted against surfactant concentration 
for the CMC calculations. The midpoint of the inflection of I1/I3 
versus surfactant concentration was taken as the CMC value in all 
cases (fig. S1).

Esterolysis assay with p-nitrophenyl benzoate 
(representative assay for the three-component catalyst)
Catalyst (ACT surfactant, 2.24 M) was dissolved with cetyl ammo-
nium bromide (CTAB; 0.8 mM) and hexadecylguanidinium chloride 
(Gu-C16; 0.3 mM) in a borate (Na2B4O7·10H2O) buffer at pH 9 (cbuffer = 
100 mM) with vigorous stirring. Control reactions lacking either 
CTAB, ACT surfactant, or Gu-C16 were also conducted with the 
same concentrations. A stock solution of substrate p-nitrophenyl 
benzoate was made up in acetonitrile and added to the buffered 
solution containing surfactants (csubstrate,initial = 10, 25, 56, 100, 150, 
and 250 M). A small aliquot of acetonitrile was added to the reference 
cell to maintain consistency [acetonitrile concentration, <5% (v/v)]. 
Following mixing, the reaction was immediately monitored via UV 
light absorption at 405 nm at room temperature in a Cary 60 UV-
visible spectrophotometer (Agilent). The kinetics of ester substrate 
consumption was calculated via nonlinear regression using the plotting 
software GraphPad Prism 8, under an assumption of Michaelis-
Menten kinetics. The background hydrolysis rate without the addition 
of catalyst or surfactants was determined using a first-order rate 
assumption, where kcat is equal to the khydrolysis for the reaction.

For the enzyme-catalyzed control reaction, -chymotrypsin (from 
bovine pancreas type II, lyophilized powder, Sigma-Aldrich) (2.2 M) 
was dissolved as received in borate (Na2B4O7·10H2O) buffer at pH 9 
(cbuffer = 100 mM), containing CTAB (0.8 mM). A stock solution of 
substrate p-nitrophenyl benzoate was made up in acetonitrile and 
added to the buffered solution containing surfactants (csubstrate,initial 
= 10, 25, 56, 100, 150, and 250 M), as per the surfactant experiments 
above. The hydrolysis reaction was assessed over 10 min and com-
pared directly with the results of the cosurfactant systems.

X-ray crystallography of ACT-C8 surfactant
The crystal data of the ACT-C8 surfactant were collected on a charge-
coupled device diffractometer using Cu-K radiation (graphite crystal 
monochromator = 1.54184 Å). The structure was solved by direct 
methods (SHELXT) and difference Fourier synthesis. Thermal el-
lipsoid plots were generated using the program ORTEP-3 integrated 
within the WinGX suite of programs. C15H27N3O3: M = 297.39, T = 
130.0(2) K,  = 1.54184 Å; monoclinic, space group P21: a = 12.9624(5), 
b = 8.4191(3), c = 14.9957(6) Å,  = 93.510(3), V = 1633.44(11) Å3, 
Z = 4, Z′ = 2, Dc = 1.209 Mg M−3 (Cu-K) = 0.685 mm−1, F(000) = 
648; crystal size, 0.65 mm by 0.21 mm by 0.03 mm. max = 76.48, 9264 
reflections measured, 4774 independent reflections (Rint = 0.058), 
the final R = 0.0567 [I > 2(I), 4459 data], and wR(F2) = 0.1559 (all 
data) Goodness-of-fit = 1.073, absolute structure parameter 0.0(2). 
Cambridge Crystallographic Data Centre code: 1900732.

NMR of ACT-C8 surfactant
NMR samples were prepared by either dissolving ACT-C8 in buffer 
[50 mM borate (pH 9.0), 0.05 mM DSS (4,4-dimethyl-4-silapentane-1-
sulfonic acid), 10% (v/v) D2O] or in 75 mM deuterated CTAB 
[50 mM borate (pH 9.0), 0.05 mM DSS, 10% (v/v) D2O] to reach a 
final compound concentration of ca. 5 mM. NMR spectra were 
obtained at 298 K on an 800-MHz Bruker Avance II equipped with 
a TCI CryoProbe. Chemical shifts were referenced to DSS at 0 ppm. 
Data were processed in TopSpin (Bruker) and analyzed using the 
CCPNmr Analysis program (Laue 2005 Proteins 59, 687). 1H homo-
nuclear correlation spectroscopy, TOCSY (mixing time mix = 100 ms), 
and NOESY (mix = 100 and 500 ms) were run using 4000 and 512 points 
in the direct and indirect dimensions, respectively.

Synthetic procedures
Reductive amination of l-serine with 1H-imidazole-2- 
carboxaldehyde (preparation of ACT molecule)
l-Serine (1.05 g, 10 mmol, 1.00 eq) and sodium hydroxide (420 mg, 
10.5 mmol, 1.05 eq) were dissolved in methanol (cL-serine ≈ 85 mM), and 
1H-imidazole-2-carboxaldehyde or 1H-imidazole-4-carboxaldehyde 
(1.06 g, 11 mmol, 1.10 eq) was added to the solution with stirring. 
The mixture was stirred at 40°C for 30 min and afterward allowed 
to cool down to room temperature over 4 hours while stirring. 
Sodium borohydride (605.3 mg, 16 mmol, 1.60 eq) was added slowly, 
and the reaction mixture was stirred at room temperature for 30 min. 
Glacial acetic acid was added dropwise until the mixture reached 
approximately pH 4 to 5, and the resulting suspension was stirred at 
room temperature for a further 10 min. The product was obtained 
as the precipitate by filtration and washing with methanol. ACT was 
collected as a fine, white solid (yield 99%).

[ACT (2-imidazole isomer)] 1H NMR (600 MHz; D2O, 298 K):  = 
7.23 (s, 2H, aromatic), 4.31 (d, 2J = 15.1 Hz, 1H, CHHN), 4.23 (d, 2J = 
15.1 Hz, 1H, CHHN), 3.95 to 3.77 (m, 2H, CH2OH), 3.56 (dd, 3J = 
5.3 Hz, 3J = 4.1 Hz, 1H, CHCO2

−). MS [electrospray ionization (ESI)] 
was calculated for C7H11N3O3H+ ([M + H]+): 186.09. Found: 186.09.

[ACT (4-imidazole isomer)] 1H NMR (400 MHz, CD3OD, 298 K): 
 = 7.66 (s, 1H, Im), 7.17 (s, 1H, Im), 4.15 (d, J = 13.9 Hz, 1H, 
CH2OH), 4.11 (d, J = 13.9 Hz, 1H, CH2OH), 3.84 (dd, J = 12.9, 3.9 Hz, 
1H, CH2Im), 3.78 (dd, J = 12.9, 3.9 Hz, 1H, CH2Im), 3.57(t, J = 7.4, 
3.8 Hz, 1H, CHCH2OH). MS (ESI) was calculated for C7H11N3O3H+ 
([M + H]+): 186.09. Found: 186.09.

Preparation of n-octan-1-al from n-octan-1-ol
According to the literature (61), n-Octan-1-ol (1.3 g, 10 mmol, 1.0 
eq) was dissolved in dichloromethane (calcohol ≈ 65 mM), and pyri-
dinium dichromate (4.5 g, 12 mmol, 1.2 eq) was added to the 
solution portionwise. The mixture was stirred at room temperature 
for 8 hours. The suspension was filtered through filter paper and a 
short silica pad. The solid residue was washed several times with 
diethyl ether. The solvents were removed in vacuo, and the crude 
product was purified by flash chromatography (hexane/ethyl ace-
tate = 19:1) to yield a waxy colorless solid (819 mg, 64%). 1H NMR 
(400 MHz, CDCl3, 298 K):  = 9.74 (t, J = 1.9 Hz, 1H, CHO), 2.40 (td, J 
= 7.4, 1.9 Hz, 2H, CH2CHO), 1.60 (m, CH2, 2H), 1.35 to 1.19 (m, 
CH2, 8H), 0.86 (t, J = 6.8 Hz, 3H).

Preparation of n-hexadecan-1-al from n-hexadecan-1-ol
1-Hexadecanol (5.00 g, 20.6 mmol, 1.00 eq) was dissolved with 
stirring in dichloromethane (150 ml). Pyridinium dichromate (9.40 g, 
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25.0 mmol, 1.20 eq) was added portionwise, and the mixture was 
stirred for a further 5 hours. The suspension was filtered over a 
short silica pad and washed several times with dichloromethane and 
ethyl acetate, and the filtrate was dried in vacuo. Purification of the crude 
product by column chromatography (hexane/ethyl acetate = 19:1) 
yielded target aldehyde as a colorless solid (3.69 g, 15.3 mmol, 74%). 
1H NMR (500 MHz, CDCl3, 298 K):  = 9.76 (t, 3J = 1.9 Hz, 1H, CHO), 
2.41 (td, 3J = 7.4 Hz, 3J = 1.9 Hz, 2H, CH2CHO), 1.66 to 1.58 (m, 2H, 
CH2), 1.35 to 1.21 (m, 24H, CH2), 0.88 (t, 3J = 6.9 Hz, 3H, CH3).

Reductive amination of ACT with n-octan-1-al (preparation 
of ACT-C8 surfactant)
The corresponding ACT (1.00 eq) and sodium hydroxide (1.05 eq) 
were dissolved in methanol (cprecursor ≈ 100 mM). n-Octan-1-al 
(1.20 eq) and sodium triacetoxyborohydride (1.40 eq) were added 
to the solution, and the mixture was stirred at 40°C for 2 hours. 
Another two batches of n-octan-1-al (2 × 1.20 eq) and sodium 
triacetoxyborohydride (2 × 1.40 eq) were added to the solution every 
2 hours, and after 4 hours, the mixture was left to stir at 40°C for a 
further 20 hours. The reaction was quenched with glacial acetic 
acid, and the solvents were removed in vacuo. The crude product 
was washed with ethyl acetate and purified by RP-HPLC with an 
H2O/acetonitrile gradient (19:1→1:19). (Both derivatives a pale-yellow 
solid, 2-isomer = 60%, 4-isomer = 84%.) (ACT-C8 2-isomer) 1H NMR 
(500 MHz; D2O, 298 K):  = 7.78 (s, 1H, Im), 7.32 (s, 1H, Im), 4.34 to 
4.18 (m, 2H, ImCH2N), 4.00 to 3.82 (m, 2H, CH2OH), 3.57 (dd, 3J = 
6.9 Hz, 3J = 5.2 Hz, 1H, CHCO2H), 2.86 to 2.70 (m, 2H, CH2CH2N), 
1.44 to 1.30 (m, 2H, CH2CH2N), 1.24 to 1.03 (m, 10H, CH2), 0.75 (t, 
3J = 6.8 Hz, 3H, CH3). MS (ESI) was calculated for C15H27N3O3H+ 
([M + H]+): 298.21. Found: 298.24.

Reductive amination of ACT with n-hexadecan-1-al 
(preparation of ACT-C16 surfactant)
The corresponding ACT (185 mg, 1.0 mmol, 1.00 eq) was dissolved in 
methanol and glacial acetic acid (camino acid precursor ≈ 12.3 M) with 
stirring at 60°C. C16 aldehyde (360 mg, 1.5 mmol, 1.50 eq) was added, 
and the reaction was mixed for 20 min. Sodium triacetoxyborohydride 
(420 mg, 2.0 mmol, 2.0 eq) was added carefully to the solution, and 
stirring was continued at 60°C for 4 hours. Another batch of aldehyde 
(360 mg, 1.5 mmol, 1.50 eq) and Sodium triacetoxyborohydride 
(420 mg, 2.0 mmol, 2.0 eq) was added, and the mixture was stirred 
at 60°C for a further 24 hours. The reaction was quenched with wa-
ter, and the solvents were removed in vacuo at elevated temperature. 
The crude product was extracted with methanol and washed several 
times with ethyl acetate before being purified by reverse-phase col-
umn chromatography (H2O/methanol = 19:1→1:19→0:1) to yield 
ACT-C16 surfactant (213 mg, 0.52 mmol, 52%). 1H NMR (400 MHz, 
CD3OD, 298 K):  = 7.77 (s, 1H, Im); 7.35 (s, 1H, Im); 4.51 (d, J = 
13.9 Hz, 1H, CH2OH); 4.42 (d, J = 13.9 Hz, 1H, CH2OH), 4.17 (dd, 
J = 12.9, 3.9 Hz, 1H, CH2Im), 4.05 (dd, J = 12.9, 3.9 Hz, 1H, CH2Im); 
3.82 (dd, J = 7.4, 3.8 Hz, 1H, CHCH2OH); 2.24 (t, J = 7.4 Hz, 1H, 
CH2N); 1.57 (p, J = 7.2 Hz, 2H, CH2CH2N); 1.40 to 1.22 (m, 26H, 
CH2); 0.88 (t, J = 7.2 Hz, 3H, CH3). MS (ESI) was calculated for 
C23H43N3O3H+ ([M + H]+): 410.33. Found: 410.34.

1-Hexadecylguanidinium chloride (Gu-C16)
According to the literature (43), 1-hexadecylamine (723 mg, 3.0 mmol, 
1.0 eq) was dissolved in methanol (15 ml) at 40°C with stirring. 
1H-pyrazole-1-carboxamidine hydrochloride (438 mg, 3.0 mmol, 

1.0 eq) was added, and stirring was continued at 40°C for 3 days. 
Solvent was removed in vacuo, and the crude product was washed 
three times with hot acetone to yield target surfactant Gu-C16 as a 
colorless solid (850 mg, 2.9 mmol, 97%). 1H NMR (400 MHz, CD3OD, 
298 K):  = 3.14 (t, J = 7.1 Hz, 2H), 1.56 (p, J = 7.2 Hz, 2H), 1.41 to 
1.22 (m, 26H), 0.87 (m, 3H). MS (ESI) was calculated for C17H33N3H+ 
([M + H]+): 284.30. Found: 284.32.

Preparation of (OH–COOH) control structure [(S)-3-hydroxy-2-
(octylamino)propanoic acid]
l-serine (210 mg, 2.0 mmol, 1.0 eq) was suspended in 15 ml of 
methanol at 50°C, and sodium hydroxide (88 mg, 1.4 mmol, 1.1 eq) 
was added with stirring. 1-Octanal (310 mg, 2.4 mmol, 1.2 eq) was 
then added, and the reaction was mixed overnight at room tem-
perature. NaBH4 (150 mg, 4.0 mmol, 2.0 eq) was then added, and 
the reaction mixture was stirred for a further 1 hour at room tem-
perature. Concentrated hydrochloric acid (32%, ~0.7 ml) was added 
to quench the reaction mixture, the suspension was filtered, and 
solvent was removed in vacuo. The crude product was washed with 
ethyl acetate and then purified via reverse-phase column chroma-
tography (MeOH/H2O 19:1→0:1) to yield target structure (239 mg, 
1.1 mmol, 54%). 1H NMR (400 MHz; CD3OD, 298 K):  = 3.93 (dd, 
J = 11.8, 4.0 Hz, 2H, CH2OH), 3.82 (dd, J = 11.8, 6.4 Hz, 2H, 
CH2OH), 3.46 (dd, J = 6.4, 4.0 Hz, 1H, CHCH2OH), 2.95 (m, 2H, 
CH2NH), 1.67 (p, J = 7.6 Hz, 2H), 1.38 to 1.13 (m, 10H, CH2), 0.97 
to 0.80 (m, 3H, CH3). MS (ESI) was calculated for C11H23NO3H+ 
([M + H]+): 218.17. Found: 218.19.

Preparation of (Im–COOH) control structure  
[(R)-3-(1H-imidazol-5-yl)-2-(octylamino)propanoic acid]
l-histidine (620.8 mg, 4.0 mmol, 1.0 eq) was suspended in 20 ml of 
methanol at 50°C, and sodium hydroxide (168 mg, 4.2 mmol, 1.1 eq) 
was added with stirring. 1-Octanal (620 mg, 4.8 mmol, 1.2 eq) was 
then added, and the reaction was mixed overnight at room tem-
perature. NaBH4 (300 mg, 8.0 mmol, 2.0 eq) was then added, and 
the reaction mixture was stirred for a further 1 hour at room tem-
perature. Concentrated hydrochloric acid (32%, ~1.0 ml) was added 
to quench the reaction mixture, the suspension was filtered, and the 
solvent was removed in vacuo. The crude product was washed with 
ethyl acetate and a small volume of water and then purified via 
reverse-phase column chromatography (MeOH/H2O 19:1→0:1) to 
yield target structure (639 mg, 2.4 mmol, 60%). 1H NMR (400 MHz; 
CD3OD, 298 K):  = 8.74 (s, 1H, Im); 7.38 (s, 1H, Im); 3.71 to 3.60 
(m, 1H, CHCOOH), 3.54 to 3.43 (m, 2H, CH2Im), 3.08 to 2.97 
(m, 2H, CH2NH), 1.47 to 1.35 (m, 2H, CH2CH2NH), 1.31 to 1.07 
(m, 10H, CH2); 0.79 to 0.7 (m, 3H, CH3). MS (ESI) was calculated 
for C14H25N3O2H+ ([M + H]+): 268.20. Found: 268.21.

Preparation of (Im–OH) control structure [(R)-3-(1H-
imidazol-5-yl)-2-(octylamino)propan-1-ol]
l-histidinol dihydrochloride (430 mg, 2.0 mmol, 1.0 eq) was suspended 
in 15 ml of methanol at 50°C, and sodium hydroxide (180 mg, 
4.2 mmol, 2.1 eq) was added with stirring. The cloudy suspension 
was filtered, 1-octanal (260 mg, 2.1 mmol, 1.05 eq) was then added, 
and the reaction was mixed overnight at room temperature. NaBH4 
(90 mg, 2.4 mmol, 1.2 eq) was then added, and the reaction mixture 
was stirred for a further 1 hour at room temperature. Concentrated 
hydrochloric acid (~0.6 ml) was added to quench the reaction mix-
ture, the suspension was filtered, and the solvent was removed in 
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vacuo. The crude product was washed several times with ethyl 
acetate, extracted into methanol, and purified via reverse-phase 
column chromatography (MeOH/H2O 19:1→0:1) to yield target struc-
ture (214 mg, 0.8 mmol, 42%). 1H NMR (400 MHz; CD3OD, 298 K): 
 = 8.81 (s, 1H, Im); 7.43 (s, 1H, Im); 4.40 to 4.34 (m, 2H, CH2OH), 
4.18 to 4.07 (m, 2H, CH2Im); 3.42 (dd, J = 7.4, 3.8 Hz, 1H, CHCH2OH); 
3.11 to 2.97 (m, 2H, CH2CH2N); 2.23 to 2.06 (m, 2H, CH2CH2N); 
1.39 to 1.10 (m, 26H, CH2); 0.80 (t, J = 7.2 Hz, 3H, CH3). C14H26N3O− 
([M − H]−): 252.22. Found: 252.21.

Computational procedures
Quantum mechanics
All electronic structure calculations were performed with the Gaussian 
16, Revision A.03 (62) software package. All density functional theory 
calculations were performed using the M06-2X functional (63) in 
conjunction with the 6-31+G(d,p) basis set. Implicit solvent effects 
for all calculations performed were obtained using the SMD (solvent 
model density) (64) solvation model for water. The ACT molecules 
were truncated by replacement of the extended alkyl chains with a 
single methyl group and conformationally searched to locate the 
global minimum energy structure; guanidine was also truncated by 
replacement of the extended alkyl chain with a single methyl group, 
so as to determine the possible role of the positively charged head-
group. All entropies, zero-point vibrational energies, and thermal 
corrections were scaled by recommended scale factors (65); vibra-
tional analysis was performed on all geometries to confirm (i) the 
absence of imaginary frequencies for minimum energy structures 
and (ii) the presence of a single imaginary frequency for transition-
state structures.
Molecular dynamics
MD simulations were performed using the GROMACS 2018.1 
engine with parameters from the GROMOS54a7 force field (66, 67). 
All-atom parameter sets for each surfactant (CTAB, molid 10929; 
Gu-C16, molid 306970), uncharged catalyst (ACT-C8, molid 306428; 
ACT-C16, molid 306429), charged catalyst (ACT-C8, molid 306968; 
ACT-C16, 306969), and substrate (PNB, molid 9503) corresponding 
to the predicted ionization states at pH 9 were obtained using the 
Automated Topology Builder V.2.2 (68). To remove any conforma-
tional bias from the system setup, triplicate systems were prepared in 
which molecules of substrate, catalyst, and surfactant were randomly 
orientated in a cubic dodecahedron box at the relative concentra-
tions used in experimental assays (table S2) and solvated with a 7-nm 
buffer of explicit simple point-charge water. The concentration of 
surfactant species was increased 10-fold to facilitate sampling. Ions 
were added as required to neutralize overall system charge. The initial 
configuration was relaxed using standard steepest descent minimization 
using at least 1000 steps before being equilibrated for 10 ns in the 
isothermal–isobaric (NpT) ensemble to stabilize the system density. 
Each catalytic system (simulations 1 to 20; table S2) was allowed to 
self-assemble for 100 ns under NpT. Single CTAB controls (simula-
tions 21 to 25; table S2) were run at various concentrations under 
the same conditions for 300 ns each. Periodic boundary conditions 
were used, and long-range electrostatics were calculated using the 
particle-mesh Ewald method with a cutoff of 14 Å (69). The tem-
perature in all simulations was set to 300 K and controlled via the 
v-rescale thermostat (70); the initial velocities of all particles were 
randomly generated. Pressure coupling was handled with the 
Berendsen barostat during equilibration and with the Parrinel-
lo-Rahman barostat for dynamics. The LINCS (Linear Constraint 

Solver) algorithm (71) was used to constrain bonds in conjunction 
with an integration time step of 2 fs. All trajectory images were 
produced in VMD (visual molecular dynamics) (72). All data were 
visualized using Python.
Aggregation numbers and component ratios
Micelle aggregation numbers and component ratios were calculated 
using a Python program using MDTraj (73) written for this purpose 
that recursively considers the neighbors of each micelle component 
within a given cutoff to define an aggregate, until no more neighbors 
are found. A 3-Å cutoff was used, and all micelle components in the 
simulation box were found using this scheme. Micelle aggregation 
numbers reported (figs. S4 and S5) are for a single frame of each 
replicate after 100 ns, after periodicity was considered. Component 
ratios are reported as the sample mean across replicates at 100 ns, 
after combining data from simulations run at different protonation 
states, in fig. S6.
Hydration number
Hydration numbers were calculated by searching for solvent mole-
cules near a given atom within a cutoff of 4 Å, which was determined 
to be optimal by generating radial distribution functions (fig. S10) 
for the solvent surrounding each atom of interest from simulations 
containing only the catalyst in water. Data reported are the distribution 
for each simulation over the whole simulation time, as reported in 
table S2. The hydration numbers of catalytically relevant atoms of 
interest are given in figs. S7 to S9.
Intramolecular distances
Intramolecular distances between relevant atoms of the catalysts 
were measured as the Cartesian distance between the groups at each 
frame of the final trajectory, after considering periodic boundary 
conditions. The intramolecular distances of each catalyst monomer 
were considered separately, and the overall distance data reported 
are the distributions over the total simulation time of each set of 
replicates (figs. S11 and S12).

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/14/eaaz0404/DC1
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6.4 Implications and Applications

In the two publications presented in this chapter, quantum chemistry has been employed

in order to accurately model two types of organic reaction, free radical polymerization

and hydrolysis, which are catalysed using two different approaches. Throughout this

thesis, photochemical reactions have been altered by the introduction of external stim-

uli, be they electric fields or secondary (and tertiary) components. It is important to

understand how these new, more complex systems behave and how their chemistry

can be altered, and provide a baseline of knowledge upon which more computationally

challenging, photochemical investigations can be built.

The first publication studied the catalysis and tacticity control of a styrene and

methyl methacrylate copolymerization with BCl3 present. The propagation catalysis

was confirmed to arise from the increase in polarity of methyl methacrylate, either has

a radical chain end or monomer unit, upon complexation with BCl3. This complexation

was found to significantly decrease the relevant transition state activation energies. Co-

heterotacticity was found to arise from to a pairwise π-stacking interactions between

BCl3-complexed methyl methacrylate and styrene. This study highlights the difficulty in

achieving coheterotacticity and the possible effects of introducing Lewis acids; catalysis

is achieved with small amounts of BCl3 as only a single methyl methacrylate is required

to be complexed in order to undergo rapid radical addition to a styrene unit. For tac-

ticity to be obtained, however, a stoichiometric amount of BCl3 is required, in order to

promote and maintain the alternating attractive/repulsive pairwise π-stacking interac-

tions. In a different reaction, however, the addition of too much Lewis acid may promote

side-reactions and result in a polymer difficult to clean. As well as this, the tacticity is

dependent on the presence of the styrene π-system, so is not generally applicable to all

monomer types.

The second publication studied the ability of an enzyme-inspired catalytic triad cou-

pled with micelles to catalyse the hydrolysis of p-nitrophenyl benzoate. Here, a signif-

icant challenge lay in the complexity of the experimental conditions; micelles are typ-

ically composed of thousands of lipids and the solvent environment will alter between
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being predominantly water at the edge of the micelle, to a predominantly “alkane” en-

vironment internally in the micelle. A full quantum chemical treatment of such a large

and complex system is unfeasible due to computing limitations. The computational

problem was therefore split into two parts: a molecular dynamics study into the be-

haviour of the micelles and the localization of reactants, and a quantum mechanical

investigation using a truncated model system to capture the core interactions and reac-

tivity between the artificial catalytic triad, a guanidinium headgroup, and p-nitrophenyl

benzoate.

From the quantum mechanical small model, it was found that the core reactivity of

the artificial catalytic triad and p-nitrophenyl benzoate was a bimodal transition state,

corresponding to the hydroxyl group of the former adding to the sp2 hybridized carbon

centre of the latter, via the deprotonated imidazole ring on the artificial catalytic triad.

This process is further enhanced by a positively charged guandinium headgroup of a

neighbouring cosurfactant, due to it’s positive charge stabilising the localized negative

charge forming on the acyl oxygen in the transition state. This charge stablization corre-

sponds to an increase in reaction rate of several orders of magnitude, and is therefore a

significant and highly useful effect. The molecular dynamics study provided further evi-

dence for this reactivity, finding that the required three species for catalytic reaction will

localize at the surface of the micelles. This approach to catalysis is a general approach,

and is currently being applied to transesterification and polymerization reactions. As

well as this, electrostatic interactions were found to play a significant role in the hydrol-

ysis catalysis, highlighting how micellar environments are a potentially effective route

to introducing charge to other reactions that can take advantage of electric fields.
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7 General Conclusions

A wide range of chemical systems have been studied throughout this thesis, from which

several conclusion have been drawn. These are summarized below.

7.1 Summary of Key Findings

1. Recent literature employing excited state computational methods has been exten-

sively reviewed, and served as a guide and justification for the choice of methods

used throughout this thesis. The review finds that TD-DFT remains a popular

method for excited state calculations, much more so than ab initio, wavefunction

methods due to the expense and difficulty associated with the latter. Moreover,

the M06-2X functional has been consistently found to provide reasonably accu-

rate results for both thermal and photo-reactions, and has therefore been used

extensively throughout this thesis. As well as this, the application of quantum

chemistry to nitroxide molecules has been discussed, and many of the approaches

to modelling chemistry used throughout this body of work can be found in this

methodological review.

2. The application of functionalized anthraquinone molecules to visible light pho-

toinitiation has been studied, and quantum chemistry provided detailed insight

into how these systems behave upon irradiation with light, and how they inter-

act co-initiating species. The photochemical pathways were modelled and how

the excited anthraquinone derivatives were able to sensitize radical or cationic

co-initiator molecules was determined. The full photochemical cycles for these

systems, some involving three different components, have been fully elucidated

and their observed reactivities rationalized. The anthraquinones were found to

be excited state “electron pumps”, able to act as either electron sinks or electron

donors depending on the substitution pattern used and the co-initiators present.

3. Internal electric fields, generated by acid or base functional groups that can be
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charged or neutral depending on their protonation state, have for the first time

been applied to Type I radical photoinitiators. First, the effect of introducing

charged functional groups was assessed using acetophenone as the model pho-

toinitiator, finding that nOπ∗ and ππ∗ excited states split in opposite directions,

depending on the direction of the applied field. Further calculations were per-

formed to confirm the electrostatic origin of the observed effects. Secondly, these

effects were applied to Irgacure 2959, a radical photoinitiator that finds use in 3D

bioprinting applications. Irgacure 2959 suffers from poor solubility in water as

well as low quantum yields of initiation, and was used as a system that could be

improved with electric fields. Once again, the nOπ∗ and ππ∗ excited states were

split in opposite directions, and the singlet and triplet states of different symme-

tries were shown to be able to be moved closer together energetically, therefore

providing a route to alter photochemical reactions in a predetermined manner.

Finally, these effects were compared against more thoroughly explored ways of

altering photochemistry, namely Lewis acid complexation and increasing conjuga-

tion. Both of these approaches altered the photo-absorption of Irgacure 2959, but

not in a controlled manner.

4. Development of effective PNMP agents has proven difficult as both the chro-

mophore and monomer unit are found to affect the observed reactivity of the

systems upon irradiation with light. Two theoretical studies have therefore been

performed; the first considers a mesolytic-type pathway for cleavage upon irra-

ditation, and in the second new photoactive alkoxyamines have been designed,

which employ functionalization patterns that have been studied in Chapters 3 and

4. Mesolytic cleavage is a new rationale for observed PNMP agent photoreactiv-

ity, and is identified as a reason for the inconsistent performance of this class of

molecules. It has also been shown computationally that using amine/hydroxyl

groups or electric fields will significantly alter the charge-transfer properties of

the low-lying nNπ∗ excited state, and the chemistry that this state can exhibit. De-

pending on the application and solvent environment, radical or mesolytic cleavage
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pathways can be selectively chosen with different functional groups, and can be

used with a variety of different monomer units attached to the nitroxide moiety.

5. The introduction of extra compounds to a reaction may not only alter photochemi-

cal properties, but may also alter ground-state, thermal reactivity. To that end, the

effect of introducing Lewis acids to the copolymerization of styrene and methyl

methacrylate, which has been studied extensively experimentally, was modelled

using quantum chemistry, in order to determine how and why BCl3 induces prop-

agation catalysis and coheterotacticity. The attractive/repulsive pairwise inter-

actions observed in the chemical model was found to satisfactorily explain the

observed effects, and also provides insight into why these Lewis acid effects are

not ubiquitous. Finally, the ability of quantum chemistry to describe large, com-

plex solvation environments was studied with a guanidine, artificial catalytic triad,

and p-nitrophenyl benzoate system. Here, quantum chemistry was able to eluci-

date the most likely catalytic pathway, and rationalize the observed catalysis of

the hydrolysis reaction.

7.2 Future Work

Quantum chemistry has been used extensively to explain experimental results and to

design new molecules, and it is now important to highlight how the knowledge obtained

can be utilized in the future.

With respect to the anthraquinone visible light photoinitiators, the importance of

including secondary and tertiary co-iniating species is shown, as their presence allows

for the initiating cycle to be closed, allowing for the continuing reformation of the an-

thraquinone molecules for reinitiation. Their inclusion is also an avenue of research

for the anthraquinone-based nitroxide species studied in Chapter 5, as mesolytic path-

ways are expected to be important and the presence of co-initiators may encourage the

exclusive formation of radical, rather than cationic, species.

Chapter 6 also presents publications that couple experimental results with compu-

tational modelling. In each case, theoretical modelling was used to elucidate likely
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reaction mechanisms, thereby identifying the origin of observed catalysis and, for Pub-

lication 12, how polymer tacticity control is achieved. The research and development

of chemical techniques that truly achieve stereocontrol in polymer synthesis remains

an outstanding problem in polymer chemistry, and the future directions to achieving

this is outside the scope of this thesis. However, π-stacking interactions and Lewis acid

catalysis are powerful effects as:

(a) Monomer molecules usually exhibit unsaturated bonds, required for radical for-

mation and propagation, and can be used for π-stacking effects

(b) Many Lewis acids are simple molecules, soluble in bulk monomer solutions, and

can exhibit a range of (non-)convalent interactions and binding modes

However, reviews by Satoh and Kamigaito1 and Noble and Coote2 suggest that ad-

dition of Lewis acids is not a simple solution to tacticity control.

The future direction of the development of enzyme-inspired, artificial catalytic triads

is clearer; their effectiveness at catalysing both industrially and biologically relevant

reactions should be investigated. The introduction of heteroatoms to the key functional

groups is also worth investigating as the altering, for example, the nucleophilicity of

the alcohol moiety may have a dramatic effect on the observed catalysis. The impact of

introducing heteroatoms can be evaluated by computational chemistry and compared

to the catalytic pathways of the original ACT, and this research is ongoing.

In Chapters 4 and 5, and contrary to the studies in Chapters 3 and 6, several different

molecules have been rationally designed, and their chemical properties predicted, with

only theoretical chemistry. The most significant effect is the introduction of charged

functional groups, which has been shown computationally to significantly alter the en-

ergies of excited states of differing symmetries in a predictable manner. The first chal-

lenge that must be met is the synthesis of photoactive molecules that are functionalized

with acid/base groups at an appropriate position with a methyl spacer unit. In order

to determine the reliability of the theoretical calculations these first molecules do not

necessarily need to be photoinitiators, as electrostatic (de)stabilization (exhibited by
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UV shifts upon charge formation) and solvent effects (size of UV shift as a function of

solvent polarity) are simple to measure. Once the electric field effects are established

experimentally, more complex photochemical phenomena like, for example, the effect

on photoinitiation can be investigated.

Finally, the identification of mesolytic cleavage in photoactivated alkoxyamines as

a possible pathway and source of poor performance in photo-NMP agents allows for

their continuing development. Experimental confirmation of the mesolytic pathway is

the first challenge, and can likely be achieved by careful selection of monomers that

can only undergo cationic polymerization, therefore leaving no room for potential ho-

molytic/mesolytic competition. The formation of polymer in such a combination would

clearly demonstrate mesolytic cleavage. The anthraquinone scaffold has been shown

to be simple to functionalize and calculations in Publication 11 have shown how hy-

droxyl and amine groups can increase or decrease nNπ∗ excited state charge transfer,

respectively. Significant charge transfer is linked to mesolytic cleavage, and therefore

tuning charge transfer can allow for the selection of different cleavage pathways as

appropriate.
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A Appendices

A.1 Quantum Chemistry and Theoretical Procedures

Introduction

With the increase in speed and decrease in cost of high-performance computing in the

second half of the 20th century, computational chemistry has become an increasingly

important tool for modern chemisits. When applied properly, quantum chemistry can

provide insight into reactions that would otherwise be difficult to elucidate using stan-

dard experimental procedures. Molecular structures can be linked to observed reac-

tivities,allowing for reaction mechanisms to be determined and routes for further op-

timization to be explored. The role of a computational chemist is, then, to construct

a suitable potential energy surface (PES), which takes into account all of the relevant

chemical structures, lowest energy conformers of reactants, intermediates, and transi-

tion states. With these structures, subsequent calculations can be performed in order

to generate the frequencies associated with the structures, necessary for the calcula-

tion of gas-phase partition functions and Gibbs energies, or the PES can be improved

by using high-level single-point energies. This thesis also has a focus on excited state

computational chemistry, in which ground-state methods are extended to molecules

with non-Aufbau electron configurations. The aim of this appendix is to provide a brief

overview of the methods used throughout this thesis, and to highlight how they have

been used.

More detailed discussions into theoretical chemistry can be found in books by

Jensen,1 or Cramer,2 among others.

Ab initio methods

“Ab initio” generally refers to the class of methods based on the fundamental equation

in quantum mechanics; the time-independent Schrödinger equation (Equation A1).3
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ĤΨ = EΨ (A1)

Equation A1 describes how the Hamiltonian operator (Ĥ) acting on a system’s wave-

function (Ψ) returns an observable, in this case the energy (E), of the system. When

applied to a molecular system, the Hamiltonian operator is composed of kinetic and

potential energy terms:

Ĥ = T̂ + V̂ (A2)

The kinetic energy, T̂ , arises from nuclear and electron motion:

T̂ = −
∑
i

~
2me

∇2
i −

∑
k

~
2mk

∇2
k (A3)

where ~ is the reduced Planck constant, i runs over electrons, k runs over nuclei, me

and mk are the masses of the electron and nuclei k, respectively, and∇2
i is the Laplacian

operator with the form:

∇2
i =

∂2

∂x2i
+

∂2

∂y2i
+

∂2

∂z2i
(A4)

The potential energy term, V̂ , arises from nuclei-nuclei, electron-electron, and electron-

nuclear electrostatic interactions:

V̂ = −
∑
i

∑
k

e2Zk
rik

+
∑
i<j

e2

rij
+
∑
k<l

e2ZkZl
rkl

(A5)

where e is the charge of the electron, Zl is the atomic number of nuclei l, and rik is the

distance between particles i and j.

The potential energy operator (Eq. A5) contains pairwise interactions between nu-

clei and electrons present in a molecule, terms that correlate the motion of the parti-

cles and renders the wavefunction extremely difficult to express. In order to simplify

the Hamiltonian, the Born-Oppenheimer approximation4 is introduced which, assum-

ing that nuclear motion is extremely slow compared to electronic motion, holds nuclei
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stationary. The result of this approximation is the disappearance of the nuclear kinetic

energy term and a constant nuclear repulsion term, and now only the electronic wave-

function (Eq. A6) needs to be computed across frozen nuclear geometries.

(Hel + VN)Ψel(qi;qk) = EelΨel(qi;qk) (A6)

The introduction of the Born-Oppenheimer approximation leads to the concept of a

“potential energy surface” (PES), which is defined as the electronic energy, Eel, across

all possible nuclei geometries. Using potential energy surfaces it is possible to define

stationary points as equilibrium or transition state structures, which provide chemists

with physical arguments of chemical processes. However, in its current form, the elec-

tronic wavefunction remains analytically insoluble; in particular, the electron-electron

repulsion term remains analytically insoluble for many-electron systems, and requires

further treatment in order to be of any great use.

Hartree-Fock

The simplest approach to solving the many-electron wavefunction is the Hartree-Fock

(HF) method;5–9 such is its success in doing so even today it remains the cornerstone

upon which the most accurate wavefunction methods are built. The core assumption of

HF is that the many-electron wavefunction can be expressed as the product of indepen-

dent, one-electron wavefunctions, also known as molecular orbitals (MO):

ΨHP = ψ1ψ2, ψ3...ψN (A7)

In this form, the Hartree-product wavefunction (Eq. A7) does not obey the Pauli

exclusion principle, which states that electronic wavefunctions must be antisymmetric

with respect to their coordinates. In order to satisfy this principle, the electronic wave-

function is reconstructed as a Slater determinant (Eq. A8).

A3



Ψel =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

ψ1(r1) ψ1(r1) . . . ψ1(r1)

ψ2(r2) ψ2(r2) . . . ψ2(r2)

...
... . . . ...

ψN(rN) ψN(rN) . . . ψN(rN)

∣∣∣∣∣∣∣∣∣∣∣∣∣
(A8)

In order to obtain the one-electron wavefunctions, it is assumed that each MO can

be represented as a linear combination of atomic orbitals (LCAO) (Eq. A9).

ψi(ri) =
∑
µ

Cµiχµ(ri) (A9)

where Cµi is the molecular orbital coefficient, and χµ are the basis functions used to

describe the atomic orbitals.

HF is also a variational, self-consistent field (SCF) method. The variational theorem

(Eq. A10) describes how the expectation value of the energy, E, can only be greater

than or equal to the exact energy, Eexact.

〈E〉 = 〈Ψ|Ĥ|Ψ〉 ≥ Eexact (A10)

The variational theorem is a powerful concept as it provides a target for any wave-

function calculations; that is, the lower the energy of the wavefunction, the better the

wavefunction guess. The HF wavefunction can be considered converged, and therefore

optimal, when no step in the calculation results in a lower energy wavefunction. An

SCF procedure is employed in order to optimize the wavefunction, the steps of which

are:

1. Define the relevant nuclear coordinates

2. Obtain a trial set of non-optimal MO coefficients to compute the Fock operator

(one-electron Hamiltonian)

3. Solve the electronic Schrödinger wave equation to obtain the energy and a new

set of MO coefficients
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4. If the new MO coefficients are different to those used in previous steps, repeat

from Step 2 until the change in wavefunction energy and MO coefficients are less

than some arbitrary threshold

Depending on the total electron spin of the molecular system, one of several different

HF “flavours” may need to be employed. The simplest spin system is that which has no

unpaired electrons, for which Restricted Hartree-Fock (RHF) is used. In RHF, each

spatial molecular orbital is used to form two spin-orbitals:

χi(r, ω) =

 ψj(r)α(ω)

ψj(r)β(ω)
(A11)

where α and β are spin-functions representing “spin up” and “spin down” electrons.

This approach is not appropriate, however, in systems that possess unpaired electrons,

examples of which in this thesis are radical species (one unpaired electron in a singly

occupied molecular orbital), and triplet species (two unpaired electrons). In order

to properly describe such systems, RHF was generalized to unrestricted Hartree-Fock

(UHF), which allows electrons of α and β electrons to be described by different spatial

functions.

The drawback of employing a UHF wavefunction is that, compared to a RHF wave-

function, it is artificially “mixed” with higher energy electronic spin states, known as

spin contamination. The extent of spin contamination can be monitored via the total

spin squared operator, Ŝ2, of which spin contaminated wavefunctions will not be pure

eigenvalues. For systems that are suffering from significant spin contamination, it may

be necessary to employ the final common HF method, restricted open-shell Hartee-Fock

(ROHF). In simple terms, ROHF uses elements of RHF and UHF in its formalism, where

all paired electrons are treated in a manner analogous to RHF, and unpaired electrons

are treated with singly occupied, unrestricted MOs.

HF represents the first steps towards describing the quantum mechanical nature

of chemical systems, and remains the least expensive computational method for the

optimization of MO coefficients. Due to the one-electron wavefunctions used in its for-
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malism, HF is a mean-field theory and neglects the instantaneous Columbic interaction

between electrons, termed electron correlation. Electron correlation is defined as the

difference between the HF energy, EHF , and the exact energy, Eexact (Eq. A12).

Eexact = EHF + Ecorrelation (A12)

Whilst the electron correlation energy is only a small proportion of a system’s total

energy (typically <1%), it is extremely sensitive to electronic structure and can give

rise to large errors when calculating reaction and activation energies. More complex,

so-called post-HF methods are therefore employed to recover electron correlation in

order to give more accurate electronic energies.

Basis Sets

Before exploring post-HF methods, it is important to first describe basis sets, without

which computational electronic structure calculations would not be practical. As de-

scribed in Eq. A9, each molecular orbital is formed using the LCAO approach and

are a linear combination of basis functions. Collectively, these basis functions form a

basis set, and are used to describe the electronic probability density as a function of

electron-nuclei distance.10 When choosing an appropriate basis function, it is important

to consider its chemical relevance; it should predict high electron density close to the

atomic nuclei and low electron density at larger distances. As well as this, the func-

tional form must be such that the respective integrals appearing in HF calculations can

be evaluated in an efficient manner. There are two predominant types of functions used

for basis sets; Slater-type orbitals (STO) and Gaussian-type orbitals (GTO). STO ba-

sis functions (functional form in Eq. A13a) benefit from closely resembling hydrogenic

atomic orbitals, and therefore require fewer functions than GTOs (Eq. A13b), for similar

levels of accuracy. Unfortunately, the mathematical form of STOs gives rise to complex

integrals with no analytical solution; their numerical evaluation is time consuming, and
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this prevents their widespread usage in electronic structure codes.

χSTOabc (x, y, z) = Nxaybzce−αr (A13a)

χGTOabc (x, y, z) = Nxaybzce−αr
2

(A13b)

where a, b, and c define the angular momentum of the atomic orbital, and α defines its

width.

Despite giving rise to integrals that have analytical solutions which can be efficiently

computed, GTOs do not exhibit either the correct electron radial decay, as exp(−αr2)

decays more rapidly than the exp(−αr) term found in STOs, or the electron cusp found

at the nuclear-electron boundary. As a result, most basis sets use a linear combination

of Gaussian functions to more accurately model the properties of atomic orbitals; this

linear combination is known as a contracted basis function, the individual Gaussian

functions are known as primitive Gaussians.

The simplest basis sets are known as minimal basis sets, and only use a single con-

tracted basis function per atomic orbital. Examples of original minimal basis sets are the

STO-nG set,11 in which each STO is approximated with n primitive Gaussians. These

basis sets are too inflexible to accurately describe chemical bonding and do not give

sufficiently accurate or reliable results. In order to improve the accuracy and flexibility

of the basis set, it is possible to model the atomic orbitals using two, rather than one,

basis function. Such a basis set is called double-zeta basis set; one that uses three basis

functions per atomic orbital is called triple-zeta, and so on. In pursuit of computational

efficiency it is important to remember that chemical bonding only involves the valence

orbitals; it is not therefore necessary to model the core atomic orbitals with more than

one basis function, but it is necessary to maintain the flexibility of using multiple ba-

sis functions for the valence orbitals. These are known as split-valence basis sets, the

most popular of which are the Pople basis sets,12 the naming of which follows A-BCG

for double-zeta, or A-BCDG for triplet-zeta basis sets. Here, A refers to the number of

primitive Gaussians used to describe each of the core basis function, and B, C, and D
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refer to the number of primitive Gaussian functions comprising the valence orbital basis

functions. A commonly used basis set, for example, is the 6-31G Pople basis set. An-

other popular family of basis sets are those by Dunning,13–17 which follow the naming

scheme cc-pVnZ. Here, n can be D (double-zeta), T (triple-zeta), Q (quintuple-zeta),

and so on. These basis sets are designed to systematically approach the complete basis

set (CBS) limit as they get larger; that is, after employing increasingly large basis sets it

is possible to extrapolate the resulting energy to that which would be obtained with an

infinitely large, infinitely flexible basis set.

It is often necessary to introduce, or “augment”, basis sets with extra functions that

further increase their flexibility and accuracy. Two types of functions are used, polar-

ization functions and diffuse functions; both can be used in conjunction with the other.

Polarization functions include angular momentum functions higher than the occupied

valence orbitals. These functions allow the MOs to become more asymmetric as nec-

essary, and more fully describe the electron probability density. With Pople basis sets,

the inclusion of polarization functions is shown by either a “*”, a “d”, or a “p”, which

signify:

• 6-31G* or 6-31G(d) - d polarization functions are added to heavy (non-Hydrogen)

atoms

• 6-31G** or 6-31G(d,p) - as above, with p polarization functions added to Hydro-

gen atoms

Diffuse functions are Gaussians that decay much more slowly than those used nor-

mally to construct a basis function; these functions are necessary when describing

molecules with a more loosely bound electron density than a neutral species, for ex-

ample anions or excited states. Their inclusion in a Pople basis sets is demonstrated by

a “+” sign, for example 6-31+G*, which describes a basis set with a d-type polarization

function and a s- and p-type diffuse function on heavy atoms. Dunning basis sets use

the “aug” (augmented) suffix, for example aug-cc-pVDZ.

The selection of an appropriate basis set is extremely important when performing
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quantum chemistry calculations, as the inclusion, or lack thereof, of suitable basis func-

tions can drastically alter the energies and structures that may be obtained. Generally

speaking, when it comes to basis set choice bigger is almost always better, but for large

structures and/or high-level calculations this may not always be feasible and in such

cases results obtained with smaller basis sets should be treated with some caution.

Post-Hartree-Fock Methods

There are three oft-used post-HF methods, each with their advantages and drawbacks;

Møller-Plesset perturbation theory (MPn),18–25 Coupled Cluster (CC),26–29 and configu-

ration interaction (CI).30 The accuracy of each of these three methods can be systemati-

cally increased by extending their respective wavefunction expansions, however only CC

and CI methods will eventually return the exact solution to the electronic Schrödinger

equation, within an exact basis set. These methods are non-variational but are size

consistent; i.e. the sum of the energies of N species at “infinite” separation in a single

calculation is equal to the sum of the individual energies of the N species (Eq. A14).

E(A+B) = E(A) + E(B) (A14)

The most popular variants of these post-HF methods are:

1. Second-order Møller-Plesset perturbation theory (MP2)

2. Coupled cluster with single, double, and perturbative triple excitations (CCSD(T))

3. Quadratic configuration interaction with single, double, and perturbative triple

excitations (QCISD(T))

CCSD(T) is generally regarded as the “gold standard” of electronic structure meth-

ods, however each of these three methods suffer from exponential scaling issues as

higher-order expansions are included. Specifically, MPn methods scale at O(Nn+3),

CCSD/QCISD at O(N6), and CCSD(T)/QCISD(T) at O(N7); these scaling issues limit

post-HF methods to small to medium sized molecules. As well as this, high-level wave-

function methods often exhibit a strong basis set dependence; that is, the computed
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energies will change significantly as the basis set size is increased. Despite this depen-

dence, application of a suitably large basis set may not always be possible.
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Figure A.1: Pople diagram illustrating how commonly available basis sets and wavefunction methods
approach the numerically exact solution to the electronic Schrödinger equation

As a result of the expense of most post-HF methods, most modern computational

chemists will employ different strategies to best approach the most accurate wavefunc-

tion energies with minimal computational cost. For example, one common approach is

to optimize molecular geometries, i.e. find molecule geometry that has the lowest pos-

sible electronic energy, at a “low level” of theory, either using a small basis set or cheap

electronic structure theory, or both. The subsequent structure can then be used for a

high-level calculation, and is acceptable as geometry optimizations are more dependent

on electronic energy gradients, rather than correlation energy to which single-point cal-

culations are highly sensitive. In many medium sized system this approach may not

be feasible, for example a CCSD(T) calculation with a large enough basis set, e.g. cc-

pVTZ, may be too large for available computational resources. A successful approach

to extending these higher-accuracy methods to larger systems is to employ a composite

procedure.
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Figure A.1 is a Pople diagram, illustrating how modern electronic structure theories

and basis sets approach the numerically exact solution to the TISE; Full Configuration

Interaction within the Complete Basis Set (CBS).

Density Functional Theory

As discussed above, post-HF methods are capable of high accuracy but suffer from se-

vere scaling issues. Post-HF energies are necessary, however, due to the importance

of correlation when exploring chemical reactions. It is therefore desirable to have a

formalism that can capture some, or all, of electron correlation, but not suffer from the

same scaling issues of ab initio methods. Density functional theory (DFT) is an exact ap-

proach to solving the time-independent Schrödinger equation (Eq. A1). From the first

Hohenberg-Kohn theorem,31 the ground-state external potential, νext(r), and therefore

the total electronic energy, is a unique functional of the electron density ρ(r). Unlike

ab initio, wavefunction methods DFT is dependent on a constant number of variables

and should not, therefore, suffer from severe scaling issues. Unfortunately, however,

the first Hohenberg-Kohn theorem is an existence proof, and does not provide the form

of the exact functional that determines the ground-state potential.

Modern DFT arises from the Kohn-Sham equations,32 which greatly simplify the

electron-electron interaction term in the Hamiltonian by using a “fictitious” system of

non-interacting electrons that have the same ground-state density as a “real” system of

interacting electrons. The electronic energy, Ee[ρ(r)], can then be expressed in the form:

Ee[ρ(r)] = Tni[ρ(r)] + Vne[ρ(r)] + Vee[ρ(r)] + EXC [ρ(r)] (A15)

Where Tni[ρ(r)] is the kinetic energy of the non-interacting electrons, Vne[ρ(r)] and

Vee[ρ(r)] are the nuclear-electron and classical electron-electron interactions, respec-

tively. The final term, EXC [ρ(r)], is known as the exchange-correlation functional (XCF),

and is required to correct the non-interacting nature of the first three terms to that of an

interacting, real electron system. The true form of EXC [ρ(r)] is unknown, and its defini-

tion remains an ongoing and challenging area of research for contemporary theoretical
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chemists. The varying accuracy of different XCF functionals, and the different ways in

which they are formulated, gives rise to large errors when calculating electronic proper-

ties. Unlike wavefunction methods like, for example, CCSD and CCSDT, DFT cannot be

systematically extended to include higher-order electron configurations that approach

the solution to the TISE. Appropriate selection of XCFs is therefore extremely important,

as is benchmarking the functional against high-level, ab initio data.

Throughout this thesis, the exchange-correlation functional of choice has generally

been M06-2X,33a global-hybrid meta-GGA (generalized gradient approximation) func-

tional.34 In DFT the exchange-correlation functional, EXC [ρ(r)], is often expressed as

the sum of exchange, EX [ρ(r)], and correlation, EC [ρ(r)], functionals (Eq. A16).

EXC [ρ(r)] = EX [ρ(r)] + EC [ρ(r)] (A16)

A meta-GGA functional employs three functions in an attempt to accurately model

the exchange energy of a molecule. The first is the local spin-density approximation

(LSDA), which describes the exchange functional of a uniform electron gas (UEG).

This approximation is insufficient for molecules, which invariably exhibit inhomoge-

neous electron density distributions. The second function is the generalized gradient

approximation, which introduces inhomogeneity to the electron density by including

the density gradient, ∇ρ. Thirdly, meta-GGA functionals use the Laplacian of the gra-

dient, ∇2ρ, to include second-derivative information. More specifically, M06-2X uses

the spin kinetic energy density, τr (Eq. A17), as it is related to the Laplacian but more

numerically stable in its computation.

τ(r) =
1

2

occup∑
i

|∇ψi(r)|2 (A17)

where ψ are the Kohn-Sham orbitals.

A global-hybrid functional takes a final step towards the exchange energy of a

molecule by further splitting the EX [ρ(r)] functional into some portion of “exact”, or

non-local, HF exchange, and local DFT (meta-GGA) exchange (Eq. A18). The term

A12



“global” means the proportion of HF vs DFT exchange does not change through space.

In M06-2X, a is defined as 0.54.

EGH
X = aEHF

X + (1− a)EDFT
X (A18)

This exchange functional is then combined with an appropriate correlation functional

to give the global-hybrid meta-GGA exchange-correlation functional in its entirety.

M06-2X has been used extensively in this thesis due to its success in modelling a

wide range of chemical reactions, being capable of capturing chemical trends and even

activation energies in excellent agreement with those obtained with high-level methods.

As throughout this thesis qualitative, rather than quantitative, insight was generally

required, M06-2X was found to a be a flexible and wholly appropriate functional of

choice.

Composite Procedures

Composite procedures are powerful methods that can achieve near-chemical accuracy,

at a fraction of the cost of the methods they aim to approximate. There are a large

number of composite procedures available, and all involve indirectly obtaining a high

level of theory with large basis set by combining different ab initio methods with differ-

ent sized basis sets, in conjunction with theoretical and empirical corrections. The only

composite procedures employed in this thesis are variants of the G3(MP2) procedure,35

which is summarized below:

EG3(MP2)−RAD = (U/R)CCSD(T )/6-31G(d) +MP2/G3MP2Large −

MP2/6-31G(d) + SO +HLC

(A19)

Where SO is a spin-orbit correction, HLC is a high-level correction term, and

G3MP2Large is the modified version of the 6-311+G(3df,2p) basis set. In this the-

sis, G3(MP2)-RAD energies were used with structures and frequencies calculated with

the M06-2X density functional.
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Excited State Methods

So far, we have only considered methods that provide the energy of electronic ground

states. Methods that calculate the energies of excited states have also been used, and

are introduced below.

An electronic excited state is one in which a molecule is not in its lowest possible

energy electron configuration, and is generated upon the absorption of a photon of light

of an appropriate wavelength. These states present a challenge for the SCF procedure

as the variational principle, and all of the accompanying algorithmic developments,

will drive any excited state wavefunction guess back to the ground state configuration.

This is known as variational collapse and, except in certain favourable situations, pre-

vents access to electronic excited states. In order to obtain excited state wavefunctions,

then, there are two dominant approaches; multireference ab initio methods and time-

dependent methods.

Multiconfiguration Self Consistent Field (MCSCF). Two of the most commonly used

multireference methods are the complete-active space SCF (CASSCF) method,36,37 and

its second-order perturbation theory counterpart CASPT2.38 CASPT2 in particular is

used in excited state benchmarking studies as the gold-standard method against which

other methods are compared. Both methods use a linear combination configuration

state functions (CSF), each representing the possible electronic excitations, to varia-

tionally optimize the MO coefficients in order to model the exact electronic wavefunc-

tion (Eq. A20). The resulting multideterminant wavefunction is more balanced and

accurate than single-determinant methods, for example HF or DFT, when there are

(quasi-)degenerate states, as there often are in excited states.

Ψexact = a1Φ1 + a2Φ2 + ...+ aNΦN (A20)

Where Ψexact is the exact electronic wavefunction within a limited basis set and the

Born-Oppenhiemer approximation, ai are the coefficients representing the contribution

of each determinant to the expansion, and Φi are the CSFs.
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frozen HF virtual orbitals
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Figure A.2: Different orbital subspaces in a CASSCF calculation. Frozen orbitals are not
relaxed from the original HF calculation, doubly occupied and empty virtual orbitals
are relaxed but their occpancies are enforced, and the active space spans the region of
orbitals that are fully correlated

As each of set of CSFs represents every possible electronic excitation, the number

of CSFs increases exponentially with the number of electrons and/or orbitals. To limit

this combinatorial explosion, CASSCF/CASPT2 use a truncated orbital space of “active”

electrons (Fig. A.2), which is defined prior to the multireference calculation and in-

cludes the orbitals of relevance to the process being modelled (e.g. photon absorption,

bond formation/dissociation). The strength of CASPT2, compared to CASSCF, is the

incorporation of dynamic correlation into the final electronic energy.

There are, however, several disadvantages to using either CAS method; first, neither

method are “black box”, in that they require the manual selection of an appropriate

active space. This selection is not an exact procedure, and often relevant orbitals may

appear high (or low) in the virtual (occupied) orbital manifold. As well as this, while

truncated active spaces allow for relatively large molecules to be treated with CAS meth-

ods, the ultimate size of the active space is limited to approximately 18 electrons in 18

orbitals which may not allow for the selection of an appropriate active space.
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Time-dependent Density Functional Theory (TD-DFT). Another extremely popular

method is TD-DFT, the excited state extension to DFT.39,40 Whereas MCSCF methods

formally construct the multideterminant wavefunction, solving it iteratively to obtain

a new set of MOs, in TD-DFT an external, time-dependent electric field, E, is applied

to the ground state density (Eq. A21). When the molecular polarizability matrix, 〈a〉,

is examined as a function of incident frequency, ω, so-called “poles” in the frequency-

dependent polarizability are obtained when ω is in resonance with the energy difference

of the ground, E0, and excited, Ei, states (Eq. A22).

E = r cos(ωt) (A21)

Where r is the position vector, and t is time.

〈a〉ω =
states∑
i 6=0

|〈Φ0|r|Φi〉|2

ω − (Ei − E0)
(A22)

Where |〈Φ0|r|Φi〉|2 is the transition dipole moment. This approach does not produce

an excited state wavefunction, however most modern electronic structure packages in-

clude analytical gradients for TD-DFT energies, allowing for the computation of excited

state equilibrium and transition state geometries, as well as frequencies for free energy

calculations. Time-dependent HF (TD-HF) is the wavefunction equivalent to TD-DFT,

however the implicit inclusion of correlation in the DFT orbitals generally makes TD-

DFT more accurate for low-lying excited states. The computational cost of TD-DFT,

compared to multireference and other variations of single-determinant wavefunction

excited state methods, is modest and it can therefore be applied to relatively large sys-

tems.

Despite the relatively low cost and black-box nature of TD-DFT (all that needs to

be specified is the number, and spin, of states to be computed), as with CASSCF and

CASPT2 there are several disadvantages to the method. Whilst the inclusion of cor-

relation in the DFT formalism is advantageous, it does leave TD-DFT sensitive to the

exchange-correlation functional of choice. In particular, functionals that do not include
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non-local, HF exchange generally suffer in accuracy compared to those that do and, if

not identified and corrected for, TD-DFT is notorious for underestimating the transition

energies of charge-transfer excited states. As well as this, TD-DFT is necessarily single-

determinant and only considers single electronic excitations, resulting in inaccuracies

when doubly (or higher) excited states need to be considered, or when multidetermi-

nant, non-adiabatic processes are prevalent. The non-systematic failures of TD-DFT and

different functionals means their benchmarking against high-level theories is necessary

and an ongoing area of research.

Solvent Effects

In order to model a chemical system as accurately as possible, it is generally neces-

sary to consider solvation effects. Gas phase energies are often insightful and suitable

for predicting chemical trends, but are not always appropriate when trying to recre-

ate experimental results. One approach to modelling solvent effects is so-called explicit

solvation, which involves the direct inclusion of solvent molecules in a calculation. A

key issue with this approach, however, is the slow convergence of solvation energy with

respect to the number of explicit solvent molecules due to the formation of solvation

shells surrounding the molecule(s) of interest. In a water environment, for example,

where hydrogen bonds are prevalent, the formation of solvation shells introduces “edge

effects”, arising from non-hydrogen bonded water molecules. To limit the influence

of these nonphysical edge effects, the number of molecules included in the calcula-

tion can quickly become unfeasibly high. As well as this, in excited state calculations,

the presence of explicit solvent molecules can give rise to low-lying, solute to solvent

charge-transfer states that are artefacts of the type of calculation, rather than physically

reasonable excited states.

Phenomena like, for example, solvatochromism,41 where the UV-vis absorption of a

molecule changes depending on the solvent environment, means the quantum mechan-

ical treatment of solvent effects remains desirable. To that end, in this thesis implicit

solvent models were used instead. In an implicit solvent model, the electronic wave-
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function problem is reduced to just the solute molecule. Implicit solvent models give

atomic detail, and the solute resides within an electrostatic cavity surrounded by di-

electric medium that represents the solvent. The Gibbs free energy of solvation is given

by:

∆Gsolv = ∆Gcav + ∆Gdisp−rep −∆Gel (A23)

where ∆Gcav is the free energy change upon formation of the solvent cavity, ∆Gdisp−rep

is the free energy change from dispersive and repulsive interactions between the solvent

and solute, and ∆Gel is the free energy change from electrostatic interactions.

Throughout this thesis the Universal Solution Model, known as SMD,42 is used,

which uses:

1. ε to describe the relative permittivity of the solvent

2. A self-consistent reaction field (SCRF) treatment, using the polarized continuous

quantum mechanical charge density of the solute, for electrostatic contributions

3. Intrinsic atomic Coulomb radii for the solvent accessible surface and atomic sur-

face tension coefficients, for non-electrostatic contributions

The benefit of the SMD model is the use of the quantum mechanical electron density

in its formalism, meaning the treatment of more complex electron systems, for exam-

ple radicals, than those that employ more approximate methods.43 All implicit solvent

models are necessarily approximate, however, and therefore their usage in this thesis

has been to capture photochemical/reaction trends, rather than for accurate, quantita-

tive modelling.

Conclusion

To conclude, the field of computational chemistry is full of different methods, density

functionals, basis sets, and solvent models. With these techniques, we can model a

wealth of different properties that describe the behaviour of chemical systems, to vary-

ing degrees of accuracy. Unfortunately, however, the choice of which method and which
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basis set can be difficult, especially if chemical accuracy is required as the the necessary

approaches rapidly become inapplicable. In this thesis DFT methods have generally

been favoured over wavefunction methods as the increases in accuracy did not compen-

sate for the resultant increase in computational expense.
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Figure S2. Spin density of 1,2,5,8-THAQ triplet anion 
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Raw Energies 
Table S1. Free energy components of all reported species 

Structure 

Gas 
Solvent Electronic 

Energy (H) 
Zero-point 

Vibrational Energy 
(kJ mol-1) 

Gibbs Free Energy 
(H) 

Electronic Energy 
(H) 

Aq-STY 1284.7707 -1362.714547 -1363.147108 -1363.176845 
Aq-STY radical 

cation 1283.1448 -1362.44675 -1362.877206 -1362.96369 

Aq-EIB 1331.5978 -1438.130226 -1438.576377 -1438.605936 
Aq-EIB radical 

cation 1330.2664 -1437.858393 -1438.30392 -1438.389465 

Aq-EP 1256.9638 -1398.861173 -1399.278837 -1399.308678 
Aq-EP radical 

cation 1256.9586 -1398.585688 -1399.003086 -1399.09057 

Aq-Me 993.2202 -1092.551213 -1092.879409 -1092.902015 
Aq-Me radical 

cation 994.2860 -1092.278009 -1092.605827 -1092.6926 

1,2-DHAQ Aq-STY 1308.7470 -1513.126329 -1513.565931 -1513.596034 
1,2-DHAQ Aq-EIB 1355.2516 -1588.542485 -1588.995826 -1589.026144 
1,2-DHAQ Aq-EP 1281.1956 -1549.271507 -1549.697381 -1549.728315 
1,2-DHAQ Aq-Me 1017.2067 -1242.962938 -1243.298124 -1243.321234 

1,2,4-THAQ Aq-STY 1321.0531 -1588.334607 -1588.778172 -1588.808301 
1,2,4-THAQ Aq-EIB 1367.3783 -1663.7508 -1664.208035 -1664.238335 
1,2,4-THAQ Aq-EP 1293.3047 -1624.479857 -1624.909579 -1624.940506 
1,2,4-THAQ Aq-Me 1029.2861 -1318.171263 -1318.51032 -1318.533403 
1,2,5-THAQ Aq-STY 1322.1555 -1588.335024 -1588.779229 -1588.807749 
1,2,5-THAQ Aq-EIB 1367.3144 -1663.75249 -1664.2089 -1664.237625 
1,2,5-THAQ Aq-EP 1294.4951 -1624.480247 -1624.910728 -1624.940242 
1,2,5-THAQ Aq-Me 1030.5087 -1318.171696 -1318.511383 -1318.533137 
1,2,5,8-THAQ Aq-

STY 1334.7939 -1663.540073 -1663.988305 -1664.015939 

1,2,5,8-THAQ Aq-
EIB 1382.1761 -1738.955443 -1739.418822 -1739.446483 

1,2,5,8-THAQ Aq-
EP 1309.6530 -1699.679723 -1700.116553 -1700.144401 

1,2,5,8-THAQ Aq-
Me 1043.1987 -1393.3772 -1393.720968 -1393.741813 

1,5-DAAQ Aq-STY 1373.3381 -1473.376057 -1473.839381 -1473.8713 
1,5-DAAQ Aq-EIB 1420.0344 -1548.792278 -1549.269672 -1549.301551 
1,5-DAAQ Aq-EP 1347.1325 -1509.516822 -1509.967483 -1509.999591 
1,5-DAAQ Aq-Me 1081.3977 -1203.214213 -1203.572913 -1203.597966 
1,4-DAAQ Aq-STY 1370.1582 -1473.37495 -1473.838512 -1473.871804 
1,4-DAAQ Aq-EIB 1418.1396 -1548.792402 -1549.268696 -1549.302015 
1,4-DAAQ Aq-EP 1345.6826 -1509.516401 -1509.966516 -1510.000035 
1,4-DAAQ Aq-Me 1078.2551 -1203.212036 -1203.570975 -1203.597153 

1,4,5-TAAQ Aq-STY 1416.7762 -1528.70211 -1529.180522 -1529.214581 
1,4,5-TAAQ Aq-EIB 1463.0219 -1604.117969 -1604.611276 -1604.64391 
1,4,5-TAAQ Aq-EP 1390.9345 -1564.847844 -1565.314161 -1565.347666 
1,4,5-TAAQ Aq-Me 1124.5789 -1258.54067 -1258.914224 -1258.941346 
1,4,5,8-TAAQ Aq-

STY 1462.0248 -1584.020974 -1584.51564 -1584.55009 
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1,4,5,8-TAAQ Aq-
EIB 1510.4923 -1659.437017 -1659.947741 -1659.981403 

1,4,5,8-TAAQ Aq-
EP 1437.4259 -1620.161661 -1620.645389 -1620.67928 

1,4,5,8-TAAQ Aq-
Me 1170.3883 -1313.860758 -1314.250538 -1314.278712 

AQ-NO radical 886.6340 -1052.69662 -1052.984009 -1053.00927 
AQ-NO cation 889.4054 -1052.428996 -1052.719091 -1052.806342 
AQ-NO anion 877.8209 -1052.723509 -1053.009311 -1053.087975 

Pyridine 235.2370 -248.123997 -248.1861964 -248.1957941 
Methyl-pyridine 

cation 332.9927 -287.746132 -287.8470342 -287.9292132 

Methyl-pyridine 
cation 344.7885 -287.93308 -288.0288912 -288.039927 

AQ-Me-Pyridine TS 
(ground state) 1225.5824 -1340.38196 -1340.789026 -1340.874367 

AQ-Me-Pyridine TS 
(radical cation) 1230.2303 -1340.577063 -1340.982771 -1340.982784 

AQ-BF3-Me radical 1067.4275 -1455.652501 -1455.997519 -1456.020173 
AQ-BF3-Me-
Pyridine TS 

(radical) 
1309.5435 

-1703.692401 -1704.123802 -1704.198845 

AQ-BF3-NO radical 964.8818 -1415.931595 -1416.242903 -1416.323595 
AQ-BF3-NO cation 968.6831 -1415.763854 -1416.07797 -1416.137472 

 

Raw Vertical Excitation Energies 
Table S2. Vertical excitation energies for all reported functionalized species 

Species 𝑛!𝜋∗ 𝜋𝜋∗ 

AQ-STY 

14-DAAQ 4.1777 2.6689 
15-DAAQ 4.0611 3.118 
145-TAAQ 4.6377 2.6317 

1458-TAAQ 4.2553 2.4451 
12-DHAQ 3.5078 3.808 
125-THAQ 3.6511 3.3336 
124-THAQ 3.7212 3.1384 

1258-THAQ 3.6288 2.9949 

AQ-EIB 

14-DAAQ 4.1907 2.6585 
15-DAAQ 4.0847 3.1157 
145-TAAQ 4.7111 2.627 

1458-TAAQ 4.2867 2.4416 
12-DHAQ 3.8223 3.5042 
125-THAQ 3.7318 3.3321 
124-THAQ 3.7369 3.1354 

1258-THAQ 3.6729 3.003 

AQ-EP 

14-DAAQ 4.1947 2.6585 
15-DAAQ 4.0899 3.118 
145-TAAQ 4.6461 2.6256 

1458-TAAQ 4.2911 2.4442 
12-DHAQ 3.8272 3.4988 
125-THAQ 3.6693 3.3322 
124-THAQ 3.7425 3.1306 

1258-THAQ 3.4881 3.0031 
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AQ-ME 

14-DAAQ 4.189 2.6502 
15-DAAQ 4.0801 3.1034 
145-TAAQ 4.6082 2.6183 

1458-TAAQ 4.2798 2.4549 
12-DHAQ 3.8161 3.5001 
125-THAQ 3.7316 3.3344 
124-THAQ 3.7316 3.1307 

1258-THAQ 3.6389 3.0008 
 

Table S3. Vertical excitation energies of unfunctionalized species 

Species 𝑛!𝜋∗ 𝜋𝜋∗ 𝑛#𝜋∗ 
AQ N/A 4.3443 3.226 

AQ-STY 3.963 4.3512 3.2686 
AQ-EIB 3.9837 4.3585 3.2678 
AQ-EP 3.9923 4.3654 3.264 
AQ-ME 3.978 4.3661 3.2622 

 

Open shell singlet vs triplet Mulliken Charges and Spin Densities 
Table S4. Mulliken charge and spin densities of unfunctionalized anthraquinone-alkoxyamine 

Atom Open shell singlet biradical Triplet biradical 
Charge Spin density Charge Spin density 

C -0.10846 -0.031765 -0.108436 0.031738 
C -0.10846 -0.031765 -0.108436 0.031738 
C  0.112076 -0.005695 0.112151 0.00574 
C  0.120078 -0.039274 0.120094 0.039206 
C  0.120078 -0.039274 0.120094 0.039206 
C  0.112076 -0.005695 0.112151 0.00574 
C -0.19528 -0.109268 -0.195363 0.111049 
C  0.128339 -0.041434 0.12829 0.042139 
C  0.128337 -0.041434 0.128288 0.042139 
C -0.19528 -0.109268 -0.195363 0.111049 
C  0.164102 -0.005781 0.164232 0.006026 
C -0.714141 -0.05293 -0.714051 0.009406 
C -0.71413 -0.05293 -0.714049 0.009406 
C  0.164102 -0.005781 0.164232 0.006026 
O -0.640164 -0.224921 -0.640125 0.224845 
O -0.640165 -0.224921 -0.640125 0.224845 
C  0.401988 -0.002567 0.40223 0.04158 
N -0.41681 0.500614 -0.417318 0.493929 
C  0.401987 -0.002568 0.402229 0.04158 
O  0.0613 0.47028 0.061469 0.47018 
C  0.2046 0.014093 0.204442 0.003107 
C  0.204618 0.014096 0.20446 0.003111 
C  0.204599 0.014092 0.204442 0.003107 
C  0.204619 0.014096 0.204461 0.00311 

 

Table S5. Mulliken charge and spin densities of 1,2,5,8-THAQ 

Atom Open shell singlet biradical Triplet biradical 
Charge Spin density Charge Spin density 
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C -0.175843 -0.071941 -0.176068 0.021774 
C -0.312048 -0.122344 -0.311778 0.070176 
C -0.042553 -0.017077 -0.042552 0.025053 
C -0.225538 -0.003295 -0.225717 0.012635 
C -0.311924 0.050501 -0.311813 -0.043246 
C -0.141847 -0.059469 -0.14175 0.065041 
C 0.598017 -0.203833 0.598045 0.205617 
C 0.367266 0.035231 0.367386 -0.035187 
C -0.206979 -0.021696 -0.206978 0.021625 
C 0.139214 -0.114884 0.139191 0.116965 
C -0.348862 -0.050467 -0.348857 0.050311 
C 0.195531 -0.044854 0.195505 0.04481 
C 0.208096 -0.017196 0.20814 0.017041 
C -0.089107 -0.02531 -0.089052 0.025315 
O -0.793857 -0.156254 -0.793845 0.156139 
O -0.653962 -0.158507 -0.653987 0.158495 
C 0.249899 0.004971 0.250301 0.025933 
C 0.312623 0.001919 0.312927 0.033723 
O -0.128055 -0.006786 -0.128036 0.007028 
O -0.094833 -0.011844 -0.094728 0.011974 
O -0.166806 -0.007497 -0.166785 0.00749 
O -0.157636 -0.006407 -0.157619 0.006405 
N -0.393451 0.499972 -0.394056 0.492257 
O 0.084843 0.471493 0.084978 0.470661 
C 0.273622 0.008378 0.273385 0.008222 
C 0.273602 0.008376 0.273366 0.008216 
C 0.270263 0.009407 0.270167 0.007766 
C 0.270327 0.009416 0.270231 0.00776 

 

Table S6. Mulliken charge and spin densities of 1,4,5-TAAQ 

Atom Open shell singlet biradical Triplet biradical 
Charge Spin density Charge Spin density 

C -0.779981 -0.037047 -0.780185 -0.008391 
C -0.432664 -0.07917 -0.432413 0.025587 
C 0.49416 0.005561 0.4942 -0.009174 
C -0.353045 -0.005702 -0.353309 0.002228 
C -0.120744 -0.069384 -0.120495 0.071977 
C 0.10312 -0.032459 0.103398 0.035732 
C -0.150756 -0.124366 -0.150857 0.12737 
C 0.278006 0.022269 0.278132 -0.022206 
C 0.42895 0.020539 0.428892 -0.020804 
C 0.08615 -0.132708 0.086109 0.133476 
C -0.376592 -0.025833 -0.376571 0.025706 
C -0.322193 -0.016399 -0.322274 0.01645 
C 0.177023 -0.07443 0.177023 0.074515 
C -0.025163 -0.084493 -0.025073 0.084333 
O -0.659081 -0.19665 -0.658968 0.196494 
O -0.70716 -0.165554 -0.707232 0.165631 
C 0.260135 -0.006685 0.260211 0.057495 
C 0.35315 -0.005622 0.353579 0.02496 
N 0.091742 -0.002654 0.091674 0.003953 
N -0.0164 -0.015079 -0.016351 0.01507 
N -0.001887 -0.014135 -0.001885 0.01414 
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N -0.432343 0.502511 -0.432763 0.495317 
O 0.065143 0.470673 0.065248 0.470552 
C 0.211326 0.02057 0.211128 0.004463 
C 0.231488 0.01706 0.231458 -0.003378 
C 0.294439 0.011759 0.294226 0.009538 
C 0.303178 0.017431 0.3031 0.008968 

 

Gas Phase Structure Cartesian Coordinates 
AQ 
C -5.5542621361  2.8671730276 -0.0005707914 
C -5.5553928268  1.4702787275 -0.0003878167 
C -4.3520608958  0.7711036819 -0.0001580017 
C -3.1406451909  1.4648425269 -0.0001114188 
C -3.1395090298  2.8687008519 -0.000294055 
C -4.3498002778  3.5643996518 -0.0005235729 
C -1.8609362499  3.6386818962 -0.0002545815 
C -0.5836115571  2.8666324118  0.0001367729 
C -0.5847476451  1.4627739964  0.000319575 
C -1.8633203812  0.6927930205  0.0001231641 
C  0.6278041074  3.5603712248  0.0003156014 
C  0.6255435961  0.767075508  0.0006813128 
C  1.8311359877  2.8611963207  0.000674359 
C  1.830005553  1.464301978  0.00085741 
O -1.8599489237  4.8583305143 -0.0002826175 
O -1.8643074414 -0.526855549  0.0004335117 
H -6.4933700431  3.4114803037 -0.0007498234 
H -6.4953804575  0.9274922326 -0.0004249258 
H -4.3359622897 -0.3139435 -0.0000159935 
H -4.3319453568  4.6494193146 -0.0006642678 
H  0.611705495  4.6454184319  0.0001691855 
H  0.6076888647 -0.3179442134  0.0008177362 
H  2.7711236541  3.4039828062  0.0008120227 
H  2.7691134445  0.919994835  0.0011372148 
 
Aq-STY 
C  0.7608793167 -1.5780146054 -6.6399304016 
C -0.5510961627 -1.6401042634 -6.1622310263 
C -0.8966922406 -0.9900335953 -4.9824137902 
C  0.0693910445 -0.2737871363 -4.2736895683 
C  1.385531441 -0.2116376599 -4.752905148 
C  1.7271523349 -0.8658869411 -5.937718598 
C  2.4416240203  0.5468117488 -4.016475131 
C  2.0475904993  1.2345062594 -2.7523087163 
C  0.727935208  1.1728706136 -2.2715653202 
C -0.3266470179  0.4167630976 -3.008834384 
C  0.3794787565  1.8220142723 -1.0852696761 
C  1.3550303525  2.52802586 -0.3939307328 
C  2.6611405179  2.5886124748 -0.8707404348 
C  3.0206047466  1.9461524997 -2.0476226643 
O  3.5838034875  0.6004133952 -4.4358640953 
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O -1.4711401892  0.3627431548 -2.5962655553 
H  1.0268463045 -2.0866117235 -7.561093867 
H -1.3025245801 -2.1969060675 -6.7129591521 
H -1.9078949303 -1.0223344781 -4.590150798 
H  2.7525831483 -0.801940217 -6.2867898229 
H -0.6484188717  1.7558826347 -0.7395650791 
C  1.2046352261  3.3222861476  0.8806608435 
C  3.5246639052  3.4363185825  0.0297992603 
H  4.031347034  1.9764051439 -2.4452059437 
N  2.6453860996  3.5890150493  1.2454095402 
C  4.8187108439  2.7008834165  0.386920378 
C  3.8561087184  4.7657581759 -0.6642458311 
C  0.5143772413  2.4817630326  1.9587019448 
C  0.391686799  4.5963933611  0.6122521941 
O  2.7848363692  4.8988257183  1.7580314241 
C  3.2347448992  4.9524497047  3.1231898367 
C  4.6128993851  4.343655079  3.3110754477 
C  2.1816963599  4.4357180598  4.0840178042 
C  2.2887787472  3.2056360551  4.7337659107 
H  3.1646277439  2.5836420807  4.5794606006 
C  1.266222084  2.7529329941  5.5678292703 
H  1.3595630873  1.7901868575  6.0607541045 
C  0.1247662214  3.5274884021  5.7614373207 
H -0.67220351  3.1726821041  6.4073812872 
C  0.0140559435  4.7660743284  5.127440827 
H -0.8679979596  5.3800935608  5.2807944222 
C  1.0400756598  5.2148468666  4.3008822072 
H  0.9560353136  6.1788906597  3.8037640054 
H  4.5940731777  1.7904294864  0.949058379 
H  5.4791686402  3.334549507  0.9816927469 
H  5.3571679467  2.4263553389 -0.5258696473 
H  2.9515305284  5.3158225571 -0.9329328011 
H  4.4180337107  4.5552315747 -1.579574148 
H  4.4634527149  5.3982934487 -0.0135916428 
H  1.1345798339  1.6206033499  2.2206580422 
H -0.4496671605  2.1214544481  1.5842363443 
H  0.3245588713  3.0685944384  2.8592640891 
H  0.2834952645  5.1782952512  1.5297073819 
H -0.603324469  4.3105150683  0.257029875 
H  0.8631880058  5.2254176983 -0.1462867282 
H  3.3086585004  6.0366720647  3.2701371382 
H  5.3281504915  4.842040484  2.651533372 
H  4.6072520277  3.2767179925  3.0788362974 
H  4.9425585177  4.4781525883  4.3453284084 
 
Aq-STY radical cation 
C  0.569465629 -1.2147661101 -6.8928359072 
C -0.5435859756 -1.6676441625 -6.180190352 
C -0.74914475 -1.2571080433 -4.866813685 
C  0.160468623 -0.3896758217 -4.2604197377 
C  1.28027153  0.0659460084 -4.9773508979 
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C  1.4803829451 -0.349910985 -6.2943612984 
C  2.2687636341  0.9905466608 -4.3605821582 
C  2.028104185  1.422400698 -2.9423542011 
C  0.9120018684  0.9679466259 -2.2279328126 
C -0.0822616692  0.0335935082 -2.8555733594 
C  0.6989621606  1.3727615694 -0.9091083328 
C  1.6138187223  2.2366920979 -0.3268228154 
C  2.7213072079  2.6907595047 -1.0392705212 
C  2.9441785401  2.2918903382 -2.348035919 
O  3.2442224959  1.3965502225 -4.9610116262 
O -1.042754031 -0.3488277582 -2.2162921932 
H  0.724997161 -1.5380021853 -7.9167638455 
H -1.2507364632 -2.3419410309 -6.6517236095 
H -1.6065901835 -1.5963826565 -4.2950175006 
H  2.3514065367  0.0139815659 -6.829325942 
H -0.1784963379  0.9968579472 -0.3889576419 
C  1.5533147768  2.7782822018  1.087565875 
C  3.5626998634  3.6323433938 -0.2223289247 
H  3.7980724502  2.6271774406 -2.9311028158 
N  2.8461265339  3.5631912961  1.0903237031 
C  4.9984238086  3.1427711538 -0.0036932643 
C  3.5310859115  5.0670325834 -0.7648148405 
C  1.5433394539  1.633370633  2.1020612259 
C  0.3683367494  3.7331318794  1.2854292013 
O  3.1969670868  4.5219143684  1.9051971727 
C  3.3554696324  4.3721687673  3.4052246972 
C  4.1829559055  3.1412386157  3.7021315904 
C  2.0517775609  4.5658974625  4.1301938085 
C  1.5441989268  3.6211271995  5.0231356433 
H  2.0848562208  2.6997711118  5.2205917661 
C  0.3404779687  3.8606290635  5.6871025366 
H -0.0467542184  3.123001822  6.3818720069 
C -0.3550505766  5.0465158568  5.4659334643 
H -1.2903982207  5.2311857141  5.9836858224 
C  0.1626156953  6.0081070883  4.5951030429 
H -0.3656611446  6.9425327958  4.4383103978 
C  1.365619677  5.7722487503  3.9404238525 
H  1.7736981867  6.5230430458  3.2674437363 
H  5.0112167266  2.132779374  0.4144337126 
H  5.5382239352  3.8269300454  0.6564015829 
H  5.5091351951  3.1220075789 -0.9697083818 
H  2.5038552043  5.4273768038 -0.8597853938 
H  3.9854726846  5.0607022688 -1.7585288909 
H  4.0997623651  5.7408707187 -0.1217566253 
H  2.4185988456  0.9901468434  1.9809225033 
H  0.6532048653  1.0307356028  1.9033697152 
H  1.4710697329  2.0017219359  3.1247394489 
H  0.2897320947  4.0668458689  2.3205886509 
H -0.5392916806  3.1816810476  1.0256390375 
H  0.4428911579  4.5984942861  0.6220462738 
H  3.9702839833  5.2644231343  3.5481969133 
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H  5.0940492869  3.1476592046  3.1005046144 
H  3.6428126302  2.2108717297  3.5239114406 
H  4.4750988958  3.1730333197  4.7550000573 
 
Aq-EIB 
C  0.6623087776 -1.8920325531 -6.1472596426 
C -0.6278074522 -1.9216000695 -5.6106076367 
C -0.9289554876 -1.1793129 -4.4738325256 
C  0.0598789658 -0.4026753682 -3.8675992973 
C  1.3540843616 -0.3729208517 -4.4060626087 
C  1.6511436944 -1.1200913341 -5.5471267612 
C  2.4334046762  0.4489477011 -3.7798270277 
C  2.0862937199  1.2374374616 -2.5613076267 
C  0.7887372712  1.2079308673 -2.021146658 
C -0.2884981632  0.3859867019 -2.6470402744 
C  0.4842392137  1.9509156806 -0.8787360498 
C  1.4812408956  2.717710412 -0.2907908355 
C  2.7653186993  2.7474891555 -0.8268824744 
C  3.0812364202  2.0114234314 -1.9606189977 
O  3.5569012026  0.4732710393 -4.2492490737 
O -1.4130079974  0.3573038155 -2.1806965121 
H  0.8935679403 -2.4726051842 -7.0346016252 
H -1.3970519554 -2.5250284193 -6.0818426962 
H -1.9224192315 -1.1848256694 -4.0374368994 
H  2.6603274713 -1.0795990999 -5.9438028468 
H -0.5275270796  1.9079677369 -0.4848973399 
C  1.3771291447  3.6073931741  0.9232024323 
C  3.6590141628  3.6718458522 -0.0377979826 
H  4.0741660114  2.0147669715 -2.4019396378 
N  2.8265427118  3.9307786131  1.1910472235 
C  4.9676390892  2.9738434047  0.3392352589 
C  3.9554850942  4.9370282532 -0.8561809476 
C  0.7856900711  2.832691246  2.1058652389 
C  0.5186870778  4.8412358562  0.6153569734 
O  2.9688079972  5.2855533538  1.567472136 
C  3.4367723755  5.4871030687  2.9068077013 
H  4.7654812281  2.1027156735  0.9680515829 
H  5.6320768398  3.6531963477  0.8765776976 
H  5.4893936107  2.6422411977 -0.5642691775 
H  3.0375480365  5.4648161588 -1.1249044506 
H  4.4725641253  4.6481152411 -1.7764096672 
H  4.5937575638  5.6204636652 -0.2917911397 
H  1.4580285073  2.0222725408  2.4002286259 
H -0.1837875612  2.4060774923  1.8282726733 
H  0.6186817449  3.4976209987  2.9546973812 
H  0.4656827266  5.4948995431  1.4885950986 
H -0.4915213743  4.5092875328  0.3555206678 
H  0.9228770543  5.4082214269 -0.2268946812 
C  3.6018413646  7.0022521541  2.9920881908 
H  4.3518872164  7.3202947596  2.2634706569 
H  3.9326822831  7.2935272705  3.9928495177 
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H  2.6507678778  7.4914107471  2.7747240183 
C  2.313321057  5.0938476178  3.8829062434 
O  1.2293696003  5.6306236008  3.8935350501 
O  2.6566759257  4.1151428607  4.7259458823 
C  1.6640078743  3.738236651  5.696447256 
C  2.2535502633  2.6233026625  6.5313200603 
H  0.7593033672  3.4222245163  5.1688942078 
H  1.4117902835  4.6194907466  6.2938392795 
H  2.5034052279  1.7645459597  5.9035341804 
H  1.5300848282  2.3036225495  7.2856045233 
H  3.1606879247  2.9581979818  7.0401070785 
C  4.7441098982  4.7650023527  3.1869154797 
H  5.5079711492  5.1408262069  2.5002458865 
H  4.6310535678  3.6880163689  3.0591050408 
H  5.0684981109  4.9627148274  4.2113598501 
 
Aq-EIB radical cation 
C  0.644708161 -1.7929942543 -6.3487214352 
C -0.4828853328 -2.1263415353 -5.594234089 
C -0.706290071 -1.5193645806 -4.3623525442 
C  0.1998574573 -0.5739460028 -3.8801026674 
C  1.33431056 -0.2386424045 -4.639200932 
C  1.5524684693 -0.8516078192 -5.8737281998 
C  2.3198714722  0.7637566912 -4.1539621151 
C  2.058675276  1.4103989273 -2.8237014092 
C  0.9284442308  1.0764442659 -2.0672854964 
C -0.0614346354  0.0598430465 -2.560447283 
C  0.6946140008  1.6826306724 -0.8308116743 
C  1.6066424561  2.6201971134 -0.3735990783 
C  2.7325029719  2.9520424782 -1.1274667476 
C  2.9733498474  2.3556908755 -2.3544439102 
O  3.3091809076  1.0670237407 -4.7913183847 
O -1.0329073432 -0.2174354126 -1.8847431706 
H  0.8140282032 -2.2692652379 -7.308704373 
H -1.1875494753 -2.8609977137 -5.969471741 
H -1.5752682425 -1.7633210114 -3.760166808 
H  2.4345912427 -0.5778985818 -6.4431399728 
H -0.1960376341  1.399177046 -0.2761270592 
C  1.5144802592  3.4141519509  0.9121317129 
C  3.5786782802  3.9895847667 -0.4385626156 
H  3.8402980005  2.5898401888 -2.9668081669 
N  2.8702009917  4.0729079909  0.873152243 
C  5.0193721261  3.5330270851 -0.1850562968 
C  3.5459323435  5.3568801706 -1.1394081117 
C  1.2983398978  2.5109034068  2.126580995 
C  0.4442851676  4.517956402  0.8007366985 
O  3.2816390612  5.0571759915  1.6353164796 
C  3.5896361586  4.8904141645  3.0880492247 
H  5.0445697829  2.5760076201  0.3420129217 
H  5.567097044  4.2903215291  0.3822876968 
H  5.5128822083  3.40640941 -1.1517815771 
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H  2.521054666  5.6974888179 -1.2984719645 
H  4.0264038005  5.2439714407 -2.1142655338 
H  4.0938461394  6.1009192727 -0.557868858 
H  2.0448516544  1.715056295  2.1679055628 
H  0.3180713242  2.0423244719  2.0080368473 
H  1.2783296975  3.0611463786  3.068188298 
H  0.451693749  5.1698627108  1.6735571912 
H -0.524430735  4.0165827119  0.7242115826 
H  0.5916935825  5.1080358126 -0.1060525393 
C  4.44455688  6.1229460353  3.3615690778 
H  5.3685095968  6.0716550011  2.7809907538 
H  4.6969191018  6.1488247028  4.4245469118 
H  3.8963126446  7.0313906895  3.1037203698 
C  2.298627881  5.045870785  3.8996103497 
O  1.3682323187  5.7238821856  3.5406803142 
O  2.3876164965  4.4124709173  5.0590122078 
C  1.2758631459  4.6004878955  5.9794195749 
C  1.6065812136  3.844931135  7.2441784669 
H  0.371581582  4.2274396632  5.4905796602 
H  1.1578973819  5.6738882518  6.1461486153 
H  1.7350277143  2.7792937983  7.0417893166 
H  0.789161453  3.9630122185  7.9590873067 
H  2.5203434106  4.2309086239  7.7010756639 
C  4.3491373005  3.5964453483  3.3112088964 
H  5.2557386867  3.5925441437  2.7027653622 
H  3.7494710309  2.7144367563  3.0825991938 
H  4.6337644395  3.5443529563  4.3631252591 
 
Aq-EP 
C  0.8891628951 -1.8049347421 -6.4907112389 
C -0.3903453558 -1.9711704615 -5.9535878095 
C -0.7497447706 -1.3069707102 -4.7858293809 
C  0.1699716801 -0.472137239 -4.1488866296 
C  1.4535551848 -0.3055477848 -4.687587516 
C  1.8092498599 -0.9745434475 -5.8599726944 
C  2.4593184557  0.5810200056 -4.0280989425 
C  2.0505858842  1.2836422738 -2.7765946473 
C  0.764025905  1.1169758629 -2.2360327861 
C -0.2398946515  0.2306181222 -2.895343035 
C  0.4004383181  1.7782973604 -1.0597802838 
C  1.3274911646  2.6042420003 -0.4409330382 
C  2.603475114  2.7727503044 -0.9822579562 
C  2.977501675  2.1179146853 -2.145921853 
O  3.5739538222  0.7241433499 -4.4975489825 
O -1.3553263659  0.0836942181 -2.429557275 
H  1.1659588013 -2.3248110739 -7.4023337864 
H -1.1056997298 -2.6201757504 -6.4485718581 
H -1.7364482215 -1.4187190766 -4.348388538 
H  2.8088003458 -0.8283040967 -6.256152708 
H -0.599460471  1.6245472084 -0.6634976057 
C  1.1629047166  3.4109499124  0.8263602945 
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C  3.4003503715  3.7533336813 -0.1593404947 
H  3.9644130192  2.228958271 -2.5868667676 
N  2.5893735654  3.7819150598  1.0953858791 
C  4.8072797157  3.2602771521  0.1780263853 
C  3.483068362  5.1039627816 -0.8887129437 
C  0.6390295122  2.5395435184  1.971521753 
C  0.2352246171  4.6149668293  0.6189073963 
O  2.7053001755  5.0531644364  1.6917405955 
C  3.3089418309  4.9826743891  2.9671116984 
H  4.7623206881  2.2848064296  0.6680902636 
H  5.2941948518  3.9730705895  0.8529085341 
H  5.4213377699  3.1809064237 -0.7247611019 
H  2.4921431789  5.4974684552 -1.1235174821 
H  4.0286370925  4.9666219664 -1.8273720617 
H  4.0113956622  5.8378038027 -0.2761812445 
H  1.3140038806  1.6970206463  2.1427248257 
H -0.3561079419  2.152332344  1.7291091094 
H  0.553175754  3.1318216409  2.8852429809 
H  0.1973592739  5.2089236099  1.5349658759 
H -0.7701564012  4.2523644999  0.3831625008 
H  0.5710600223  5.2501478586 -0.2035698725 
C  4.1141100547  6.2633094057  3.1653104565 
H  4.9009049834  6.3188611677  2.4092423887 
H  4.569614398  6.2793685142  4.1579898342 
H  3.4598560125  7.1322397312  3.0552614169 
C  2.2491589883  4.8839650104  4.05945376 
O  1.0942280364  5.2144796492  3.9428615581 
O  2.7835065667  4.4216553843  5.1981975286 
C  1.8909639528  4.3421667271  6.3244528206 
C  2.6882329766  3.8123580985  7.4954596192 
H  1.0582129073  3.683949875  6.0598207379 
H  1.4832244953  5.3388381166  6.5168141268 
H  3.093321005  2.8229642081  7.270334152 
H  2.0445448404  3.7321166424  8.3751280367 
H  3.5181024335  4.4822913212  7.7330871722 
H  3.950139092  4.0972908418  3.0237988326 
 
Aq-EP radical cation 
C  0.5702838077 -1.6250368098 -6.5169630102 
C -0.4796055418 -2.0808253267 -5.7158325815 
C -0.6656246926 -1.557801083 -4.4400167172 
C  0.2001653841 -0.5740252292 -3.9604237141 
C  1.2564405473 -0.1153786417 -4.7664983015 
C  1.4374652696 -0.6446589605 -6.0449676755 
C  2.1969362126  0.9312552085 -4.2855336191 
C  1.9770579913  1.4853170676 -2.9065026485 
C  0.9253948493  1.027796316 -2.1034981481 
C -0.0198829528 -0.0320122697 -2.5934897816 
C  0.7294235012  1.5479107463 -0.8218710058 
C  1.600889514  2.5235529268 -0.3666975157 
C  2.6490272553  2.9801606423 -1.1680880859 
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C  2.850641688  2.470434621 -2.4400144716 
O  3.1186651415  1.3415082208 -4.9628532601 
O -0.9239609176 -0.4149235721 -1.8770936347 
H  0.7107751092 -2.0363471213 -7.5110265526 
H -1.1528284952 -2.8453887486 -6.0890069728 
H -1.4742360437 -1.8973701406 -3.8011617834 
H  2.2592097196 -0.2764136644 -6.6502954811 
H -0.1025475591  1.1702314861 -0.233194819 
C  1.5272580726  3.2499571204  0.9611638484 
C  3.4697817183  4.0353863254 -0.4713948085 
H  3.6570604398  2.8012156539 -3.0894277897 
N  2.8302615815  3.9954965182  0.8730891465 
C  4.945277315  3.652322218 -0.3083433844 
C  3.316937048  5.4347125621 -1.086007614 
C  1.4478336747  2.2977071112  2.1556094622 
C  0.3774767799  4.2761033761  0.9585327039 
O  3.3017660335  4.874006798  1.7211326949 
C  3.4724267558  4.5078931943  3.1331335125 
H  5.0478257654  2.67860667  0.1779183905 
H  5.4784218768  4.415291869  0.2639791787 
H  5.3963289599  3.5883131799 -1.3014592139 
H  2.2659229138  5.7123395288 -1.1861035806 
H  3.7648843019  5.4150904443 -2.0824827437 
H  3.8370906629  6.1794060301 -0.4797108272 
H  2.3210702689  1.6423127423  2.2078259461 
H  0.5673470428  1.6672520604  2.0096053626 
H  1.3101960378  2.823849306  3.1028926105 
H  0.4046652467  4.9133255331  1.8425959568 
H -0.5574697379  3.7087608224  0.9440418998 
H  0.4123551876  4.8947189167  0.0596043404 
C  4.7562615647  5.1943850718  3.5671428304 
H  5.6013304046  4.8211357891  2.9863038918 
H  4.9294664257  4.9771867571  4.6231947236 
H  4.6698918371  6.2752105287  3.4339732653 
C  2.2819141217  5.0124045508  3.9425516595 
O  1.4813413626  5.8170174396  3.5390131033 
O  2.3024852958  4.4593674425  5.1441825651 
C  1.2770460721  4.9042443617  6.0783827063 
C  1.5134742498  4.1812545053  7.3825483124 
H  0.3034447681  4.6722503827  5.6388069683 
H  1.3630124358  5.9891044714  6.1752752867 
H  1.4395556355  3.0997111875  7.2496579985 
H  0.758078768  4.4912173279  8.1081943972 
H  2.4984465645  4.4212648951  7.7885190809 
H  3.5557827606  3.4216116405  3.1956478989 
 
Aq-Me 
C  0.9028986996 -2.0177450782 -6.1665972649 
C -0.3732905981 -2.1556390731 -5.613879808 
C -0.7304446723 -1.4210494529 -4.4883632559 
C  0.1882749072 -0.5439233093 -3.9095468772 
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C  1.4685219714 -0.4055924676 -4.4640206263 
C  1.8219452281 -1.1452621002 -5.5938014811 
C  2.4731544023  0.5250043549 -3.8664548589 
C  2.0680914088  1.301204515 -2.6575229102 
C  0.785184148  1.1625754513 -2.1018860112 
C -0.2186118526  0.234168179 -2.7006623879 
C  0.4236954407  1.8947685648 -0.9669919013 
C  1.3514567517  2.7577547323 -0.4048659935 
C  2.6282600914  2.8957388166 -0.9578740864 
C  2.997228841  2.1728700108 -2.0816145381 
O  3.5841291727  0.6449619564 -4.3504816133 
O -1.3316445547  0.1138292981 -2.2214826873 
H  1.1780646411 -2.5928498542 -7.0449153631 
H -1.0877828648 -2.8376790395 -6.0635761267 
H -1.7145860762 -1.509747044 -4.0400003963 
H  2.8188942973 -1.0199033627 -6.0034463209 
H -0.5744369663  1.7638640071 -0.5581364154 
C  1.1905813169  3.6655645835  0.7916953668 
C  3.4363396964  3.9082909603 -0.180998696 
H  3.9825834355  2.2562983953 -2.5318167275 
N  2.6208687896  3.9842356118  1.0643107745 
C  4.8371839508  3.4068487622  0.1728386718 
C  3.5438649347  5.231021161 -0.9563150024 
C  0.6013078688  2.9489675762  2.0075552754 
C  0.320290006  4.8825858521  0.4399444292 
O  2.756011467  5.2359209175  1.6886462237 
C  3.3312697634  5.0723866918  2.9758155191 
H  4.7751239069  2.4689276123  0.7295477826 
H  5.3519764399  4.1517438402  0.7880926164 
H  5.4341810961  3.2496809469 -0.731200106 
H  2.5673035259  5.6057617255 -1.2668822045 
H  4.147206197  5.0704008928 -1.8550625419 
H  4.0265237051  5.9898344111 -0.3364532759 
H  1.2139268138  2.0839461886  2.2719506261 
H -0.4219818177  2.6167141258  1.8053735806 
H  0.5678607289  3.6345682608  2.8603449261 
H  0.3091001766  5.5880280551  1.2737335954 
H -0.7027811864  4.5461378443  0.2457920928 
H  0.6802683273  5.4017816838 -0.4496670981 
H  4.3267555934  4.6220115451  2.9072016624 
H  2.6983215188  4.4459398651  3.612604204 
H  3.4053113289  6.0771333863  3.3974792295 
 
Aq-Me radical cation 
C  0.7656839956 -1.9434680994 -6.188959717 
C -0.4772618108 -2.0996956118 -5.5705386312 
C -0.7803727048 -1.3849643235 -4.4158369183 
C  0.1616586788 -0.5090867814 -3.8747031724 
C  1.412479165 -0.3518681655 -4.497123692 
C  1.7097070923 -1.0719824947 -5.6548423286 
C  2.4388519872  0.5725040012 -3.947342629 
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C  2.0923247257  1.3364744553 -2.7003398755 
C  0.8467538785  1.179133652 -2.080378114 
C -0.1865195459  0.2426771923 -2.6406447561 
C  0.5344320383  1.8913541526 -0.9206276314 
C  1.4848716142  2.7564394875 -0.402536571 
C  2.724538405  2.915458369 -1.0222726323 
C  3.0441170216  2.2104161175 -2.1713782817 
O  3.5267666202  0.7250682167 -4.4663170732 
O -1.2600086095  0.1247580676 -2.0832326254 
H  0.9966559411 -2.5033330631 -7.0890710732 
H -1.2096429516 -2.7805613173 -5.9912999032 
H -1.7394588686 -1.4913477328 -3.9197260708 
H  2.6809108929 -0.9356121242 -6.1190368274 
H -0.4440423236  1.7411509294 -0.4710220203 
C  1.3247374905  3.6277178126  0.8294422184 
C  3.5975211784  3.9073268627 -0.2977593026 
H  4.0006645351  2.307764882 -2.6783979615 
N  2.7119221529  4.2073252116  0.8649923524 
C  4.903697885  3.3026611705  0.2297302713 
C  3.8479796978  5.1890729093 -1.1034278374 
C  1.0060919531  2.7907489804  2.0747433686 
C  0.3015031948  4.7481951363  0.5843173276 
O  3.1429014521  5.1812626227  1.6227097174 
C  2.6323489802  5.3180812363  2.9742036664 
H  4.7101967679  2.4060419658  0.8237082445 
H  5.4526142531  4.0339711361  0.8277317627 
H  5.5225656088  3.0207105159 -0.6256134206 
H  2.9081973264  5.6367967022 -1.4353138734 
H  4.4317297985  4.9227731944 -1.9878096652 
H  4.4148274443  5.9136884154 -0.515216077 
H  1.8266946707  2.108603744  2.3115151653 
H  0.1250109925  2.185773665  1.8470732256 
H  0.7662285962  3.4029712426  2.9447863905 
H  0.1878399919  5.4120160637  1.4431709371 
H -0.6654992627  4.2729782478  0.3988275627 
H  0.5667146113  5.3355507613 -0.2973961501 
H  2.8477559022  4.4024064862  3.5255434406 
H  1.5690950852  5.5494253215  2.9636155773 
H  3.2026144523  6.1547007861  3.3704636035 
 
1,2-DHAQ Aq-STY 
C -4.0297027918  2.48205407  0.0543584543 
C -3.9307090098  1.1135754537 -0.1771085063 
C -2.692437521  0.5015760453 -0.3266528754 
C -1.5391204504  1.281698516 -0.2424570062 
C -1.639742691  2.6647527669 -0.0091172395 
C -2.8898932936  3.269843791  0.1412371805 
C -0.4222035805  3.5074695611  0.084943356 
C  0.8904440696  2.8580271107 -0.0698117372 
C  1.0042399998  1.4679087167 -0.3046617141 
C -0.2092011999  0.6155843087 -0.4032478352 
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C  2.0488027383  3.6346953522  0.0180348768 
C  3.3158104117  3.029965221 -0.1269240855 
C  3.4127319342  1.6668693618 -0.3564870347 
C  2.2562497358  0.8875172274 -0.4451510728 
O -0.5111224176  4.7218528565  0.2882690715 
O -0.1330028284 -0.5836154598 -0.6073390191 
C -5.4720623388  2.914093465  0.1569676696 
C -5.2979017741  0.4825669034 -0.2632703444 
H -2.5843077684 -0.5640553938 -0.5089323565 
H -2.9343602686  4.3402609586  0.3208502204 
O  2.0617959788  4.9626088864  0.2378239849 
O  4.4250778009  3.7918136823 -0.0396334004 
H  4.3994536986  1.2293597403 -0.4636085198 
H  2.3156822186 -0.1803950496 -0.6245359959 
H  1.1250559214  5.2578008952  0.3199917808 
H  4.1592522936  4.7097385516  0.1216486103 
N -6.1802443708  1.5851305453  0.2656848671 
O -7.3844350119  1.6120435621 -0.4734982194 
C -8.5695674224  1.4370135523  0.3234044728 
C -5.868556162  3.7227768105 -1.0859971182 
C -5.6918520857  3.7553239396  1.4175904589 
C -5.3801332208 -0.7544628938  0.6344261574 
C -5.6006814582  0.0918774576 -1.717604733 
H -9.3413126345  1.4500312516 -0.4555449212 
H -5.7314658272  3.1475866701 -2.0045295761 
H -5.2402045045  4.617444125 -1.139139571 
H -6.913805931  4.0311188786 -1.020565105 
H -5.502395047  3.154065891  2.3105828505 
H -6.7103867493  4.1448138421  1.4627357523 
H -5.0067288218  4.6098406014  1.4152470489 
H -5.2400486783 -0.4727804062  1.6815111172 
H -4.6013687285 -1.4716966057  0.3561546675 
H -6.3439702921 -1.2548519888  0.5246863076 
H -5.5501786102  0.9549315681 -2.385129529 
H -6.5969419431 -0.347731799 -1.7976715778 
H -4.8607056851 -0.6442999943 -2.0466911354 
C -8.6112024534  0.0906547307  1.0237367279 
C -8.8200532539  2.6265597306  1.2296592631 
C -9.2450375001  3.8267573127  0.6496882702 
H -9.4162027457  3.8633491311 -0.4240827623 
C -9.4353485061  4.9675652487  1.4241173856 
H -9.7601440397  5.8926530255  0.9579863992 
C -9.2127221495  4.916988195  2.8011555649 
H -9.3601984615  5.8035290389  3.409908487 
C -8.8089639324  3.7215617661  3.3913050128 
H -8.6376728664  3.6750370735  4.4623150893 
C -8.6144479302  2.5829458738  2.6090331813 
H -8.283590136  1.6632707417  3.0807163196 
H -8.5230350426 -0.7107409477  0.2855520196 
H -9.5622299875 -0.0265712543  1.5511883044 
H -7.7953266778 -0.0048622126  1.7431120609 
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1,2-DHAQ Aq-EIB 
C -4.0297778033  2.6131410094  0.005167818 
C -3.9774716572  1.2222753093 -0.0121888163 
C -2.7600719882  0.5534696927 -0.0054245409 
C -1.5810197725  1.2988039305  0.0159591353 
C -1.6349491889  2.7037261674  0.0325832342 
C -2.8647781905  3.3668617469  0.0282871693 
C -0.3893695486  3.5098076743  0.0575496055 
C  0.9011044826  2.8008809681  0.067177155 
C  0.9683610696  1.3880354968  0.0503954061 
C -0.2729237502  0.5718152026  0.0218926598 
C  2.0852041559  3.5424253497  0.0934554511 
C  3.3317381571  2.880327264  0.1030969059 
C  3.3828895805  1.4956740921  0.0865628686 
C  2.2006297706  0.7512899283  0.0602324783 
O -0.4387062665  4.7432053705  0.0701693155 
O -0.2373970371 -0.6462317907  0.0036281419 
C -5.4571612222  3.1016632107 -0.0303046372 
C -5.3637426023  0.6306000077 -0.0642824049 
H -2.6881917601 -0.5305832841 -0.0174581658 
H -2.8729821638  4.4531399584  0.0421605678 
O  2.1430818213  4.8870165942  0.1110454737 
O  4.4661830985  3.6085964825  0.1283422872 
H  4.3546855661  1.0139708145  0.0945688703 
H  2.224335599 -0.3328802027  0.0471057508 
H  1.2170794255  5.2235746163  0.1011546344 
H  4.2318342453  4.548952466  0.1380941774 
N -6.2175222207  1.8314051606  0.2469064044 
O -7.3974785909  1.8134654209 -0.5300747199 
C -8.6144580662  1.6965560501  0.2185952233 
C -5.7707856421  3.7207245117 -1.4001225132 
C -5.70604414  4.1288971548  1.0763063235 
C -5.5397079834 -0.4264471214  1.0289534649 
C -5.625889739  0.0282194524 -1.4517093929 
C -9.6965223738  1.9201516665 -0.8383033576 
C -8.7278991443  2.7010533436  1.3512643808 
C -8.7823538892  0.274715088  0.7776134399 
H -5.6120074884  3.0063548025 -2.2110062543 
H -5.1106076523  4.5789653197 -1.5594020176 
H -6.8078058441  4.0614153869 -1.4389633928 
H -5.5417995574  3.6774272096  2.0581232141 
H -6.7257968022  4.5148831913  1.0293486211 
H -5.0237146751  4.9770741733  0.9595852816 
H -5.3752422657  0.0174183391  2.0136697642 
H -4.8264270212 -1.2446886244  0.8836567579 
H -6.5439071462 -0.8512149918  1.0024981419 
H -5.4698774725  0.7663412111 -2.2422579885 
H -6.6500035161 -0.3423106622 -1.516762833 
H -4.9283124482 -0.8000234941 -1.6137470297 
O -8.6350558978 -0.65835246 -0.1753383717 
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C -8.8399355722 -2.0209590819  0.2371483924 
C -8.360305051 -2.9095401423 -0.8893493074 
O -9.0642514455  0.0142512415  1.922610189 
H -9.5678659594  1.2188812531 -1.6647514755 
H -9.6163002142  2.9419387243 -1.2182795251 
H -10.6891578562  1.7827619786 -0.4003487861 
H -8.7163148233  3.7120373042  0.9360859931 
H -7.907259697  2.5807871615  2.0596840845 
H -9.6686611042  2.5475228279  1.8836108934 
H -9.9045654625 -2.158266302  0.4513799526 
H -8.2891264355 -2.1977705161  1.1656619655 
H -8.8950224232 -2.6852064864 -1.815585048 
H -8.5319385356 -3.9581398767 -0.6333554398 
H -7.2900098637 -2.7664862893 -1.0620855756 
 
1,2-DHAQ Aq-EP 
C -3.9966477107  2.5450894798 -0.0969563907 
C -3.909731473  1.1516191335 -0.108287659 
C -2.6769127886  0.5158617537 -0.0605101475 
C -1.5186758761  1.2929751722 -0.0003354577 
C -1.608765775  2.6955292372  0.0172503273 
C -2.85459228  3.3283369021 -0.031646747 
C -0.3854468932  3.5328391055  0.0887989495 
C  0.9215604661  2.857043459  0.1408228589 
C  1.0251961347  1.4464313335  0.1224033457 
C -0.1932131296  0.5994336567  0.0492109656 
C  2.084862473  3.6281371203  0.2098394758 
C  3.3467573731  2.9976387679  0.260198013 
C  3.4335320636  1.6147774786  0.2412258731 
C  2.2721252  0.8408992394  0.1724012682 
O -0.4671495038  4.764381232  0.1037959082 
O -0.1265219054 -0.6172430556  0.0293196035 
C -5.4345100315  2.9866935026 -0.209478728 
C -5.2828659594  0.5247334277 -0.1792702922 
H -2.5759845063 -0.5659044967 -0.0666173078 
H -2.8930265852  4.413993707 -0.0172551498 
O  2.1081775102  4.973671054  0.2331576202 
O  4.4608524894  3.7540662216  0.3263635634 
H  4.4164146207  1.1577696306  0.2809166314 
H  2.3237140589 -0.2422690419  0.1567453493 
H  1.1751303873  5.2872568289  0.1928628942 
H  4.2028485394  4.6882550864  0.3296513244 
N -6.1366760227  1.7131027168  0.1322050101 
O -7.3755229237  1.6661854012 -0.5364668044 
C -8.4596167737  1.6535711708  0.377062885 
C -5.7171480534  3.5023751117 -1.6297589742 
C -5.8229120984  4.0527173343  0.8148086405 
C -5.464925059 -0.533514965  0.9124278046 
C -5.5495516208 -0.0913777044 -1.5594340088 
C -9.6553445434  2.267830847 -0.3407208425 
C -8.8246695365  0.248996594  0.8438691534 
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H -5.4631946273  2.7598219694 -2.3887450407 
H -5.1118007003  4.3960835718 -1.8097731165 
H -6.7723527186  3.7622631689 -1.7381196905 
H -5.6087759992  3.7044897273  1.8279088782 
H -6.8938296415  4.2687469311  0.7340108491 
H -5.2799094991  4.9856279018  0.6324104006 
H -5.3071833888 -0.0918084996  1.8990344712 
H -4.7542969971 -1.3545373937  0.7711133347 
H -6.4729505121 -0.9527337896  0.8680890079 
H -5.3797559111  0.6253747551 -2.365507263 
H -6.583880375 -0.4391492473 -1.6112773247 
H -4.8742551365 -0.9398807328 -1.7087997743 
O -8.6506100282 -0.6708372989 -0.1133449759 
C -8.9958406688 -2.0209337824  0.2440604729 
C -8.5234713844 -2.9151191679 -0.8809761045 
O -9.2771565972  0.0080790544  1.9377992602 
H -9.8699037331  1.7073370715 -1.2542676436 
H -9.4272591064  3.3024877306 -0.607818805 
H -10.5355641832  2.2512685935  0.3063261298 
H -10.0784367611 -2.0746277059  0.393910542 
H -8.5147203239 -2.2646272845  1.1963826004 
H -8.9907634253 -2.628227633 -1.8261889678 
H -8.7840833287 -3.9542145408 -0.6644646844 
H -7.437978177 -2.847081862 -0.9953771809 
H -8.1958870433  2.2200160205  1.2746656695 
 
1,2-DHAQ Aq-Me 
C -4.0907549644  2.6091763938 -0.0363218929 
C -4.0453089869  1.2144415466 -0.119536512 
C -2.8330530777  0.5402281597 -0.1314026439 
C -1.6500603446  1.2790844734 -0.0605628417 
C -1.6966852973  2.6811481289  0.0234292111 
C -2.9235151854  3.3530181816  0.036860767 
C -0.4467128853  3.4773475195  0.1025667236 
C  0.8399996976  2.761429742  0.0911224625 
C  0.8994793488  1.3507853778  0.0068433751 
C -0.3460851251  0.5447881395 -0.073287339 
C  2.0279774017  3.4934991553  0.1654441511 
C  3.2705012226  2.8238846936  0.1557021086 
C  3.313964079  1.4413346846  0.0727460848 
C  2.1277961654  0.7065036771 -0.0015145961 
O -0.4895643584  4.7088025264  0.1759512114 
O -0.3172079718 -0.6712995003 -0.1475181098 
C -5.520230824  3.0968255865 -0.0667841399 
C -5.4403477308  0.6431841118 -0.2128011808 
H -2.7668322328 -0.5425311285 -0.1923195221 
H -2.9271670511  4.4372303919  0.1056229855 
O  2.0933497926  4.8353521139  0.2488577224 
O  4.4088328237  3.5429573737  0.2278641037 
H  4.2828348807  0.9537650796  0.0674173191 
H  2.1452435377 -0.3759065193 -0.0668451513 

A40



 S21 

H  1.1694843719  5.1776127531  0.2468064356 
H  4.1798909309  4.483287059  0.2794449815 
N -6.2304600594  1.8229509185  0.2401828074 
O -7.523570792  1.8134843102 -0.3093604878 
C -8.4875370316  1.7193796324  0.7283956439 
C -5.860578211  3.7041812363 -1.4369523201 
C -5.8259250951  4.1132486773  1.0343388606 
C -5.674996293 -0.5147477453  0.7583472656 
C -5.7444061287  0.1819765318 -1.6472067973 
H -9.4595799542  1.7157672838  0.2306237773 
H -8.4189102034  2.5752974543  1.40749377 
H -8.3584541738  0.796120991  1.3022607323 
H -5.6175219917  3.0279491229 -2.2580312243 
H -5.2845276397  4.6246555437 -1.5732726636 
H -6.9253338279  3.9424264219 -1.4863802909 
H -5.5937494579  3.6917830073  2.015117391 
H -6.8867513003  4.3818317576  1.0054066145 
H -5.2454553824  5.0301937042  0.8899751234 
H -5.4668397033 -0.1989559717  1.7832316023 
H -5.0366022174 -1.3680701102  0.5081994883 
H -6.716327169 -0.8459703965  0.6933285084 
H -5.549669534  0.9656922594 -2.3809979926 
H -6.7912605934 -0.1185662817 -1.7289882454 
H -5.1090214578 -0.6753980684 -1.8893572767 
 
 
1,2,4-THAQ Aq-STY 
C -3.9105548785  2.5083059995  0.1201162324 
C -3.8093088545  1.1388389485 -0.1059134217 
C -2.5707222573  0.5285937778 -0.257406428 
C -1.419045429  1.3128155463 -0.1803663032 
C -1.5214085228  2.6970392222  0.0480976345 
C -2.772362527  3.2992815146  0.2002398733 
C -0.3043575159  3.5390343438  0.133850616 
C  1.003619267  2.8870661498 -0.0249384818 
C  1.1034644033  1.4829605878 -0.2570243238 
C -0.0919586605  0.6557683707 -0.3423150302 
C  2.1492666775  3.6619437133  0.0542403499 
C  3.4265929634  3.050235782 -0.0966364034 
C  3.5332953284  1.6977818446 -0.3204036944 
C  2.3729118035  0.9014126464 -0.4027925465 
O -0.3912882439  4.7556832275  0.3336488486 
O -0.029806802 -0.564507662 -0.5437076966 
C -5.3534893948  2.9374237981  0.2250411989 
C -5.1753199498  0.5043810684 -0.1843108853 
H -2.4621385586 -0.5374421575 -0.4356895027 
H -2.8182598667  4.3703100255  0.3758122222 
O  2.1716234787  4.990209867  0.2686008789 
O  4.5250103753  3.8204644184 -0.0162473099 
H  4.5071553986  1.2361315175 -0.4344737467 
O  2.5458655673 -0.4039862518 -0.6217476607 
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 S22 

H  1.2340243837  5.2869559635  0.3545887116 
H  4.2514175337  4.7369802904  0.1432090204 
H  1.6527008684 -0.8209296878 -0.6536043387 
N -6.0582670473  1.6074453664  0.3425401383 
O -7.2647752102  1.627853946 -0.3928049624 
C -8.4470880777  1.4541099955  0.408780182 
C -5.7551397991  3.7389284511 -1.0210170125 
C -5.5709848407  3.7847203615  1.4819999928 
C -5.2517734474 -0.7283691398  0.7197951463 
C -5.4823717848  0.1059611418 -1.6356363231 
H -9.2211241156  1.4604302877 -0.3679555344 
C -8.4828750753  0.1117548339  1.1170947198 
H -5.620180053  3.1591507984 -1.936966297 
H -5.128542641  4.6343705746 -1.0809667424 
H -6.8006782189  4.0458209663 -0.9537459292 
H -5.3758233954  3.1889811501  2.3774467541 
H -6.5906591743  4.1709620945  1.5291187984 
H -4.8888536122  4.6415615481  1.4721744204 
H -5.108460475 -0.4413587275  1.7649839795 
H -4.4728464114 -1.4456756193  0.4420874709 
H -6.2150831006 -1.2309805897  0.6160347945 
H -5.4354423188  0.965626397 -2.3077624547 
H -6.4783060962 -0.3352784825 -1.7098990376 
H -4.7426392106 -0.6309771748 -1.9635822169 
C -8.6978582428  2.6484041009  1.3085757843 
C -9.1258767555  3.8444679828  0.722300633 
H -9.2992705599  3.8743733497 -0.3513229009 
C -9.3168064829  4.9894435941  1.4903854621 
H -9.6440535406  5.9112224381  1.0194288737 
C -9.0916486585  4.9472713387  2.8672953565 
H -9.2397126352  5.8370275349  3.471182946 
C -8.6849276239  3.7559329954  3.4637634284 
H -8.5119177383  3.7160152143  4.5347603932 
C -8.4898385568  2.6130934788  2.6878411408 
H -8.1570774351  1.6965395672  3.1643133357 
H -8.3961311311 -0.693887121  0.3833795048 
H -9.4315321055 -0.0043014359  1.6490225513 
H -7.6639810158  0.0221859182  1.8338357909 
 
1,2,4-THAQ Aq-EIB 
C -3.9163810767  2.6850663337  0.0131754331 
C -3.8635387161  1.2940776225  0.0280525057 
C -2.646342206  0.6256700096  0.0498798691 
C -1.4675996972  1.3728911369  0.0533661618 
C -1.5216803301  2.7782667516  0.0378603744 
C -2.7517913193  3.4399466965  0.0188043245 
C -0.2755024816  3.5813504635  0.0437470586 
C  1.0095314254  2.8685031329  0.0667699506 
C  1.0609122074  1.4427373753  0.080681228 
C -0.1626540183  0.6536153097  0.0742359248 
C  2.1817560116  3.606781649  0.0735101256 
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 S23 

C  3.4380596157  2.9358631481  0.0942625323 
C  3.4980648075  1.5622875242  0.1074168448 
C  2.3103458875  0.8027340898  0.1007595961 
O -0.3212185462  4.8164182839  0.0294892274 
O -0.1432318314 -0.5843877944  0.0849654505 
C -5.3438357444  3.1721982677 -0.0337865011 
C -5.2494083322  0.7006745786 -0.010437142 
H -2.5756972065 -0.4582306999  0.0626311511 
H -2.760138405  4.5262370833  0.0076570678 
O  2.2499183614  4.9504944735  0.0615183551 
O  4.5629559734  3.6709310653  0.1002687407 
H  4.4559333411  1.0555439614  0.1229373881 
O  2.4385459378 -0.5257586828  0.1141452453 
H  1.3229598657  5.2893925069  0.0462202374 
H  4.3217080532  4.6100587395  0.0900305867 
H  1.5314822101 -0.912539045  0.1074066441 
N -6.1048012894  1.908196491  0.2696569501 
O -7.2811742749  1.8710617079 -0.511868276 
C -8.501588609  1.7739587945  0.2342517654 
C -5.6559634421  3.7616845276 -1.4168998477 
C -5.5928097848  4.2228729749  1.0507280564 
C -5.4260317636 -0.3286717292  1.1088612131 
C -5.5097294924  0.0638110075 -1.3827304494 
C -9.5788118358  1.9659114487 -0.8336727007 
C -8.620906576  2.8103484324  1.3371121451 
C -8.6697520427  0.3685309323  0.8330807497 
H -5.4966407342  3.0299023575 -2.2120283221 
H -4.9956717344  4.6163013748 -1.5940169402 
H -6.6929346966  4.1013789592 -1.4639707812 
H -5.4296413729  3.7920718698  2.0419751027 
H -6.6121921702  4.6086095396  0.9950982842 
H -4.9097702832  5.0678951275  0.9167299569 
H -5.261876835  0.1395590781  2.0822833967 
H -4.7132930426 -1.1508622414  0.9843704001 
H -6.4305217726 -0.7532278364  1.0926337183 
H -5.3541370304  0.7824361214 -2.1911528793 
H -6.5333260396 -0.3094251346 -1.4393602005 
H -4.8112163118 -0.7675015655 -1.5237564518 
O -8.5199103811 -0.5910975977 -0.0927720174 
C -8.7257724903 -1.9415929528  0.3574799242 
C -8.2419008776 -2.8614870309 -0.7417070186 
O -8.9533548063  0.1405384799  1.9845127071 
H -9.444606041  1.2422182309 -1.6396365989 
H -9.4989971068  2.9769149372 -1.2415624916 
H -10.5732922389  1.8384776552 -0.3969194417 
H -8.6066616076  3.8090575188  0.8932065149 
H -7.8042458924  2.7100390797  2.0531820012 
H -9.5646043953  2.6723854626  1.8685145474 
H -9.7911323355 -2.0730957588  0.5716796538 
H -8.1783602274 -2.0917992343  1.2926549381 
H -8.7735351257 -2.6638055628 -1.6757521979 
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 S24 

H -8.4138681141 -3.9024970634 -0.4566746034 
H -7.1710810129 -2.7227423824 -0.9147891878 
 
1,2,4-THAQ Aq-EP 
C -3.8834624852  2.6237073021 -0.1229801907 
C -3.8009705218  1.2304970461 -0.076769129 
C -2.5703931742  0.5930978207 -0.0041024465 
C -1.4097812205  1.3696559017  0.0224512086 
C -1.4952783709  2.7724968442 -0.0175230318 
C -2.7392117934  3.4058696462 -0.091048349 
C -0.2685499326  3.6046062889  0.0181821405 
C  1.0309661101  2.9227628823  0.0944772384 
C  1.1144570014  1.4989773845  0.1325686782 
C -0.0898132232  0.6816311225  0.0981349518 
C  2.1850217561  3.6883616262  0.1282462383 
C  3.4550693411  3.0473995771  0.2005436896 
C  3.5460170071  1.6759796672  0.2371392159 
C  2.3768706232  0.8887543835  0.2035762564 
O -0.3426932572  4.8378403301 -0.0162477075 
O -0.0427516615 -0.5552499498  0.1292793391 
C -5.3198622663  3.0648230022 -0.252319534 
C -5.1763062419  0.605809769 -0.1195907875 
H -2.4742778046 -0.4882234014  0.0344562348 
H -2.7741093824  4.4913010701 -0.1212019095 
O  2.2227625729  5.0328905638  0.0974576661 
O  4.5619700126  3.8085369161  0.2318176825 
H  4.5141958708  1.1920608731  0.2919099442 
O  2.5350508605 -0.4359312859  0.2420540125 
H  1.2894700909  5.3500536754  0.0468756561 
H  4.3000393235  4.7415393257  0.1977204242 
H  1.6379914022 -0.8441580408  0.2118526758 
N -6.0254310809  1.8090870805  0.143668898 
O -7.2657159138  1.7387795992 -0.5199928996 
C -8.3481567615  1.7684037152  0.3953206334 
C -5.6022232946  3.5208430171 -1.692966663 
C -5.7035727119  4.1745579791  0.7262724561 
C -5.3602258485 -0.405355915  1.0155800142 
C -5.4477181677 -0.0664026759 -1.472393995 
C -9.5424863666  2.3584835357 -0.3447124053 
C -8.7185748789  0.3856972864  0.9195241962 
H -5.3508938828  2.7463392839 -2.420235843 
H -4.9949323963  4.4046924006 -1.9110044567 
H -6.6568918598  3.7784717422 -1.8111381611 
H -5.4892640979  3.8690851013  1.7530358892 
H -6.7739548292  4.3899838902  0.6375286254 
H -5.15826371  5.0973414924  0.5037759446 
H -5.1994486653  0.0764412564  1.98274093 
H -4.6529989551 -1.2343751526  0.9076090004 
H -6.3698561454 -0.8222752941  0.9901026437 
H -5.2774656939  0.6154287029 -2.3080925949 
H -6.4832641917 -0.4126749955 -1.5075064236 
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H -4.7755779111 -0.9227078487 -1.5874754969 
O -8.5487405349 -0.5734412129  0.0009034601 
C -8.9007634313 -1.9060422422  0.413495806 
C -8.4368794952 -2.8476427965 -0.6757812986 
O -9.1712852388  0.1919237322  2.0226575468 
H -9.7613793339  1.7624165996 -1.234399763 
H -9.3103899769  3.380437321 -0.653932295 
H -10.4214837555  2.3722040677  0.3040364313 
H -9.9832025195 -1.9471895741  0.5682537665 
H -8.4183150714 -2.1138342924  1.3736240824 
H -8.9056300721 -2.5966323865 -1.6304253623 
H -8.7025090813 -3.8756317832 -0.4166214083 
H -7.351393268 -2.7904582293 -0.7960953846 
H -8.0800114955  2.369676255  1.2686139593 
 
1,2,4-THAQ Aq-Me 
C -3.9910981372  2.6672089094 -0.042427599 
C -3.9463454041  1.269876264 -0.0619273493 
C -2.734794456  0.5950959016 -0.0391075093 
C -1.5516289013  1.3371551622  0.0018218473 
C -1.5975614208  2.7420536096  0.0215451974 
C -2.8240261909  3.4135275877  0.0003202389 
C -0.346942691  3.5370196454  0.0687396108 
C  0.933759611  2.816483517  0.0938785392 
C  0.9768081274  1.3906318507  0.0735405193 
C -0.2511755727  0.6097512364  0.0273734261 
C  2.1098414568  3.5471637433  0.1381134861 
C  3.3618219416  2.8682212605  0.1634863552 
C  3.4137597317  1.4944016082  0.1443731684 
C  2.2218995938  0.7426372562  0.0991548353 
O -0.3857291255  4.7722537784  0.085871035 
O -0.2391115451 -0.6282121228  0.0087134275 
C -5.4198594564  3.1540900323 -0.0984012893 
C -5.3417273066  0.6962896455 -0.1330631756 
H -2.6702712463 -0.4892139482 -0.0500890197 
H -2.8270261636  4.4997063336  0.0198859194 
O  2.1858928736  4.890369395  0.1602299425 
O  4.4905633794  3.5961750008  0.2064063509 
H  4.3682086115  0.9814078951  0.1639134664 
O  2.3421619209 -0.5865689702  0.0824925754 
H  1.2611769618  5.2350021708  0.1393341352 
H  4.2548174644  4.5367256991  0.2137905145 
H  1.4332029509 -0.9675044955  0.0507991352 
N -6.1315029085  1.8960204019  0.264908643 
O -7.4236797047  1.8625270659 -0.2853664546 
C -8.3894480006  1.8181340713  0.7542496304 
C -5.7563278722  3.6987874421 -1.4956558534 
C -5.7267618956  4.2200494885  0.9545280873 
C -5.5806749903 -0.4165967179  0.8883369491 
C -5.6430353154  0.1719231375 -1.5462058961 
H -9.3606074426  1.79207522  0.2555111355 
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H -8.3210351101  2.7049396197  1.392481369 
H -8.2621129751  0.9226427885  1.3708791317 
H -5.5124315526  2.9858413469 -2.2847811993 
H -5.1790177132  4.6115512246 -1.6723617907 
H -6.8207041197  3.9355900423 -1.5580559498 
H -5.4970822037  3.8437873652  1.9540958803 
H -6.7872377375  4.4878179541  0.9109471904 
H -5.1453207588  5.1290362352  0.7695154083 
H -5.373623234 -0.0559800582  1.8985546619 
H -4.9443463296 -1.2820044565  0.6775151046 
H -6.6227689856 -0.747565877  0.8361569422 
H -5.4455439534  0.9217099162 -2.3138955383 
H -6.6902132804 -0.1302528911 -1.6167229893 
H -5.0086509239 -0.6964712853 -1.7484422463 
 
1,2,5-THAQ Aq-STY 
C -3.8665172543  2.5133432857  0.1479303805 
C -3.802586276  1.1612847259 -0.1188694353 
C -2.5611711652  0.5376077753 -0.3390472901 
C -1.3853019879  1.3135751478 -0.2486269418 
C -1.4850898379  2.6950944581  0.0455800827 
C -2.7153551656  3.3016888233  0.239305995 
C -0.2614353767  3.5301521919  0.1477184187 
C  1.044050782  2.8846229653 -0.0651384826 
C  1.1421697003  1.5064561982 -0.3644139851 
C -0.0776630093  0.6761433274 -0.4705062315 
C  2.2083544295  3.6492716571  0.0292193215 
C  3.4679302966  3.0429618134 -0.1733127212 
C  3.5494518203  1.6908753103 -0.466032834 
C  2.3857781485  0.9233268181 -0.5617297138 
O -0.3375180354  4.7347777215  0.4049241575 
O  0.009185427 -0.5277727403 -0.7409814457 
C -5.2986890702  2.9753425283  0.2620291754 
C -5.1765889113  0.5403047506 -0.1784696032 
O -2.535029206 -0.7654238134 -0.6386764908 
H -2.7533850498  4.3652976274  0.4515928441 
O  2.2356783847  4.9649535555  0.3067700226 
O  4.5832790741  3.7925395114 -0.0791497511 
H  4.5299284482  1.252408742 -0.6166231731 
H  1.302685158  5.2618946564  0.4231751189 
H  4.3293815004  4.7044612992  0.1294819344 
H  2.4348190918 -0.135410332 -0.7905159137 
H -1.5874226102 -1.0215827394 -0.7572063865 
N -6.0425937467  1.6678353481  0.3378902139 
O -7.2276584446  1.7385241787 -0.4283191781 
C -8.4337784347  1.5835687175  0.340008621 
C -5.6611476707  3.8181208334 -0.9692459893 
C -5.5021997385  3.7966662535  1.5384366811 
C -5.2760787287 -0.6669587802  0.7602006227 
C -5.5033946551  0.118453874 -1.6175131429 
H -9.1879361134  1.6293282772 -0.4548654985 
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C -8.5272179125  0.229243448  1.0192969945 
H -5.5398194321  3.2495501286 -1.8944688777 
H -5.0031921508  4.6920594496 -1.007043531 
H -6.6956108738  4.1602252807 -0.9031405759 
H -5.3285402766  3.1736429706  2.4197744038 
H -6.5132915829  4.2047256479  1.5882270689 
H -4.8007708863  4.6376037992  1.5559253052 
H -5.1276346538 -0.3485831152  1.7960462686 
H -4.5173413873 -1.4076315682  0.4993888386 
H -6.2571405303 -1.137684598  0.6731879676 
H -5.4647021604  0.9692490791 -2.3019884382 
H -6.5033685417 -0.3173486928 -1.6698589155 
H -4.7706758275 -0.6279954027 -1.9356696009 
C -8.6709902186  2.7662988459  1.2592487273 
C -9.0457775367  3.9876429411  0.6888725608 
H -9.1905800983  4.0454392093 -0.3878369935 
C -9.220053555  5.1219973773  1.476480592 
H -9.5055436063  6.0634699911  1.0174358929 
C -9.0324398262  5.0439426701  2.8574344616 
H -9.1677886815  5.9252971512  3.4764869674 
C -8.6794954459  3.8278698017  3.4378332078 
H -8.5358243324  3.7598299277  4.5117649085 
C -8.5002215775  2.6958553604  2.642365286 
H -8.208560144  1.7596393788  3.1071370104 
H -8.4292708171 -0.5639991367  0.2735460471 
H -9.4981270338  0.1255094634  1.5124205394 
H -7.7386326836  0.106976625  1.764274502 
 
1,2,5-THAQ Aq-EIB 
C -3.817532214  2.7150045675 -0.1040977822 
C -3.7913737161  1.3369276729  0.0113166825 
C -2.5671657265  0.6534288257  0.0918691864 
C -1.3702794023  1.4035541972  0.0896233328 
C -1.432962469  2.8139895457 -0.0107619553 
C -2.6468870411  3.4761087053 -0.1145683471 
C -0.1864175513  3.6215778512 -0.0129152956 
C  1.1018243212  2.9182407064  0.0943918132 
C  1.1636370755  1.5092003225  0.1910175328 
C -0.0775831842  0.7047658988  0.1845162553 
C  2.2861355276  3.6574428734  0.1008522 
C  3.5296338733  2.9950801613  0.2039479553 
C  3.5753661348  1.6132505645  0.2981732295 
C  2.391661655  0.8709491024  0.2912149943 
O -0.2311799709  4.8515963517 -0.1018008821 
O -0.022643229 -0.5284152297  0.257569376 
C -5.2360322261  3.2036311548 -0.2699871968 
C -5.183719779  0.752747224 -0.0175840671 
O -2.5770969322 -0.6820085454  0.1564301494 
H -2.6550136589  4.5579045807 -0.2010258299 
O  2.3486212983  4.9980103013  0.0136402505 
O  4.6645794046  3.7203616454  0.2094222872 
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H  4.5440720032  1.1318191589  0.3761728165 
H  1.4243838654  5.3338210707 -0.0543134906 
H  4.4356478464  4.6593275682  0.1350498899 
H  2.4127817214 -0.2107004365  0.3637243242 
H -1.6370825159 -0.98166903  0.210752807 
N -5.9913198549  2.0013846946  0.1921619648 
O -7.2343846449  1.9505526166 -0.4658031101 
C -8.3801017592  1.8431105846  0.3960192431 
C -5.4875305383  3.5851772361 -1.7389456889 
C -5.5497353709  4.4010686096  0.6257536919 
C -5.4346384609 -0.2005015231  1.1549196326 
C -5.4442774564  0.0390598015 -1.3518423839 
C -9.5269946684  2.363627302 -0.4722721757 
C -8.2623870513  2.6217713771  1.69530131 
C -8.6800442522  0.3690524953  0.7158397449 
H -5.2450552805  2.7670839196 -2.4194149591 
H -4.8598541393  4.4437373937 -1.9973844872 
H -6.5355665198  3.8571903283 -1.8817823765 
H -5.4344480758  4.1346740909  1.6792571064 
H -6.5750920221  4.7394934322  0.4527629766 
H -4.8827646558  5.2370949882  0.3924753443 
H -5.2612740363  0.3153591558  2.1030066922 
H -4.7729521763 -1.0667221159  1.0905069761 
H -6.4678174889 -0.556660713  1.1433633182 
H -5.2063516374  0.6762374363 -2.2061299072 
H -6.4943942051 -0.2503393193 -1.4158983487 
H -4.8121952309 -0.8524889548 -1.4003315133 
O -8.5768321554 -0.4143960044 -0.3655668302 
C -8.8631753215 -1.8082155773 -0.156023551 
C -8.6860872737 -2.510792838 -1.4840593365 
O -9.0225343118 -0.0405376713  1.8002326633 
H -9.5521783145  1.824913906 -1.421962897 
H -9.3682535401  3.4276083155 -0.6684701067 
H -10.4841260107  2.2353770291  0.0408869895 
H -8.1431270735  3.6846476213  1.4781455091 
H -7.4123257392  2.2769223941  2.284711618 
H -9.1734734889  2.4766259109  2.2784665088 
H -9.8821273432 -1.9008542544  0.2310039482 
H -8.1795144283 -2.1925707898  0.6081758311 
H -9.3582581482 -2.0902935868 -2.2360164001 
H -8.912201769 -3.5742658133 -1.3717507266 
H -7.6581506663 -2.4123382871 -1.8418465065 
 
1,2,5-THAQ Aq-EP 
C -3.8194072663  2.6756315894 -0.1312364927 
C -3.7738147229  1.2929153824 -0.1449970883 
C -2.5397638136  0.6231434756 -0.1159465979 
C -1.3545813544  1.3877752849 -0.0397741895 
C -1.4380133034  2.8004367963 -0.0060033861 
C -2.6611257519  3.451816444 -0.0575121505 
C -0.2036906959  3.6224941998  0.079272653 
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C  1.0943731672  2.9308344956  0.1265420653 
C  1.1769150778  1.5199829526  0.0880851026 
C -0.0519840952  0.7018684882 -0.0010027663 
C  2.2674881419  3.6830587738  0.2100477975 
C  3.5204015083  3.0319969524  0.2552680039 
C  3.5864462474  1.6483017407  0.2165623474 
C  2.4140017182  0.8929758013  0.1327893477 
O -0.2669039526  4.8544591685  0.1095311969 
O  0.0206709369 -0.5318348804 -0.0419907186 
C -5.2428188889  3.154893784 -0.2727298292 
C -5.1567472801  0.6881126587 -0.2146686217 
O -2.5308767241 -0.712617778 -0.170988939 
H -2.6867172754  4.5367793047 -0.040293721 
O  2.310488121  5.0265092181  0.2523387646 
O  4.6443385044  3.7697208477  0.3356212698 
H  4.5620112079  1.1758049592  0.2525827963 
H  1.3818744147  5.3543751132  0.2125596467 
H  4.4018420194  4.7081039926  0.3508571461 
H  2.4509912006 -0.1902274097  0.1014042778 
H -1.586900276 -1.0028867546 -0.1383999127 
N -5.9880897692  1.9062307635  0.0577858765 
O -7.2057721117  1.8846333461 -0.650577203 
C -8.3182660691  1.9290688661  0.2269592173 
C -5.4731553772  3.6676203041 -1.7038449372 
C -5.61996571  4.2403863919  0.7352970368 
C -5.3889798861 -0.329231666  0.9078267762 
C -5.4227505416  0.041423524 -1.5801793298 
C -9.4731190306  2.5496104641 -0.5498446112 
C -8.7357674847  0.5513756198  0.7286152867 
H -5.2315726936  2.9058457896 -2.4479700384 
H -4.8312890634  4.5363038172 -1.8799344369 
H -6.515368385  3.9651036895 -1.8378576201 
H -5.4410654336  3.8928121537  1.7554689014 
H -6.6814075123  4.4886996235  0.6279970326 
H -5.0447007904  5.1551104773  0.5597457209 
H -5.2045482144  0.1343086  1.8801641795 
H -4.7271942035 -1.189618071  0.7857716728 
H -6.4238183908 -0.6787230053  0.8782999837 
H -5.2490481498  0.7413229859 -2.4006771578 
H -6.459858017 -0.2984891296 -1.6266723846 
H -4.7502162608 -0.812358975 -1.7019414135 
O -8.5619199369 -0.4041221516 -0.192153551 
C -8.9435908799 -1.733588735  0.20339631 
C -8.4528280446 -2.6778777067 -0.871753145 
O -9.2247133743  0.3606592234  1.8169338048 
H -9.672106523  1.965060711 -1.4517573267 
H -9.209565344  3.5690013253 -0.841950436 
H -10.3742693051  2.5762356615  0.0674002421 
H -10.0312582823 -1.7622642639  0.320240313 
H -8.4967123049 -1.949680505  1.1786767046 
H -8.8826001191 -2.4172221864 -1.8421160544 
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H -8.7424064393 -3.7028274811 -0.6262127573 
H -7.3630300866 -2.6352980143 -0.9511409443 
H -8.06949313  2.5179639523  1.1143462859 
 
1,2,5-THAQ Aq-Me 
C -3.9477766141  2.676788811 -0.0345473361 
C -3.9334055631  1.2924463447 -0.0692024645 
C -2.7167152897  0.593251462 -0.0805845916 
C -1.5117964587  1.3282934749 -0.0241872864 
C -1.5608511679  2.7420888236  0.0282183996 
C -2.7691902117  3.4233638818  0.0178667606 
C -0.3053414602  3.5334269846  0.0913909527 
C  0.9769062253  2.8108263561  0.096210218 
C  1.0245140567  1.3990885058  0.0391378018 
C -0.2256200998  0.6112888872 -0.0271866453 
C  2.1696518993  3.5338408769  0.1578114268 
C  3.4071784529  2.8526188465  0.1628169052 
C  3.4389147669  1.4683055153  0.1064838008 
C  2.2467989963  0.7422656651  0.0443860025 
O -0.3377841425  4.7661062277  0.1386892854 
O -0.183313531 -0.623053068 -0.0845387611 
C -5.3664424998  3.1902191379 -0.109709004 
C -5.3328278194  0.7285332057 -0.1372527297 
O -2.7441331284 -0.7416122768 -0.1529250728 
H -2.7675722491  4.5082319041  0.0510738901 
O  2.245919335  4.8753815015  0.2147128407 
O  4.5503274976  3.56251883  0.2226412448 
H  4.4033807203  0.9722982261  0.111824563 
H  1.3244381207  5.2250392836  0.2033599305 
H  4.3306902317  4.506074511  0.2554103189 
H  2.256615561 -0.3410677292 -0.0004128258 
H -1.8083470973 -1.0570400894 -0.1481288671 
N -6.1104227265  1.9487200311  0.2350378334 
O -7.3860475763  1.938782082 -0.3541993035 
C -8.3841301879  1.9229342278  0.6548019359 
C -5.6597426843  3.7419935138 -1.5141535731 
C -5.6687056971  4.2620021506  0.9386059369 
C -5.6072388221 -0.3557450911  0.9080558025 
C -5.6330599218  0.1795900327 -1.5403811307 
H -9.3396079508  1.9117740433  0.1258915531 
H -8.3185729301  2.8141118333  1.287461368 
H -8.2945538793  1.0311848003  1.2830841774 
H -5.4227929855  3.0168596775 -2.2946017208 
H -5.0527983715  4.6367587035 -1.683666319 
H -6.7154719021  4.0092031031 -1.5968820041 
H -5.4637249307  3.8804908257  1.9415874916 
H -6.7230866392  4.5495377276  0.8777711346 
H -5.0673167439  5.1600920485  0.7643933592 
H -5.3746913772  0.0164921396  1.9089295389 
H -5.0130802525 -1.2491804935  0.7060953409 
H -6.6675808541 -0.6259003035  0.8722648702 
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H -5.4630727041  0.9266352201 -2.3177850145 
H -6.6737390641 -0.1472359209 -1.5975334355 
H -4.97820033 -0.6753044509 -1.7304265985 
 
1,2,5,8-THAQ Aq-STY 
C -3.8354593542  2.5540231864 -0.2412167135 
C -3.7670036861  1.2153987999  0.039418136 
C -2.5257550801  0.5772057829  0.292840675 
C -1.3558749781  1.3399320809  0.2274872505 
C -1.4250347295  2.7384184755 -0.0652332601 
C -2.6659369429  3.3523544519 -0.2882946491 
C -0.20764067  3.5364864587 -0.1194052216 
C  1.0868673456  2.8833252349  0.1110894292 
C  1.1645467526  1.5013076319  0.4004952602 
C -0.0659956646  0.6874434667  0.4781812604 
C  2.2644824937  3.634229301  0.0473685858 
C  3.510990567  3.0085871575  0.2676785836 
C  3.5707363656  1.6528546105  0.5497023977 
C  2.3965050866  0.900329215  0.6168780295 
O -0.2472877365  4.7672934205 -0.3601023185 
O  0.0015648868 -0.5198415746  0.7497562437 
C -5.2638048088  3.016694884 -0.409557573 
C -5.1395079802  0.5895494039  0.0952706338 
O -2.5246228138 -0.724929466  0.5963495656 
O -2.8019234701  4.6615326927 -0.5296190106 
O  2.323555053  4.9527739374 -0.2159164647 
O  4.6383867287  3.7430505848  0.2018131798 
H  4.5429083577  1.2012946552  0.7147234079 
H  1.4028995062  5.2737517745 -0.3450329412 
H  4.4024109854  4.6605699927 -0.0028320686 
H  2.4257907513 -0.1606963517  0.8379972054 
H -1.5787550194 -0.9878971883  0.7353704396 
H -1.9036889972  5.0624583689 -0.53209731 
N -6.0125608708  1.7048024497 -0.4266078419 
O -7.1793268255  1.8024252693  0.3633378378 
C -8.4014923897  1.6106780489 -0.3708305357 
C -5.4618059067  3.7477268197 -1.7423001669 
C -5.6487006275  3.9280897134  0.7636735762 
C -5.4613229909  0.1791965587  1.5390181227 
C -5.2279585577 -0.6245833526 -0.8367488296 
H -9.1381463932  1.6962471649  0.4370807865 
C -8.5087706773  0.223718009 -0.9789001568 
H -5.2665209349  3.0650727039 -2.5742309846 
H -4.7839880567  4.6013235036 -1.8071081925 
H -6.4872823645  4.1124204652 -1.8261300684 
H -5.5583004467  3.4054776303  1.7195096664 
H -6.6792732399  4.2693825974  0.6513540097 
H -4.9853046484  4.7969289503  0.7646966001 
H -5.4287767974  1.039656796  2.2120660603 
H -4.7259765796 -0.5606027754  1.865432353 
H -6.4594048448 -0.2601430893  1.5951680364 
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H -5.0885040732 -0.3087685429 -1.8746876795 
H -6.2045446203 -1.1029252082 -0.7431344191 
H -4.4622092642 -1.3575671734 -0.5760777007 
C -8.660343268  2.744579095 -1.3443206391 
C -9.020652799  3.9944121904 -0.8293373611 
H -9.1391510296  4.1081444549  0.2461092346 
C -9.2127732862  5.0868851899 -1.6700508173 
H -9.4850590207  6.0516519057 -1.2533676409 
C -9.0594682511  4.9370060054 -3.0491638968 
H -9.2085682632  5.7854916961 -3.7095752705 
C -8.7221927528  3.6916839067 -3.5741859434 
H -8.6048010957  3.5677723134 -4.6463118642 
C -8.5237275493  2.6023008398 -2.7257815186 
H -8.2434439153  1.6432816484 -3.1489946294 
H -8.377239024 -0.5319068132 -0.1997784614 
H -7.7477616591  0.0701069216 -1.74615062 
H -9.4960599251  0.0899431198 -1.4305537978 
 
1,2,5,8-THAQ Aq-EIB 
C -3.8573543715  2.7347129155 -0.1795450832 
C -3.8240194436  1.3664224937 -0.2155066001 
C -2.5980820255  0.6560854231 -0.1713990145 
C -1.4068300443  1.3840188694 -0.1011747035 
C -1.4390980296  2.8134697519 -0.0575765228 
C -2.6652050644  3.4934465192 -0.0889239849 
C -0.1982395109  3.57219389  0.029174018 
C  1.0804305716  2.8514193272  0.0570822009 
C  1.1217521505  1.4383728916  0.0132602703 
C -0.1311770973  0.6592916975 -0.0595774541 
C  2.2793987087  3.5667487611  0.1297519185 
C  3.5108614269  2.8760981115  0.1562090495 
C  3.5347215108  1.4909809632  0.1120608361 
C  2.3392472952  0.7731291557  0.0413220918 
O -0.2059836497  4.8257287652  0.079418797 
O -0.0955498725 -0.5788339354 -0.0843367145 
C -5.2743345842  3.2593445025 -0.2121495537 
C -5.2119025718  0.7766842789 -0.2400813741 
O -2.6341964839 -0.6802724651 -0.1886291498 
O -2.7666712741  4.8268139746 -0.0250348436 
O  2.3742043161  4.9082876769  0.1786045724 
O  4.6588167659  3.5772596082  0.2253732408 
H  4.4960394238  0.989333629  0.1343169427 
H  1.4620594859  5.2746212816  0.1575528963 
H  4.447449063  4.5229273529  0.2471112275 
H  2.3404331504 -0.3105641988  0.0072344406 
H -1.6951604565 -0.9947805196 -0.1541368266 
H -1.8563037829  5.1955108074  0.0321748392 
N -6.0674408074  1.9982914827 -0.4621248913 
O -7.1913768172  1.9580118563  0.3930524932 
C -8.4545369199  1.9351128962 -0.2811294548 
C -5.4599830519  4.2311717989 -1.3840114405 
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C -5.6196333166  3.9436271436  1.1162481212 
C -5.4841953208  0.0690027801  1.0949295394 
C -5.3925388857 -0.1780770968 -1.425043657 
C -9.4613729372  2.0352540526  0.8648705813 
C -8.6753824273  0.5961304061 -1.0021159198 
C -8.6260161045  3.0710412443 -1.2739929279 
H -5.2928170348  3.7095583141 -2.3306671203 
H -4.7556101315  5.0612229367 -1.3000279862 
H -6.4720582122  4.6387321685 -1.3854720025 
H -5.515541299  3.2530989673  1.9569644511 
H -6.649562296  4.3075311325  1.0995297291 
H -4.9449281737  4.7910880677  1.2601187447 
H -5.362818494  0.7597911632  1.9339628538 
H -4.7708655011 -0.7523042143  1.2054289792 
H -6.5017583748 -0.3223358888  1.1144898626 
H -5.1542824115  0.336157855 -2.3600614354 
H -6.4295017146 -0.5129384501 -1.4784282486 
H -4.7440217405 -1.0504108343 -1.3171183754 
O -8.4818134482 -0.4512034909 -0.1869573101 
C -8.7119639841 -1.7504741074 -0.7594376335 
C -8.1446618706 -2.7729959752  0.2005146272 
O -9.0310969957  0.4860614215 -2.1509748302 
H -10.4823741772  1.9535963314  0.4818479721 
H -9.3446988854  3.0043960526  1.3570629595 
H -9.2849870778  1.2405064988  1.5920481823 
H -9.6275210253  3.0326512975 -1.7077144487 
H -7.8994506558  2.9898384927 -2.0830882327 
H -8.5004518835  4.0239477431 -0.7521674702 
H -8.2317855703 -1.7955768142 -1.7411685819 
H -9.7893730227 -1.8728228078 -0.9097566114 
H -7.0640643969 -2.6422931785  0.3056571502 
H -8.3360838371 -3.7810262239 -0.1762339437 
H -8.6047668032 -2.6768745501  1.1871607591 
 
1,2,5,8-THAQ Aq-EP 
C -3.8597271152  2.7099007539 -0.1708941974 
C -3.8170081166  1.3419899981 -0.2182588977 
C -2.5861511263  0.6399796956 -0.1846684855 
C -1.3997498903  1.3759944738 -0.1168233437 
C -1.4416201041  2.804776635 -0.0625374759 
C -2.672697443  3.476330789 -0.0798603602 
C -0.2053463907  3.5714565157  0.0223065558 
C  1.0784804754  2.8595109069  0.0354095529 
C  1.1290857437  1.4471442677 -0.0193355865 
C -0.1188385641  0.659964019 -0.0884437334 
C  2.2729920877  3.5825255477  0.1048493105 
C  3.5093115821  2.9001220225  0.1168936904 
C  3.5422734574  1.5155463304  0.0620975854 
C  2.3512364922  0.7900797316 -0.0051941727 
O -0.2215926386  4.8243775259  0.0829483246 
O -0.074860179 -0.5777103575 -0.1211942955 
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C -5.2810709388  3.2230302759 -0.1795621293 
C -5.2008932935  0.7427145865 -0.2433842815 
O -2.6130097064 -0.6964653146 -0.2085741766 
O -2.7836937322  4.8081495191 -0.0017032101 
O  2.3588950209  4.9242697686  0.1633166829 
O  4.6529186207  3.6085727658  0.1829472785 
H  4.5071031754  1.0203517005  0.0734574388 
H  1.4441634349  5.284433983  0.1517185103 
H  4.4353524254  4.5525796878  0.2138835791 
H  2.3596367258 -0.2933015075 -0.0472832006 
H -1.6715392703 -1.0045840218 -0.1819526319 
H -1.8758616706  5.1832306249  0.0526995307 
N -6.0607922702  1.961708349 -0.4611158864 
O -7.1997948598  1.9051977596  0.3761423725 
C -8.4298063402  1.8614874562 -0.3391433648 
C -5.4939273069  4.2277308869 -1.3173288831 
C -5.6186340825  3.8620461652  1.1737042417 
C -5.4717193301  0.0273304375  1.0875240593 
C -5.3745054004 -0.2092198308 -1.4316570155 
C -8.6418328996  0.5249259079 -1.0537490529 
C -8.6577167855  3.0197082632 -1.288026295 
H -5.3201169355  3.7422882241 -2.2818029018 
H -4.8094475454  5.0713108898 -1.2089332684 
H -6.5158747622  4.6099672808 -1.2991916534 
H -5.5030675424  3.1454046703  1.9906878971 
H -6.6498288973  4.2216626523  1.1779335793 
H -4.9460898298  4.7074164645  1.3394332068 
H -5.3547101514  0.7132771285  1.9310180525 
H -4.7554864583 -0.7919184785  1.1947848034 
H -6.4879634241 -0.3680683848  1.1028926672 
H -5.1541037314  0.3137384268 -2.3661036346 
H -6.4046178274 -0.5654696374 -1.4778498526 
H -4.7090016757 -1.0696978106 -1.3329212126 
O -8.4797396504 -0.5112866992 -0.2190296361 
C -8.6916075446 -1.8181474003 -0.7824306371 
C -8.1529094534 -2.8284418186  0.2064024758 
O -8.9621365271  0.4074540745 -2.211745638 
H -9.6600650228  2.9506108509 -1.7160607588 
H -7.9351670595  2.9914201071 -2.1048758606 
H -8.5690122904  3.9624509245 -0.7427692789 
H -8.1820224636 -1.8744620973 -1.7486431747 
H -9.7639556147 -1.9431552749 -0.9633738036 
H -7.075806838 -2.6965220603  0.3411963666 
H -8.3337203584 -3.8411184236 -0.1630149749 
H -8.6415024753 -2.7194905612  1.1777937121 
H -9.1660957073  1.8868606344  0.4737654881 
 
1,2,5,8-THAQ Aq-Me 
C -3.9310249706  2.746095665 -0.0424573516 
C -3.916340582  1.373222451  0.0021200179 
C -2.7001545787  0.6508484843  0.0370506155 
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C -1.498425765  1.3657669149 -0.0001024132 
C -1.5119590732  2.7956496891 -0.04681338 
C -2.7304737014  3.4909545866 -0.0556581342 
C -0.2595057305  3.5404426421 -0.0716218902 
C  1.0108235033  2.8043510778 -0.0643360215 
C  1.033701847  1.3910183283 -0.0191307459 
C -0.2301106718  0.6268949255  0.024431131 
C  2.2198728521  3.50539629 -0.100183338 
C  3.443148455  2.7999429695 -0.0937148008 
C  3.4490141317  1.4146249888 -0.0497632406 
C  2.2434002969  0.7112482398 -0.0115858151 
O -0.2511925235  4.7942906485 -0.099253253 
O -0.2095083576 -0.6101539251  0.0812467688 
C -5.3446935233  3.2789285646 -0.0009517642 
C -5.3174213765  0.814262753  0.0765114367 
O -2.7569779735 -0.6828077674  0.1142927535 
O -2.8214031841  4.8266487259 -0.0650338561 
O  2.3315167612  4.8459122713 -0.1423505309 
O  4.6010413751  3.4872809783 -0.129774261 
H  4.4043873682  0.9013187046 -0.0453378088 
H  1.4232079711  5.2225213652 -0.1378738945 
H  4.4016996613  4.4354344934 -0.1563347676 
H  2.2306244037 -0.3723184824  0.0245976273 
H -1.8237111388 -1.0121979944  0.1245305548 
H -1.9087141581  5.1908212067 -0.0781787729 
N -6.0940804958  2.0271787646 -0.310601005 
O -7.3617759762  2.0329535279  0.2950135145 
C -8.3747523811  1.985598524 -0.6982533732 
C -5.6503903683  4.3075757 -1.0928770402 
C -5.6469491788  3.8819457554  1.3797065048 
C -5.6068662612  0.291602243  1.4923889232 
C -5.5955438554 -0.2880207692 -0.9489993402 
H -9.321918669  1.9935881448 -0.1545116107 
H -8.2966645836  1.0732091483 -1.2978194289 
H -8.3177138709  2.8548822989 -1.3609771078 
H -5.4085769168  3.898108147 -2.0769066579 
H -5.0856246945  5.2279347214 -0.9326525036 
H -6.7187072877  4.544672783 -1.0664652486 
H -5.4554989568  3.1703590175  2.1852168713 
H -6.6947138774  4.1860585245  1.4299451883 
H -5.0117457671  4.7593798673  1.5295844836 
H -5.4338799666  1.0564232381  2.2519759383 
H -4.9508729115 -0.5591017803  1.6962047154 
H -6.6472201834 -0.03361333  1.5610688402 
H -5.3652744693  0.0662938157 -1.9569032505 
H -6.6569090598 -0.5522918267 -0.9057872727 
H -5.0045715867 -1.1800253097 -0.7331260058 
 
1,5-DAAQ Aq-STY 
C -5.2706448306  2.5302385779  0.1573922348 
C -5.1927643245  1.1811134643 -0.1072396596 
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C -3.9360401944  0.5620253559 -0.3388248052 
C -2.7684995445  1.3752018353 -0.2392723592 
C -2.8959989599  2.7533642869  0.0589383348 
C -4.1341755368  3.3380826501  0.2493705751 
C -1.7006065205  3.6506270673  0.1756769751 
C -0.3668703905  3.0765019065 -0.0290430214 
C -0.2351398737  1.7044635509 -0.3396165619 
C -1.4336806741  0.8089840744 -0.4660095249 
C  0.8005324125  3.8799099532  0.078228991 
C  1.0072789496  1.127225534 -0.5405039364 
C  2.0580610244  3.2654240284 -0.1302492353 
C  2.1543223649  1.9233981719 -0.4317551814 
O -1.8703730697  4.8409954955  0.4395277299 
O -1.2527295789 -0.3739895827 -0.7578790535 
C -6.701360299  2.991924252  0.2764739144 
C -6.5755647901  0.5554559976 -0.1368008141 
N -3.8467314109 -0.7615131409 -0.6345095167 
H -4.1891329153  4.3999203391  0.4621652489 
N  0.7505843338  5.2039420481  0.3711265799 
H  2.9537832025  3.8752578987 -0.0485544978 
H  3.1341731655  1.4819496751 -0.5861416919 
H -0.1460266079  5.6451366954  0.5183434405 
H  1.6034359696  5.7324660947  0.4378665411 
H  1.0655654588  0.0719592747 -0.7771147731 
H -4.6738556675 -1.2865932301 -0.8519154263 
H -2.9349319884 -1.1375348509 -0.8604035452 
N -7.4428787998  1.6868998342  0.3711414909 
O -8.6356078565  1.7458042082 -0.3858364937 
C -9.837939124  1.6082705052  0.391067565 
C -7.0724233037  3.8215182533 -0.9610161458 
C -6.9011473589  3.8262461552  1.5449137565 
C -6.69026474 -0.6152043575  0.8506363094 
C -6.9586484783  0.1149721137 -1.5582708734 
H -10.59492281  1.639080644 -0.401973052 
C -9.9347314321  0.2683526815  1.0984696414 
H -6.9526826222  3.2446081782 -1.8814726056 
H -6.4139762419  4.6941630139 -1.0104203395 
H -8.1067740739  4.1644299952 -0.8949436541 
H -6.7232480774  3.2122488301  2.4318245433 
H -7.9116393485  4.2358631234  1.5945552405 
H -6.1986556286  4.6657943825  1.5513946397 
H -6.5527245054 -0.2451095761  1.8699082699 
H -5.9402151517 -1.3886321775  0.6705996151 
H -7.6731414064 -1.0836971482  0.7743305929 
H -6.9417344844  0.9607549723 -2.2488412083 
H -7.961491861 -0.3165983794 -1.5701938967 
H -6.25685177 -0.6366176053 -1.9313631698 
C -10.0733921067  2.8087771313  1.2874417004 
C -10.4458410389  4.0192291204  0.6930337866 
H -10.5873701762  4.0568541283 -0.3849668627 
C -10.6206595507  5.1684684656  1.4584752964 
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H -10.9032648539  6.1014588449  0.9807588719 
C -10.4363794589  5.1165142673  2.841057402 
H -10.5715269152  6.0097743805  3.4428326572 
C -10.0860118036  3.911480145  3.4453778877 
H -9.9441112531  3.8638580193  4.520620764 
C -9.9060245681  2.7644285343  2.6720110254 
H -9.6158150362  1.8373801454  3.1556764714 
H -9.8388525752 -0.5412513188  0.3700030453 
H -10.906684178  0.1776032229  1.5920440234 
H -9.1484571148  0.160139843  1.8479467441 
 
1,5-DAAQ Aq-EIB 
C -5.3653065436  2.6607838579  0.3313819712 
C -5.3428924092  1.2984669486  0.1315479226 
C -4.1154493712  0.6254482954 -0.1061819477 
C -2.9191127851  1.4027755652 -0.0847260785 
C -2.9906427506  2.7971077798  0.1488418542 
C -4.2018109276  3.4333952613  0.3489332312 
C -1.7628585308  3.6571612027  0.182966368 
C -0.4565434798  3.0276722285 -0.0325988021 
C -0.3803512416  1.6378500702 -0.2760507861 
C -1.6112866986  0.7795050746 -0.3205561814 
C  0.7396821056  3.7944229049 -0.0015854858 
C  0.8352415862  1.0084711491 -0.4838588393 
C  1.968952068  3.126859165 -0.2157166842 
C  2.0110144674  1.7688994868 -0.4504380759 
O -1.8854055728  4.864295215  0.3910027017 
O -1.479594245 -0.4224716595 -0.5551070004 
C -6.7741676811  3.1767305429  0.4703858631 
C -6.7456863036  0.7188457686  0.1877005276 
N -4.0794873955 -0.7119930698 -0.3386673491 
H -4.2161039121  4.505442939  0.5117867647 
N  0.7430398935  5.1324934495  0.2234129739 
H  2.8865491158  3.7085019291 -0.1923973259 
H  2.9702789367  1.2863643068 -0.6110795693 
H -0.1327338592  5.6109553933  0.3792245442 
H  1.6152419588  5.6325269504  0.2440552255 
H  0.8511966781 -0.0587533139 -0.6675223455 
H -4.9299480941 -1.2274738598 -0.4718194762 
H -3.1874175518 -1.1356835366 -0.5583399528 
N -7.5547658473  1.908459864  0.6550534443 
O -8.7703580145  1.9733188603 -0.0643283619 
C -9.9558862795  1.9250156508  0.738466993 
C -7.1558771062  3.9568364374 -0.7958561546 
C -6.9136437038  4.0541797019  1.7170133906 
C -6.8593854221 -0.3809586323  1.2530843571 
C -7.2022292748  0.2066011117 -1.1865671425 
C -11.0735439401  1.8219686924 -0.3000148924 
C -10.1507354821  3.2339845185  1.5203915892 
C -9.9872271573  0.7552555062  1.7057236611 
H -7.0370352806  3.3380108226 -1.6892571565 
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H -6.4928273102  4.8229802601 -0.8888728267 
H -8.1910491364  4.2961437303 -0.7401634213 
H -6.6366036323  3.4878163312  2.6095433444 
H -7.9400616495  4.4047120195  1.8340163712 
H -6.2651243925  4.932959919  1.639251389 
H -6.6319928582  0.0383821697  2.2364096994 
H -6.170168897 -1.2090273955  1.072539938 
H -7.8704911021 -0.7903784538  1.2721624407 
H -7.1952027963  1.0095015077 -1.9268322533 
H -8.2157146616 -0.1967742347 -1.1285581392 
H -6.5372700647 -0.5852630385 -1.5428136258 
O -10.0868587959  4.3097694563  0.7217097061 
C -10.3135914447  5.5816020859  1.3537015961 
C -9.9023572872  6.6539984593  0.3689909638 
O -10.3861203051  3.299064862  2.7031736815 
H -10.9763176772  0.8732968369 -0.8344736667 
H -11.0016579232  2.6445471818 -1.0138650729 
H -12.0510972118  1.8535605033  0.1892826588 
H -9.9273868681 -0.1785072114  1.1400345801 
H -10.923403501  0.7695251347  2.2675800809 
H -9.160222838  0.8163015968  2.4140519866 
H -9.7327192067  5.626730758  2.2794727348 
H -11.3728507189  5.6471404152  1.6221620038 
H -8.8352436789  6.577990756  0.1425702338 
H -10.0963031999  7.6419751035  0.7943827919 
H -10.4632827908  6.560308668 -0.5642009702 
 
1,5-DAAQ Aq-EP 
C -5.3483023146  2.6468071293  0.3613422094 
C -5.3249179849  1.2842432039  0.161364517 
C -4.0983061265  0.6124108457 -0.0818483984 
C -2.9025392998  1.3905942579 -0.063679449 
C -2.9744205021  2.7847860576  0.169867929 
C -4.1854604942  3.4203536911  0.3741218376 
C -1.7469406101  3.6456330515  0.199782493 
C -0.4409141417  3.0167914582 -0.0197067153 
C -0.3646715158  1.6269678704 -0.2630331298 
C -1.5951763328  0.7679639483 -0.3036916499 
C  0.7550169367  3.784222422  0.0070176025 
C  0.850551785  0.9981577205 -0.4745920642 
C  1.9839455674  3.117234486 -0.2110603953 
C  2.0259906622  1.7591920102 -0.4453387119 
O -1.8695987641  4.8527287235  0.4078768711 
O -1.4639363468 -0.433929027 -0.5387423295 
C -6.7580116918  3.160049739  0.5064220735 
C -6.7276512806  0.705046155  0.2128686808 
N -4.0632627189 -0.7242976209 -0.3174623291 
H -4.1996104383  4.492434075  0.5365148059 
N  0.758249865  5.1223213108  0.2315896892 
H  2.9012630701  3.6994306021 -0.1910871205 
H  2.9849626763  1.2771186753 -0.6090561676 
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H -0.1174206555  5.6003352132  0.3893006742 
H  1.6300289174  5.6232276451  0.2482388055 
H  0.8664024846 -0.0691197606 -0.6579629328 
H -4.9143529784 -1.239796955 -0.4459818547 
H -3.1717920865 -1.1485231756 -0.5383275322 
N -7.5280341371  1.8878702802  0.7063501751 
O -8.764699289  1.9439399043  0.0190443879 
C -9.9039942527  1.917225439  0.873163055 
C -7.155347833  3.9309571887 -0.7604721793 
C -6.891018607  4.0467168118  1.7470428832 
C -6.8517653826 -0.4139997905  1.2554500824 
C -7.1865302594  0.2205656 -1.1711829933 
C -10.1010630881  3.2354980249  1.625475401 
C -9.9713931419  0.740012  1.8236530258 
H -7.0331694988  3.3127498542 -1.6535998087 
H -6.5043629795  4.8056014901 -0.8588411204 
H -8.1946609427  4.2568984874 -0.6996653372 
H -6.6263537196  3.4824955921  2.644549502 
H -7.9119284967  4.4152655853  1.8570109093 
H -6.2298025907  4.9155294931  1.6659347204 
H -6.5871657822 -0.0276411439  2.242936659 
H -6.200655042 -1.2639204495  1.0386504225 
H -7.8769647136 -0.7858695253  1.2874059186 
H -7.1874692749  1.0391590759 -1.8938607759 
H -8.1962082276 -0.1922064908 -1.1190114459 
H -6.515081952 -0.5570817376 -1.5465135597 
O -10.0928713572  4.2842232918  0.7904543772 
C -10.3180728452  5.5720847775  1.3906107876 
C -9.987961455  6.6185376683  0.3492511191 
O -10.2918635331  3.3287887109  2.8139131553 
H -9.9520461068 -0.1924251537  1.2548588557 
H -10.900979304  0.7859584386  2.3947563401 
H -9.1364252461  0.7663621996  2.5254224351 
H -9.6894800411  5.6633115011  2.2812556879 
H -11.3625966356  5.6216527751  1.7142702411 
H -8.9331851952  6.5597642394  0.0671657025 
H -10.1835930182  7.6159754373  0.7510824505 
H -10.5961608311  6.4785845099 -0.5477088242 
H -10.7274209017  1.8654021621  0.1499003419 
 
1,5-DAAQ Aq-Me 
C -5.3624272872  2.6501966506 -0.000274783 
C -5.3162390225  1.2706909656 -0.0583388443 
C -4.0752941583  0.5898353763 -0.0912792615 
C -2.8872436848  1.3768525839 -0.0300002351 
C -2.9816309344  2.7874083858  0.0396576964 
C -4.2069526221  3.4313378794  0.0506372466 
C -1.7613562344  3.6562226583  0.104244492 
C -0.4412242551  3.0176570894  0.1077380019 
C -0.3429730314  1.6093616996  0.0437959031 
C -1.5647800465  0.7406231739 -0.0313925356 
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C  0.7472534793  3.7941907063  0.1751011818 
C  0.8856728749  0.9713851734  0.0460672251 
C  1.9903447067  3.1176440802  0.1766237549 
C  2.0533347575  1.7417770362  0.113767387 
O -1.900781893  4.8783331165  0.1542226627 
O -1.4163998912 -0.4803890606 -0.0899618049 
C -6.7871700214  3.1467486251 -0.045624611 
C -6.7179792551  0.6920822686 -0.1448594909 
N -4.0313689475 -0.7625209404 -0.2025344189 
H -4.2361713467  4.5144112137  0.0986612589 
N  0.7306623293  5.1495386348  0.2374569606 
H  2.9019115935  3.7068994782  0.2284265155 
H  3.0228162895  1.2529997364  0.1165759668 
H -0.1553331464  5.6346559103  0.2358915756 
H  1.5973206387  5.6572272427  0.2856338225 
H  0.9173855919 -0.1100422605 -0.0049592153 
H -4.8773424005 -1.2980797746 -0.1326968531 
H -3.1309090413 -1.2204897617 -0.1578486159 
N -7.5104938647  1.8861963447  0.2703522316 
O -8.7899544251  1.8543409041 -0.3136493314 
C -9.7878891363  1.9172791692  0.69293423 
C -7.1084008126  3.7414908573 -1.4254297531 
C -7.0819269402  4.1833225457  1.0408170001 
C -7.0404363082 -0.4151625573  0.8685782888 
C -7.0287091247  0.1956026184 -1.5673269325 
H -10.7426953997  1.8419018546  0.1680075265 
H -9.741269477  2.8640649338  1.2405298126 
H -9.6838947073  1.0905877171  1.4027935933 
H -6.857754452  3.0549827156 -2.2358053471 
H -6.5245760452  4.656413371 -1.5644663114 
H -8.1711180592  3.9860172257 -1.4912500347 
H -6.8846029498  3.7618564342  2.0292394959 
H -8.1301218272  4.4941486582  0.9891078222 
H -6.4632391353  5.0754302654  0.9020645421 
H -6.6629339527 -0.1566575504  1.8606763225 
H -6.6505722601 -1.3951831126  0.5758247948 
H -8.128034651 -0.5206750008  0.9228446634 
H -6.9133300852  0.9902939386 -2.3053704343 
H -8.0532010511 -0.1799011083 -1.6203456427 
H -6.3412903767 -0.6127381116 -1.8356675186 
 
1,4-DAAQ Aq-STY 
C -5.2134444077  2.5625617912  0.1327482804 
C -5.1128177705  1.1913807103 -0.0891307953 
C -3.875560795  0.584012279 -0.240447293 
C -2.7232157233  1.372510088 -0.1683244918 
C -2.8234214916  2.7518593958  0.0541722794 
C -4.0764073734  3.3532724408  0.2074054858 
C -1.6053173837  3.6038927304  0.1345040893 
C -0.291450049  2.9670597791 -0.0218776845 
C -0.1889640748  1.5485444439 -0.2494684814 
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C -1.396610652  0.7174942143 -0.3300020424 
C  0.8670405209  3.7600983828  0.0542798531 
C  1.0705660604  0.9414109319 -0.3972276594 
C  2.1278927876  3.1142779432 -0.0989649621 
C  2.2248157076  1.772626283 -0.313751875 
O -1.7375959464  4.8156572041  0.3298146956 
O -1.3535398428 -0.5008388289 -0.525682127 
C -6.6572253178  2.9906667787  0.2389973012 
C -6.4793343103  0.5563132975 -0.1631881444 
H -3.7635842546 -0.4821015394 -0.4152318771 
H -4.1193848924  4.424830109  0.3791143982 
N  0.8592423688  5.1045185995  0.2636144407 
N  1.2556636953 -0.3888763615 -0.6151999367 
H  3.030420769  3.7173729666 -0.0416991423 
H  3.2039821074  1.3142416175 -0.4261417373 
H -0.0246453179  5.5794784195  0.3797685783 
H  1.7291936578  5.6056422245  0.3143318898 
H  0.4493942505 -0.9944265406 -0.6762729847 
H  2.1879726396 -0.7534531888 -0.7067514979 
N -7.3618772218  1.660673365  0.3625660508 
O -8.5706407232  1.6790115123 -0.3711272329 
C -9.7493316434  1.5040390559  0.4328497946 
C -7.0636631402  3.787448506 -1.0083860428 
C -6.8741519841  3.8422871208  1.4930844966 
C -6.5543176492 -0.6741011124  0.7442189462 
C -6.7918458336  0.1531682685 -1.6118054697 
H -10.5265554888  1.5084941139 -0.3409030568 
C -9.7817377264  0.1622405401  1.1429094209 
H -6.9305636496  3.2039424522 -1.9222839072 
H -6.4358268744  4.6816063306 -1.0733226653 
H -8.1091172995  4.0953380953 -0.9402492473 
H -6.6780896137  3.2489423229  2.3899786191 
H -7.8932948113  4.2306088904  1.5404705659 
H -6.1896316343  4.6970501458  1.4796503835 
H -6.4116164873 -0.3830552196  1.7884326127 
H -5.7717366904 -1.3885158299  0.4692357877 
H -7.5156749896 -1.1811898714  0.6418684128 
H -6.7461426917  1.0110290068 -2.2863597198 
H -7.7878475067 -0.2890400632 -1.6832128116 
H -6.0516069963 -0.5836296956 -1.9390138084 
C -10.0007284104  2.6982608355  1.3329477741 
C -10.4349964704  3.8924320042  0.7476535497 
H -10.6107427855  3.9212495143 -0.3256053298 
C -10.6277346614  5.0371349881  1.5156994077 
H -10.9591068008  5.9576406276  1.0450568109 
C -10.3975195366  4.9967497764  2.8917449057 
H -10.5462396939  5.8864389401  3.4956425958 
C -9.9832914922  3.8074820257  3.4872254528 
H -9.8046798081  3.7692857819  4.5574034898 
C -9.7866930848  2.665012062  2.7113215632 
H -9.4471132329  1.7503720099  3.1866238044 
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H -9.694733192 -0.6437209259  0.4095639203 
H -10.7290065196  0.0451963023  1.6773116467 
H -8.9604686177  0.0746819521  1.8571207203 
 
1,4-DAAQ Aq-EIB 
C -5.3583981185  2.691172838  0.5007119759 
C -5.3294902702  1.3315783563  0.1983900362 
C -4.1285685435  0.6851216661 -0.0506867657 
C -2.9414221814  1.4221414324  0.0047316239 
C -2.9704971217  2.7887312495  0.3098534972 
C -4.1872045645  3.4305060476  0.5616008594 
C -1.7143293455  3.5853851337  0.3738618164 
C -0.4384913491  2.9073205877  0.1106880388 
C -0.4087164639  1.5017552107 -0.2022826915 
C -1.6535798677  0.7252967664 -0.2639919885 
C  0.7560376694  3.6452310243  0.180588426 
C  0.8152684689  0.8525957854 -0.4409867296 
C  1.9798422783  2.9560762432 -0.0577939655 
C  2.0080832847  1.6266213868 -0.353610863 
O -1.7850421636  4.786634724  0.6485451627 
O -1.6730903913 -0.4806574971 -0.5263047554 
C -6.7751148147  3.1698313028  0.7002936999 
C -6.7242486847  0.7553774018  0.1680347884 
H -4.0711427641 -0.3728889068 -0.2895051785 
H -4.1762968771  4.4911325299  0.7953513929 
N  0.8159149701  4.9808086373  0.441510391 
N  0.9315042626 -0.4640326575 -0.7696803566 
H  2.9097082542  3.5165380147 -0.0055170075 
H  2.9602896232  1.1348974706 -0.5353036517 
H -0.0348501179  5.4663911117  0.6889444326 
H  1.7122306797  5.4109370483  0.5935509612 
H  0.1031547227 -1.0424898344 -0.7626667091 
H  1.8458833685 -0.880848613 -0.8100186713 
N -7.5243745207  1.8667867256  0.7959229934 
O -8.7762708225  1.9671962697  0.1467769938 
C -9.9156400888  1.8168494239  1.0019438608 
C -7.2075840231  4.0453456605 -0.4840247182 
C -6.9053070645  3.9379647403  2.0179729026 
C -6.8057524241 -0.5126495604  1.0207703878 
C -7.1369018389  0.4407826655 -1.2771127485 
C -11.0839515452  1.747365846  0.017647223 
C -10.1122982028  3.0608748038  1.8829621716 
C -9.8558968539  0.5803858091  1.88106092 
H -7.0849357312  3.5183555238 -1.4334265415 
H -6.5780756379  4.9410148392 -0.5066909801 
H -8.2532241078  4.3390418804 -0.3795475432 
H -6.6222425633  3.2979369907  2.8570278675 
H -7.9292393985  4.2813512304  2.1719816039 
H -6.2545984598  4.8189035273  2.0078638922 
H -6.5730116993 -0.2840608886  2.064048454 
H -6.0884009332 -1.2542111385  0.6548459058 
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H -7.8008228864 -0.9583603783  0.9678698824 
H -7.0983586135  1.3306424237 -1.9093820181 
H -8.1520407854  0.0384311143 -1.308906475 
H -6.447321755 -0.3043528621 -1.6856302676 
O -10.1139889639  4.1912032057  1.1596669611 
C -10.3528430972  5.4072617869  1.8884332012 
C -10.0318022691  6.5585324397  0.9608415348 
O -10.2978859339  3.0378944991  3.0761899545 
H -10.982351595  0.8447387132 -0.5904884022 
H -11.079383821  2.6220157774 -0.6353454832 
H -12.0340973067  1.7052918379  0.5576641749 
H -9.8284682108 -0.3090046739  1.2464700787 
H -10.7446408896  0.5376438379  2.5138091314 
H -8.97468183  0.604690555  2.5233783052 
H -9.7264654167  5.4130136814  2.7853142101 
H -11.3981928459  5.4134634282  2.2134413873 
H -8.9764935052  6.537718208  0.6751069312 
H -10.2359311972  7.5077105369  1.4629170516 
H -10.6385271051  6.5067670592  0.0533994282 
 
1,4-DAAQ Aq-EP 
C -5.3444694262  2.6777888753  0.5024323545 
C -5.3109998185  1.3142191529  0.2180431825 
C -4.1092670302  0.6699621526 -0.0318212618 
C -2.9253454595  1.4132542421  0.0044452857 
C -2.9585876439  2.7837263615  0.2907309131 
C -4.1763511208  3.4233323513  0.5434850964 
C -1.7055127853  3.5867670257  0.3343892963 
C -0.4285624992  2.9105561868  0.0720524261 
C -0.3947344418  1.5009078577 -0.2217358271 
C -1.6364095075  0.7184778251 -0.2643844752 
C  0.7632318294  3.6543742942  0.1236292884 
C  0.8303266646  0.8536033282 -0.4598217384 
C  1.9884039032  2.9670556753 -0.1136618928 
C  2.0204031806  1.6338112389 -0.391301336 
O -1.7797300016  4.791514325  0.5923830379 
O -1.6526385868 -0.4909457619 -0.5105678971 
C -6.7622189658  3.1511937581  0.709955038 
C -6.7032469746  0.7318991816  0.2033815136 
H -4.0487732931 -0.3909061256 -0.2567573008 
H -4.1681466745  4.4870578503  0.7628004461 
N  0.8190201779  4.993379713  0.3665244328 
N  0.9496148074 -0.4670217798 -0.7703762162 
H  2.9161798894  3.532066215 -0.0752268876 
H  2.9734883066  1.1436257594 -0.5725005402 
H -0.0324424869  5.4794587611  0.6105582529 
H  1.7144041688  5.4307078499  0.5024926336 
H  0.1232858242 -1.0482240826 -0.7513737303 
H  1.8653332283 -0.8805106637 -0.8139317245 
N -7.4999133505  1.8437059237  0.8329422743 
O -8.7659395016  1.926235881  0.2049271193 
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C -9.8617474804  1.7875535463  1.1034392699 
C -7.2167790396  4.007355598 -0.4799918325 
C -6.8826171368  3.9385929695  2.0171215346 
C -6.7769396662 -0.5312992532  1.0630959185 
C -7.1263423595  0.4093812236 -1.2372103951 
C -10.0631527709  3.033716806  1.9685530817 
C -9.840496368  0.533674272  1.9528468218 
H -7.1003776784  3.471168673 -1.4248676749 
H -6.5972132368  4.9092442427 -0.520424766 
H -8.2642697986  4.2914215608 -0.3660369518 
H -6.6034502185  3.308410803  2.864804728 
H -7.9027030381  4.2949298374  2.1678387581 
H -6.2243645523  4.8134801048  1.9922636335 
H -6.5321534113 -0.2979834108  2.1025583894 
H -6.0658596961 -1.2766775693  0.692755625 
H -7.7739889407 -0.9742805009  1.0231245349 
H -7.0943819645  1.296054413 -1.8741694539 
H -8.1400421526  0.0036100751 -1.259866402 
H -6.437342397 -0.335414193 -1.6472855841 
O -10.1215696033  4.1453241498  1.2204479216 
C -10.3598484953  5.3730973779  1.9301847318 
C -10.1068839398  6.5083741274  0.9628178595 
O -10.2045638288  3.0274628808  3.1675010856 
H -9.83712562 -0.3464516645  1.3062654983 
H -10.7302971492  0.5054835393  2.5850889284 
H -8.9598542616  0.5236917536  2.5969017387 
H -9.6965150074  5.4155909395  2.7991338853 
H -11.390392249  5.3622214683  2.2992123382 
H -9.0647853848  6.5045484294  0.6316133176 
H -10.3115890457  7.4646368645  1.4510074124 
H -10.7508979076  6.4202171688  0.0844699238 
H -10.7180280131  1.7647403949  0.4177743601 
 
1,4-DAAQ Aq-Me 
C -5.2869219262  2.7211311169 -0.0276726587 
C -5.2390367237  1.323284584 -0.0657508089 
C -4.0265015252  0.6549498826 -0.0566484192 
C -2.844260883  1.4034074611 -0.0108500017 
C -2.8921698608  2.8020474669  0.0271981741 
C -4.1228998142  3.4693084212  0.0199601289 
C -1.6423464916  3.6092350086  0.0801841748 
C -0.3532511474  2.9073887335  0.0942475196 
C -0.3039547566  1.4684248298  0.0549517378 
C -1.5420794424  0.6818775349  0.0005983597 
C  0.8343280714  3.6580854668  0.1473447921 
C  0.932288282  0.7989317227  0.0691632515 
C  2.0706685134  2.9494256264  0.1610349261 
C  2.1172903389  1.5886856567  0.1237920285 
O -1.7299035304  4.8403781278  0.1110583151 
O -1.5452178895 -0.552228028 -0.0354772206 
C -6.7178924418  3.2038490078 -0.071431653 
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C -6.6337202259  0.7469736475 -0.1386021547 
H -3.9555184598 -0.4285752552 -0.0818775344 
H -4.1261755971  4.5549181932  0.0537954855 
N  0.8769870165  5.0172808697  0.1861521503 
N  1.0679153513 -0.5542313167  0.0331192374 
H  2.9952825495  3.5193943075  0.2022956664 
H  3.0788002861  1.0818918962  0.1354802135 
H  0.0111331567  5.5374135826  0.1784857196 
H  1.7649427878  5.48683547  0.2261945735 
H  0.2396049143 -1.1312251967 -0.0026684163 
H  1.9858930408 -0.9635045855  0.0522182733 
N -7.4254832366  1.9392513774  0.2778610566 
O -8.7207769888  1.9097584526 -0.2680737951 
C -9.6803509774  1.8487618897  0.7751116013 
C -7.0632975486  3.7661383563 -1.4594048877 
C -7.0247715064  4.2547450166  0.9965352706 
C -6.8662325336 -0.3792933646  0.8696142682 
C -6.9421840434  0.2391904303 -1.5560124638 
H -10.6547333487  1.828293716  0.2819033609 
H -9.6100613926  2.7262695645  1.4261426955 
H -9.5484885873  0.9447305368  1.3785468882 
H -6.8223833676  3.0631248562 -2.2583600828 
H -6.4858435537  4.6804847345 -1.6271906218 
H -8.1280978268  4.0038102736 -1.5141800238 
H -6.7897665798  3.8651928616  1.9897790842 
H -8.0862135551  4.5209022095  0.9607478556 
H -6.4446675235  5.1666008335  0.821984401 
H -6.6567265118 -0.0295577414  1.8831772955 
H -6.2254575942 -1.2384511176  0.6466249278 
H -7.9070587366 -0.7150216577  0.8171263353 
H -6.7510370562  0.9996756641 -2.3147797198 
H -7.9883807198 -0.0671683446 -1.6259621721 
H -6.3039804048 -0.6230927797 -1.7723271342 
 
1,4,5-TAAQ Aq-STY 
C -5.2116791431  2.5782700115  0.1665785838 
C -5.1579402621  1.2247409177 -0.0905762366 
C -3.9161031642  0.5776937765 -0.3144947616 
C -2.7285947381  1.3661375326 -0.2185477917 
C -2.8340500695  2.7446875148  0.0715223211 
C -4.0609713559  3.3595431708  0.2565924346 
C -1.6230591078  3.6100761508  0.1870455433 
C -0.3023238954  3.0109344855 -0.0113600459 
C -0.1916987889  1.6145566297 -0.327706289 
C -1.398823152  0.7736153902 -0.4429900489 
C  0.8447373676  3.8144549417  0.1223011021 
C  1.0764597548  1.0339651703 -0.5113272915 
C  2.1120405177  3.1935641478 -0.052675063 
C  2.2187040217  1.8691655818 -0.3556806037 
O -1.7713590717  4.806496472  0.4516848524 
O -1.2856231124 -0.4341905372 -0.7267657756 
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C -6.6334136692  3.0676303396  0.2820098687 
C -6.5539914675  0.6267756427 -0.1167792286 
N -3.867395521 -0.7565491694 -0.5909428153 
H -4.0896916107  4.4233906436  0.4637062423 
N  0.8153351863  5.1497308124  0.3896845629 
H  3.0088756785  3.7987874746  0.0510479204 
H  3.2023331986  1.427385849 -0.4937916928 
H -0.0743794634  5.5862087603  0.5865556194 
H  1.6770471152  5.6295991816  0.585879712 
N  1.299902473 -0.2691340316 -0.8608777358 
H -4.7070871591 -1.2325590562 -0.8670114679 
H -2.96880941 -1.1448095065 -0.8447649123 
H  0.5158548595 -0.9045673142 -0.8524340628 
H  2.2345954015 -0.630754353 -0.7693482351 
N -7.397913404  1.7772224082  0.3892967967 
O -8.5940649253  1.853332812 -0.3615076011 
C -9.7941376596  1.7430887208  0.4224113888 
C -6.9912847829  3.8933358727 -0.9620029102 
C -6.8164132604  3.9171709111  1.5428308453 
C -6.6920890439 -0.5388973461  0.8735411701 
C -6.9511529863  0.1917006087 -1.5363259671 
H -10.5549921473  1.7810030049 -0.3666936502 
C -9.9113595513  0.410844009  1.1412600868 
H -6.8830923718  3.3069062644 -1.8778420005 
H -6.3163836645  4.7527828568 -1.019373208 
H -8.0191085123  4.2560986232 -0.8979182191 
H -6.6508913321  3.3073691094  2.4350224865 
H -7.8179950507  4.348661401  1.5889458543 
H -6.0961389832  4.7414962676  1.541593799 
H -6.5509520208 -0.1672520134  1.8917983097 
H -5.953820908 -1.3241164355  0.6976757171 
H -7.6830222769 -0.9902129116  0.7963284318 
H -6.914713928  1.0346587031 -2.2295681403 
H -7.9643990874 -0.2150030229 -1.5446578569 
H -6.2704405944 -0.5786888411 -1.9100802127 
C -10.0042648974  2.9546791619  1.3102825864 
C -10.3579695644  4.1667432509  0.7077474637 
H -10.5026274029  4.1982832454 -0.3700285074 
C -10.5095910667  5.3248529807  1.4646641707 
H -10.7775257192  6.2589491077  0.9806455277 
C -10.3202214449  5.2806944471  2.8468293651 
H -10.4369769615  6.1809451762  3.4420253087 
C -9.9879919209  4.0745896277  3.4592551237 
H -9.8417093214  4.0331741306  4.5341854194 
C -9.8314874191  2.9184492366  2.6943895654 
H -9.5549203091  1.9903151555  3.1839979312 
H -9.8364981882 -0.4060122388  0.4184878918 
H -10.8811824897  0.3427831133  1.6427172283 
H -9.1211982159  0.2931159736  1.8852111007 
 
1,4,5-TAAQ Aq-EIB 
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C -5.368858286  2.7474772983 -0.1377753882 
C -5.3714159791  1.3915312135  0.1213313442 
C -4.1559446057  0.6776320851  0.255757336 
C -2.9367896467  1.4137477318  0.144121641 
C -2.985814586  2.8016844699 -0.1141474846 
C -4.1875524451  3.4759229568 -0.2592629806 
C -1.7385943206  3.6110359541 -0.2484232721 
C -0.4430534015  2.9488991639 -0.0860123126 
C -0.3902546154  1.5444251821  0.209275431 
C -1.6313441283  0.7527394303  0.3118195116 
C  0.7365653471  3.7052407599 -0.2105289862 
C  0.8522291058  0.9098790197  0.3885363608 
C  1.9763650024  3.0332794989 -0.0277767841 
C  2.0278537923  1.7025021023  0.2613201626 
O -1.8374813538  4.8174467596 -0.4901254397 
O -1.5697203441 -0.4694160817  0.5431658464 
C -6.7703290101  3.2804466167 -0.2964766541 
C -6.7908463965  0.8528147386  0.1464420721 
N -4.1729187995 -0.6705104549  0.445823571 
H -4.1736849356  4.54077847 -0.463779604 
N  0.7652108961  5.0322857403 -0.519079529 
H  2.8975260324  3.602227649 -0.1232441482 
H  2.9918362561  1.2206682434  0.4037950367 
H -0.1088109948  5.5372074656 -0.5641730373 
H  1.6381035457  5.5282886372 -0.4581392796 
N  1.0200143256 -0.4079194399  0.7129899289 
H -5.0326286334 -1.1119750402  0.7182312223 
H -3.2922418261 -1.1251553598  0.6443735765 
H  0.2129512033 -1.0127537227  0.675755383 
H  1.9414912885 -0.80327404  0.6268546182 
N -7.5737710181  2.1368825603  0.2416631815 
O -8.7813882066  1.99594531 -0.4717298637 
C -9.9973834059  2.2112360418  0.276508573 
C -7.0584750154  3.6115382796 -1.7676005475 
C -6.9912237739  4.5242124685  0.5653598087 
C -7.1487511293  0.0139021905  1.3787638491 
C -7.0883190788  0.0497631631 -1.1308346903 
C -10.6807669891  3.4460093441 -0.3037785421 
C -9.688091508  2.3733659541  1.7756254208 
C -10.8485085876  0.9637769596  0.0721453109 
H -6.9142350685  2.7447752767 -2.41521831 
H -6.3723070132  4.3994062064 -2.0922814133 
H -8.0852077156  3.9659973988 -1.8861608874 
H -6.7705580248  4.2981354753  1.6125473865 
H -8.0274508363  4.8638090986  0.4954157783 
H -6.3357661902  5.3352878749  0.2325122845 
H -6.7537696496  0.4667631692  2.2921215148 
H -6.7954859194 -1.0193989116  1.3020145686 
H -8.2354267782 -0.033384326  1.4751105835 
H -6.981585177  0.6650439504 -2.0257163805 
H -8.1056854474 -0.3480962928 -1.1035181721 
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H -6.3832932196 -0.783601112 -1.2071111817 
O -9.48924494  3.6466894901  2.1255728299 
C -9.0799797474  3.8613895585  3.4861744823 
C -8.9705567063  5.3559186667  3.6947769477 
O -9.6712846057  1.4572190348  2.5627063207 
H -10.868358625  3.2731025398 -1.367130775 
H -10.0512817428  4.3302230205 -0.192729973 
H -11.6352295051  3.6351606535  0.1962340766 
H -10.9780154817  0.798754248 -1.0006971846 
H -11.8320678864  1.083596254  0.5350592461 
H -10.3614705447  0.0936762156  0.515931695 
H -8.123775111  3.348188814  3.6363072891 
H -9.8163596187  3.4026193413  4.1517622451 
H -8.2353273786  5.7913366488  3.0134608515 
H -8.6580318051  5.5641851053  4.721252383 
H -9.9348590357  5.8400332819  3.5210131524 
 
1,4,5-TAAQ Aq-EP 
C -5.3203163572  2.7066913352 -0.2144301046 
C -5.280047143  1.3651214837  0.1865369361 
C -4.0600592259  0.7152652416  0.3867898721 
C -2.8403281149  1.4575950746  0.1818523373 
C -2.9261971756  2.8205315948 -0.2083355008 
C -4.1764106614  3.4429114004 -0.4041699302 
C -1.7374657331  3.638178257 -0.440425558 
C -0.4342881067  3.0187454466 -0.2580588965 
C -0.3372940825  1.6496268118  0.1762809524 
C -1.5344391747  0.8301726305  0.3423998094 
C  0.7532776292  3.7788680507 -0.4883475609 
C  0.9545673806  1.0874299162  0.42521331 
C  1.9874097329  3.1846310289 -0.250705008 
C  2.083082898  1.872834294  0.2116076814 
O -1.8870808345  4.8489735503 -0.7793881771 
O -1.4414439 -0.4158651564  0.6073707827 
C -6.7466652781  3.1760742395 -0.3888693916 
C -6.683381129  0.8013408023  0.3009051267 
N -4.0187870527 -0.5957297899  0.8174127823 
H -4.1816038853  4.4851270978 -0.7056593556 
N  0.7159625945  5.077925766 -0.9982403747 
H  2.8915731818  3.7603651681 -0.4383493961 
H  3.0616405821  1.4441695895  0.4192167487 
H -0.2131967835  5.4912831227 -0.9426418055 
H  1.4784200291  5.6618695545 -0.6867283066 
N  1.1342920322 -0.1985377737  0.9420830044 
H -4.8087782396 -1.1759211331  0.5898938775 
H -3.086916294 -1.0063208032  0.7582476405 
H  0.3088952984 -0.7814289839  0.836780579 
H  2.0081496965 -0.6250784697  0.6702141629 
N -7.49922574  2.0631100188  0.274296586 
O -8.7329896862  1.7811721254 -0.3771908301 
C -9.7899799537  2.5168002935  0.2035937502 
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C -7.0992022973  3.3606901954 -1.8701445716 
C -6.983193921  4.4843485622  0.375070508 
C -6.9993409077  0.099761202  1.6258695303 
C -7.0006209768 -0.1381179605 -0.8774486339 
C -9.74448234  2.3678901545  1.7235824512 
C -11.0765207896  1.9420529695 -0.3604934969 
H -6.9289709548  2.444400003 -2.439029609 
H -6.4578700196  4.1438657821 -2.2849082411 
H -8.1460542051  3.6580675048 -1.9946657432 
H -6.7767917333  4.3290596539  1.4369795405 
H -8.0126669224  4.8409858971  0.2698925874 
H -6.3096771362  5.259643924 -0.003299568 
H -6.6697329177  0.7219740186  2.462492738 
H -6.5047799451 -0.8713048293  1.7076932743 
H -8.0799447781 -0.0518878411  1.7032053098 
H -6.9128825635  0.3827968703 -1.8330958413 
H -8.0098446867 -0.5492746813 -0.7907948765 
H -6.284261223 -0.9657522196 -0.8869814942 
O -9.4662991714  3.5271394004  2.3322800263 
C -9.2590730545  3.448932153  3.749523794 
C -8.9039996143  4.8399600028  4.2281711828 
O -9.9616779443  1.3349678671  2.3110775241 
H -11.0483616194  1.9916782638 -1.4514861733 
H -11.9405502072  2.5077570185 -0.0007771006 
H -11.1745150615  0.9003376984 -0.046620203 
H -8.4541410556  2.7310308931  3.9360260736 
H -10.1696762342  3.0665971155  4.2214955752 
H -8.0002669248  5.1968788233  3.728682839 
H -8.7241784675  4.8280370557  5.3065733332 
H -9.71679037  5.5401682054  4.0177859343 
H -9.6949184612  3.5825845129 -0.0403124127 
 
1,4,5-TAAQ Aq-Me 
C -5.3032664132  2.7380841728 -0.0258857556 
C -5.2826165125  1.3557822584 -0.0699113015 
C -4.0583445656  0.649020247 -0.1018489528 
C -2.850418572  1.4107072211 -0.0527310656 
C -2.9213252722  2.8203379988  0.0009599271 
C -4.1338696058  3.4928822326  0.0105789961 
C -1.685852976  3.6571360977  0.04958349 
C -0.3804534002  2.9945088205  0.0537519516 
C -0.3059030349  1.5609850478  0.0059905408 
C -1.5352776003  0.7481537106 -0.0468030375 
C  0.7874349116  3.7759843298  0.1195702437 
C  0.9466043664  0.9207437163  0.0232635807 
C  2.0374223692  3.0978949583  0.1477940907 
C  2.1099410525  1.737937395  0.1010523042 
O -1.8024888326  4.8853112549  0.0901176641 
O -1.4571775828 -0.4947762921 -0.0787585384 
C -6.7182794892  3.261636353 -0.0703829144 
C -6.6967658214  0.8051858785 -0.1481965751 
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N -4.056881389 -0.7077583322 -0.2099342023 
H -4.1366282522  4.576673032  0.0459569795 
N  0.7956584917  5.1378901838  0.1387420003 
H  2.9494890269  3.6866610878  0.201220152 
H  3.0818030841  1.2511177075  0.1156418022 
H -0.0860745522  5.6279642729  0.1947038366 
H  1.6621254624  5.6206162199  0.3047677326 
N  1.1363800444 -0.4298028806 -0.0597570437 
H -4.9153208375 -1.2122353859 -0.083205375 
H -3.1708114355 -1.1871947174 -0.1324333466 
H  0.3284870771 -1.0315577735  0.0008518206 
H  2.05270882 -0.7971369553  0.1342420151 
N -7.4641501056  2.0181266979  0.2602625644 
O -8.7469863689  2.0045316405 -0.3180135641 
C -9.7383851727  2.1033895431  0.6915554556 
C -7.0348149711  3.8501148347 -1.4538689542 
C -6.9880215372  4.3139101984  1.0075118062 
C -7.0443029846 -0.2872217983  0.8735722328 
C -7.0212069556  0.3044323972 -1.5661105037 
H -10.6971893803  2.0400433893  0.1721925355 
H -9.6698315578  3.0570742159  1.2247730064 
H -9.6482714933  1.2855812241  1.4136658849 
H -6.8001424102  3.1522472242 -2.2592605853 
H -6.4341903719  4.7524778545 -1.6030630297 
H -8.0930875169  4.113987973 -1.5177492866 
H -6.7977593929  3.8965306271  1.9990626911 
H -8.0289778255  4.6484056067  0.9553176993 
H -6.3489876514  5.1901067401  0.8596953222 
H -6.6494634407 -0.0372692599  1.8612002056 
H -6.6908751642 -1.2809537037  0.5804384335 
H -8.1342191081 -0.3569916018  0.9384079636 
H -6.8930959409  1.091732972 -2.3099218825 
H -8.0527047439 -0.0523819437 -1.6137914867 
H -6.3485244674 -0.5177166913 -1.8294375279 
 
1,4,5,8-TAAQ Aq-STY 
C -5.2194227585  2.5761791292  0.1897434409 
C -5.1216658045  1.2349864378 -0.0699941162 
C -3.8685358604  0.6058988566 -0.3258750888 
C -2.7102367324  1.4094554723 -0.2460472559 
C -2.8108393943  2.8129827879  0.0242990935 
C -4.0714922701  3.4215503843  0.2172992733 
C -1.5914699201  3.6380897555  0.0723114398 
C -0.2675140477  3.0112331623 -0.0599300021 
C -0.166861308  1.6096865062 -0.33024795 
C -1.3869386749  0.8020361107 -0.4744509819 
C  0.8929133223  3.8008383823  0.0638268417 
C  1.0943876647  0.9979428001 -0.4760411562 
C  2.1477681432  3.1554639984 -0.0844417456 
C  2.244016645  1.8186478841 -0.341980315 
O -1.6673964535  4.8732509582  0.2293849315 
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O -1.2872859529 -0.401307673 -0.7872962669 
C -6.6657352873  2.9990182782  0.3861597709 
C -6.4895453235  0.5728839989 -0.0747979722 
N -3.8241974608 -0.7390439232 -0.5929040161 
N -4.2190565429  4.7603131932  0.4589189082 
N  0.9043309177  5.1384125834  0.3566609977 
H  3.0517876438  3.7507340151  0.0161428102 
H  3.2238724075  1.3592636852 -0.4447008007 
H  0.0298008162  5.6393819962  0.3084585146 
H  1.7691673421  5.6384209473  0.2346422693 
N  1.29714858 -0.3371526895 -0.6992559832 
H -4.6612366643 -1.1880779974 -0.9177182893 
H -2.9323749558 -1.1029855712 -0.9012495222 
H  0.4991379291 -0.9024417732 -0.9475744373 
H  2.2208631358 -0.6359780955 -0.9639375519 
H -3.3957923104  5.3362340501  0.3477013217 
H -5.126007272  5.1762835428  0.3542118965 
N -7.3788555961  1.6718163501  0.4489856776 
O -8.5776723909  1.7220446435 -0.2988202742 
C -9.7732701319  1.5075365513  0.4721751795 
C -7.1457173184  3.8548807219 -0.7978790297 
C -6.8888743031  3.7165161871  1.7270933876 
C -6.5572277943 -0.6039217583  0.912166375 
C -6.8892069284  0.1389802108 -1.4950873128 
H -10.531194324  1.5522788271 -0.3193978993 
C -9.8276034318  0.1323671328  1.113048927 
H -7.0845975018  3.2940949819 -1.7334623213 
H -6.5322494843  4.7527856584 -0.9081902645 
H -8.181007823  4.1648272777 -0.6466199365 
H -6.7032810733  3.0140987639  2.5436673669 
H -7.9188655999  4.0703742611  1.8011719318 
H -6.2250671009  4.5715172934  1.8631280942 
H -6.4649927273 -0.2199672273  1.9315812983 
H -5.7585672879 -1.3298932289  0.7550161033 
H -7.5114992046 -1.1254431696  0.8178726291 
H -6.8987334157  0.9940017493 -2.1748501944 
H -7.8859628403 -0.3061437765 -1.4924289761 
H -6.1892436548 -0.5980129572 -1.8966686224 
H -9.6928356809 -0.6376867299  0.3488076166 
H -10.8015845562 -0.0166966321  1.5882558108 
H -9.0477407178  0.0161627747  1.8675637964 
C -10.0496878174  2.6528692276  1.4271793627 
C -10.4676342884  3.8771669807  0.8945884521 
H -10.6171979631  3.9622109955 -0.1797028994 
C -10.6782664926  4.9809041566  1.7160171509 
H -10.9962233442  5.9255332299  1.2856234849 
C -10.4858683592  4.8676080616  3.0937759516 
H -10.6489072141  5.724937644  3.7393069932 
C -10.0928307563  3.6466620431  3.637085317 
H -9.9454027449  3.5509573797  4.7083512749 
C -9.8769230086  2.5460067003  2.8077680096 
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H -9.5530166769  1.6071244826  3.2448894814 
 
1,4,5,8-TAAQ Aq-EIB 
C -5.3104845077  2.3964437182  0.308256056 
C -5.4136811364  1.0516663723  0.0740481966 
C -4.2648598145  0.2456501672 -0.1668697488 
C -3.00329492  0.8801827595 -0.110066519 
C -2.8994529036  2.2836160576  0.1600294421 
C -4.0578006765  3.0661611647  0.3525093742 
C -1.572600419  2.917906852  0.256214838 
C -0.3543991265  2.1141104288  0.0796113844 
C -0.4588885774  0.7271318842 -0.259319154 
C -1.782234985  0.0936756358 -0.3606930867 
C  0.9080935482  2.7231820545  0.2198801665 
C  0.7002617565 -0.0448034526 -0.473859044 
C  2.0565224462  1.9156132749  0.0127053991 
C  1.9572010136  0.5972303873 -0.3244385022 
O -1.4729117086  4.1381499416  0.491899199 
O -1.8583443511 -1.1161135783 -0.653674218 
C -6.674698039  3.0444634374  0.4362174776 
C -6.8667440348  0.6053122256  0.0829311515 
N -4.4162444974 -1.0973860615 -0.4018127618 
N -4.036303284  4.4271997282  0.5272484108 
N  1.1138474391  4.0278532874  0.5820570719 
H  3.0373139699  2.3701914418  0.1268940778 
H  2.8595649785  0.0136818922 -0.4883623953 
H  0.3174942852  4.6478976894  0.5732778272 
H  2.0353175656  4.4097526616  0.4460387253 
N  0.7093072384 -1.360794358 -0.8524354336 
H -5.3113384811 -1.4237421157 -0.7192841736 
H -3.5896998525 -1.5898490102 -0.7141094611 
H -0.1647183894 -1.8647798386 -0.8211818182 
H  1.5741642949 -1.8676228358 -0.7596572962 
H -3.1289449097  4.8375728403  0.7032356489 
H -4.8403922006  4.8592691625  0.9481415223 
N -7.5653929555  1.8446429368  0.5814662392 
O -8.7633178376  2.0469237916 -0.1450619753 
C -9.9597672449  2.0989455506  0.6395338693 
C -6.9696470524  3.8641242127 -0.8316707207 
C -6.8169962309  3.9038208316  1.7151337644 
C -7.1144041721 -0.5165012047  1.1016948882 
C -7.3453682089  0.1968955825 -1.3199536279 
C -11.0640207486  2.1476259558 -0.4178040244 
C -10.0353343696  3.3974272649  1.4575776218 
C -10.1303932242  0.9095705784  1.567818694 
H -6.9316379951  3.2264518047 -1.7180184551 
H -6.2099754629  4.6432948019 -0.9429297862 
H -7.9584525942  4.3194043149 -0.7722091891 
H -6.053034227  3.6451051418  2.4549814975 
H -7.781323372  3.7183211651  2.1872701325 
H -6.7581371039  4.977848245  1.4992723596 
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H -6.8711462777 -0.1559017582  2.1043854541 
H -6.5062507661 -1.4007069481  0.9044850551 
H -8.1635025529 -0.8163638926  1.0831132869 
H -7.2378863775  1.0206726787 -2.0284929922 
H -8.3974883428 -0.0947813456 -1.2913295511 
H -6.7690179039 -0.6493364293 -1.7022900172 
O -9.7641314661  4.4794108237  0.7160697535 
C -9.8271463807  5.7407504443  1.4027561331 
C -9.3665831198  6.8059666841  0.4321709642 
O -10.3439937861  3.4554541763  2.6247303486 
H -11.0514378341  1.2150750934 -0.988051573 
H -10.8972982191  2.9849799115 -1.0982215021 
H -12.041879294  2.2579809733  0.0590698575 
H -10.1646248736 -0.0068180522  0.9725353194 
H -11.0654510492  1.008569648  2.1225708885 
H -9.3090435295  0.8560456113  2.2837287257 
H -9.1896827511  5.6871401059  2.2909070496 
H -10.8555945729  5.9020118654  1.7399064594 
H -8.3322911841  6.6291186953  0.1243147875 
H -9.4233347421  7.7889211374  0.9067737903 
H -9.9958238981  6.8143957895 -0.4612658823 
 
1,4,5,8-TAAQ Aq-EP 
C -5.2926888075  2.3891022238  0.3228850663 
C -5.3931307082  1.0409648202  0.1069559065 
C -4.2445705018  0.2360000995 -0.1372599029 
C -2.9847823787  0.8753577357 -0.1007112861 
C -2.8831698697  2.2824143607  0.1504230731 
C -4.0421660519  3.0638763466  0.3439577441 
C -1.5574757604  2.9218644974  0.226940043 
C -0.3383467334  2.1188598354  0.053509866 
C -0.4412967345  0.7275617296 -0.2678526217 
C -1.7634981626  0.0897083292 -0.3534431262 
C  0.9234024278  2.7325249452  0.1795347692 
C  0.7184762745 -0.0441928662 -0.4795567744 
C  2.072663005  1.924930103 -0.0233296257 
C  1.9747249345  0.6023963247 -0.3440231445 
O -1.4597034069  4.1456846024  0.4441135368 
O -1.8388803223 -1.1230057955 -0.6341492996 
C -6.658035483  3.0330317271  0.4615169495 
C -6.8444738356  0.5905587031  0.1322001261 
N -4.3945271369 -1.1101560378 -0.3551749902 
N -4.0232576432  4.4272867428  0.4990421788 
N  1.1277663154  4.0421111684  0.5241765107 
H  3.0529560096  2.3830549796  0.0804912887 
H  2.8775934562  0.0189414411 -0.5054203018 
H  0.329887039  4.6601490381  0.5109551232 
H  2.0477744355  4.4244058034  0.3796659262 
N  0.7282918351 -1.3644136687 -0.8424659405 
H -5.2919867172 -1.4420598585 -0.6601123129 
H -3.5701735811 -1.6034088652 -0.6719121703 
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H -0.144862393 -1.8693489469 -0.8022804631 
H  1.5945399808 -1.868563921 -0.7483972365 
H -3.1153480691  4.8430060225  0.6595130095 
H -4.8243825635  4.863090625  0.9216630631 
N -7.5395315551  1.8298471045  0.633551586 
O -8.754435276  2.017187478 -0.0726381077 
C -9.9105424294  2.0769675403  0.7546760173 
C -6.977221967  3.8374517924 -0.8099106097 
C -6.7847574163  3.9065766314  1.7325710963 
C -7.0860803253 -0.5270350262  1.1563069967 
C -7.3326211769  0.1771608755 -1.2661043526 
C -10.0002833671  3.3835251961  1.5466946946 
C -10.1176399692  0.8816964312  1.6623087439 
H -6.9485561653  3.1919024875 -1.6907465553 
H -6.2246671896  4.6205057217 -0.9403453251 
H -7.9680668641  4.2866480529 -0.7394748831 
H -6.0072566285  3.6612876056  2.4627481636 
H -7.7397709695  3.7219878506  2.2234402092 
H -6.7355479073  4.9781547953  1.5027682113 
H -6.8235040956 -0.1680913169  2.1546972295 
H -6.4919490243 -1.4188085988  0.9508717196 
H -8.1388301842 -0.8147855779  1.1538045146 
H -7.2346238422  0.9999972314 -1.9770190254 
H -8.3823805517 -0.1209016838 -1.2293573585 
H -6.7531627888 -0.6658253772 -1.6510996763 
O -9.7579926671  4.4517583341  0.7776656751 
C -9.8229249206  5.7266465359  1.4396339731 
C -9.3970277275  6.7771930454  0.4378486671 
O -10.2930933487  3.4569899705  2.7166337736 
H -10.169157538 -0.0294056963  1.0619325656 
H -11.0541062083  0.9986323535  2.2111669171 
H -9.3035450706  0.8038198396  2.3847495846 
H -9.1659257524  5.6990406635  2.3147149339 
H -10.8459938881  5.8817128484  1.7953759658 
H -8.3668081501  6.60815657  0.1125928437 
H -9.4580132276  7.7690027168  0.8930792022 
H -10.0443637337  6.7578977021 -0.4422933974 
H -10.7172269269  2.1279036582  0.012091022 
 
1,4,5,8-TAAQ Aq-Me 
C -5.3182429969  2.7508258899 -0.0356133965 
C -5.2679399581  1.3790833506 -0.0853938063 
C -4.035702159  0.6741482955 -0.1306831323 
C -2.8493158249  1.4373377442 -0.062419042 
C -2.9017900956  2.8681336204 -0.0104823155 
C -4.1410003219  3.5454260943 -0.0264847372 
C -1.6508250942  3.6461073427  0.0283450142 
C -0.3541605112  2.9570670746  0.0996901593 
C -0.3017253731  1.5272833093  0.0476832241 
C -1.5446773141  0.752223676 -0.0767714034 
C  0.830408562  3.7125766745  0.2050505198 
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C  0.935245054  0.8548187723  0.1010418796 
C  2.0604247652  3.0061409436  0.259506657 
C  2.1104184798  1.6435423554  0.2098851365 
O -1.6823875838  4.8923503393  0.0039712867 
O -1.4850522733 -0.4879704637 -0.1913349085 
C -6.7569464521  3.2415215551 -0.0338223481 
C -6.6669008633  0.7856288169 -0.1228627614 
N -4.0542409272 -0.6961448944 -0.1910206038 
N -4.2598912639  4.9114391304  0.0123834026 
N  0.8837960189  5.0764316556  0.296385434 
H  2.982003271  3.5758278767  0.3480368561 
H  3.0714508216  1.1379018758  0.2591988057 
H  0.0394863554  5.5984968833  0.1162101912 
H  1.7794767771  5.523473793  0.1949338546 
N  1.088511523 -0.5044522375  0.0929335399 
H -4.8882478545 -1.1378485673 -0.5354095183 
H -3.1667649186 -1.1493393007 -0.3604624177 
H  0.2840744124 -1.0726720586 -0.1258736263 
H  2.0143143356 -0.8765019266 -0.0368002905 
H -3.4084348474  5.4394478663 -0.1215100211 
H -5.1249702511  5.3147210854 -0.3010953132 
N -7.4541194415  1.9723234776  0.3088502733 
O -8.7564000181  1.9438695987 -0.2223077349 
C -9.7168620674  1.8707238522  0.8207360079 
C -7.1599790373  3.8161861223 -1.4036170831 
C -7.1048414772  4.2413013568  1.0782914743 
C -6.9377150917 -0.3147019717  0.9131551642 
C -7.0305613342  0.2835955199 -1.5316645986 
H -10.6891602721  1.8536251941  0.3234217539 
H -9.6528848999  2.7401810982  1.481822816 
H -9.5883112955  0.9621681129  1.4166349733 
H -6.9541927673  3.114424135 -2.2131062317 
H -6.6051505047  4.7353361551 -1.6152343489 
H -8.2267722827  4.0503688663 -1.4091545496 
H -6.7426707765  3.8748565837  2.0413963708 
H -8.1935721182  4.3381952433  1.1244754044 
H -6.6970935369  5.2395062586  0.9081856012 
H -6.6007561867  0.006698692  1.9011742163 
H -6.4584395405 -1.2654605155  0.6724203661 
H -8.0163027344 -0.4941124367  0.9493688232 
H -6.8789856599  1.0552726883 -2.2877258164 
H -8.0773533609 -0.0270725853 -1.5568430254 
H -6.4105090884 -0.5747220182 -1.8078461758 
 
AQ-NO radical 
C  0.6230894508  1.2601415012  0.2232851445 
C  0.3225599994 -0.0913431029  0.4315199383 
C  1.3202545521 -1.0535092974  0.3889818999 
C  2.6345361622 -0.6535761839  0.1344185331 
C  2.9360332934  0.7022677951 -0.0744771869 
C  1.9248615157  1.665402736 -0.0299322272 
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C  4.3351186243  1.1487095611 -0.3479174959 
C  5.4013820122  0.1040486171 -0.3915294679 
C  5.1003615338 -1.2496545077 -0.1829662802 
C  3.7022281266 -1.6974405926  0.0905778802 
C  6.7174325674  0.4939165362 -0.6452523736 
C  7.726824327 -0.4616335797 -0.6905183039 
C  7.426838815 -1.8106712753 -0.4826723315 
C  6.1173651617 -2.2045891925 -0.22949469 
O  4.5956333784  2.3240195264 -0.5287966757 
O  3.4401556192 -2.8723501327  0.2718080531 
C -0.6093138402  2.1253766119  0.3143336776 
C -1.1490153356 -0.301667483  0.6883486643 
H  8.2173675815 -2.5533367368 -0.5188023941 
H  5.8584815198 -3.2453904183 -0.0648096781 
N -1.6352001844  1.094882016  0.5980799026 
O -2.8546978176  1.3902783933  0.7554325998 
C -0.9417191127  2.8300320074 -1.0036263275 
C -0.5521877423  3.1243455407  1.4731161785 
C -1.437059848 -0.8552352545  2.0864166783 
C -1.8270319409 -1.1509709295 -0.3900811426 
H -0.9666732073  2.1135707484 -1.8291636095 
H -0.1900589799  3.5939277457 -1.2228359229 
H -1.9216398211  3.3069608792 -0.9183372268 
H -0.3002507838  2.6171511061  2.4083923599 
H -1.5284163324  3.604071045  1.5817871557 
H  0.2026087828  3.8905311342  1.2735652871 
H -0.9383093736 -0.2530787278  2.8506910788 
H -1.0821546816 -1.8870372747  2.163902604 
H -2.515174647 -0.833664603  2.2657788715 
H -1.6055846982 -0.758983304 -1.3864542854 
H -2.9088367318 -1.1322752723 -0.2341068615 
H -1.4751795427 -2.1851065348 -0.3322324364 
H  1.1169582226 -2.109250475  0.5466927472 
H  2.1878843669  2.7066814561 -0.1953170981 
H  6.9242424125  1.5473308754 -0.8032212939 
H  8.7499665961 -0.1582409539 -0.8878139447 
 
AQ-NO cation 
C  0.6354781821  1.2564746111  0.2216477591 
C  0.33520831 -0.0935867407  0.4297086544                                                                                                                                    
C  1.3274237544 -1.0589967334  0.3885381812 
C  2.6390988245 -0.652017611  0.133670952                                                                                                                                    
C  2.9395193231  0.6987535373 -0.0745614345 
C  1.9337310555  1.6670712271 -0.0315894963 
C  4.3488470672  1.1467926348 -0.3499495198 
C  5.4067167525  0.1047701117 -0.3920219456 
C  5.1047742977 -1.2528510672 -0.1827297621 
C  3.715290662 -1.7020974514  0.0896438421 
C  6.7223842537  0.4946019109 -0.6454134259 
C7.731005479 -0.4630037874 -0.6900375727                                                                                                                                  
C  7.4310786208 -1.8115096014 -0.4822449506 
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C  6.121381671 -2.2075898179 -0.2290034219 
O  4.5800136662  2.3263028876 -0.5259764804 
O  3.4247715909 -2.8672410712  0.2732333953 
C -0.5810942935  2.1401094308  0.3078822261 
C -1.1299239552 -0.3276670442  0.6882305522 
H  8.2215304392 -2.553678099 -0.5181997637                                                                                                                                  
H  5.8671324222 -3.2495704467 -0.0648481034 
N -1.6421295621  1.0967343023  0.599337464 
O -2.7783820208  1.37204429  0.7458959835                                                                                                                                   
C -0.9680070826  2.8217299761 -1.0112710923 
C -0.5742561288  3.1198281878  1.4887888328 
C -1.4542982195 -0.8373990667  2.0987300887 
C -1.8479151705 -1.1349738323 -0.4013898862 
H -1.0198686994  2.1021795067 -1.8318029673 
H -0.1871278579  3.549715663 -1.2437529147                                                                                                                                  
H -1.9208096718  3.3461905673 -0.9086858783 
H -0.3488584058  2.6101461472  2.4285409097 
H -1.5316054948  3.6408470173  1.5624480854 
H  0.2134993899  3.8530322797  1.29998902                                                                                                                                   
H -0.9787202273 -0.2205506467  2.8649057073 
H -1.054758556 -1.8511434582  2.1792621622                                                                                                                                  
H -2.5346463711 -0.8697657205  2.2574774857 
H -1.6492434995 -0.7278245048 -1.3956029229 
H -2.9236861651 -1.1635800001 -0.213468074                                                                                                                                  
H -1.4555127762 -2.1540059124 -0.3644667381 
H  1.132521734 -2.1169711503  0.5452490959 
H  2.20529077  2.7064642933 -0.198238666 
H  6.9339226281  1.5469264072 -0.8040884736 
H  8.7539032636 -0.1600512258 -0.8870669073 
 
AQ-NO anion 
C  0.6212436645  1.2438626491  0.0990342705 
C  0.3196671483 -0.1121876544  0.3076375046 
C  1.3244717412 -1.069123645  0.2886691238                                                                                                                                  
C  2.6480750544 -0.6715067966  0.0582958363 
C  2.9509531291  0.690388684 -0.1511656654                                                                                                                                  
C  1.9288702606  1.6484770596 -0.1293220299 
C  4.3420643892  1.1389412533 -0.3962760029 
C  5.4193399455  0.0938506878 -0.4220671317 
C  5.1189038892 -1.2570180465 -0.2142912271 
C  3.7093911975 -1.7057805115  0.04123437                                                                                                                                   
C  6.73871514  0.4854644796 -0.6567505986                                                                                                                                   
C  7.7524934813 -0.4661423086 -0.6841352705 
C  7.4523910093 -1.8155253241 -0.4765802924 
C  6.1393806803 -2.2094034757 -0.2422456751 
O  4.6322559303  2.3117135574 -0.574999774 
O  3.4753617022 -2.8902544473  0.2251282272 
C -0.6343461993  2.0660768382  0.2175985171 
C -1.153447062 -0.2679095207  0.5766395025 
H  8.2451811557 -2.5573231893 -0.498281043                                                                                                                                  
H  5.8756571428 -3.2491647247 -0.0774684194 
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N -1.6693813429  1.015136457  0.0306735049                                                                                                                                  
O -2.9072869944  1.3643064359  0.5107628794 
C -0.8079535361  3.0937523952 -0.9017847255 
C -0.7193577493  2.7861279223  1.580392531 
C -1.4421273114 -0.463854941  2.0803679112                                                                                                                                  
C -1.8082292036 -1.4046146372 -0.2097776996 
H -0.712189398  2.6033988014 -1.874660057                                                                                                                                   
H -0.0782506472  3.9098754327 -0.8265987595 
H -1.8200895502  3.5020424883 -0.8176769417 
H -0.3254614173  2.174925993  2.3968503626 
H -1.7870411098  2.9610750644  1.7553792341 
H -0.1678159419  3.7332187629  1.5645476876 
H -0.7791913479  0.1349824341  2.7106353448                                                                                                                                 
H -1.3349014728 -1.514984891  2.372013679                                                                                                                                   
H -2.4727697449 -0.1223189679  2.2297331729 
H -1.5800759787 -1.2997247361 -1.2742266792 
H -2.8909569669 -1.3138627286 -0.076885656                                                                                                                                  
H -1.4791136375 -2.3903349173  0.142664616                                                                                                                                  
H  1.1147068483 -2.1232695451  0.4476815441 
H  2.1854773217  2.6915064543 -0.2928792943 
H  6.9407796538  1.5400799737 -0.8141079049 
H  8.7782861269 -0.1602588155 -0.8669889719 
 
Me-Pyridine cation 
C  6.7098238181 -0.4817046836  0.0784553169 
C  6.3348162693 -1.7858311281 -0.1784467915 
C  4.9778183492 -2.0962662506 -0.2707545992 
C  4.0336848064 -1.0867177338 -0.1022183506 
C  4.4639139816  0.2034480851  0.1533894106 
N  5.7796297331  0.4844401145  0.239090714 
H  7.7444691532 -0.1680256352  0.1634572599 
H  7.1011904152 -2.5413589018 -0.3031066723 
H  4.6614962615 -3.1143186065 -0.4718819128 
H  2.9705225974 -1.2848429077 -0.1659746872 
H  3.7822102645  1.0337095713  0.294323719 
C  6.2339967396  1.8665751236  0.5127580674 
H  5.3637588329  2.5113027026  0.6138273667 
H  6.8506619482  2.2071418077 -0.3193090508 
H  6.8074368301  1.8730084441  1.4399702013 
 
Me-Pyridine radical 
C  6.7876051964 -0.6738679376 -0.0787672576 
C  6.3042832512 -1.94803959 -0.152019179                                                                                                                                    
C  4.9115683757 -2.206469831 -0.1345566813                                                                                                                                  
C  4.0519715615 -1.0827105883 -0.064629642                                                                                                                                  
C  4.5510234046  0.185438673  0.0080035265                                                                                                                                  
N  5.9272521151  0.4176719627  0.0577692304 
H  7.8447584788 -0.4373142192 -0.0878515814 
H  7.0188711603 -2.7611672754 -0.2254274104 
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H  4.522192354 -3.2135033999 -0.1975676453                                                                                                                                  
H  2.9741582543 -1.207242343 -0.0684806013                                                                                                                                  
H  3.9258195112  1.0683707678  0.0642135361 
C  6.431939507  1.7543057788 -0.1696985204                                                                                                                                  
H  6.482626694  1.9953829613 -1.2409954287                                                                                                                                  
H  7.4325134271  1.8436825845  0.2593309541 
H  5.7801567089  2.4786524561  0.3240067003 
 
Pyridine 
C  6.6750398156 -0.4735834979  0.079142692                                                                                                                                  
C  6.3237493266 -1.7976694055 -0.1809671347                                                                                                                                 
C  4.9727070511 -2.1181849295 -0.2750436774                                                                                                                                 
C  4.0353973606 -1.1034893983 -0.1053619085                                                                                                                                 
C  4.4945480047  0.187858353  0.1511808604                                                                                                                                  
N  5.787080458  0.5099120037  0.244111609                                                                                                                                   
H  7.721333803 -0.1885511145  0.1589907815                                                                                                                                  
H  7.0930109649 -2.5521517824 -0.3053571732 
H  4.6569042693 -3.1372341515 -0.4763475008                                                                                                                                 
H  2.9709231146 -1.3017461392 -0.1691755282                                                                                                                                 
H  3.7895158315  1.0041400621  0.2888869795 
 
AQ-Me-Pyridine Transition state (neutral) 
C  0.3191256666  0.9835642651  0.4673311532 
C  0.2844490868 -0.3029101618  1.0230901161 
C  1.3798326794 -1.1467650727  0.9226388879 
C  2.5261959981 -0.6961052841  0.2584081968 
C  2.5609866447  0.594535304 -0.2990874248 
C  1.4495006235  1.4383349153 -0.1940756126 
C  3.7686592821  1.0921812918 -1.0148340705 
C  4.9480598163  0.1764788208 -1.1115112032 
C  4.9133708537 -1.1094582595 -0.5561692533 
C  3.6957661514 -1.6123462608  0.1533531707 
C  6.0968426393  0.6206441158 -1.7686285819 
C  7.2046964366 -0.2138348749 -1.8699726962 
C  7.1700724261 -1.4965972904 -1.3160724998 
C  6.027648994 -1.9438107195 -0.661216622                                                                                                                                   
O  3.8047875675  2.2056218183 -1.5093603508                                                                                                                                 
O  3.6716531411 -2.7359055445  0.6252016059                                                                                                                                 
C -0.9818889779  1.6984196868  0.7356276281                                                                                                                                 
C -1.0421517572 -0.537794502  1.7018076644                                                                                                                                  
H  8.0366687031 -2.1452929358 -1.3965063791                                                                                                                                 
H  5.9740851083 -2.9346723458 -0.2220663786                                                                                                                                 
N -1.8556654264  0.5512434137  1.0988247948                                                                                                                                 
O -2.9569193237  0.9016053856  1.8409656559                                                                                                                                 
C -4.5137189899  0.3891182843  0.5566742395                                                                                                                                 
C -1.5648554569  2.3766971475 -0.5051578492                                                                                                                                 
C -0.8298684105  2.7405874241  1.8562780599                                                                                                                                 
C -0.9155451857 -0.4422242728  3.2314982556                                                                                                                                 
C -1.6795865359 -1.8784908873  1.3335562773                                                                                                                                 
H -4.811129645 -0.2517045299  1.3786293283                                                                                                                                  
H -3.6068668253  0.1284604996  0.0117669742                                                                                                                                 
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H -4.7642973031  1.4396787333  0.6474176595                                                                                                                                 
H -1.6381161075  1.6590854464 -1.3280283581                                                                                                                                 
H -0.9540603772  3.2276249647 -0.8256116818                                                                                                                                 
H -2.5679152947  2.7443741757 -0.261503542                                                                                                                                  
H -0.291699866  2.3382416373  2.7165421949                                                                                                                                  
H -1.8295156116  3.0368747985  2.1837907091                                                                                                                                 
H -0.2812625348  3.6142286164  1.4888188186                                                                                                                                 
H -0.3433464492  0.4350472237  3.5389848044                                                                                                                                 
H -0.4139891429 -1.3321410315  3.6261360447                                                                                                                                 
H -1.9209787818 -0.3618042198  3.65217759                                                                                                                                   
H -1.7366181979 -1.9830512958  0.2457839853 
H -2.6932292807 -1.9072204868  1.748740688 
H -1.1143666955 -2.721724005  1.7450552213 
C -6.9691986512  0.0593670039 -0.3506152914 
C -7.9290264691 -0.3145519215 -1.2791607837 
C -7.5086570834 -0.8459095133 -2.4976883717 
C -6.1463958732 -0.9850525123 -2.7458544348 
C -5.2453220461 -0.5877414005 -1.765843124 
N -5.6644298978 -0.0809309999 -0.6046794435 
H -7.2182936289  0.4804086828  0.6195443372 
H -8.9802935538 -0.1902406836 -1.0479516551 
H -8.2360456044 -1.1474980291 -3.2440173496 
H -5.7790464943 -1.3934514093 -3.6798683807 
H -4.1673026431 -0.6648307725 -1.8848998824 
H  1.3798455951 -2.149194321  1.341992043 
H  1.5032469717  2.4295963006 -0.6359217724 
H  6.0969993222  1.620922598 -2.1893128829 
H  8.0981514151  0.1323969897 -2.3799952281 
 
 
AQ-Me-Pyridine Transition state (radical) 
C  0.6165326073  1.2511737919  0.1986082118 
C  0.32054352 -0.101740876  0.3749506237                                                                                                                                    
C  1.3184989191 -1.0621197195  0.3242196287 
C  2.6319337808 -0.6484994587  0.0924978789 
C  2.9290915424  0.7089882865 -0.0879837886 
C  1.9170665256  1.669892464 -0.0357047576                                                                                                                                  
C  4.3362619109  1.1657768085 -0.3399311407 
C  5.4021534037  0.1276807342 -0.3847393756 
C  5.1032547755 -1.2331909144 -0.2037118771 
C  3.7088472594 -1.6917081654  0.0404136404 
C  6.7199058139  0.5269917511 -0.6118683217 
C  7.7334552024 -0.4249745671 -0.657706284                                                                                                                                  
C  7.4362147924 -1.7782531138 -0.4777477554 
C  6.1246124535 -2.1830739785 -0.2514536607 
O  4.5752606238  2.3469326576 -0.4986691058 
O  3.4296323 -2.8650993159  0.1949441444                                                                                                                                    
C -0.6128197585  2.115748662  0.3108973689                                                                                                                                  
C -1.153682711 -0.3422750568  0.6202450884                                                                                                                                  
H  8.2304043875 -2.5165661066 -0.5141722129 
H  5.8708831846 -3.2283513328 -0.1089516546 
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N -1.6561975197  1.0607115131  0.4872713349 
O -2.8272128981  1.450059385  0.8346669924 
C -4.3194514119  0.5663656539  0.352681582 
C -0.9230207862  2.9040386511 -0.9635903909 
C -0.5866571562  3.0248383503  1.5435358079 
C -1.4254743425 -0.8495513038  2.0406107115 
C -1.7517905414 -1.2668198685 -0.4472503623 
H -4.20169799 -0.2650793498  1.030170899                                                                                                                                    
H -4.0205105627  0.4708841375 -0.6820818429 
H -4.9086153776  1.4185786469  0.656954991                                                                                                                                  
H -0.9441181078  2.2453710545 -1.8358327435 
H -0.1457705128  3.656549757 -1.1189833491                                                                                                                                  
H -1.8846782508  3.4143523837 -0.8646309179 
H -0.3971705456  2.4476982829  2.4521210119 
H -1.5348288824  3.5574319713  1.643340225 
H  0.218063976  3.7546130447  1.4247058481                                                                                                                                  
H -0.9798132904 -0.1845001161  2.7838327979 
H -0.9790525947 -1.8412502282  2.1511192807 
H -2.4974865979 -0.9321671907  2.2365185231 
H -1.6675960432 -0.819394422 -1.4414839399 
H -2.794688121 -1.5171905542 -0.2410415333 
H -1.1852071666 -2.201643758 -0.4498504039 
C -7.0506053232 -0.5454287925  0.7170395523 
C -8.2762780607 -1.128602433  0.4178045723 
C -8.5311579827 -1.5005782899 -0.9001630017 
C -7.5554993101 -1.2767228454 -1.8682331909 
C -6.3576942723 -0.6872766142 -1.4792304919 
N -6.1154224392 -0.3325485858 -0.2141987179 
H -6.8054474703 -0.2357510303  1.7305115023 
H -9.0088411119 -1.2836585876  1.2013072883 
H -9.4776916361 -1.9575479821 -1.1691141389 
H -7.7139747677 -1.5496800713 -2.905032481 
H -5.5682035394 -0.4906227937 -2.2009432537 
H  1.1267378644 -2.1236139194  0.4594250836 
H  2.1822265149  2.7142052496 -0.1785113103 
H  6.9277967734  1.5830919874 -0.7488240566 
H  8.7580199516 -0.1144098833 -0.8337335277 
 
AQ-BF3-Me (radical) 
C -7.1352472878  0.7769159552 -0.5559329065 
C -6.2921310143  1.6743407504 -1.2184319384 
C -4.9168948927  1.4758213269 -1.2037940184 
C -4.3844648055  0.3746706838 -0.5300440224 
C -2.9155609081  0.165512538 -0.5146843407 
C -2.3867703895 -1.059779755  0.1707620163 
C -1.0054776312 -1.240902345  0.117998982 
C -0.4455001732 -2.3549188518  0.7328718106 
C -1.2297951134 -3.3015657187  1.3696445707 
C -2.6566825204 -3.1866187771  1.3940430152 
C -3.2249396024 -1.9896293144  0.8113749256 
C -4.6869962048 -1.7087337401  0.8788645464 
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C -5.224165852 -0.5244245809  0.1329136333 
C -6.6052712644 -0.3161026653  0.1206458037 
C -0.3481399718 -4.4149739429  1.9199947903 
N  0.9854095864 -3.742055886  1.8399649502 
C  1.0133052942 -2.7350568593  0.7522156128 
O -5.4658032699 -2.3931195522  1.5245392249 
O -2.1584589301  0.953882865 -1.0517256034 
O  2.0197709203 -4.6835186064  1.7046325057 
C  2.9428174479 -4.5501173571  2.7750779611 
H -8.2091424601  0.9340645608 -0.5682813695 
H -6.7116316174  2.5266792163 -1.7431931831 
H -4.2362620818  2.1564505212 -1.7045948142 
H -0.4039428105 -0.49980078 -0.3991485377 
C -3.4381166067 -4.2446896702  1.8961031326 
H -7.2406922108 -1.0213946964  0.6451280671 
C -0.4446082736 -5.6937565365  1.068691578 
C -0.5642012161 -4.7495316603  3.4015518999 
C  1.4458230607 -3.2759980812 -0.6202057553 
C  1.9264996505 -1.5771440852  1.1588606312 
H  3.4179247101 -3.5640414032  2.7676257071 
H  3.695579438 -5.3247491049  2.613777401 
H  2.4506734116 -4.7012010293  3.7408544629 
B -3.3320643196 -4.6142463042 -1.1582027142 
H -4.5142933739 -4.2029988484  1.9095345976 
H -2.9548933372 -5.1357557447  2.266328873 
H -0.3249306645 -5.4857575885  0.0041150931 
H -1.4168893465 -6.1725834771  1.2078617757 
H  0.3359888999 -6.3931618802  1.3752449775 
H -0.5781029726 -3.8346304331  3.9985407082 
H  0.2719655427 -5.3718976694  3.7350233368 
H -1.4814678377 -5.3115553755  3.5852358042 
H  0.7729526076 -4.0533532712 -0.985585916 
H  2.4565070107 -3.6858775095 -0.5580977793 
H  1.4396148138 -2.4571054614 -1.3461903762 
H  1.6455449313 -1.2004960099  2.1452354914 
H  1.8665255552 -0.7608862554  0.4320927159 
H  2.9666654934 -1.9163526497  1.1902065479 
F -2.2213322592 -4.027366345 -1.5586105847 
F -4.4752902475 -3.9605453523 -1.1981507547 
F -3.3079669071 -5.8814232426 -0.7938625353 
 
AQ-BF3-Me-Pyridine transition state (radical) 
C -7.459087872 -0.1852848423 -0.8280663193                                                                                                                                  
C -6.8567281627  0.6872993837 -1.7407715872 
C -5.4758228362  0.8428969365 -1.7500470376 
C -4.6940045186  0.1101160538 -0.8538678382 
C -3.2143652052  0.2505145908 -0.8723536193 
C -2.4152158224 -0.7533567321 -0.0952014288 
C -1.0448422682 -0.7927714218 -0.3471654265 
C -0.3060604276 -1.7805463114  0.2765523498 
C -0.9022172293 -2.7324404429  1.1030864647 
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C -2.2846301752 -2.7328345035  1.3701414685 
C -3.0214607775 -1.6710341416  0.779103201 
C -4.4750319551 -1.4728488877  1.0867530599 
C -5.2973167067 -0.7536210262  0.064181889                                                                                                                                  
C -6.6845801292 -0.8939126548  0.083943639 
C  0.1298968589 -3.7114861221  1.6513093646 
N  1.3753952974 -3.126278646  1.054200892                                                                                                                                   
C  1.1730789112 -2.0022057155  0.1075117499 
O -4.9799596056 -1.7891959704  2.1453410214 
O -2.66227156  1.1085154066 -1.5400470987 
O  2.5293487905 -3.6887895149  1.0660837388 
C  3.1977068235 -4.5436144145  2.5678731855 
H -8.5375923707 -0.3088854989 -0.8307001178 
H -7.4693547437  1.2424318109 -2.4441692                                                                                                                                    
H -4.9819716558  1.5174376006 -2.4420041555 
H -0.6101808244 -0.0684132451 -1.0293570394 
C -2.9708771767 -3.8732733749  2.0208899227 
H -7.1275556685 -1.5679012343  0.8094779609 
C -0.0156478649 -5.1441069312  1.1231385991 
C  0.2076395452 -3.631718391  3.187261573                                                                                                                                   
C  1.5397471269 -2.4549732482 -1.3100742298 
C  2.0271817734 -0.8146298053  0.5552194811 
H  2.9785717799 -3.6925956837  3.1956449791 
H  4.1433931768 -4.6043110558  2.0490567425 
H  2.5007445413 -5.3629549886  2.4937428596 
B -3.6571593429 -4.7947781678  0.800304459                                                                                                                                  
H -3.7710143672 -3.5573792099  2.6858214503 
H -2.2889276462 -4.5197984743  2.573760325                                                                                                                                  
H -0.1518294082 -5.1413089431  0.0403993186 
H -0.9040591478 -5.6142155214  1.5434393536 
H  0.8663792114 -5.739992647  1.377950781 
H  0.6504000749 -2.680198306  3.4979157725 
H  0.7792291934 -4.4591314347  3.6172646015 
H -0.8017856974 -3.6772127691  3.5968586617 
H  0.9359082621 -3.3162619843 -1.6062704483 
H  2.600265125 -2.7137791055 -1.3653065758 
H  1.3340916996 -1.6363660859 -2.0044714091 
H  1.7624022748 -0.5099787584  1.5714548463 
H  1.8447516811  0.0300529394 -0.1140449565 
H  3.0889267258 -1.0738597271  0.5127391154 
F -2.6399816337 -5.1912758954 -0.1080458799 
F -4.6057800371 -4.0143276403  0.1088298945 
F -4.2503132926 -5.9286539408  1.3657550274 
N  4.005779845 -5.4548282731  4.1588712398 
C  5.1983905996 -5.0745884014  4.6242645466 
H  5.7027138763 -4.2846980781  4.0728592786 
C  5.7677423292 -5.653656196  5.752074928 
H  6.7383932967 -5.3209713694  6.1008377304 
C  5.0631794438 -6.6587288998  6.4110100019 
H  5.4783398786 -7.1312837512  7.2950087487 
C  3.8194742221 -7.0489819533  5.9218017237 
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H  3.2382469103 -7.8257602055  6.4046660499 
C  3.3250699758 -6.416935974  4.7862549853 
H  2.3590268788 -6.6841682046  4.3638373858 
 
AQ-BF3-NO radical anion 
C -7.0479733083  0.4162185825 -1.0595347312 
C -6.2231323601  1.3871272561 -1.6388365104 
C -4.8571270376  1.3836288224 -1.3831278253 
C -4.3117506757  0.396302826 -0.5587833664 
C -2.84313737  0.3639084261 -0.3011507582                                                                                                                                   
C -2.2849503874 -0.8691172054  0.3293526807 
C -0.9009829853 -1.0269974103  0.2981992306 
C -0.3707059652 -2.213796039  0.7744915895                                                                                                                                  
C -1.1864349002 -3.2506192949  1.2360239857 
C -2.5898358928 -3.1276073876  1.2782851996 
C -3.1149620593 -1.8786516462  0.8568410185 
C -4.5696755438 -1.5661025155  0.9887892973 
C -5.1375437591 -0.5641414095  0.0281689737 
C -6.5108060122 -0.5487742412 -0.2148435189 
C -0.3427172652 -4.4421478816  1.6663091592 
N  1.0262213676 -3.8953579403  1.450980796 
C  1.0936137037 -2.5652313706  0.8219328809 
O -5.2815673623 -2.0013532191  1.873112127                                                                                                                                  
O -2.1263108405  1.2882882256 -0.6533477097 
O  2.0700593312 -4.57793703  1.6738667834                                                                                                                                   
H -8.1132455771  0.4167423125 -1.2708645224 
H -6.6511301978  2.1420815734 -2.2916957614 
H -4.1925022221  2.1264444892 -1.8128037328 
H -0.2843677753 -0.2309421131 -0.1086312705 
C -3.486965054 -4.2789161244  1.5607027613                                                                                                                                  
H -7.1264756544 -1.3077378733  0.256459034                                                                                                                                  
C -0.5024802707 -5.6854823569  0.7842275843 
C -0.4631077735 -4.7871101581  3.1554137912 
C  1.7187024609 -2.6837311435 -0.5725894222 
C  1.9113397672 -1.6219582478  1.7073111665 
B -4.1437506541 -4.8201609188  0.1281770689 
H -4.3095768213 -4.0019667678  2.2181112335 
H -2.9448927263 -5.1089275222  2.0139372015 
H -0.4487095942 -5.4140918779 -0.2728201996 
H -1.471308184 -6.16044801  0.9407448135                                                                                                                                    
H  0.3036880962 -6.3845928522  1.027456313                                                                                                                                  
H -0.3607814689 -3.8834691066  3.7639181373 
H  0.3394722963 -5.4832455609  3.4165160206 
H -1.4259935977 -5.2502510586  3.3751335351 
H  1.1215869363 -3.3483703616 -1.2024611707 
H  2.731068145 -3.0884017513 -0.4827058799 
H  1.763690505 -1.6988156711 -1.0475892405 
H  1.4515039436 -1.5339527442  2.6955446381 
H  1.9593773575 -0.6277662805  1.2525839285 
H  2.925389902 -2.0164658705  1.8193728352 
F -3.1133565818 -5.2493385647 -0.7428029902 
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F -4.8569294162 -3.7669491053 -0.5029785752 
F -5.0140965179 -5.8935858814  0.3919734009 
 
AQ-BF3-NO neutral 
C -7.0705673232  0.5130600985 -0.9988480409 
C -6.2345797553  1.4803781838 -1.5663507403 
C -4.8652378677  1.4423879108 -1.3333448248 
C -4.3293801465  0.4231635053 -0.5425749676 
C -2.8659897578  0.3635499719 -0.3072656482 
C -2.3151972817 -0.8819912468  0.3288490402 
C -0.9289184313 -1.0326876551  0.2952193146 
C -0.407151634 -2.2140496435  0.7833736867 
C -1.2228599008 -3.2396121732  1.2625334261 
C -2.6241479806 -3.1285420591  1.295888892 
C -3.1479474793 -1.8815833009  0.8534245132 
C -4.6166211037 -1.5848675854  0.9479757441 
C -5.1662783785 -0.5388833708  0.0313732821 
C -6.542180454 -0.4869643583 -0.1896226029                                                                                                                                  
C -0.4072866059 -4.4281752089  1.7342933839 
N  0.9920675521 -3.9038650775  1.4870593371 
C  1.0520831265 -2.5702279592  0.7922153569 
O -5.3387917071 -2.0986628668  1.7773212065 
O -2.1175844264  1.2570738315 -0.6627043226 
O  1.9646129004 -4.4940190045  1.8040953295 
H -8.1386634044  0.5438384799 -1.1893666158 
H -6.6564178012  2.2614501245 -2.1906905385 
H -4.1941759725  2.183642438 -1.7549078335                                                                                                                                  
H -0.3197759317 -0.2363333664 -0.1214733262 
C -3.4840184793 -4.3048846776  1.518647155 
H -7.1714392691 -1.2406396451  0.2716182245 
C -0.4918365348 -5.7225343679  0.9026392607 
C -0.4876661008 -4.6994932207  3.245125846                                                                                                                                  
C  1.6190786249 -2.8390526522 -0.6125030125 
C  1.9510155193 -1.64635493  1.6147242018                                                                                                                                   
B -3.8865531194 -4.8469108565 -0.0258729446 
H -4.407003343 -4.0726016161  2.0416273171 
H -2.9720064033 -5.1142301488  2.0407698176 
H -0.3978282146 -5.5133585472 -0.1640137433 
H -1.4825831106 -6.1551466215  1.0391421579 
H  0.2758948648 -6.4227399141  1.2434375136 
H -0.2895748049 -3.7881817123  3.8155132421 
H  0.2160561524 -5.4846594447  3.5313314705 
H -1.5028544356 -5.0268421152  3.470791975 
H  0.9802220061 -3.5300709726 -1.1672784521 
H  2.6396204271 -3.2258901033 -0.5501045391 
H  1.6263980074 -1.8838138487 -1.1425561022 
H  1.5608958964 -1.5212125084  2.6276783406 
H  1.9502473086 -0.6691375409  1.1267177848 
H  2.9749303248 -2.0256878793  1.6496123239 
F -2.6842598401 -5.0449236412 -0.7626288524 
F -4.64971643 -3.8534736837 -0.6626714932 
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F -4.5795992816 -6.05000902  0.0781494566 
 

Solvent Phase Structure Cartesian Coordinates and Free Energies 
AQ-NO singlet anion 
G = -1052.802338 H 
C  0.6098448143  1.2475474061  0.1061418982 
C  0.3080444666 -0.1054217491  0.3152183202 
C  1.3104260152 -1.0646231621  0.2942455422 
C  2.6327687223 -0.6660034777  0.061817631 
C  2.9352071109  0.6919769928 -0.1521474694 
C  1.9159048114  1.6521288862 -0.1302279888 
C  4.3324687475  1.1370772493 -0.4036595073 
C  5.4059201764  0.0964093998 -0.425008071 
C  5.1051978599 -1.2560839403 -0.2077403454 
C  3.7009846695 -1.7015395649  0.048481034 
C  6.7254048811  0.4853099949 -0.664111993 
C  7.7397533991 -0.4670651645 -0.6863170547 
C  7.4403472149 -1.8143357834 -0.468685625 
C  6.1269325574 -2.2073793145 -0.2302070886 
O  4.6048362979  2.3133844787 -0.5874221961 
O  3.4494327535 -2.8811615746  0.2404278998 
C -0.6455096581  2.0744526501  0.2219489213 
C -1.1687783622 -0.2659323344  0.5752475286 
H  8.2325901725 -2.5564281382 -0.4857720083 
H  5.8767742593 -3.2494386602 -0.0595261973 
N -1.6947249934  1.0279202763  0.0544973331 
O -2.9220241864  1.3830789552  0.595341511 
C -0.7948294995  3.0984280112 -0.9035704918 
C -0.6918086494  2.8127934394  1.57260953 
C -1.4385865578 -0.5086563204  2.0712853684 
C -1.7977707746 -1.4051000991 -0.2286145728 
H -0.7190098652  2.6078695458 -1.8790332638 
H -0.0349101861  3.886108968 -0.8400153342 
H -1.784039965  3.561556501 -0.8269361803 
H -0.4030320941  2.1706077061  2.4083822034 
H -1.7216609089  3.1439883942  1.7330719602 
H -0.0178658333  3.6770050892  1.5606192769 
H -0.9056463216  0.200012232  2.7097377661 
H -1.1302849976 -1.5214645571  2.3551821071 
H -2.5109924325 -0.3846007656  2.2435603546 
H -1.5634772404 -1.2969997392 -1.292064392 
H -2.8850036985 -1.3553919697 -0.107710591 
H -1.4512522743 -2.3866784405  0.1156716833 
H  1.0971839517 -2.1182819681  0.4535819511 
H  2.1699909626  2.69521462 -0.2984478396 
H  6.9401601785  1.5359720002 -0.8304473097 
H  8.7647154764 -0.1616180729 -0.8726343006 
 
AQ-NO triplet anion 
G = -1052.839037 H 
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C -6.1107577405  1.9926353538 -0.0359244503 
C -6.1057568344  0.5784904141 -0.014791921 
C -4.9081604896 -0.1050430092  0.0114734982 
C -3.6729639909  0.5840049515  0.0177936988 
C -3.6779901832  2.0052992042 -0.0034469776 
C -4.9180273593  2.6850994285 -0.0302218686 
C -2.4401970145  2.780418654  0.0016129758 
C -1.1950916845  2.0157003776  0.0297181383 
C -1.1900576192  0.5921559677  0.0509929058 
C -2.4297215708 -0.181845284  0.0458905536 
C  0.0350601033  2.7154846406  0.0357660137 
C  1.2208557798  2.01985638  0.0620106457 
C  1.2258554682  0.6060493161  0.0831394071 
C  0.0450108517 -0.0984194813  0.0778180206 
O -2.4431886708  4.0374612019 -0.0171608547 
O -2.4238218648 -1.4388779786  0.064641305 
C  2.6240120341  2.5781572101  0.0723615089 
N  3.41291867  1.3211274377  0.1014985918 
C  2.6329233041  0.0582422318  0.1100226503 
O  4.6809348438  1.32585482  0.1177924539 
H -7.0543738764  2.5307165766 -0.0566115829 
H -7.0455424144  0.0333724429 -0.019291727 
H -4.8815513207 -1.19052959  0.0279958982 
H -4.8990959935  3.7707559888 -0.0461467528 
H  0.0060117768  3.8020608521  0.0191358017 
H  0.0236479802 -1.1851855862  0.0936695817 
C  2.9292832715  3.4033955071  1.3244096886 
C  2.9628812008  3.3660584073 -1.1949751748 
C  2.9438873166 -0.727031382  1.3861424128 
C  2.9774920228 -0.7647649554 -1.1332363702 
H  2.6924453914  2.8360276135  2.2293614672 
H  2.3294836956  4.3185962922  1.3191943242 
H  3.9888052878  3.6761528481  1.3416034785 
H  2.7502773977  2.77189303 -2.0886819269 
H  4.0225429827  3.6387808965 -1.1918572824 
H  2.3633400251  4.2806438442 -1.2330465736 
H  2.7029424575 -0.1345624296  2.2737585524 
H  4.0053099226 -0.9916528145  1.4113734866 
H  2.3505758401 -1.6461983716  1.4083399519 
H  2.7607821398 -0.199094706 -2.0442789781 
H  2.3844419226 -1.6842992859 -1.1438922263 
H  4.0390569409 -1.0297670146 -1.1220823442 
 
AQ-NO open-shell singlet anion 
G = -1052.837980 H 
C -6.1107577405  1.9926353538 -0.0359244503 
C -6.1057568344  0.5784904141 -0.014791921 
C -4.9081604896 -0.1050430092  0.0114734982 
C -3.6729639909  0.5840049515  0.0177936988 
C -3.6779901832  2.0052992042 -0.0034469776 
C -4.9180273593  2.6850994285 -0.0302218686 
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C -2.4401970145  2.780418654  0.0016129758 
C -1.1950916845  2.0157003776  0.0297181383 
C -1.1900576192  0.5921559677  0.0509929058 
C -2.4297215708 -0.181845284  0.0458905536 
C  0.0350601033  2.7154846406  0.0357660137 
C  1.2208557798  2.01985638  0.0620106457 
C  1.2258554682  0.6060493161  0.0831394071 
C  0.0450108517 -0.0984194813  0.0778180206 
O -2.4431886708  4.0374612019 -0.0171608547 
O -2.4238218648 -1.4388779786  0.064641305 
C  2.6240120341  2.5781572101  0.0723615089 
N  3.41291867  1.3211274377  0.1014985918 
C  2.6329233041  0.0582422318  0.1100226503 
O  4.6809348438  1.32585482  0.1177924539 
H -7.0543738764  2.5307165766 -0.0566115829 
H -7.0455424144  0.0333724429 -0.019291727 
H -4.8815513207 -1.19052959  0.0279958982 
H -4.8990959935  3.7707559888 -0.0461467528 
H  0.0060117768  3.8020608521  0.0191358017 
H  0.0236479802 -1.1851855862  0.0936695817 
C  2.9292832715  3.4033955071  1.3244096886 
C  2.9628812008  3.3660584073 -1.1949751748 
C  2.9438873166 -0.727031382  1.3861424128 
C  2.9774920228 -0.7647649554 -1.1332363702 
H  2.6924453914  2.8360276135  2.2293614672 
H  2.3294836956  4.3185962922  1.3191943242 
H  3.9888052878  3.6761528481  1.3416034785 
H  2.7502773977  2.77189303 -2.0886819269 
H  4.0225429827  3.6387808965 -1.1918572824 
H  2.3633400251  4.2806438442 -1.2330465736 
H  2.7029424575 -0.1345624296  2.2737585524 
H  4.0053099226 -0.9916528145  1.4113734866 
H  2.3505758401 -1.6461983716  1.4083399519 
H  2.7607821398 -0.199094706 -2.0442789781 
H  2.3844419226 -1.6842992859 -1.1438922263 
H  4.0390569409 -1.0297670146 -1.1220823442 
 
AQ-NO radical 
G = -1052.723378 H 
C -6.130916885  1.9839633626 -0.036369304 
C -6.1259767569  0.5870009713 -0.0154892281 
C -4.919994146 -0.1066477876  0.0113391898 
C -3.7117442562  0.5928713247  0.0174102303 
C -3.7167066898  1.996150113 -0.0035650709 
C -4.9298720535  2.6866142559 -0.0304112368 
C -2.4418119856  2.7713602216  0.0023035891 
C -1.1601682738  2.0069056981  0.0307863183 
C -1.1551973462  0.6012246827  0.0517977045 
C -2.4314006496 -0.1727828868  0.0463144632 
C  0.0434211016  2.7166951351  0.0362246232 
C  1.2381636852  2.0122709164  0.0625645724 
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C  1.2431092709  0.6137701921  0.0834683406 
C  0.0533802727 -0.0995568756  0.078319484 
O -2.4455919573  3.990945004 -0.0156212495 
O -2.4265549503 -1.3923549971  0.0648345439 
C  2.6367500354  2.5771038141  0.0726155875 
N  3.425935413  1.3211859413  0.1022921931 
C  2.6456534904  0.0593933792  0.1102501604 
O  4.6922937087  1.3259114038  0.1188358893 
H -7.0724538213  2.5236182971 -0.0572829029 
H -7.0636720413  0.040317955 -0.020165272 
H -4.8993502868 -1.1914600378  0.0278071696 
H -4.9169011331  3.7715529077 -0.0463750204 
H  0.0207436781  3.8027311904  0.01975258 
H  0.0383844246 -1.185733245  0.0943165958 
C  2.9306361587  3.4043735359  1.3255955907 
C  2.9641668262  3.365827497 -1.196819365 
C  2.9452489648 -0.7279564917  1.3873665881 
C  2.9787751863 -0.7645853968 -1.1350773745 
H  2.6945633169  2.8375065538  2.2308769129 
H  2.3310246136  4.3194556141  1.3159022615 
H  3.9893768116  3.6779094743  1.3430191766 
H  2.7519348912  2.7715193544 -2.0903272615 
H  4.0231212025  3.6390853367 -1.1944799991 
H  2.3649202178  4.2805668342 -1.2309778689 
H  2.7050808745 -0.1359663799  2.2753248398 
H  4.0058948325 -0.9933591828  1.4128451702 
H  2.3521215678 -1.6471347352  1.4050939114 
H  2.7624473346 -0.1987629614 -2.0459276668 
H  2.3860114799 -1.6841488316 -1.1418199473 
H  4.0396338733 -1.0301611574 -1.1246789182 
 
1,2,5,8-THAQ-NO singlet anion 
G = -1353.6269 H 
C -3.9193737818  2.7450037137 -0.0302420633 
C -3.9051664937  1.3695737405  0.0126539548 
C -2.6840687691  0.6516215042  0.0408281439 
C -1.4776772014  1.3621857519  0.0041989739 
C -1.4917668093  2.7951932771 -0.0371795815 
C -2.7147472264  3.4859673485 -0.0437869709 
C -0.2460548736  3.5371707889 -0.0623624403 
C  1.0261351567  2.8022586899 -0.0655211825 
C  1.0508719613  1.3895484178 -0.0285941886 
C -0.2151784669  0.6265865597  0.0191320945 
C  2.2333808313  3.5066079745 -0.1063031768 
C  3.4574975196  2.8052785397 -0.1133654975 
C  3.4676688633  1.4196569808 -0.0779223038 
C  2.26363933  0.7134474691 -0.0346479818 
O -0.2315952547  4.7953168953 -0.084161813 
O -0.1891629097 -0.615426067  0.0697925644 
C -5.3384540698  3.2586623462  0.0008708429 
C -5.3131438539  0.8310382636  0.0834245694 
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O -2.7301262569 -0.6842154932  0.1076432429 
O -2.7962988354  4.8225452863 -0.0546019874 
O  2.3321656945  4.8481508398 -0.1413874225 
O  4.615781856  3.4961875893 -0.1544736618 
H  4.4215844227  0.9022373134 -0.0843647644 
H  1.4129405084  5.2069084574 -0.1291187475 
H  4.4181132336  4.4461476317 -0.1752712684 
H  2.2637216066 -0.3704988156 -0.0058164776 
H -1.7905876515 -0.9986296391  0.1119794455 
H -1.8785912701  5.1759797433 -0.0659341801 
N -6.0919920333  2.0232001486 -0.3601666615 
O -7.4015226344  2.0265338619  0.0972687244 
C -5.6442994467  4.316313287 -1.0637877618 
C -5.6776538838  3.8306695478  1.3881870929 
C -5.6338601582  0.3501127713  1.5100679146 
C -5.601668492 -0.3047525739 -0.9020569957 
H -5.2754210184  3.9926534072 -2.0426159925 
H -5.2067117985  5.2880836128 -0.819613691 
H -6.7333989642  4.4142101277 -1.1239967075 
H -5.3940508184  3.151163632  2.195904111 
H -6.7606297713  3.9734633679  1.4310255164 
H -5.1650116101  4.7859186421  1.5426414797 
H -5.3400328374  1.0797921493  2.2688624086 
H -5.1173816876 -0.5924534057  1.7196663143 
H -6.7162245659  0.208825705  1.5746891762 
H -5.2472852323 -0.0422749899 -1.9041810954 
H -6.6885436883 -0.4320961257 -0.9450060684 
H -5.1386486191 -1.2462582731 -0.5948158867 
 
1,2,5,8-THAQ-NO triplet anion 
G = -1353.67933 H 
C -3.9058481954  2.7635972747  0.0879188656 
C -3.8950410671  1.3612764979  0.1325061313 
C -2.7032690785  0.6499417208  0.1226091725 
C -1.4771116861  1.3671710978  0.0660132708 
C -1.4888218984  2.7980793045  0.0205480065 
C -2.7299059877  3.4944222923  0.0323276068 
C -0.2569396034  3.5317741949 -0.0367830765 
C  0.9829272799  2.7979516063 -0.0473608115 
C  1.0081473721  1.3767951906 -0.002572525 
C -0.2337894816  0.6270164625  0.0555283545 
C  2.2082508695  3.502466374 -0.1035707245 
C  3.4158564395  2.8124211133 -0.1146716092 
C  3.433110233  1.4116455789 -0.0703096912 
C  2.2441025334  0.7051640735 -0.0150292594 
O -0.2462231528  4.8307356055 -0.0786285456 
O -0.2287189771 -0.6468154321  0.0961541776 
C -5.3117743558  3.3111111428  0.1088241258 
C -5.2901601953  0.7913078115  0.1889690706 
O -2.7133181047 -0.6961207677  0.16600871 
O -2.7783501644  4.8453643684 -0.009528036 
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O  2.2645319444  4.8528491821 -0.1483194561 
O  4.5868562984  3.503018445 -0.1689493691 
H  4.3922344307  0.9026907567 -0.080364422 
H  1.3033287166  5.1513567407 -0.1314264854 
H  4.3745272669  4.4490714802 -0.1934161429 
H  2.2448430143 -0.3788502723  0.0196479706 
H -1.7319147466 -0.9548016208  0.1473420385 
H -1.8280395725  5.1465320393 -0.0453231673 
N -6.0850644242  2.0449892345  0.1704833108 
O -7.3523519574  2.035938924  0.2052334443 
C -5.6792621383  4.0721573081 -1.1674564721 
C -5.6105557017  4.1528724876  1.3518880144 
C -5.5745098101  0.0241295811  1.4829006505 
C -5.643473255 -0.0567776727 -1.0356094079 
H -5.4718421282  3.4635014276 -2.0528450519 
H -5.0936544106  4.9930731418 -1.2267825182 
H -6.7440555875  4.3236370605 -1.1514281584 
H -5.3539651955  3.6018739853  2.2618113611 
H -6.6751353664  4.4044383714  1.3778807882 
H -5.0244040965  5.0748060112  1.3200978891 
H -5.3314926982  0.6368409346  2.3563180938 
H -4.9684401502 -0.8850566534  1.5099775355 
H -6.6335578619 -0.2481193478  1.5242235256 
H -5.449436499  0.4981527226 -1.9585008423 
H -6.7027700296 -0.3290326125 -1.0015303736 
H -5.0383488209 -0.9669871653 -1.0372659686 
 
1,2,5,8-THAQ-NO open-shell singlet anion 
G = -1353.678270 H 
C -3.9058481954  2.7635972747  0.0879188656 
C -3.8950410671  1.3612764979  0.1325061313 
C -2.7032690785  0.6499417208  0.1226091725 
C -1.4771116861  1.3671710978  0.0660132708 
C -1.4888218984  2.7980793045  0.0205480065 
C -2.7299059877  3.4944222923  0.0323276068 
C -0.2569396034  3.5317741949 -0.0367830765 
C  0.9829272799  2.7979516063 -0.0473608115 
C  1.0081473721  1.3767951906 -0.002572525 
C -0.2337894816  0.6270164625  0.0555283545 
C  2.2082508695  3.502466374 -0.1035707245 
C  3.4158564395  2.8124211133 -0.1146716092 
C  3.433110233  1.4116455789 -0.0703096912 
C  2.2441025334  0.7051640735 -0.0150292594 
O -0.2462231528  4.8307356055 -0.0786285456 
O -0.2287189771 -0.6468154321  0.0961541776 
C -5.3117743558  3.3111111428  0.1088241258 
C -5.2901601953  0.7913078115  0.1889690706 
O -2.7133181047 -0.6961207677  0.16600871 
O -2.7783501644  4.8453643684 -0.009528036 
O  2.2645319444  4.8528491821 -0.1483194561 
O  4.5868562984  3.503018445 -0.1689493691 
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H  4.3922344307  0.9026907567 -0.080364422 
H  1.3033287166  5.1513567407 -0.1314264854 
H  4.3745272669  4.4490714802 -0.1934161429 
H  2.2448430143 -0.3788502723  0.0196479706 
H -1.7319147466 -0.9548016208  0.1473420385 
H -1.8280395725  5.1465320393 -0.0453231673 
N -6.0850644242  2.0449892345  0.1704833108 
O -7.3523519574  2.035938924  0.2052334443 
C -5.6792621383  4.0721573081 -1.1674564721 
C -5.6105557017  4.1528724876  1.3518880144 
C -5.5745098101  0.0241295811  1.4829006505 
C -5.643473255 -0.0567776727 -1.0356094079 
H -5.4718421282  3.4635014276 -2.0528450519 
H -5.0936544106  4.9930731418 -1.2267825182 
H -6.7440555875  4.3236370605 -1.1514281584 
H -5.3539651955  3.6018739853  2.2618113611 
H -6.6751353664  4.4044383714  1.3778807882 
H -5.0244040965  5.0748060112  1.3200978891 
H -5.3314926982  0.6368409346  2.3563180938 
H -4.9684401502 -0.8850566534  1.5099775355 
H -6.6335578619 -0.2481193478  1.5242235256 
H -5.449436499  0.4981527226 -1.9585008423 
H -6.7027700296 -0.3290326125 -1.0015303736 
H -5.0383488209 -0.9669871653 -1.0372659686 
 
1,2,5,8-THAQ-NO radical 
G = -1353.547363 H 
C -3.923652785  2.7499316139  0.0887912468 
C -3.9091362856  1.3750207317  0.1324579249 
C -2.6944890126  0.6539155381  0.1222445918 
C -1.4935715665  1.3685374397  0.0663992618 
C -1.5076039495  2.7962040785  0.0210196134 
C -2.7243081167  3.4919640785  0.032110455 
C -0.2530089066  3.5403115371 -0.0372722784 
C  1.015248518  2.8046341483 -0.0485196033 
C  1.038587369  1.3903624457 -0.0037900299 
C -0.22416  0.6292199425  0.0552790629 
C  2.2229972706  3.506381561 -0.1041986632 
C  3.4473686931  2.8013972109 -0.1151784846 
C  3.4545945797  1.4163797634 -0.0709291097 
C  2.2495017346  0.7124101859 -0.0152748475 
O -0.2502874571  4.793024336 -0.0774888818 
O -0.2102632281 -0.6101227092  0.0946354956 
C -5.3255361848  3.3078455406  0.1093436793 
C -5.2978573405  0.7898967395  0.1892795956 
O -2.7519345042 -0.6822721955  0.1666340798 
O -2.8188252226  4.8273070071 -0.0080572294 
O  2.3298718797  4.8452518283 -0.1501518445 
O  4.6050767383  3.4872079452 -0.1689721345 
H  4.4070873016  0.8966494523 -0.0803922508 
H  1.4211419131  5.220866346 -0.137316354 
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H  4.4155296712  4.4388836303 -0.1942865089 
H  2.2493874562 -0.3713941459  0.0195010458 
H -1.8156301891 -1.0063751331  0.1513045866 
H -1.9056289364  5.1905103487 -0.0447118828 
N -6.095603908  2.0407422696  0.1711455927 
O -7.3607536913  2.0280093533  0.2060339018 
C -5.6884697355  4.0671969111 -1.1692199568 
C -5.6192657612  4.1482014416  1.3545750059 
C -5.571731584  0.0233885955  1.4857616272 
C -5.6409716397 -0.0574270818 -1.0386061982 
H -5.4677536028  3.464600278 -2.0552339837 
H -5.1240073458  5.001041829 -1.2227528608 
H -6.7575734907  4.2972361833 -1.155447495 
H -5.3493393221  3.6031978353  2.2639564799 
H -6.687921445  4.3787760383  1.3846390241 
H -5.0543449935  5.0825534065  1.3172177051 
H -5.3160563861  0.631675023  2.3584213163 
H -4.9834492124 -0.8969257743  1.5071807151 
H -6.6343852266 -0.2311806863  1.531177871 
H -5.4344066883  0.4933067044 -1.9610690821 
H -6.70409166 -0.3124266121 -1.009462152 
H -5.0532037471 -0.9783049801 -1.0332380466 
 
1,4,5-TAAQ-NO singlet anion 
G = -1218.792343 H 
C -5.3002078319  2.7445603644 -0.0399255825 
C -5.2748728799  1.3612305393 -0.072359345 
C -4.0479964504  0.6572036468 -0.0939385654 
C -2.8369252373  1.4152924992 -0.0491137479 
C -2.9080808394  2.8302937511  0.0026085515 
C -4.1244018096  3.497533217  0.0030134327 
C -1.6735076428  3.6617984847  0.055284845 
C -0.366470323  2.9988393386  0.0597915719 
C -0.2926074641  1.5638138213 -0.0080049254 
C -1.5266338973  0.7544255725 -0.0768805208 
C  0.8044393285  3.7754802578  0.1466794106 
C  0.9593707623  0.9230544687  0.0110650219 
C  2.0540580904  3.0950125469  0.1834434322 
C  2.1247567216  1.7357310739  0.1177747667 
O -1.7809282906  4.8937333881  0.1006712151 
O -1.4462652665 -0.4880974063 -0.153583559 
C -6.7225977506  3.242617915 -0.0914593724 
C -6.6900074347  0.8187748793 -0.1352884497 
N -4.0639346648 -0.7060445599 -0.1308215954 
H -4.1380999449  4.581908154  0.0373113357 
N  0.8286134165  5.1403754065  0.1671881637 
H  2.964164594  3.6848296323  0.2580841869 
H  3.0939673158  1.2434688031  0.139594698 
H -0.04506112  5.63398199  0.2825675871 
H  1.691295635  5.5965346208  0.4243216453 
N  1.1588044265 -0.4286037431 -0.103255502 
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H -4.9300383297 -1.1704492521 -0.3523381469 
H -3.1916814675 -1.190520233 -0.2831864372 
H  0.3544560387 -1.0310896142 -0.0053145757 
H  2.0621622995 -0.785784847  0.1722646764 
N -7.470753122  2.0205719325  0.2946707052 
O -8.7872357884  2.0087358911 -0.1437559906 
C -7.0559355703  3.7824265668 -1.4940874139 
C -7.0101563142  4.3373626719  0.9380559591 
C -7.0211625742 -0.2798044026  0.8854269111 
C -7.0446186402  0.318834024 -1.5486710463 
H -6.7754803326  3.0799963914 -2.283001542 
H -6.5291338681  4.7265650802 -1.6746220836 
H -8.1356855199  3.944064857 -1.5502057764 
H -6.7121654767  4.0070298395  1.9382713398 
H -8.087165463  4.5361269625  0.9460084108 
H -6.4847402429  5.2696429735  0.6995640867 
H -6.5740932852 -0.0538767198  1.8585552589 
H -6.7085905426 -1.2838030896  0.5765879012 
H -8.1107672593 -0.2842362104  0.9966452023 
H -6.6871349048  0.995487923 -2.3289690594 
H -8.136028753  0.2678375919 -1.6086546673 
H -6.6185523265 -0.6726869985 -1.7427824112 
 
1,4,5-TAAQ-NO triplet anion 
G = -1218.820115 H 
C -5.285844656  2.7599451957 -0.1417364474 
C -5.266219901  1.3560915972 -0.1702866884 
C -4.0566752433  0.656732372 -0.1311304136 
C -2.8242107245  1.4071438858 -0.0774372033 
C -2.8883109654  2.8274009767 -0.0365843313 
C -4.1287146665  3.4987959471 -0.0674568748 
C -1.6861113519  3.6532207069  0.0457372442 
C -0.3937070575  2.9904596952  0.031693722 
C -0.3167505717  1.5512777076 -0.0404992914 
C -1.528711052  0.7392158306 -0.0841013956 
C  0.8059018421  3.7635490499  0.1188384674 
C  0.9683229663  0.920529884 -0.0298630987 
C  2.0304080337  3.1022346021  0.1713361875 
C  2.1079830303  1.7138407675  0.0968615912 
O -1.8154465436  4.9119864274  0.1349865872 
O -1.4576775095 -0.5349775181 -0.1229923717 
C -6.694284167  3.3000169997 -0.189412951 
C -6.6706119428  0.7834595114 -0.2167480362 
N -4.0505370842 -0.7203818083 -0.0940885237 
H -4.1326660983  4.5829415928 -0.032572182 
N  0.7993791046  5.156410302  0.0997411658 
H  2.9415958398  3.6912752409  0.2483974781 
H  3.0805428789  1.227077682  0.1161318065 
H -0.1108043566  5.5600198131  0.3010770348 
H  1.5907365984  5.5873430348  0.5590278998 
N  1.146843815 -0.4525152176 -0.1930258943 
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H -4.8453208611 -1.2021023413 -0.4849721636 
H -3.1314498839 -1.1323355169 -0.2366261055 
H  0.307833491 -0.9963770806 -0.0240712005 
H  1.9983058351 -0.8128773701  0.2172589906 
N -7.466670513  2.0385463794 -0.1586128746 
O -8.7337794462  2.0270096553 -0.2035718389 
C -6.9931147172  4.0546153592 -1.4883490518 
C -7.0539722901  4.1511478857  1.0288150055 
C -7.0421200623 -0.0739774968  0.9981055588 
C -7.0214019593  0.0625963478 -1.5256656936 
H -6.7336255101  3.4448809378 -2.359060474 
H -6.4067914449  4.9777180997 -1.5229545836 
H -8.0565912298  4.3083900901 -1.5347707198 
H -6.8471309937  3.606519147  1.954875641 
H -8.1156578023  4.4143465815  0.99878581 
H -6.4629385163  5.0718109295  1.0253265633 
H -6.7980674539  0.4527707454  1.9254032899 
H -6.5040447108 -1.0249055987  0.9890548426 
H -8.1167400195 -0.2799832869  0.9794289727 
H -6.7336991923  0.6690401361 -2.3893428525 
H -8.1009736207 -0.1132421437 -1.5589363936 
H -6.5201093161 -0.9065057378 -1.6007842036 
 
1,4,5-THAQ-NO open-shell singlet anion 
G = -1218.819063 H 
C -5.285844656  2.7599451957 -0.1417364474 
C -5.266219901  1.3560915972 -0.1702866884 
C -4.0566752433  0.656732372 -0.1311304136 
C -2.8242107245  1.4071438858 -0.0774372033 
C -2.8883109654  2.8274009767 -0.0365843313 
C -4.1287146665  3.4987959471 -0.0674568748 
C -1.6861113519  3.6532207069  0.0457372442 
C -0.3937070575  2.9904596952  0.031693722 
C -0.3167505717  1.5512777076 -0.0404992914 
C -1.528711052  0.7392158306 -0.0841013956 
C  0.8059018421  3.7635490499  0.1188384674 
C  0.9683229663  0.920529884 -0.0298630987 
C  2.0304080337  3.1022346021  0.1713361875 
C  2.1079830303  1.7138407675  0.0968615912 
O -1.8154465436  4.9119864274  0.1349865872 
O -1.4576775095 -0.5349775181 -0.1229923717 
C -6.694284167  3.3000169997 -0.189412951 
C -6.6706119428  0.7834595114 -0.2167480362 
N -4.0505370842 -0.7203818083 -0.0940885237 
H -4.1326660983  4.5829415928 -0.032572182 
N  0.7993791046  5.156410302  0.0997411658 
H  2.9415958398  3.6912752409  0.2483974781 
H  3.0805428789  1.227077682  0.1161318065 
H -0.1108043566  5.5600198131  0.3010770348 
H  1.5907365984  5.5873430348  0.5590278998 
N  1.146843815 -0.4525152176 -0.1930258943 

A95



 S76 

H -4.8453208611 -1.2021023413 -0.4849721636 
H -3.1314498839 -1.1323355169 -0.2366261055 
H  0.307833491 -0.9963770806 -0.0240712005 
H  1.9983058351 -0.8128773701  0.2172589906 
N -7.466670513  2.0385463794 -0.1586128746 
O -8.7337794462  2.0270096553 -0.2035718389 
C -6.9931147172  4.0546153592 -1.4883490518 
C -7.0539722901  4.1511478857  1.0288150055 
C -7.0421200623 -0.0739774968  0.9981055588 
C -7.0214019593  0.0625963478 -1.5256656936 
H -6.7336255101  3.4448809378 -2.359060474 
H -6.4067914449  4.9777180997 -1.5229545836 
H -8.0565912298  4.3083900901 -1.5347707198 
H -6.8471309937  3.606519147  1.954875641 
H -8.1156578023  4.4143465815  0.99878581 
H -6.4629385163  5.0718109295  1.0253265633 
H -6.7980674539  0.4527707454  1.9254032899 
H -6.5040447108 -1.0249055987  0.9890548426 
H -8.1167400195 -0.2799832869  0.9794289727 
H -6.7336991923  0.6690401361 -2.3893428525 
H -8.1009736207 -0.1132421437 -1.5589363936 
H -6.5201093161 -0.9065057378 -1.6007842036 
 
1,4,5-TAAQ-NO radical 
G = -1218.716835 H 
C -5.2998378855  2.7404221131 -0.1575389447 
C -5.2803581076  1.3556403032 -0.1949129183 
C -4.0560269226  0.6459905774 -0.1563205025 
C -2.8475308434  1.4083759005 -0.084590252 
C -2.9177350649  2.8193881476 -0.0458676242 
C -4.1306631951  3.4923479144 -0.0808922307 
C -1.6826787169  3.6563000536  0.0380034918 
C -0.3842506897  2.9966002226  0.0648415723 
C -0.3071396967  1.5579907955  0.0029735767 
C -1.5294492632  0.7466001076 -0.0673692706 
C  0.7851920007  3.7763225018  0.1493151823 
C  0.9474038372  0.9213644797  0.0216423206 
C  2.0413902369  3.0975146912  0.1713291813 
C  2.1152279529  1.7416254648  0.1084022787 
O -1.804316857  4.887734757  0.0829071662 
O -1.4520549203 -0.4980260017 -0.1145501184 
C -6.7020152437  3.2922658711 -0.1977635857 
C -6.6830996606  0.7783681279 -0.2578555388 
N -4.0592982146 -0.7144474191 -0.1555086045 
H -4.1453766627  4.5761249014 -0.0477183676 
N  0.8023642339  5.1311349038  0.2161609368 
H  2.949898308  3.6905146527  0.2380756285 
H  3.0857839006  1.2520852558  0.1218001747 
H -0.0663574579  5.6444875048  0.1863587304 
H  1.6860908871  5.6155410929  0.2559454926 
N  1.1488008948 -0.4231736749 -0.0630572804 
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H -4.9004145331 -1.2169570551 -0.3856519708 
H -3.1704031271 -1.1883082247 -0.2383139305 
H  0.3537911334 -1.0420890408 -0.0112058414 
H  2.0760584733 -0.783251916  0.1060382699 
N -7.474841553  2.0362124939 -0.2887377924 
O -8.7409652437  2.0261534763 -0.3180449162 
C -6.9652021041  4.1533499713 -1.4344963056 
C -7.0751248052  4.0419923277  1.0833868807 
C -7.0827957581 -0.0128920827  0.9933704918 
C -6.9987692888 -0.0062389973 -1.5371303703 
H -6.6937525381  3.6148376668 -2.3472607738 
H -6.3765408393  5.0738731823 -1.3803331739 
H -8.0259087244  4.4168353696 -1.4786034657 
H -6.8852008513  3.4231505578  1.9652818415 
H -8.1356748466  4.3080682288  1.0566750121 
H -6.4838754514  4.9589706467  1.1633356672 
H -6.8749253231  0.5670180952  1.897171416 
H -6.5403720416 -0.9597761875  1.0561016031 
H -8.154012196 -0.2298575303  0.9499492343 
H -6.6391118122  0.5297214731 -2.4201295674 
H -8.0837096454 -0.1244524309 -1.6120244481 
H -6.555841774 -1.0052732688 -1.5279583548 
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