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ABSTRACT

X-ray computed micro-tomography systems are able to collect data with sub-micron resolution. This high-
resolution imaging has many applications but is particularly important in the study of porous materials, where
the sub-micron structure can dictate large-scale physical properties (e.g. carbonates, shales, or human bone).
Sample preparation and mounting become difficult for these materials below 2mm diameter: consequently,
a typical ultra-micro-CT reconstruction volume (with sub-micron resolution) will be around 3k × 3k × 10k
voxels, with some reconstructions becoming much larger. In this paper, we discuss the hardware (MPI-parallel
CPU/GPU) and software (python/C++/CUDA) tools used at the ANU CTlab to reconstruct ∼186 GigaVoxel
datasets.

Keywords: Micro-tomography, X-ray computed tomography, Iterative tomographic reconstruction, GPGPU,
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1. INTRODUCTION

X-ray micro-tomography imaging facilities are used for a variety of micron-scale 3d imaging applications. For
example, the ANU CTLab works with researchers in fields such as geophysics, biomaterials, materials inspec-
tion, and paleontology, amongst others.1,2 These applications share an emphasis on accurate determination of
microstructure within the sample: features on the scale of ∼1µm are important in predicting the bulk behavior
of the sample.1 However, they differ in their precise requirements; this leads to a broad range of (sometimes
conflicting) demands on the image reconstruction hardware and software.

In geophysical applications, one is often concerned with characterizing the microstructure in a “representative
volume” of a rock: i.e. a volume large enough that we can predict the bulk properties of the material on the
meter/kilometer scale. The requirement to image a minimum representative volume naturally places a lower
limit on the physical size on geophysical samples. Additionally, rocks of interest are often friable and will begin
to disintegrate if the sample is cut below ∼2mm in any dimension. In order to resolve ∼1µm features in a >2mm
sample, the X-ray CT setup must produce a reconstructed volume image with at least 2500 voxels per side.

Other applications place an emphasis on throughput: in materials inspection tasks where a high number of
samples must be imaged, samples may be stacked vertically atop one another and scanned together in batches.
Thus, it is important to be able to image samples with high vertical-to-horizontal aspect ratios. This may also
be important in cases where the sample displays a significant degree of structural asymmetry along a predictable
axis, such as layered geological samples, or wood.

The combination of these two requirements leads to large (in the computational sense) reconstruction volumes;
a 10:1 vertical-to-horizontal aspect ratio reconstruction with at least 2500 voxels on each of the horizontal axis,
is approximately 156 GigaVoxels. Stored in 32-bit floating point format, such a volume is at least 625GB.
Reconstructing even a reasonable portion of this image thus requires computation hardware with a large amount
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of RAM, which is naturally achieved in supercomputers and even desktop clusters by connecting multiple smaller
computation nodes using a protocol such as MPI (Message Passing Interface).

X-ray computed tomography (CT) imaging involves collecting a number of radiographs, as the X-ray source
and detector move relative to the sample. During X-ray CT image reconstruction we model the path of X-rays
through the sample for every radiograph. When dealing with parallel-beam (or equivalently, fan-beam) X-ray
illumination, or low cone-angle cone-beam illumination, the computational complexity of this operation scales as
O(N3 lnN).3,4 However, at the ANU CTLab the detector (and hence sample) is placed extremely close to the
sample, to increase the available X-ray flux.5 These order O(N3 lnN) decimation-based schemes have not been
applied to geometries with high cone-angle cone-beam illumination.

When dealing with high cone-angle cone-beam X-ray illumination, the computational complexity of the X-
ray CT reconstruction algorithm scales as O(N4), where N is the number of voxels along each side of the
reconstructed volume image. Consequently, reconstructing a large (e.g. 156 GigaVoxel) dataset quickly be-
comes prohibitively complex, even on supercomputers. There are two standard practices for accelerating X-ray
CT image reconstruction from lab-based microfocus sources: (i) moving the computation to massively paral-
lel architectures such as general purpose graphical processing units (GPGPUs);6 and (ii) using fast, analytical
reconstruction algorithms such as Feldkamp-Davis-Kress7 or Katsevich8 filtered back-projection (FBP).

Filtered back-projection algorithms assume the X-ray source and detector traverse an ideal trajectory relative
to the sample, typically circular or helical in nature.8,9 Any uncorrected deviations from this trajectory (e.g. due
to thermal motion, inaccuracy in movement stages, etc.) will then limit the resolution of the reconstructed volume
image.10 For high-resolution imaging of tall samples, these accumulated inaccuracies lead to an unacceptable
loss in resolution.11 This necessitates the use of (computationally expensive) iterative correction methods,10–15

counteracting the computational advantages of FBP-type algorithms. Thus, in order to perform high-resolution
imaging of tall samples we avoid using FBP reconstruction algorithms at the ANU CTLab. Instead, we adopt
iterative X-ray CT reconstruction algorithms with a higher degree of computational complexity,16 that use a
generalized source/detector trajectory.17

In summary, the X-ray CT reconstruction hardware and software at the ANU CTLab needs to be able to
perform iterative reconstruction of a 156 Gigavoxel volume in a reasonable timeframe (i.e. less than one day),
on a variety of MPI-parallel, multi-node, GPGPU-enabled hardware platform (e.g. both a desktop cluster, and
the GPU-enabled NCI Raijin supercomputer). Furthermore, the software must be suitable for use in “uncon-
ventional” iterative reconstruction tasks. For example, an algorithm may call for iterative refinement over a
disconnected subset of the reconstructed volume image,18 or over a time-sequence of spatially co-located vol-
umes.19 In this paper we show that the required performance can be achieved by parallelising the book-keeping
and communication across the various communications layers, with computation occurring on the GPU. Finally,
we present an iterative reconstruction of a 186 GigaVoxel volume image, performed in 16.15 hours on a 4-node
desktop cluster.

2. HYBRID MPI/GPU PARALLEL PROCESSING HARDWARE

As discussed in the introduction we are using an MPI-parallel, multi-node, GPGPU-enabled hardware platform.
In this paper we use a four-node desktop cluster, though this software has also been run on the GPU-enabled
nodes of the NCI Raijin supercomputer. Each node in our cluster has 512GB DDR3 RAM, 2 Intel E5-2690v3
12-core CPUs, and 3 nVidia Titan X GPUs (each with 12GB onboard RAM). The four nodes share an MPI-
interconnect across an Infiniband switch, and also share access to 8TB of storage spread across 4 solid-state
drives (SSDs).

We conceptually separate this hardware into layers, arranged into a hierarchy of decreasing data storage
capacity and increasing processing capacity (as we descend):

• The top layer of our hierarchy is the 8TB of shared SSD storage, with maximum capacity and zero processing
power.

• This is connected via SATA-3 to the next layer consisting of 96 CPU cores (8 × Intel E5-2690v3 12-core
CPUs), and 1TB of RAM.
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Figure 1. Vertical slices through a 16.15 hour, 186GigaVoxel reconstruction of a sandstone sample from 19,964 radiographs
(30402 pixel), using one iteration of a preconditioned multigrid Landweber solver.16 The left-most slice shows the entirety
of the object. From left to right, the slices are progressively magnified by factors of 2, and the vertical and horizontal
extent reduced proportionately. Voxels are 3.2µm cubed.

Proc. of SPIE Vol. 9967  99670U-3
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 16 Dec 2019
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



• The MPI-interconnect links this to the next layer of 12 CPU threads which manage the GPGPUs, and
share the remaining 1TB of RAM. Note that this is an exception to the general rule that each layer leads
to an increase in processing power.

• Finally, this is then connected via PCI-e to the bottom-most layer, with minimum storage and maximum
processing capacity, consisting of 36,864 CUDA processing cores with 144GB of on-board GPU RAM (12
× nVidia Titan X GPUs). It is worth noting that when writing the GPU kernels, this “final layer” must
be further subdivided into blocks and threads.

Each layer is capable of operating in parallel with the others. Thus, we have two available means of parallelism:
computation may be spread within a layer (e.g. MPI-parallelisation within the CPU-layer, as occurs on most
supercomputers), and/or it may be spread across different layers (CPU computation, MPI communication, PCI-e
communication, and GPU computation can all occur in parallel).

3. ASYNCHRONOUS PARALLELISATION

The hierarchical nature of our hardware suggests we take a similar approach in our software. At each layer,
we subdivide the available radiographs and 3d volume data into smaller sub-problems that may be processed
independently. Each sub-problem consists of a connected subset of the 3d volume data, and the regions of
radiographs (or a subset thereof) that are associated with it.

The size of these sub-problems is chosen to fit on the next layer down: for example, a sub-problem (including
both radiographs and 3d image volume) must be less than 12GB to fit on a GPU. Creating sub-problems that
can be solved independently leads to some data redundancy: if two sub-volumes overlap in projection, then that
region of the radiograph must be duplicated and passed down with both sub-problems. The sub-problem shape
is chosen (in conjunction with the imaging trajectory) to minimize this duplication. Typically this results in
cubic sub-volumes, as they have a minimal overall footprint on the radiographs and minimal overlap for most
trajectories. An exception would be parallel-beam CT reconstruction (e.g. reconstruction from synchrotron
data), where layers parallel to the rotation axis are ideal. Depending on the particulars of the hardware, the size
and shape of sub-problems at each layer can be further tuned to increase performance.

Once a sub-problem is created, it is solved on the next layer down. Following this, the results are then
passed back up, collected, and re-integrated to reverse the separation into sub-problems. This approach is taken
recursively at every level, with the same ray-tracing calculations being used at each level to determine what
region of each radiograph (if any) is relevant to each subset of the 3d volume data. At the bottom-most layer
(i.e. within the innermost loop of the GPU kernel), these ray-tracing calculations link one pixel in a radiograph,
with one voxel in the associated 3d volume image.

In this arrangement, as the storage capacity of each layer in our hierarchy diminishes, the number of sub-
problems increases. This leads to an increase in the number of associated ray-tracing operations (and thus
computational complexity), taking maximum advantage of the increases in computational capacity as we descend
the hierarchy. As the demands of each layer change, the programming language changes accordingly. The top-
level operations, MPI communication, and user interface are written in python for rapid prototyping in research
applications. Data re-arrangement for the GPU places a greater emphasis on speed, and is coded in C++, and
the GPU kernels at the bottom-most layer are necessarily coded in CUDA.

Whilst the subdivision and re-integration of sub-problems is simply book-keeping and data copying, it has
a significant computational cost and often becomes the bottleneck in reconstruction performance. Thus, we
have attempted to parallelise it as much as possible across different layers, as well as within each layer. For
example, whilst data for sub-problem B is being re-arranged across the MPI interconnect into sub-sub-problems
B-1 through B-12, sub-sub-problems A-1 through A-12 are being re-arranged and divided across the PCI-e
connection to the GPGPUs, etc. In the next section, we will show that this form of parallelism results in
software sufficiently fast to meet the requirements laid out in section 1.
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Figure 2. A single subset of a vertical slice through a 16.15 hour, 186GigaVoxel reconstruction of a sandstone from 19,964
30402 pixel radiographs, using one iteration of a preconditioned multigrid Landweber solver.16 Voxels are 3.2µm cubed.
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4. RESULTS

4.1 8 GVox backprojection

We begin by presenting an artificial “worst-case” scenario to illustrate: (i) the computational cost of data
subdivision and re-integration; and (ii) the speed of the computation kernel itself. In this section, We have
simulated 2880 radiographs (20482 pixel, 45GB) through a 20483 voxel (32GB) volume. These radiographs
are collected along a perturbed circular scanning trajectory, with a source-object distance of 4000 voxels. The
reconstruction takes place on a single CPU-thread, using only a single GPU (containing 3072 CUDA cores).
This leaves no room for parallelism within any but the bottom-most layer. Parallelism across layers is likewise
restricted: sub-division only occurs at the bottom-most layer where 160 separate calls are made to the GPU.

The backprojection operation takes 482s in total, with approximately 56s spent performing entirely redundant
(in this 1-core, 1-GPU case) data management operations at the higher layers. This supports our earlier assertions
that data management and rearrangement consume a non-trivial amount of time, even in this case where the
“sub-division” is trivial.

4.2 186 GVox iterative reconstruction in 16 hours

A more realistic example is presented here, to illustrate the performance of the code base in real-world conditions.
Zuzana Patakova at FEI collected 19,964 radiographs (30402 pixel) of a 10:1 vertical:horizontal aspect-ratio
sandstone.

The scanning geometry was a space-filling trajectory17 with a stride of 15.3 degrees and each voxel projecting
to approximately 1800 radiographs, using a source-sample distance of 7.53mm, and a source-detector separation
of 330.16mm. Each radiograph was generated using a 0.52 second exposure with an X-ray current of 70µA, and
an accelerating voltage of 80keV.

Reconstruction (see fig. 2) of the 186 GigaVoxel (744GB), 2528×2528×29,184 3d volume image was per-
formed in 16.15 hours, using one iteration of a multigrid preconditioned Landweber algorithm.16 This involved
one full-resolution backprojection and one full-resolution projection operation, as well as multiple lower resolution
projection and backprojection operations. Assorted O(N3) operations (e.g. soft thresholding and bilateral filter-
ing) were also performed on the GPU during reconstruction. In contrast to the previous case, this computation
used the full 4-node desktop cluster, and the problem was sub-divided at each layer. Thus, MPI communication
occurred in parallel with other operations, making the total time spent in MPI communication not particularly
meaningful.

The initial sub-division from SSD storage into RAM involved separating the volume into ten separate re-
construction problems, each 2528×2528×3000 voxels. In order to solve each of these sub-problems, the high
cone-angle of the illumination made it necessary to pad each sup-problem with an additional 3000 voxels of
overscan in the vertical direction. Each of these 2528×2528×3000+3000 voxel sub-problems was solved in ap-
proximately 1.6 hours.

5. CONCLUSION

We have demonstrated that a hierarchical, MPI-parallel, GPU-accelerated approach to tomographic reconstruc-
tion, is capable of routine iterative reconstruction of large (∼186 GigaVoxel) datasets in less than 24 hours, on
a 4-node desktop cluster. The required speed is achieved by parallelising the computation across different layers
in the hardware hierarchy, to hide the computationally costly bookkeeping and data subdivision/reintegration
operations.
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