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Abstract

Nowadays, deployment and operation of big data analytics applications (BDAAs) in cloud are increasingly becoming a trending practice. These applications offer organizations the capabilities of constructing valuable information and extracting actionable insight for enhancing the evidence-based decision-making process. Many leading providers such as Google and Amazon provision such analytics capabilities in the form of service to customers in a pay-per-use economic model. In today’s competitive world, the potential business values of these applications depend a lot on the quality of service offered by providers. Hence, to gain competitive advantages, providers need to be more customer-focused and proactive in their marketing strategies not only to create customers awareness of their services but also meet customers’ best expectations for service quality. That is to say, providers must provide the required and promised services, and the services must satisfy users’ requirements, such as availability, scalability, elasticity, and so on.

Given these circumstances, it is very important and necessary for efficient methods to manage and guarantee the quality of service promised. Service Level Agreement (SLA) that represents the contract between providers and customers which captures the agreed upon guarantees regarding the quality of service is one of the effective methods. SLAs play an integral role in governing the relationships between providers and customers in the context of these applications in cloud. Besides setting the expectations by dictating the quality and the type of service, SLAs are also increasingly considered as a strong differentiator allowing a provider to offer different levels of service guarantees and to differentiate itself from its competitors. Therefore, how to manage SLAs for cloud-hosted big data analytics application (BDAAs) in ensuring SLA guarantee has become a crucial and essential aspect.

However, the management of SLAs for cloud-hosted BDAAs is extremely challenging due to the increased complexities and uncertainties imposed by the applications. For instance, the applications usually span heterogeneous and distributed software frameworks across multiple layers, which considerably impacts the allocation and configuration of
datacenter resources in order to accommodate changes in the big data workloads and to guarantee analytic results within SLA constraints.

Most of the extant studies focus on SLAs management in traditional distributed computing environments like grid computing or cloud computing, which is not the case for SLA management for BDAAs in cloud. Although the research on the management of SLAs for BDAAs in cloud is now attracting growing attention, to the best of our knowledge, the study on SLA management for BDAAs in cloud is still in its infancy.

In this thesis, we focus on the research problem that how to manage SLAs for big data analytics applications in cloud in ensuring SLA guarantee. This research problem has been break down into five research questions that have been respectively addressed in Chapter 3 to Chapter 7. Accordingly, we have made five major contributions including one systematic literature review contribution, one conceptual contribution and three technical contributions.

To the best of our knowledge, this thesis is one of the first attempts to systematically study SLA management for big data analytics applications in cloud. It is believed that the outcomes of this research will yield very positive contribution in terms of technical content, significance, and impact to the advancement of scientific research in this field.
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Chapter 1

Introduction

We are now entering an era of “The Fourth Industrial Revolution” also known as Industry 4.0, referred to by the world economic forum [1, 2, 3]. In this revolution, we will see breakthroughs thanks to technology advancements in areas including artificial intelligence, robotics, quantum computing, 3D printing and the Internet of Things (IoT). Another technological growth area underpinning the Industry 4.0 in recent years has been big data [4, 5, 6, 7, 8], and it is changing every sector and industry regardless of size. The term big data (BD) refers to technologies and techniques that involve data that is massive, heterogeneous and fast-changing for conventional technologies, skills, and infrastructure to address efficiently. With the power and potential of exploring valuable information and ascertaining valued insights for the enhanced decision-making process, BD has become an essential technology driver of Industry 4.0 [6, 9]. In manufacturing, for example, enhancement and efficiencies in the decision making upon the information, evidence, and insight acquired by BD are expected to bring billions of dollars to the industry over the next five years [5, 10].

In the past decade or so, BD has seen exponential growth. On the one hand, BD is generated from different sources, i.e., web transactions, mobile devices, social media, and camera in the form of logs, text, voice, images, and video. According to a study by IBM, 2.5 quintillions bytes of data every day as of 2012 have been created [11]. IDC, the global market firm, estimated that in 2011 human created 1.8 zettabytes information [12]. They go on to forecast that 2.8 zettabytes were created in 2012. Globally, approximately 1.2 zettabytes of electronic data are generated per year by various sources [13]. Further, by 2020, enterprise data is expected to total 40 zettabytes,
as per IDC [8]. On the other hand, BD is generated by an expanding IoT [14, 15, 16] via which large amounts of data is collected, i.e., sensors, machines, vehicles, and wearable devices. The installed base for the IoT will grow to approximately 212 billion devices by 2020, which includes 30.1 billion installed connected autonomous things [17, 18, 19].

Organizations can leverage big data analytics technologies on such vast data to extract valuable information, gain actionable insight and enjoy the tangible value of data. Even though data collected by individual devices may not provide sufficient information, aggregated data from a number of physical devices and virtual sensors (e.g. social media such as Facebook, Twitter) [20, 21] can provide a wealth of knowledge for essential application areas including disaster management, sentiment analysis, smart cities, and so on.

However, BD has posed substantial technological challenges including data storage, data transmission, data processing, data analysis, data visualization and so on [9, 22, 23, 24]. These challenges are non-trivial and require the flexibility, scalability, and capability of storage and computing resources. Cloud Computing (CC) [25, 26, 27] could be leveraged to tackle these challenges in Industry 4.0 as it can offer on-demand, large and scalable computing and storage resources [22, 28]. This is because, on the one hand, BD is relatively large and complex which imposes unprecedented demands on the underlying infrastructures. On the other hand, public clouds, emerged in recent years, offer massive resources available and allow general users to rent virtual machines (VMs) to run their BDAAs in a pay-as-you-go manner with ultra-high scalability and yet minimized upfront costs.

1.1 Problem Identification

Cloud computing seems to be a perfect vehicle for hosting big data analytics applications (BDAAs). However, working on these BDAAs in cloud brings its own issues [23, 29]. Primarily, in this scenario, providers like Amazon, Google, and Microsoft provision big data analytics capabilities in the form of service [29, 30, 31, 32] in cloud to customers who consume this service in the pay-as-you-go pricing model. Thus, it is reasonable that customers who pay for such service expect it to be (among other
features) available, reliable, secure and so on. Customers could acquire the real value of BDAAs and benefit from knowing to what extent providers deliver the promised service. However, for cloud-hosted BDAAs, customers have less control of the actual service and the level of service offered by providers in compassion with developing and deploying the applications in an on-premise environment. In today’s competitive business environment, the potential business values of BDAAs depend a lot on the quality of service (QoS) and providers must provide the required and promised services, and the services must satisfy customers’ requirements. The unsatisfactory service level of big data analytics service may lead to increased service time and so to higher costs charged to customers. As a consequence, providers will fail to achieve competitive advantages.

Therefore, an essential and tough issue arises that is the management of service level agreement (SLA) for cloud-hosted BDAAs to ensure SLA guarantee. Such that, BDAAs are behaving as expected and agreed, for instance, exhibiting the required and agreed performance, guaranteeing a minimum precision, preserving privacy and security properties, and satisfying users’ requirements such as on-demand availability, scalability, elasticity, security and so on. Actually, SLAs are increasingly considered as a critical differentiator allowing a provider to offer different levels of service guarantees and to differentiate itself from its competitors [33, 34, 35]. SLA is an efficient method to guarantee the level of service and plays an integral role in governing relationships between providers and customers.

However, the management of SLA for cloud-hosted BDAAs is extremely challenging due to the increased complexities and uncertainties imposed by the applications. For instance, BDAAs usually span heterogeneous and distributed software frameworks across multiple layers, which considerably impacts the allocation and configuration of datacenter resources in order to accommodate changes in the workload and to guarantee analytic results within SLA constraints. Also, the provider and customer’s staff are more involved in the loop than in the traditional cloud environment [36]. Moreover, more components across multiple layers with contrasting and competing resources requirements interweave and interact for provisioning the applications to customers, which brings complicated SLA dependency relationship and hidden patterns
to be uncovered. Also, the use of real infrastructures such as Amazon EC2 limits the experiments to the scale of the infrastructure and makes the reproduction of results an arduous undertaking.

Although this research area is now attracting growing attention, the study on SLA management for cloud-hosted BDAAs is still in its infancy both in industry and academia, which will be elaborated in the following sections.

1.1.1 Weakness Analysis of SLA Management from Industry Aspect

In recent years, many providers offer a variety of big data analytics services in cloud to users on a pay-per-use basis, such as Google BigQuery [37], Amazon Redshift [38] and Microsoft Data Lake Analytics [39]. However, these leading providers offer services in the “best-effort” way, few of them deliver a solid SLA guarantee. Usually, they only commit to guarantee availability under the presence of hardware failures. For instance, even a company as large as Google offers only 99.9% guaranteed Monthly Uptime Percentage (availability) for their Google BigQuery service [40], yet some organizations require 99.99% uptime. If service uptime drops to 99.0%-99.9%, per Google’s agreement customers are eligible for a service credit equal to 10% of their bill [40]. On November 2016, Google BigQuery faced a four-hour outage resulting in 73 percent of BigQuery streaming inserts failure with a 503 error code (an HTTP response status code indicating that a server is temporarily unable to handle the request). At the peak of the problem, the failure rate was 93 percent [41, 42]. Google recognized that the impact of this outage was substantial and it caused significant disruption for those customers who rely on the products which were part of this event. Google provided those impacted customers an SLA credit for the affected timeframe according to the SLA contract [41]. [42]. Google BigQuery services do not provide performance guarantees or other SLA guarantees. Its competitive services provided by Amazon, and Azure exhibit similar behaviors.

Further, we examine SLAs documentation offered by some market-leading providers and compare their SLA metrics shown in Table 1.1.
Table 1.1: Comparative analysis of leading providers’ SLA and their financial credit

<table>
<thead>
<tr>
<th>Service Category</th>
<th>Service Name</th>
<th>SLA Metrics</th>
<th>Financial Credit</th>
</tr>
</thead>
</table>
| Data Processing  | Google Cloud Dataflow [43] or Google Cloud Dataproc [44] | Monthly Uptime Percentage | • 99% - < 99.5% : 10% 
• 95% - < 99% : 25% 
• < 95% : 50% |
|                  | Microsoft Azure HDInsight [45] | Monthly Uptime Percentage | • 99% - < 99.9% : 10% 
• < 99% : 25% |
|                  | Amazon Elastic MapReduce [46] | System Availability percentage | • 99.5% - < 99.9% : 10% 
• 99% - < 99.5% : 25% 
• < 99% : 30% |
|                  | Rackspace Hadoop Service [47] | Monthly Availability | • < 99.5% : 2% of monthly subscription fees for each 1% below system availability |
|                  | SAP Cloud Platform Big Data Service [48] | System Availability percentage | • 99% - < 99.95% : 10% of the Monthly Service Fee per Instance 
• 95% - < 99% : 25% of the Monthly Service Fee per Instance 
• < 95% : 100% of the Monthly Service Fee per Instance |
|                  | Google BigQuery [40] | Monthly Uptime Percentage | • 99% - < 99.9% : 10% 
• 95% - < 99% : 25% 
• < 95% : 50% |
|                  | Microsoft Data Lake Analytics [50] | Monthly Uptime Percentage | • 99% - < 99.9% : 10% 
• < 99% : 25% |
|                  | Amazon Redshift [38] | N/A | N/A |

Based on Table 1.1, we could deduce that the weaknesses of SLA management for cloud-hosted BDAAs fall into the following categories.

- **Lack of standard format or presentation:** Providers typically published SLAs on their websites in multifarious formats which varies significantly with each other. Moreover, the relevant information may be updated without prior notice to end users. Hence, it is not easy and often time-consuming for customers to obtain and compare SLAs information from their websites and documentation.

- **Non-standardized terms used among providers:** Take one of very common SLA metrics availability as an example, this term used by providers is not consistent. Specifically, Amazon, Microsoft, and Alibaba refers availability as Monthly
Uptime Percentage, while SAP refers to the System Availability Percentage, and Rackspace uses Monthly Availability.

- **Incompleteness metrics**: SLAs in these providers’ products usually cover the availability and performance of the underlying infrastructure, leaving the SLAs at platform-level software (e.g., Hadoop cluster) and application-level (e.g., smart city, social network driven stock recommendation) largely untouched. Take Microsoft Azure HDInsight service as an instance, in this public SLA documentation, Microsoft only mentions availability (uptime) there, while ignoring or missing measurable assurances or guarantees on other SLA metrics like service response time, makespan, throughput or even energy consumption. However, there are vital factors that are not included or very imprecisely described in the currently existing SLAs. We cannot deny that availability is one of the critical qualities that need to be included in an SLA, but it is not the only one. Most importantly, big data analytics applications rely on many components (for example, data storage, data processing, etc.,) working together to meet SLAs. Each component has a different nature and features different SLA metrics.

- **Ambiguous language**: SLAs templates are written in a natural language which is ambiguous to consumers. Some providers left the technical terms unexplained which cause misperception to decide on SLA. For example, Google BigQuery service level agreements [40] specify that “Downtime means more than a five percent error rate. Downtime is measured based on server side error rate”. However, the calculation on the server side error rate depends on the back-off requirements which insist back-off interval of one second for each successive requests that further reduce the downtime [51]. Here, Google defines that error rate is the number of valid requests that result in a response with HTTP Status 500 and code “Internal Error” divided by the total number of valid requests during that period. Back-off requirements mean when an error occurs, the application is responsible for waiting for a period of time before issuing another request [40].
1.1.2 Weakness Analysis of SLA Management from Academia Aspect

Over the years, a large body of research on SLA management exist. Most of these have been conducted in traditional network environment, cluster computing environment, grid computing environment, or cloud computing environment. To the best of our knowledge, very few research specifically address the management of SLA for cloud-hosted BDAAs. The weakness from academia consists of the following aspects:

- **Lack of SLA model for cloud-hosted BDAAs:** There are different perspectives examining SLAs for cloud-hosted BDAAs. Some discuss SLAs in the cloud infrastructure level, some focus SLAs at the application level, while others observe SLAs at the platform level. These different perspectives result in various SLAs with distinct features and attributes, which cause ambiguity to customers. Moreover, the studies on SLAs are relatively isolated and scattered among many papers. There is a lack of an SLA model to describe and model SLAs in a unified and structured way and demonstrate complex SLA dependencies relationships across layers while respecting the characteristics of big data analytics application.

- **Absence of a general categorization scheme of SLA metrics in cloud-hosted BDAAs:** The study on the categorization of SLA metrics has been considered by many researchers in telecommunication, grid computing, and cloud computing environment. However, SLA metrics in these particular environments are either oversimplified or inappropriate for cloud-hosted BDAAs as the nature and type of resources being provided and delivered is entirely different. Essentially, cloud-hosted BDAAs have a complex architecture where various components at different level interact and possess distinct and competing SLA metrics. The study on the categorization of SLA metrics for cloud-hosted BDAAs is very scarce so far.

- **Shortage of systematic literature review on SLA management for cloud-hosted BDAAs:** A few studies have been performed on the review of SLA management in cloud environment. However, to the best of our knowledge,
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A recent systematic literature review specifically on the SLA management for cloud-hosted BDAAs is lacking. As a result, a thematic taxonomy that gives a comprehensive outlook in this research field is missing.

- Shortcomings of extant SLA management approaches: Many approaches have been leveraged to successfully address SLA management in cloud environment. However, these approaches cannot be straightly used for cloud-hosted BDAAs due to characteristics and complexities of BDAAs. The SLA management in this context should be systematically investigated, identified and improved to tackle the issue relevant to cloud-hosted BDAAs.

1.2 Research Problem

The above analysis of SLA management weakness from both industry and academia aspects leads to our identified research problem: *How to manage service level agreements for big data analytics applications in cloud in ensuring SLAs guarantee?*

1.3 Research Questions

To tackle our research problem in a more step-by-step manner, we break down the above research problem into the following sub research questions (*RQs*):

i What is the landscape of the extant research on the management of service level agreements for cloud-hosted big data analytics applications and how to classify them from different perspectives?

ii How to describe and model service level agreements for cloud-hosted big data analytics applications (BDAAs) in a unified and structured way, and specify common and niche SLA metrics respecting characteristics of BDAAs?

iii How to model and simulate cloud-hosted big data analytics application (BDAAs) across layers to facilitate SLAs management?
iv How to achieve SLA-driven scheduling for cloud-hosted big data analytics application (BDAAs) across layers while guaranteeing SLA?

v How to detect SLA violations for cloud-hosted big data analytics application (BDAAs) across layers before they happen to maximize providers' profit?
1.4 Research Framework

This section discusses the logical research framework shown in Figure 1.1 to ensure that our research processes and the proposed solutions are addressed using a systematic and scientifically based method. Because this research involves a combination of diverse research methods including systematic literature review, conceptual model design, software design and implementation, algorithm development and so on to our identified research problem, we discuss and justify research methods chosen as the most suitable for our study. According to Denzin and Lincoln, research methods are skills and practices that provide guidelines for researchers to address research questions and the research process [52]. They discuss the scope of problems, the research resources and the rules for researchers when they undertake research projects. Systematics literature methods, case studies, software engineering methods, model design methods, experimental methods, simulation methods, and mathematical modeling methods are examples of research methods for computer science [53]. The use of more than one type of research method (all known as mixed method) is feasible and often adopted in specific combinations [54, 55]. Since this thesis aims to explore the mechanism regarding how to manage the service level agreements for big data analytics applications in cloud in ensuring SLA guarantee. We intend to combine multiple research methods to tackle our identified research problem, such as (i) defining fundamental concepts and terms; (ii) designing conceptual model; (iii) using systematic literature review methodology to explore thematic taxonomy; (iv) using soft engineering method to design and implement simulation tool; (v) designing mathematical model and developing algorithms.

1.5 Significance and Relevance

We have seen that there is a well-established increasing trend that the adoption of big data analytics applications (BDAAs) in cloud and hence importance and urgent necessity on the management of service level managements (SLAs) for cloud-hosted BDAAs. To the best of our knowledge, this Ph.D. research is one of the first attempts to systematically study how to manage SLAs for BDAAs in cloud. We have made five
contributions including one systematic literature review contribution, one conceptual contribution and three technical contributions. The taxonomy, conceptual model and techniques proposed in the thesis are not only significant in theory but also in practice. It is believed that the outcomes of this research would generate very positive contribution in terms of technical content, significance, and impact to the advancement of scientific research in this field of computer science.

1.6 Structure of the Thesis

The rest of this thesis is structured as follows.

Chapter 2 presents the background of our work. It contains some fundamental terms and concepts of big data, cloud computing, big data analytics applications and critical information regarding service level agreements. Moreover, in this chapter, why SLA for cloud-hosted BDAAs is imperative and remains a sophisticated challenge, and how SLA for cloud-hosted BDAAs is different from SLA for cloud computing has been analyzed.

Chapter 3 contains the first contribution of this thesis by using a systematic literature review to conduct an in-depth survey on the SLA management for cloud-hosted BDAAs. We propose a new and comprehensive thematic taxonomy, which brings benefits for future researchers to quickly understand the whole picture and identify research gaps in this research field.

Chapter 4 describes the second contribution with two aspects. Firstly, a novel cross-layer SLA model for cloud-hosted BDAAs has been proposed, which provides a unified and structured way to understand SLAs at different layers with different attributes and their strong dependencies relationship. Secondly, a general categorization scheme of SLA metrics is proposed, consisting of common metrics and niche metrics for each different level SLA, which fully embodies characteristics of cloud-hosted BDAAs.

Chapter 5 discusses the modeling and simulation of cloud-hosted BDAAs, which leads to the third contribution. In particular, the modeling requirements for cloud-hosted BDAAs has been analyzed, and a novel simulator has been designed and implemented. This simulator can mimic the behaviors of cloud-based MapReduce applications, analyze the impact of SLA constraints and enable researchers to evaluate their approaches or
solutions if meet SLAs requirements for BDAAs in cloud.

Chapter 6 addresses how to optimally schedule cloud-hosted BDAAs across layers while ensuring SLA guarantee, which makes the fourth contribution. Specifically, a new SLA-driven algorithm of scheduling cloud-hosted BDAAs that considers users’ SLA constraints has been designed and developed. This new scheduling algorithm can minimize the cost of renting cloud resources from public cloud providers to concurrently process multiple applications workloads using MapReduce model while satisfying SLA requirements.

Chapter 7 addresses how to use machine learning and resampling techniques to successfully detect SLA violations for cloud-hosted BDAAs in Alibaba’s batch workloads dataset, which are the fifth contribution. Importantly, the hidden patterns of the multiple configurations across layers are uncovered, and insightful information is provided for providers’ decision making.

Chapter 8 firstly summarizes our work and then highlights five major contributions. Last, we discuss the limitations of our work and points out possible future works.
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Background

2.1 Big Data

2.1.1 Definition of Big Data

While it is ubiquitous today, big data (BD) does not have an absolute, precise and agreed upon definition [56, 57, 58].

Amongst the most cited definitions is that included in a META Group (now Gartner) report written by Doug Laney as far back as 2001 [59]. He proposed a 3D data management concept encompassing 3Vs: Volume, Velocity, and Variety. The report remarks upon the increasing size of data, the increasing rate at which it is produced and the increasing range of formats and representations employed. Although the phrase “big data” is not explicitly mentioned in this report, the report has since been coopted as a key definition. To the best of our knowledge, this is the earliest definition of BD. From that point forward, many academia and practitioners give more definitions of BD.

In 2011, an IDC report defined BD as “a new generation of technologies and architectures, designed to economically extract value from huge volumes of a wide variety of data, by enabling high-velocity capture, discovery, and analysis.” [12]

In 2012, Gartner reiterated the definition: “big data is high-volume, high-velocity and high-variety information assets that demand cost-effective, innovative forms of information processing for enhanced insight and decision making.” [60]

In 2015, U.S. National Institute of Standards and Technology (NIST) referred BD
the need to parallelize data handling in data-intensive [61]. The characteristics of BD that force new architectures are Volume, Velocity, Variety, and Variability.

Some leading industry vendors also contribute to the definition of BD. For example, IBM defines that BD is a term applied to data sets whose size or type is beyond the ability of traditional relational databases to capture, manage, and process the data with low-latency [11]. Moreover, similar to the previous definition, it has one or more of the following characteristics – high volume, high velocity, or high variety. Microsoft provides a notably succinct definition stating that “big data is the term increasingly used to describe the process of applying serious computing power – the latest in machine learning and artificial intelligence – to seriously massive and often highly complex sets of information” [58]. This definition states in no uncertain terms that BD requires the application of significant computing power [62].

### 2.1.2 Characteristics of Big Data

Although the above big data (BD) definitions are diverse, an agreement on the common characteristics of BD has been reached. The Volume, Variety, and Velocity (also known as 3Vs) have emerged as a universal model to describe the characteristics of BD [63][64][65]. Figure 2.1 shows the 3Vs model.

**Volume** refers to the magnitude of data that organizations are trying to harness to improve decision-making across the enterprise. Data volume is reported in multiple terabytes and petabytes. It is worth to mention that definitions of BD volume is relative and varies by factors, such as time, the type of data, industry and even geography. Moreover, it can be smaller than the petabytes and zettabytes often referenced in articles and statistics.

**Variety** has a twofold meaning. On the one hand, variety describes different formats or types of data that do not lend themselves to storage in traditional structured relational database systems. These include a long list of data such as spreadsheets, emails, social media text messages, images, video, audio and more. This type of data is characterized as unstructured and has existed all along. On the other hand, variety is also used to mean data from many different sources, both inside and outside of organizations. For
example, data come from sensors, smart devices, RFID tags.

Velocity refers to the rate at which data are generated and speed at which it should be analyzed and acted upon. Nowadays, large data volumes are daily generated at an unprecedented rate from heterogeneous sources (e.g., health, government, social networks, marketing), which is driving a growing need for real-time analytics and knowledge discovery.

2.2 Cloud Computing

Cloud computing (CC) has attracted significant momentum and attention in both academia and industry over the past decade. However, it seems that no standard definition of CC has been widely accepted yet [66, 67, 68]. In this thesis, we adopted and considered the definition of CC issued by NIST on September 2011 as “cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage,
applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction \cite{69}.

### 2.2.1 Cloud Computing

One of the critical elements of cloud computing is the deployment model. According to NIST \cite{69}, four common cloud deployment models are stated as follows.

**Public cloud:** The cloud infrastructure is provisioned for open use by the general public. It may be owned, managed, and operated by a business, academic, or government organization, or some combination of them. It exists on the premises of cloud providers.

**Private cloud:** The cloud infrastructure is provisioned for exclusive use by a single organization comprising multiple customers (e.g., business units). It may be owned, managed, and operated by an organization, a third party, or some combination of them, and it may exist on or off premises.

**Community cloud:** The cloud infrastructure is provisioned for exclusive use by a specific community of consumers from organizations that have shared concerns (e.g., mission, security requirements, policy, and compliance considerations). It may be owned, managed, and operated by one or more of organizations in a community, a third party, or some combination of them, and it may exist on or off premises.

**Hybrid cloud:** The cloud infrastructure is a composition of two or more distinct cloud infrastructures (private or public) that remain unique entities, but are bound together by standardized or proprietary technology that enables data and application portability (e.g., cloud bursting for load balancing between clouds).

### 2.2.2 Three Types of Cloud Services

In general, cloud computing offers three most common types of services to end user \cite{70,71,69,67}. They are Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS).

**SaaS:** A software licensing and delivery model where software is licensed on a subscription basis and is centrally hosted. SaaS providers offer an actual working software application to clients and have complete control of application software. They
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hide the underlying details of software and provide an interface to work on the system. SaaS is a common delivery model for many applications.

PaaS: This type of cloud service offers a pre-built and managed application platform to customers. Customers need not spend time building underlying infrastructure for their applications. On the backend, PaaS automatically scales and provisions required infrastructure components depending on application requirements. Typically, PaaS solutions provide an API that includes a set of functions for programmatic platform management and solution development. This type of cloud service typically might contain an operating system, database management system, hosting, and data processing framework.

IaaS: This kind of cloud service gives low-level abstractions of physical devices. A cloud provider hosts infrastructure components traditionally present in an on-premises datacenter, including servers, storage, and networking hardware, as well as the virtualization or hypervisor layer. IaaS customers access resources and services through the internet and can use the cloud provider’s services to install the remaining elements of an application stack.

2.3 The Relationship between Big Data and Cloud Computing

Taken separately, both big data (BD) and cloud computing (CC) can prove very beneficial to a company, providing numerous advantages in an increasingly competitive business environment. BD is an approach for maximizing the linear scalability, deployment and execution flexibility, and cost-effectiveness of analytic data platforms [72]. CC is the new era of computing where efficient utilization of resources can be done with no compromise on data size, execution time and cost of execution. CC complements BD by enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources that can be rapidly provisioned and released with minimal management effort or interaction [69].

Essentially, BD and CC are two technologies that are often conjoined and increasingly incorporated together [65, 73]. Big data analytics applications (BDAAs) need process
BD which are relatively large and compound, and that requires the support of unique and advanced data storage, management, analysis, and visualization technologies. Hence, BDaaS requires lots of IT resource if users want a fast analysis of BD. Thousands of CPUs, hundreds of terabytes storages and very high-speed interconnections are demanded. For the fast analysis of BD, much more computing resources are required.

Clouds are already deployed on pools of server, storage, and networking resources and can scale up or down as needed. Therefore, it makes sense that organizations should look to CC as the resource provisioning platform to support their BDaaS.

While each technology is valuable on its own, many businesses are attempting to combine them to reap even more benefits. As CC has increasingly become a de facto part of doing business, more companies are choosing to implement and deploy and operate BD in cloud. By utilizing the cloud for this purpose, businesses can derive better analysis from the massive amounts of structured and unstructured data in their possession. This attribute of the cloud has proven so valuable that BD is even driving the adoption of CC across numerous industries and enterprises. CC is much cheaper for companies to use when compared to the large-scale BD resources that organizations have used before. CC also makes it much easier for companies to integrate data from numerous different sources and databases and can produce better results with a more consistent performance.

2.4 Cloud-hosted Big Data Analytics Applications

The potential of big data (BD) is unleashed when it becomes possible to mine analysis and insights from it. This is where big data analytics comes into the picture. The rise of big data analytics offers vast opportunities for existing organizations as well as for new start-ups, and both public and private organizations to construct valuable information from BD.

According to, big data analytics is the method and process for examining a significant amount of datasets that contains a variety of data types and transforming them into a more understandable data and metadata format in order to reveal unseen patterns, hidden correlations, market trends, customer preferences, and other useful
business information. After analyzing data, correct tools and approaches visualize the findings in tables, graphs, and spatial charts for efficient decision making. The primary objective of big data analytics is to assist organizations to have an improved understanding of data, and thus, make efficient and well-informed decisions.

The power of big data analytics is usually released through big data analytics applications (BDAAs) that are a new type of software applications, which analyze BD using massive parallel distributed processing frameworks (e.g., Hadoop). Big data analytics has found applications across a broad range of domains such as banking and financial services, telecommunications, travel and entertainment, digital media, healthcare, manufacturing, and others [80, 81].

Leading providers offer a wide array of different types of BDAAs. For example, Google utilizes Google BigQuery [37] to offer inventory management system [82], an abundant, highly scalable, low cost and pay-as-you-go cloud-hosted BDA to make inventory management productive and efficient. Amazon provides natural language processing-based BDA in cloud that identifies the language of voluminous texts, extracts vital entities such as people, organizations, locations or events, and analyze sentiments in texts using Amazon Comprehend [83].

The provision of such BDAAs in cloud could ease adoption for many companies and in addition to substantial cost savings. It could simplify useful insights that provide them with different kinds of competitive advantage. In fact, more organizations seem to be opting for cloud nowadays. According to the blog post written by Brian Hopkins, Forrester vice president and principal analyst in August 2017 [84] “Global spending on big data solutions via cloud subscriptions will grow almost 7.5 times faster than the on-premise subscriptions. Furthermore, the public cloud was the number one technology priority for big data according to our 2016 and 2017 surveys of data analytics professionals”. Also, a business intelligence to Hadoop/big data connection company AtScale [85] conducted a three-year survey on how global companies use BD and the cloud. The survey findings unsurprisingly revealed that cloud is effectively taking center stage for BD use. The survey has found that there has been an increased amount of attention to the deployment of BDAAs in cloud, with 59% of respondents has deployed BDAAs in cloud already. Additionally, over three quarters (77%) are
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projecting they would use the cloud for BD up 5% from last year. These demonstrate that cloud-based BDAAs is a widespread phenomenon nowadays.

From the service’s perspective, the capabilities and benefits of BDAAs are uniquely placed and delivered in the form of Big Data Analytics as a Service (BDAaaS) for marketing purposes. We will give a detailed description of BDAaaS in the next subsection.

2.5 The Framework of Big Data Analytics as a Service

In previous research works, cloud was considered as a marketplace [68, 86], where the storage and computing capabilities of cloud-based system architectures can be leased. Likewise, the rise of big data (BD) has created new business models, where businesses lease big data analytics service in a pay-as-you-go and service-oriented manner. In this direction, a new service named Big Data Analytics as a Service (BDAaaS) was introduced [86, 87].

BDAaaS represents a combination of analytics software and cloud technology to an extensible platform that can provide analytics capabilities over a variety of industries and use cases. It is a cloud-based spectrum of hardware and software services for storage and analysis of increased amounts of diverse data which have emerged in the past few years due to technological advancement and intrinsic presence of technology usage in everyday life [23, 29, 30]. Compared to hosting any data analytics software on-premises servers, BDAaaS offers solutions that are easy to deploy and most of the time has a pay-as-you-go payment system. It is part of a broader “as-a-Service” solutions such as SaaS/PaaS/IaaS. Unlike them, BDAaaS is an end-to-end service that leverages advanced technologies regarding data ingestion, data processing, data storage, and data analysis as well as management and maintenance tasks across layers.

Inspired by the work in [73, 88, 89, 90, 91], we give a pictorial representation of BDAaaS framework. The BDAaaS framework is designed with a flexible architecture describing as a set of connected components, presented and categorized by level of abstraction. When a BDAaaS instance is deployed in cloud, each abstract component
will be specialized into a concrete component. The overall framework of BDAaaS is depicted in Figure 2.2.

We can observe in this figure three levels from top to bottom: Big Data Software as a Service (BDSaaS), Big Data Platform as a Service (BDPaaS) and Cloud Infrastructure as a Service (CIaaS). Beyond the top level are usually end users who request analytics service through the interface. It is not difficult to understand that an end user is a client of the BDSaaS, which is itself a client of the BDPaaS, which is itself a client of the CIaaS. Under the level of CIaaS exists scalable hardware resources in datacenters. The details of each level are described as follows.

Cloud Infrastructure as a Service (CIaaS): Cloud computing plays the role of underlying infrastructure in this framework located at the bottom layer. In this layer, users access three main elastic resources (i.e., computing resources, storage resources, and network resources) in a pay-as-you-go manner. This layer provides the most opportunities for direct influence on big data technology (scalability, availability,
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computing, and accessibility of raw data). Amazon Elastic Compute Cloud (Amazon EC2) \cite{92} is an excellent choice in this layer offering high-performance and on-demand computing resources, analogous to a server in a datacenter. Amazon Simple Storage Service (Amazon S3) is storage resources analogous to an array of hard drives \cite{93}.

**Big Data Platform as a Service (BDPaaS):** One level up exists the platform layer including software, tools or frameworks dedicated to BDAAs. For instance, Hadoop and its ecosystem \cite{94}. BDPaaS emphasizes on the provision of a specialized execution environment for processing the applications, which are often instantiated over CIaaS to ensure scalability, availability, reliability, and so on. BDPaaS typically includes multiple frameworks/components as follows.

- **Data Ingestion:** This is the first step for the data coming from variable sources to start its journey, which deals with technologies for the ingestion of data into BDAAs. The main distinct dimension is velocity. This leads to two types of ingestion, i.e., batch and stream. Batch ingestion includes traditional Extract-Transform-Load data integration tools while stream ingestion is sub-divided into messaging systems and complex event processing engines \cite{88}. Sample technologies for batch ingestion are Apache Sqoop \cite{95}. Apache Kafka is a good example of stream ingestion \cite{96}.

- **Data Storage:** Represents technologies for persistent data storage for BDAAs. The main differentiating dimensions are volume and variety \cite{88}. Variety distinguishes between different types of storages, i.e., distributed file systems (e.g., Hadoop HDFS \cite{97}, Google File System \cite{98}), NoSQL (e.g., MongoDB \cite{99}, Hadoop HBase \cite{100}) data stores, and traditional RDBMS (e.g., MySQL, Oracle etc.). RDBMSs are mature and well support structured data, while unstructured data prefer NoSQL or distributed file systems, which is a reasonable choice for BDAAs.

- **Data Processing:** Includes technologies that are responsible for the execution and computation of voluminous data from data ingestion framework. The main differentiating dimensions are velocity and variety. It is mainly sub-divided into two categories consisting of batch processing and stream processing paradigm.
In the batch-processing paradigm, a large volume of data is first stored and then processed and analyzed at once \cite{90}. The algorithm exploits an efficient divide-and-conquer approach that split the dataset into chunks and processes each of them individually on its own machine to generate intermediate results which are eventually aggregated to a final result. Apache Hadoop MapReduce \cite{101} has become the dominant batch processing model. The streaming processing paradigm refers to the technology that queries continuous data streams and detects conditions quickly from the time of receiving the data at the second or even millisecond level. Apache Spark \cite{102} and Apache Storm \cite{103} are representative examples of stream processing.

- **Data Analytics**: Comprises technologies responsible for the value generation which is the ultimate objective of BDAAs. Such technologies uncover hidden patterns and unknown correlations and extract insight to improve decision making \cite{90}. This framework is differentiated by two dimensions: the type of data analytics and the type of approaches. The type of data analytics comprises descriptive, predictive and prescriptive \cite{36,78,104,105}. The type of approaches includes statistics-based method \cite{106,107,108} and machine learning-based methods \cite{108,109,110}. Some representative examples of BDSaaS include Google BigQuery \cite{37}, Amazon Redshift \cite{38} and Microsoft Data Lake Analytics \cite{39}.

**Big Data Software as a Service (BDSaaS)**: This top-tiered layer typically provides specific BDAAs interfaces that enable users to focus on one particular domain of business or private concern and do not mention any underlying Cloud resources nor BDPaaS level components. Typically, BDSaaS is a web-based and multi-tenant system that analyzes and interprets massive amounts of data to deliver more insightful results for their subscribers. Users would develop and execute scripts and queries to analyze and generate reports and visualizations \cite{89}. BDSaaS is an extension of the common SaaS model, with the same delivery model benefits, but better because BDSaaS leverages the best of the underlying BDPaaS-level technologies (i.e., data ingestion, data storage, data processing, and data analysis) in cloud to construct valuable information and gain real insight for users. Examples of BDSaaS include social media monitoring, analytics and
listening services like Salesforce.com’s Marketing Cloud \cite{111} or BrandsEye \cite{112}. These BDSaaS can collect social media data in close to real-time and run it through their underpinning BD technologies and algorithms to produce insights such as near-instant feedback on the effectiveness of new marketing campaigns or alerts about emerging problems with products \cite{113}.

Table 2.1 gives a summary of the BDAaaS framework. Compared to traditional on-premises hosting environments such as dedicated server farms, the framework is more modular. Each layer is loosely coupled with the neighboring layers, allowing the flexibility to evolve separately. The framework integrates cloud computing (CC) that acts the underlying infrastructure in the whole architecture, which highlights the integral role that CC plays in BDAAs. It is worthwhile to mention that although cloud is a natural architecture and popular choice for BDAaaS, this service is not limited to just cloud architecture. Other distributed architecture can also be employed to host big data analytics services.

Table 2.1: Summary on the BDAaaS framework by layer

<table>
<thead>
<tr>
<th>Layer</th>
<th>Component</th>
<th>Representative Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDSaaS</td>
<td>A wide range of domains</td>
<td>• Salesforce.com’s Marketing Cloud</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• BrandsEye</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Google’s inventory management system</td>
</tr>
<tr>
<td>BDPaaS</td>
<td>Data Ingestion</td>
<td>• Batch: Sqoop</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Stream: Kafka</td>
</tr>
<tr>
<td></td>
<td>Data Storage</td>
<td>• DFS: Hadoop HDFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NoSQL: MongoDB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• RDBMS: Oracle</td>
</tr>
<tr>
<td></td>
<td>Data Processing</td>
<td>• Batch: Hadoop MapReduce</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Stream: Apache Storm</td>
</tr>
<tr>
<td></td>
<td>Data Analysis</td>
<td>• the type of data analytics: descriptive, predictive and prescriptive</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• the type of approaches: statistics-based method and machine learning-based method</td>
</tr>
<tr>
<td>CIaaS</td>
<td>Computing</td>
<td>• Amazon EC2, Google Compute Engine, Azure Virtual Machines</td>
</tr>
<tr>
<td></td>
<td>Storage</td>
<td>• Amazon S3, Google Cloud Storage, Azure Storage (Block Blob)</td>
</tr>
<tr>
<td></td>
<td>Network</td>
<td>• Amazon VPC, Google VPC, Azure Virtual Network</td>
</tr>
</tbody>
</table>

Despite that BDAaaS is part of a broader ‘as-a-Service’ solutions such as SaaS/-PaaS/IaaS introduced earlier, unlike these common type of cloud services, BDAaaS
tak[es further to pay special attention to the technologies of big data analytics and its application, which is more tailored to BDAAs.

2.6 Service Level Agreements

Service level agreements (SLAs) play an integral part for big data analytics applications in cloud since they serve as the foundation for the expected quality level of the service between providers and customers.

2.6.1 Definition of Service Level Agreements and Its Relevant Terms

2.6.1.1 Service Level Agreements

Multifarious definitions exist for the term service level agreement (SLA) \[35, 114\].

According to Marilly et al. \[33\], an SLA can be defined as follows: “a service level agreement is a contract between providers and customers, usually in measurable terms, what services providers will furnish and what penalties provider will pay if he cannot meet the committed goals”. Hence, an SLA is a binding agreement that specifies what providers guarantees to deliver and can be offered to other providers or customers.

Gartner defines SLA as an agreement that sets the expectations between providers and customers and describes products or services to be delivered, the single point of contact for end users’ problems and metrics by which the effectiveness of the process is monitored and approved \[115\].

IBM states that “a service level agreement is a contract between a provider and a customer that specifies the expectations for the level of service concerning availability, performance, and other measurable objectives. SLA records a common understanding about services, priorities, responsibilities, guarantees, and warranties between parties. SLA can also specify levels of availability, serviceability, performance, operation, or other attributes of the service” \[116\].

Information Technology Infrastructure Library (ITIL) has been an important factor in spreading SLAs. According to ITIL, SLA is an agreement between a provider and
customer. SLA describes the IT service, documents service level targets, and specifies the responsibilities of providers and customers [117].

Based on these diversified definitions, this thesis focuses on SLAs as negotiated “agreements” between different parties/entities. As “agreements”, SLAs encapsulate a set of different aspects regarding the services provisioning. These refer to the agreed quality of service (QoS)– captured through different terms, the service level objectives that the service must guarantee in the form of constraints on QoS metrics, the responsibilities, and obligations of the parties, as well as the penalties in cases of non-compliance to the agreed terms. It specifies the levels of service that providers should provide to customers regarding objectives to attain different QoS aspects [35].

2.6.1.2 Service Level Objectives

Service Level Objectives (SLOs) refer to a set of formal expressions. These formal expressions have the well-known if...then structure. The antecedent (if) contains conditions and the consequent (then) contains actions. An action represents what a party has agreed to perform when the conditions are met [118].

SLOs are often quantitative and have related measurements. For customers who make informed decisions when choosing big data analytics as a service, it is best if the SLOs offered by each provider offering similar services can be easily compared.

2.6.1.3 SLA Metrics

SLA metrics represent measurement methods for the calculation of quality of service (QoS) values and define what services and guarantees provider will provide, which are often associated with a quantitative service level objectives (SLOs) [119] [120]. SLA metrics may be categorized as functional and non-functional. Functional properties cover aspects like the number of arguments and the semantics of operations. Non-functional properties define the service capabilities and robustness, covering terms regarding the QoS, security, and remedies for performance failures [121]. It is often true that a given SLO may have multiple different SLA metrics which can be used. It is essential that an SLA make it clear which metric(s) are being used for each quantitative SLO [122].
2.6.1.4 Service Levels and Guarantees

Service levels and guarantees represent promises and guarantees with respect to graduated high/low ranges, e.g., average availability range [low: 95%, median: 97%, high: 99%], so that it can be evaluated whether the measured metrics exceed, meet or fall below the defined service levels at a specific time point or in a certain validity period. They can be informally represented as if-then rules which might be chained in order to form graduations, complex policies and conditional guarantees, e.g., conditional rights and obligation with exceptions, violations and consequential actions: “If the average service availability during on month is below 95% then provider is obliged to pay a penalty of 20%.”

2.6.2 The Evolution of SLA

Over the last thirty years, service level agreement (SLA) has undergone significant evolution driven by the advancement of distributed computing paradigm in order to adapt for changes and new challenges in different computing environments per requirements. We firstly give a brief description regarding the evolution of distributed computing paradigms, then explain our proposed SLA evolutionary stages over these years.

2.6.2.1 Distributed Computing Paradigm

According to the works in [123, 124, 125, 126, 127, 128, 129, 130], the distributed computing paradigm has evolved through a number of significant phases. Mainly, they are Internet Computing [131], Peer-to-Peer Computing [132], Cluster Computing [133], Grid Computing [134], Utility Computing [135], Cloud Computing (CC) [69] and Big Data (BD) [136].

The introduction of computer networks in the 1970s led to the development of distributed systems [137]. Then, the Internet (originally ARPAnet) was developed as a network between government research laboratories and participating departments of universities. Commercial Internet service providers began to emerge in the very late 1980s [138]. Up to this time, a few technologies emerged in the distributed systems. Peer-to-Peer network is one of the primary distributed systems with the purpose to
enable sharing of data, such as streaming audio or video [128]. In the 1980s, Cluster Computing has emerged, which is used for high-performance computing tasks. Another well-known distributed computing paradigm is Grid Computing that appears in the mid-1990s as an evolution of Cluster Computing [128]. In the 2000s, Utility Computing was proposed based on the idea of providing computing solutions in a very similar way as traditional real-world public utilities (such as electricity, water, gas, and telephone) [124]. Utility Computing was the first step towards pay-by-use philosophy. Around 2007, CC has emerged as a popular distributed computing paradigm [139]. CC is linked with Utility Computing based on the fact that CC is generally based on a pay-per-use model in which guarantees are offered using customized SLAs [140]. Recently, the further advancement of computer technologies and distributed processing paradigms have generated a new paradigm over the cloud at the forefront of BD. A representative example of such paradigm is MapReduce [141] programming model that is designed to work with distributed data-intensive processing big data analytics applications (BDAAs) in cloud. This has inspired an open source distributed computing framework called Apache Hadoop [94] and its ecosystem for cloud-hosted BDAAs.

2.6.2.2 SLA Evolutionary Stages

As an essential and efficient method of managing relationships between providers and customers and guaranteeing the level of service, we examined that SLA has been successfully used in all the aforementioned distributed computing environments over the last thirty years. Accordingly, SLA has experienced remarkable evolution as the distributed computing paradigm advances to cater to changes and new challenges in each distinct computing environment. Figure 2.3 proposes a pictorial representation of SLA evolution and lists some representative references in each particular evolutionary stage.

Concretely, the main stages in the SLA evolutionary roadmap include SLAs for Internet Computing [142, 143, 144], SLAs for Peer-to-Peer Computing [145, 146, 147], SLAs for Cluster Computing [148, 149, 150, 151], SLA for Grid Computing [152, 153, 154], SLAs for Utility Computing [155, 156, 157], SLAs for Cloud Computing [114, 118, 122, 158, 159, 160, 161, 162, 163] and SLAs for cloud-hosted BDAAs [164, 165, 166].
In this thesis, we are not going to detail each stage considering space. Instead, we give a brief explanation regarding SLAs for Internet Computing, SLAs for Cloud Computing and SLAs for cloud-hosted BDAAs.

Historically, SLAs have originated with internet service providers in the 1980s, which forms the first stage (i.e., SLAs for Internet Computing). Since the late 1980s, SLA’s have been used by fixed-line telecom operators as part of their contracts with their corporate customers. Various providers and customers need SLAs in the telecommunication marketplace. Hence, Internet service providers and telecoms will commonly include SLAs within the terms of their contracts with customers to define the level of service being sold in plain language terms. Further, in order to provide better practice advice, the Tele Management Forum had published the NGOSS SLA Management Handbook in 2001 which represents a milestone of SLA in its evolution. Up to this time, NGOSS SLA Management Handbook is the most comprehensive and voluminous published collection regarding the management of SLAs with a focus on the Telecommunication Industry. The drawbacks in this very early SLAs stage lie in the fact that the SLA metrics are limited to IP-based network performance measurements such as latency and packet loss, and the rigid specification.
of the terms of SLAs, as it was not possible to adapt the values of SLA terms once they were deployed.

Since then, the SLA evolution continues from the stage of SLA for Peer-to-Peer computing to the stage of SLA for Utility Computing. Notably, the emergence of Grid Computing and Utility Computing triggered several important advancements in the specification of SLAs. This is because the openness and autonomy of grids and utility-oriented service provisioning model required specification formats that were not restricted to any organization or application domain’s syntax or semantics.

Further, the rapid growth of the cloud market leading to the emergence of new services, new ways for service provisioning and new interaction and collaboration models both amongst cloud providers and service ecosystems drives the extensive exploitation of SLAs for cloud computing. The continuous technological advancement of distributed computing drives the application of SLA to the current stage of SLAs for cloud-hosted BDAAs. In this stage, the importance and sophistication of SLA increases than ever before. However, the research on this particular stage is far from mature.

It is worth mentioning that although CC is widely applied, it still has some restrictions. The fundamental restrictions lies in the correspondence between the cloud and the end devices. Such correspondence is not appropriate for a large set of cloud-based BDAAs such as the latency-sensitive applications (e.g., disaster management, fire detection and firefighting, and content delivery applications etc.). Hence, two new computing paradigms are proposed to address such issues. They are Fog Computing \cite{173,174} and Edge Computing \cite{175,176}:

- Fog Computing (FC): refers a novel architecture that extends the traditional CC architecture to the edge of the network. With fog, the processing of some application components (e.g., latency-sensitive ones) can take place at the edge of the network, while others (e.g., delay-tolerant and computational intensive components) can happen in the Cloud.

- Edge Computing (EC): refers to the enabling technologies allowing computation to be performed at the edge of the network, on downstream data on behalf of cloud services and upstream data on behalf of IoT services. The “edge” is denoted
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as any computing and network resources along the path between data sources and Cloud data centers.

FC and EC are not substitutes for CC but powerful complements. Compared to CC, compute, storage, and network resources are still the building blocks of the Cloud in FC and EC environment. However, they extend CC by enabling provisioning resources and services outside the Cloud, at the edge of the network, closer to end devices or eventually, at locations stipulated by SLAs [174]. Therefore, SLA is still a fundamental element to manage the level of service for those applications deployed in FC and EC environment, especially for latency-sensitive ones [177, 178]. For FC and EC enabled BDAAs, SLA is often influenced by many aspects (e.g., energy usage, application characteristics, service cost, network status, data locations etc.). Hence, SLA metrics in terms of these aspects should be one of their focusing points.

2.7 SLAs for Cloud-hosted BDAAs

This thesis focuses on the evolutionary stage of SLA for cloud-hosted BDAAs. Hence we will particularly analyze why SLAs are crucial and remain a complex challenging for cloud-hosted BDAAs, and how SLAs for cloud-hosted BDAAs are different from the previous stages in the following subsections.

2.7.1 Why SLAs are important for Cloud-hosted BDAAs

Although cloud computing (CC) offers lots of capacities to supply elastic, scalable, and cost-effective computational resources, cloud-hosted big data analytics applications (BDAAs) bring their own challenge regarding the provision of promised service and quality. Typically, domain-specific BDAAs (at BDSaaS layer) subscribed by customers will be efficiently processed at BDPaaS layer using advanced processing paradigm such as MapReduce [141] by leasing elastic resources from the underlying cloud datacenters (at CIaaS layer). In such an environment, services are provided strictly on an on-demand basis. Every kind of resource regarding services is offered in a pay-as-you-go model, which are charged by their actual usage. It is not hard to understand that the
management of SLAs for cloud-hosted BDAAs has become of paramount importance due to the following aspects.

- **Customer commitments:** Clearly defined promises regarding big data analytics service and its service level reduce the chances of disappointing customers and compromising the fulfillment of the value of BDAAs. These promises also help to stay focused on serving customers’ requirements and assuring SLA guarantee.

- **Increased interaction between providers and customers:** Providers' and customers' staff are more involved in the loop than in traditional cloud providers offering. In complex cloud-hosted BDAAs deployment scenarios, there is not merely a single business entity responsible for the service delivery, but multiple different layers, business actors and entities with contrasting and competing requirements (i.e., minimum cost VS. minimum response time) interact to provide analytics services to customers and finally end users.

- **Strong dependency relationships across layers:** Notably, there are multiple SLAs with different properties and attributes across layers for a cloud-hosted BDAA. These SLAs have a strong dependency relationship with each upstream and downstream layer. The variety of one SLA metric such as the number of VMs (at CIaaS layer) might affect the other one such as the response time of data processing (at BDPaaS layer), which will result in the breach of the application-level SLAs to customers.

- **Key performance indicators for customers:** By having “agreed” service delivered and SLA guaranteed, the confidence of customers to gain valuable information and extract insight by using the applications could be increased. In the light of this, it would be easy for customers to make an evidence-based decision.

- **Key performance indicators for providers:** SLA drive internal processes of providers by setting a clear, measurable standard of their service. Consequently, service level objectives become clearer and easier to measure, and providers could achieve their competitive advantages in the market of analytics service or solutions.
• The price of non-conformance: If an SLA has penalties, non-performance can be costly. Therefore, by having penalties defined, customers understand that providers truly believe in their ability to achieve the performance levels. It makes the relationship clear and positive.

To better understand why we should pay attention to SLA-specific management for cloud-hosted BDAAAs, we take social-network-driven stock recommendation as an instance \[179, 180\]. This is a domain-specific cloud-hosted BDAA deployed on Amazon AWS datacenter. Figure 2.4 presents the architecture of this application, which is an instantiation of the aforementioned layered-based architecture of cloud-hosted BDAAAs. It is observed that the architecture of this cloud-hosted BDAA consists of multiple and heterogeneous components to process both batch- and stream-based data. The application integrates the functions of streaming free text (via Twitter API) and batching recorded tweets (through Twitter Firehose) that are contained in Amazon S3 storage buckets \[93\]. It consists of the following key components:

• Apache Kafka \[97\] is served as a data ingestion framework featured by high throughput.

• Apache Storm \[103\] is an advanced stream-oriented data processing engine.

• Apache Hadoop \[94\] represents a batch-oriented data processing framework for historical tweets.

• Apache Mahout \[181\] implements a set of machine learning algorithms (e.g., Naive Bayes) for grouping and classifying tweets, and runs on top of Apache Hadoop runtime environment.

• Yahoo Scalable Advanced Massive Online Analysis (SAMOA) \[182\] is deployed as a data analysis framework for grouping and classification of tweets pertinent to a specific stock.

• Hadoop Distributed File System (HDFS) \[183\] stores the final result of both batch and stream processing.
In the context of this application, it is not hard to understand that SLA management is very important. Concretely, this application uses live Twitter sentiments and stock data to analyze the stock market movement and correlation in order to recommend buying and selling points and promising combinations of stocks to investors in real time. In this BDAA, data analysis results should be fed back to the investors through highly efficient processing of queries, so that investors can decide just-in-time when and which stocks they should purchase or sell. Such BDAA cannot tolerate delays (unsatisfactory SLA) in the data processing (the fast movement of the stock market, the impact of politics, economy and many other factors) required for fast evidence-based decision making. Therefore, data analysis delays (in this case, SLA is breached) could lead to significant monetary losses. Although we consider a stock recommendation BDAA here, the importance of SLA applies to other types of applications as well such as inventory management, healthcare, topic detection, sentiment analysis, smart cities and so on.
2.7.2 Why are SLAs for BDAAs in Cloud sophisticated?

Further considering the above instance, the management of SLAs in this context is extremely challenging due to the complexities imposed by this application in nature. For instance, the application spans heterogeneous and distributed software frameworks across multiple layers, which considerably impacts the allocation and configuration of datacenter resources to accommodate dynamic big data workloads and guarantee analytic results within SLA constraints. Each component of this application has different SLA requirements. For example, the application-level SLA constraints (i.e., minimize query processing, minimize data analysis delays, maximize application and data availability), platform-level SLA constraints (i.e., maximize Kafka ingestion speed, maximize HDFS I/O throughout, maximize MapReduce tasks and stream processing, minimize Mahout analysis delay), while optimizing the resources utilization of cloud datacenter in terms of CPU, network, storage and energy. It is very hard to tell how these SLAs could be defined coherently across layers and what hidden patterns among multiple configurations of this application posses.

This level of complexity in terms of SLA management also applies to other kinds of BDAAs although we only take stock recommendation application as an example.

2.7.3 How is SLAs for BDAAs in Cloud different from the previous evolutionary stages?

Compared with its previous stage (i.e., SLAs for Cloud Computing), the stage of SLAs for cloud-hosted BDAAs demonstrates remarkable disparities in some aspects. For example:

- Conceptual SLA model: BDAAs are transforming corporate decision-making, pushing organizations to become more agile and responsive. The new service features, the cutting-edge big data technologies, new interaction and collaboration mechanisms between actors and higher service quality requirements lead to different conceptual SLA model in cloud-hosted BDAAs scenario.
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- **SLA metrics**: The discrepancies of SLA metrics occur between cloud computing environment and BDAAs environment as the nature and type of resources being provided and delivered are entirely different. Although some researchers propose SLA metrics such as availability, scalability, response time, and so on that could be applied for BDAAs in cloud, it is still vital to investigate and classify SLA metrics for BDAAs in cloud in a new way reflecting characteristics of BDAAs.

- **Techniques used to address SLA management**: The rapid technological development brings changes to the way that SLA is managed and guaranteed for cloud-hosted BDAAs. For example, scheduling is a favorite technique to address SLA management problem in prior stages. However, they cannot be directly used in cloud-hosted BDAAs scenarios because the optimization objectives, mathematical formulas, and system architect are different. Hence, new algorithms or solutions should be designed and developed to deal with the scheduling challenge for cloud-hosted BDAAs.

- **Layers**: According to the aforementioned big data analytics as a service framework, service layers themselves and technologies in these layers bring remarkable disparity between general applications in cloud computing environment and cloud-hosted BDAAs, which transforms the way we understand and address SLA management. Concretely, different algorithms, tools, or methods should be considered and applied while understanding and respecting such disparities.

2.8 **Summary**

In this Chapter, we first introduce some fundamental terms and concepts of big data (BD) and cloud computing (CC). The relationship between BD and CC has been elaborated. Next, we provide essential information regarding big data analytics applications (BDAAs) in cloud and present a layer-based big data analytics as a service framework. Then, critical information about SLAs and its relevant terms have been given. We discuss how SLAs evolve as the distributed computing paradigms advance over the last thirty years. Moreover, we analyze why SLAs are important, why SLAs is
a challenging problem and how SLAs are different from the previous evolutoinal stages in the context of BDAAs in cloud.

In the next chapter, we will use the methodology of systematic literature review to conduct an in-depth survey regarding SLA management for big data analytics applications in cloud in response to $RQ1$. 
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Chapter 3

Systematic Literature Review on SLA Management for Cloud-hosted BDAAS

In this chapter, we will address the first research question defined as RQ1: What is the landscape of the extant research on management of service level agreements (SLAs) for big data analytics applications (BDAAs) in cloud and how to classify them from different perspectives?

To this end, a research methodology, i.e., a systematic literature review has been applied to the published papers in this field. The results contribute to the fundamentals of engineering SLAs for cloud-hosted BDAAs and management of SLAs, motivating further research and industrial-oriented solutions. This systematic literature review not only enhances the knowledge for the general readers and researchers but also identifies open challenges and gaps that need to be addressed in future research directions.

3.1 Positioning versus Existing Surveys

A few previous studies focused on the literature review of SLA management in the context of cloud environment. Mohamadi et al. [184] conducted a very preliminary review of SLA management approaches and compared them with respect to improved parameters, implementation/simulation and its environment, and workload/application. Faniyi et al. [185] surveyed the research landscape of SLA-based cloud systematically with the focus on specific phase of SLA life cycle (i.e. resource allocation phase) and outlining consequences on the others. From cloud service provider perspective with small to medium-sized enterprise level. Hussain et al. [186] presented a comprehensive
overview of existing approaches of SLA management in clouds and highlighted the features and limitations of these approaches to tackle the issue of creating a viable SLAs in cloud computing from the viewpoint of service provider’s. While from another perspective, Whaiduzzaman et al. \cite{187} focused on SLA-based service provisioning techniques and methods that assist in evaluating cloud services provisioned with regards to user-specific requirements and cost.

With the recent advancements in computing, internet of thing (IoT) has been introduced as an emerging and promising technology. Thus, Saad Mubeen et al. \cite{188} conducted a survey to investigate the existing research on SLAs management for IoT-based applications in clouds. This survey used a systematic mapping study for the purpose of identifying the results of the published research works that are related to SLA management in IoT context.

Existing surveys either focus on SLA management in cloud environment or IoT environment, which are not specific and sufficient for SLA management in the context of cloud-hosted BDAAs. To the best of our knowledge, there is only one survey work has been done on SLA management for BDAAs in clouds. Sahal et al. \cite{189} conducted a preliminary survey and divided SLA management into two types, which are SLA management for cloud computing and SLA management for cloud-hosted BDAAs. Regarding to latter type, SLA management approaches are categorized into two groups comprising MapReduce scheduler and cloud Layer, which we argue that this categorization is oversimplified and fails to give a holistic landscape towards SLA management for BDAAs in clouds.

Therefore, we need a systematic literature review (SLR) on SLA-specific management for BDAAs that covers up SLA model for this type of application with respect to its requirements across cloud computing stack. Our work in this Chapter is the positioning attempt to conduct this in-depth SLR with build-up thematic taxonomy covering six core dimensions including actors, service layers, techniques, cloud service and deployment models, SLA metrics and conceptualization. This work not only provides a comprehensive review of the state-of-the-art landscape on SLA-specific management for BDAAs in the cloud, but also insights into understanding the research themes/patterns in this field.
3.2 The Application of SLR Methodology on SLA Management for Cloud-hosted Big Data Analytics Applications

Our study in this Chapter uses a systematic literature review (SLR) methodology proposed by Kitchenham et al. [190] to review the landscape of SLA-specific management for cloud-hosted BDAAs. SLR is a scientific, objective, transparent and reproducible method of reviewing extant literature to answer and deduce particular research question(s) in such a way that is unprejudiced. Adopting this research methodology provides a systematic process aimed at identifying the state-of-the-art in the research study field. Our SLR consists of three main phrases as shown in Figure 3.1.

The first phase is planning for review, where we define our research questions that will be considered and tackled in this study and determine the strategy of search being used for primary studies with lists of inclusion and exclusion criteria. After the executing search query on the selected database sources, the relevant papers obtained will be input for the next phase. The second phase is about conducting the review by applying the selection mechanism including primary selection (exclusion and inclusion criteria) on the obtained papers to get all relevant papers, and the secondary selection for performing a further evaluation for each remaining paper to get the most relevant papers. In the final phase, we further analyze the remaining papers to report a thematic taxonomy of SLA management for BDAAs in clouds and review these papers based on this taxonomy.

3.2.1 Systematic literature Review Questions

Our SLA aimed at capturing the research landscape in SLA management for BDAAs in clouds by addressing the following systematic literature review questions (SLRQ):

- **SLRQ1**: What are the actors involved in making conversations and engineering SLAs in the context of cloud-hosted BDAAs?

- **SLRQ2**: What is the status of addressing SLA management for cloud-hosted BDAAs from different service layers (i.e. BDSaaS, BDPaaS and CIaaS) and cloud
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Figure 3.1: Systematic literature methodology applied on the survey of SLA management for cloud-hosted BDAAs

- **SLRQ3**: What are the techniques applied to address SLA management for cloud-hosted BDAAs?

- **SLRQ4**: What SLA metrics are of interest to stakeholders and being discussed in the context of cloud-hosted BDAAs?

- **SLRQ5**: To what extent the SLA model for cloud-hosted BDAAs is conceptualized?
3.2.2 Search Strategy for Primary Studies

3.2.2.1 Selection of Academic Databases

To search for research publications in the areas of computer science, there are well-known databases that are being used as primary sources for these publications [190]. For our study, the academic databases selected are shown in Table 3.1. These databases provide advanced search options with a set of Boolean functions to make concise search based on certain fields such as abstract, title and keywords, which return the most relevant results in comparison to search all fields.

<table>
<thead>
<tr>
<th>Source</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACM Digital Library</td>
<td><a href="http://portal.acm.org">http://portal.acm.org</a></td>
</tr>
<tr>
<td>Springer</td>
<td><a href="http://springerlink.com">http://springerlink.com</a></td>
</tr>
<tr>
<td>Science Direct</td>
<td><a href="http://sciencedirect.com">http://sciencedirect.com</a></td>
</tr>
<tr>
<td>Web of Science</td>
<td><a href="http://webofknowledge.com">http://webofknowledge.com</a></td>
</tr>
<tr>
<td>Google Scholar</td>
<td><a href="http://scholar.google.com">http://scholar.google.com</a></td>
</tr>
</tbody>
</table>

3.2.2.2 Search String

In this step, we construct our search string that will be executed over the aforementioned databases to search relevant publications. To provide comprehensive coverage of the relevant research works in the literature and state-of-the-art studies, we need to select keywords carefully. Thus, we consider the terms “service level agreement”, “Quality of Service”, “big data”, “big data analytics”, “big data analysis” and “Big Data Analytical Application” as the primary keywords along with a range of related abbreviations, plural or synonyms, namely “service level agreements”, “service-level agreements”, “SLA”, “SLAs”, “SLM”, “SLA management”, “QoS”, “BDA” and “BDAA”. Since a typical BDAA comprises data ingestion, data storage, data processing and data analysis framework, we also consider “MapReduce”, “batch processing”, “batch computing”, “stream processing”, “stream computing”, “data ingestion” and “NoSQL”
Table 3.2: List of Inclusion Criteria

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>The type of study is peer-reviewed</td>
<td>We chose peer-reviewed publications including conference/workshop and journal papers, and peer-reviewed book chapters.</td>
</tr>
<tr>
<td>The writing language for the study is English</td>
<td>We restrain the language to English because some databases such as Springer returns publications in another language like German.</td>
</tr>
<tr>
<td>The publication year for the study is published from 2010 to 2018</td>
<td>We search all publications in accordance to our search string that have been published in the databases between 2010 and 2018.</td>
</tr>
</tbody>
</table>

as additional keywords. To join the primary keywords and the additional keywords with their synonyms in the search string, Boolean functions (AND and OR) are used. Moreover, to make sure that our search string returns as many relevant studies as possible in the selected databases, we conduct several tests. As a result, we select the following search string:

(“service level agreement” OR “service-level agreement” OR “SLA”) OR (“service level agreements” OR “SLAs”) OR (“SLA management”) OR (“service level management” OR “SLM”) OR (“SLA conformance”) OR (“quality of service” OR “QoS”)

AND

(“big data”) OR (“big data analytics”) OR (“big data analysis”) OR (“Big Data Analytical Application” OR “BDAA”) OR (“Big Data Analytical Applications” OR “BDAAs”) OR (“big data analytics” OR “BDA”) OR “MapReduce” OR (“batch processing”) OR (“batch computing”) OR (“stream processing”) OR (“stream computing”) OR “NoSQL” OR “ingestion”)

3.2.3 Search Criteria

To evaluate the publications that will be obtained after applying the search string in next phase, we need to define the search criteria that being applied. Table 3.2 and 3.3 show inclusion and exclusion criteria that are performed in our SLR.
CHAPTER 3. SYSTEMATIC LITERATURE REVIEW ON SLA MANAGEMENT FOR CLOUD-HOSTED BDAAS

Table 3.3: List of Exclusion Criteria

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>The focus of study is not SLA management</td>
<td>We consider the publications in the field of SLA management for cloud-hosted BDAAs.</td>
</tr>
<tr>
<td>Abstracts and publications that are not pass through refereeing process</td>
<td>We exclude the study with only abstract, not in the form of full paper and is not peer reviewed.</td>
</tr>
<tr>
<td>Duplicate publication</td>
<td>We remove duplication for the same study found in different databases</td>
</tr>
</tbody>
</table>

3.2.4 Selection Mechanism

After executing the search string and applying inclusion and exclusion criteria on the obtained relevant publications in the field of SLA management for cloud-hosted BDAAs, we get the initial result of 1098 papers. Then, we conduct the stringent selection (secondary selection) on them based on their titles, abstracts, and contents using the following rule. We strictly select publications that consider SLA management specifically in the context of BDAAs in clouds and exclude those publications that only discuss SLAs in general cloud computing environment. This is because, our focus in this thesis is given to the evolutionary stage of SLAs for cloud-hosted BDAAs rather than the evolutionary stage of SLAs for Cloud Computing. Moreover, SLA management in Cloud Computing is a well-explored area with lots of papers. However, SLA management for cloud-hosted BDAAs is still a young research area, which demands more necessity and urgencies study on. At the end of this phase, we get 109 papers that will be systematically reviewed in this study.

3.2.5 Data Extraction and Synthesis

The quality assessment strategy used in this study is subjective analysis, where we evaluated the collected papers from primary studies to assess their relevance to the landscape of the survey. From this analysis, the thematic taxonomy of SLA management for BDAAs in clouds has been emerged (see Figure 3.2). The following are the detailed descriptions for the proposed taxonomy elements:

- Actors – This element considers the different actors (service providers, consumers and cloud end users) involved in cloud-hosted BDAAs. Service providers provide
the consumers resources that can be provisioned and metered on demand including big data platform resources and cloud infrastructure. In particular, it could further classified into BDSaaS, BDPaaS and ClaaS providers. These providers care more about the efficient resource utilization, energy efficiency, profit maximization, cost reduction, and performance enhancement. The service consumers are those actors that utilize services offered by service providers and are liable for their resource consumption’s, where they are more concerned about the budget, pricing, and customer satisfaction. The cloud end users (or for short end users) are those actors that use the applications or services offered by service customers. They are more interested in QoS and SLA constraints such as service quality, performance and response time.

- Service Layers – This element examines SLA management from various levels of abstraction including ClaaS, BDPaaS and BDSaas. At ClaaS layer, SLA management takes care of guaranteeing SLA requirements on virtualized resources such as VMs, storage or network. At BDPaaS layer, such management guarantee SLA requirements for different big data frameworks including data ingestion, data processing, data analysis and data storage), and at BDSaaS, such management cares about guaranteeing user-specific application requirements.

- Techniques – In the context of cloud-hosted BDAAs, one or more techniques (such as optimization-based, scheduling-based and simulation-based) can be included into SLA management to guarantee SLA requirements at specific or across service layers. A technique is a method that aims to address SLA management for cloud-hosted BDAAs.

- Cloud Deployment Models – When proposing a new SLA management, the activities like implementation, deployment, validation and evaluation come to the picture in order to access the validity and practicality of such management in cloud infrastructure. Thus, these activities need to be carried-out in private, public, community or/hybrid cloud deployment model, where each one of them has its own requirements and challenges.
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- **SLA Metrics** – This element considers SLA items that are defined as quantitative targets in the contract and they must be maintained by the service provided. Measuring these items/metrics (such as cost, deadline and performance) is critical for SLA management to avoid any SLA violation.

- **Conceptualization** – This element examines SLA management from conceptualization perspective instead of concrete techniques. It mainly consists of designing conceptual SLA models that offer researchers a fundamental and clear way to describe actors, activities and entities involved in a cloud-hosted BDAA scenario and understand the context of SLA including the conversation and relationship between providers and customers.

Figure 3.2: Taxonomy of SLA management for cloud-hosted BDAAs
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3.3 Review Results in Thematic Taxonomy of SLA Management for cloud-hosted BDAAs

3.3.1 Actors (In response to SLRQ1)

3.3.1.1 Providers

In terms of providers’ profit maximization, the authors [191] provide an SLA-based PaaS architecture that can support cloud-hosted BDAAs. In their paper, a disperse optimization policy is proposed, which aims at maximizing providers’ profit and considers to pay penalties incurred when SLA are unsatisfied. Then, the proposed optimization policy is applied to cloud-hosted BDAAs (e.g., MapReduce applications). In paper [165], the authors designed and implemented automated and elastic resource scheduling algorithms with the objective of profit optimization. Their algorithms can deliver BDAAs to users and optimize profits of platforms while guaranteeing SLAs for query requests in terms of deadlines and budgets and allowing prompt responses with manageable financial costs.

Unlike the above works, paper [192] focuses on the optimization of energy consumption from providers’ perspective. The authors take into account sharing MapReduce-based applications in an environment of Hadoop YARN and introduce an SLA-driven energy-saving scheduling algorithm for them [193]. Job profiling is performed to capture the characteristics of performance for diverse stages of a MapReduce-based BDAA. The obtained characteristics of performance will be considered as input to resource provisioning phrase with the purpose of guaranteeing application’s SLA such as the completion deadlines. Their experiments demonstrate that their approach enhances the conformance of SLA in terms of reduced energy consumption and resource expenditure.

3.3.1.2 Customers

The authors in [194] focused on their study on cloud-hosted databases from the customer perspective and addressed the challenge of SLA-driven provisioning and cost management for them. In their paper, a comprehensive framework is proposed, which
can flexibly and dynamically provisioning cloud-hosted database of BDAAs. According to application-defined policies, their proposed framework can satisfy SLAs in terms of performance requirements, avoid penalties when SLA violations occur and control expenses when allocating computing resources.

3.3.1.3 End Users

The authors in [195] proposed an improved resource revenue optimization model. The model defines the constraint mechanism that describes quality of service (QoS) problems. They sliced the requests of end users, modeled the process of requesting service, evaluated the time of response and processing, and allocated resources based on the specified objective function while considering end users' requirements for QoS in this model. They designed a parallel and distributed algorithm based on the working mechanism of MapReduce to solve their proposed model while guaranteeing end users' needs on QoS as much as possible.

3.3.2 Service Layers (In response to SLRQ2)

Figure 3.3 presents the statistics of SLA management works in the reviewed papers by the service abstraction level and their breakdown in each layer.
Figure 3.3: Statistics of the reviewed papers by layer and their breakdown

It is observed that most of the reviewed papers (67%) fall into the BDPaaS sector. This demonstrates that BDPaaS is the core part of BDAaaS and attracts more interest from researchers. When drilling down into the BDPaaS layer, we found that the top-ranked framework at this layer is data processing with a percentage of 57%. This is because that distributed data processing technologies such as MapReduce receive lots of attention in academia since 2010. Also, it is seen that the data storage framework is ranked secondly, occupying 8%. This indicates that representative data storage technologies such as NoSQL are of increasing interest by researchers in recent years.

Moreover, from the BDSaaS sector, there are 11% reviewed papers discussing SLA management for general BDAAs, while 5% reviewed papers providing domain-specific BDAAs. Interesting, it is further noted that among these domain-specific BDAAs, healthcare application is of the most interest for researchers with four reviewed papers [165, 196, 197, 198] in total and only one reviewed paper takes banking application as the case study [199]. Besides, in CIaaS sector, it is seen that the computing, storage, and network components share the balanced percentage, which means they receive even
attention in academia.

Additionally, we present the works of SLA management for cloud-hosted BDAAAs by layers with the corresponding references in Table 3.4. It has been seen that the quantity of publications regarding batch processing is much higher than that regarding stream processing. The reason is that typical batch processing paradigm like MapReduce featured by its automatic parallelization and distribution, fault tolerance and simplicity becomes ubiquitous programming framework to parallelize the processing of large dataset, which gained significant interest both industry and academia since its emergence in 2007. However, stream processing such as Spark or Storm has been earning improving attention in the last years due to the emerging need for supporting a real-time or near-real-time processing task. The representative works in each layer will be discussed in the following subsections.

3.3.2.1 BDSaaS layer

General applications: The authors [203] addressed the challenge of situations where numerous job instances in BDAAAs should be concurrently deployed at runtime. They introduced DepWare that is a specialized middleware capable of offering an autonomic deployment decision making. They then designed DepPolicy that is a novel language to specify fundamental deployment information. Moreover, an algorithm of deployment decision making is proposed to achieve the optimum deployment for each job instance. Experiments shows that their algorithm of deployment decision making can simultaneously make diverse decisions of deployment at runtime for different job instances. Meanwhile, optimal overall utility is achieved, all given constraints (e.g., cost limit) is satisfied and SLAs (e.g., feasibility, functional correctness, performance, and scalability) is guaranteed.

Domain-specific applications: The authors in [198] focus their work on healthcare BDAA where missing any SLA can generate significant influence on the data analysis of emergency patient thanks to the disease severity. They proposed a computing model for SLA-based healthcare BDAA and implemented a single API to manipulate and analyze both stream-based and batch-based data over Spark platform. They then presented a probabilistic method based on parallel semi-Naive Bayes (PSNB) and
Table 3.4: Classification of the reviewed papers on SLA Management for BDAAs in clouds by layers

<table>
<thead>
<tr>
<th>Service Layer (# of papers)</th>
<th>Category (# of papers)</th>
<th>Sub-category and References</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDSaaS (17)</td>
<td>Applications (17)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>General: 164, 200, 201</td>
<td></td>
</tr>
<tr>
<td></td>
<td>202, 203, 204, 205</td>
<td></td>
</tr>
<tr>
<td></td>
<td>206, 207, 208, 209</td>
<td></td>
</tr>
<tr>
<td></td>
<td>210</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Domain-specific: 211</td>
<td></td>
</tr>
<tr>
<td></td>
<td>196, 197, 198, 199</td>
<td></td>
</tr>
<tr>
<td>BDPaaS</td>
<td>Data Processing Framework (63)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Batch processing: 212</td>
<td></td>
</tr>
<tr>
<td></td>
<td>213, 165, 192, 191</td>
<td></td>
</tr>
<tr>
<td></td>
<td>195, 214, 215, 216</td>
<td></td>
</tr>
<tr>
<td></td>
<td>217, 218, 219, 220</td>
<td></td>
</tr>
<tr>
<td></td>
<td>221, 222, 223, 224</td>
<td></td>
</tr>
<tr>
<td></td>
<td>225, 226, 227, 228</td>
<td></td>
</tr>
<tr>
<td></td>
<td>229, 230, 231, 232</td>
<td></td>
</tr>
<tr>
<td></td>
<td>233, 234, 235, 236</td>
<td></td>
</tr>
<tr>
<td></td>
<td>237, 238, 239, 240</td>
<td></td>
</tr>
<tr>
<td></td>
<td>241, 242, 243, 244</td>
<td></td>
</tr>
<tr>
<td></td>
<td>245, 246, 247, 248</td>
<td></td>
</tr>
<tr>
<td></td>
<td>249, 250, 251, 252</td>
<td></td>
</tr>
<tr>
<td></td>
<td>253, 254, 255, 256</td>
<td></td>
</tr>
<tr>
<td></td>
<td>257, 258, 259</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stream processing: 197</td>
<td></td>
</tr>
<tr>
<td></td>
<td>260, 261, 262, 263</td>
<td></td>
</tr>
<tr>
<td></td>
<td>264, 265, 266, 267</td>
<td></td>
</tr>
<tr>
<td></td>
<td>268, 269</td>
<td></td>
</tr>
<tr>
<td>Data Storage Framework (9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Analysis Framework (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ClaaS (8)</td>
<td>Computing resources</td>
<td></td>
</tr>
<tr>
<td></td>
<td>277, 279, 280, 281</td>
<td></td>
</tr>
<tr>
<td></td>
<td>283, 284, 285</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Storage resources</td>
<td></td>
</tr>
<tr>
<td></td>
<td>286, 287, 288, 289</td>
<td></td>
</tr>
<tr>
<td></td>
<td>290</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Network resources</td>
<td></td>
</tr>
<tr>
<td></td>
<td>292, 293, 294, 295</td>
<td></td>
</tr>
<tr>
<td></td>
<td>296</td>
<td></td>
</tr>
</tbody>
</table>
designed a modified conjunctive attribute algorithm for dimensionality reduction to improve the accuracy. For those jobs with high priority, they proposed an adaptive job scheduling algorithm to optimize their execution time that satisfies SLA. Experiments results show that their proposed model for SLA-based healthcare BDAA outperforms extant parallel processing models. Also, their proposed PSNB-based approach enhances accuracy compared to the original Naive Bayes algorithm. Differently, the authors\[199\] focus on how to schedule BDAA workflows in both single cloud and federated inter-cloud environments. A workflow consists multiple tasks that need storage, computing and bandwidth resources to transmit and process data. The resources in the workflow need satisfying SLA requirements (e.g., optimizing time to meet deadlines, optimizing cost and managing budgets). A cloud or inter-cloud provider could provide resources for executing tasks in the workflow according to specified SLAs criteria. A case study of banking application demonstrates that single or federated cloud resources are very necessary in terms of executing BDAA workflows.

3.3.2.2 BDPaaS layer

**Data Storage Framework:** Sakr et. al.\[274\] considers cost management and SLA-based provisioning for cloud-hosted NoSQL databases. In their paper, they proposed an end-to-end framework that is represented as middleware residing between the cloud-hosted databases and consumer applications. The proposed framework aims to flexibly and dynamically provisioning one database function in BDAAAs while satisfying their SLA performance requirements (e.g., variability, scalability, elasticity, and performance) according to application-defined policies and avoiding the monetary cost when SLA violations happen as well as controlling the expenses when allocating computing resources. In the context of data security in NoSQL database, Crypt-NoSQL\[270\] is the first prototype that can encrypte data and execute queries on NoSQL databases while providing high performance. The authors in this paper proposed three different types of models for Crypt-NoSQL and evaluated its performance using Yahoo! Cloud Service Benchmark. Their experiments demonstrate that Crypt-NoSQL is able to efficiently execute queries while guaranteeing SLA requirements (e.g., scalability, high performance). Moreover, they proposed guidance for providers to establish Crypt-
NoSQL in the form of a cloud service and set up pertinent SLA conventions.

**Data Processing Framework:** On the one hand, some papers focus on batch-based MapReduce jobs in cloud. For example, the authors [221] aim at minimizing SLA metrics (e.g., response time) and keeping deadlines set in the pSLA (platform-level SLAs) in this context. First, they developed a so-called grey-box model that can accurately obtain the characteristics of MapReduce behavior. They then proposed a control theory-based framework to satisfy the objectives of SLA. A feed-forward controller was designed and implemented to assure constraints such as service time and improve control response time. The experiments illustrate that the controller is valid in meeting the specified deadlines in the SLAs. Lim et al. [247] propose a novel MapReduce resource manager using constraint programming-based method. In this paper, each MapReduce job is featured by a set of metrics (e.g., the time of earliest start, the time of execution, and deadline) specified in an SLA document. The authors evaluated the performance of their resource manager through an open and discrete event-based simulator where a stream of jobs arrive at intervals. The experiments show that the resource manager can achieve good performance in matchmaking and scheduling MapReduce jobs and give insights into the behavior and performance of system. On the other hand, some papers focus on stream-based jobs. For example, Rafael et al. [265] take into account simultaneously executing stream workload over shared cloud infrastructures where each stream is characterized by specific quality of service (QoS) objectives (e.g., throughput, latency) specified in an SLA. They consider classifying customers who submit streams workload into three different classes (Gold/Silver/Bronze). Each class differentiates by a unique penalty and revenue from providers’ side. Their proposed profit model can consider both the cost of provisioning and penalties when the violations of SLA occur. Experiments show that their approach can apply the enforcement of QoS for each application. Paper [266] discusses provisioning resources for stream-based jobs at a granularity of VMs level at runtime. They proposed a novel method to provisioning resources in a cost-efficient way while optimizing the resource usage of VMs (SLA metrics at CIaaS layer). Moreover, their method is integrated into the Vienna ecosystem at runtime environment for scalable stream processing. The evaluation shows that their method achieves better conformance of SLA by up to 25% and the operation cost
reduction up to 36% compared to the extant threshold-based method.

**Data Analysis Framework:** The authors [278] developed an extensive model for predictive analysis regarding performance and cost in cloud. They collected data of resource consumption and placed them in readiness state to enable fast analysis. They stored time series data and various kinds of data regarding performance and events of BDAAs in a layered object store, which can provide the abilities of fast retrieving and pattern analysis. Meanwhile, the authors took into account the data aggregations regarding the interrelation between performance and cost as well as their dynamic tendency over time. Hence, through the application of real-time predictive analysis techniques, the framework achieves an accurate prediction of the current status (i.e., cost and performance) and prospective status. This provides effective support for providers to make decision based on resource configuration regarding the guarantee of SLA requirements. With regards to analytical capability on prediction accuracy, Lekha et al. [197] focus on developing a real-time stream-based system for the prediction of health status of patients. The system is implemented and deployed on a cloud-hosted Spark platform which leverages the power of multiple machine learning algorithms. In this scalable system, first, the health information tweeted by users are captured. Then, the proposed system can receive the same health information in real time. Next, the system preprocesses and extracts valid health information from those unstructured stream data and utilizes machine learning algorithms to forecast the health status of users with the purpose of maximizing the accuracy of prediction. By the virtue of the availability of high-quality training datasets of healthcare and the computing power of steam processing of Spark, the process of analyzing huge healthcare samples by applying machine learning techniques becomes significantly more efficient than ever, resulting in enhanced prediction accuracy.

### 3.3.2.3 CIaaS layer

In terms of cloud storage, paper [286] addressed various requirements of customers regarding cloud storage. They first defined a set of realistic and concrete SLA elements. Then, they designed the short-secret-sharing cloud storage system that applies the defined SLA elements and provides customers with a protected and steady storage
service in cloud. Their proposed system can capture applicable parameters to offer customers with their wanted services while respecting SLAs (e.g., minimal costs). The authors in [288] focus on the scheduling policies of volume request that can shorten the violations of SLA in terms of I/O throughput in cloud storage systems. To this end, they propose various SLA-driven scheduling policies that consider both I/O throughput and available capacity of backend nodes. The designed scheduling policies can considerably reduce monetary cost of cloud storage from providers’ perspective.

Unlike the above works, Yassine et al. [294] discussed the challenge of transferring multimedia big data over cloud data centers that are geographically distributed. Since the multimedia volume increases, there is an increasing demand to transfer large datasets across data centers. Therefore, the surplus bandwidth that occurs at different times and for different period in backbone network turns to be inadequate to meet speedily increasing demand for transferring multimedia big data. In this paper, they designed multi-rate Bandwidth-on-Demand (BoD) service to communicate among geo-distributed cloud datacenters. They also developed a scheduling algorithm that is employed by a BoD broker, which considers transferring multimedia big data requests that are featured by various deadlines.

3.3.3 Cloud Deployment Models (In response to SLRQ2)

In the reviewed papers, researchers select a particular type of cloud deployment model (private/public/community/hybrid) to carry out various activities such as implementing the proposed framework, deploying prototype or tools, evaluate approaches or simulate testing environments. Figure 3.4 shows the distribution of cloud deployment models in the reviewed papers.

It is worth noting that a significant fraction of the reviewed papers only mention cloud service in general without explicitly telling the cloud deployment model they used. In this case, we label it as “unknown cloud deployment model”. Apart from the sector of “unknown cloud deployment model”, it is observed from Figure 3.4 that public cloud is accredited as the principal cloud deployment model. This finding is in line with our understanding that the public cloud is the most common and well-known deployment.
model in comparison with the others. Accordingly, researchers are prone to choose public cloud to deploy their proposed prototype, applications or tools and evaluate their proposed techniques. The second and third-ranked sectors are private cloud and hybrid cloud, occupying 14% and 10% respectively. Interestingly, community cloud is not used in the reviewed papers.

Regarding public cloud, we further investigate what specific public cloud platforms were selected. Figure 3.5 gives an apparent breakdown of the public cloud. It is found that some papers fail to state what specific public cloud platform was used. Hence we mark them as “unknown public cloud platform” in Figure 3.5. It is seen that Amazon EC2 is the preferable public cloud platform, occupying 29%. Comparatively, only 2% of the reviewed papers use Microsoft Azure as their deployment platform.

Next, Figure 3.6 presents the breakdown of private cloud. Similarly, some papers fail to state what specific private cloud platform was used. Hence we label them as “unknown private cloud platform” in the figure. It is observed that OpenStack is the most favorable private cloud platform, occupying 8%, while its competitor OpenNebula and VMware vSphere equally share 1%.

Moreover, the breakdown of the hybrid cloud is shown in Figure 3.7. The sector of “unknown private and public cloud platform combination” denotes that it is not deducible what specific mixture of public and private cloud platform used according
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Figure 3.5: Breakdown of public cloud deployment mode

Figure 3.6: Breakdown of private cloud deployment mode
to the reviewed papers. It is interesting to find that OpenStack and Amazon EC2 is the more popular combination despite having a small percentage (2%) than other combination such as OpenNebula plus Amazon EC2, Citrix XenServer plus Amazon EC2 occupying 1% respectively.

### 3.3.4 Techniques (In response to SLRQ3)

Figure 3.8 shows the statistics of the reviewed papers by different SLA management techniques. Based on this figure, it can be deduced that the dominant techniques are optimization, scheduling, simulation, monitoring, machine learning, constraint programming, and scaling. Further, Table 3.5 shows these techniques used to address SLA management for cloud-hosted BDAAAs and their breakdown by layer. From this table, it is clear that the most common techniques used in SLA management are Optimized-based, Simulation-based, Scheduling-based, Machine learning-based and Monitoring-based techniques. There are few research works that investigated other techniques such as scaling, fuzzy logic and error-handling, showing that these techniques are uncommon in the landscape of SLA management for cloud-hosted BDAAAs.

It is deserving to note that some authors combine more than one technique to address SLA management for cloud-hosted BDAAAs. They might use scheduling and
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## Table 3.5: Techniques used in addressing SLA management for BDAAs in clouds

<table>
<thead>
<tr>
<th>Technique (papers quantity)</th>
<th>Service Layer (papers quantity)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimization-based (11)</td>
<td>BDPaaS (7)</td>
<td>191, 195, 226, 229, 234, 266, 267</td>
</tr>
<tr>
<td></td>
<td>CIaaS (4)</td>
<td>279, 294, 296, 297</td>
</tr>
<tr>
<td>Scheduling-based (35)</td>
<td>BDSaaS (8)</td>
<td>199, 200, 201, 202, 216, 217, 257</td>
</tr>
<tr>
<td></td>
<td>BDPaaS (24)</td>
<td>213, 211, 192, 218, 219, 222, 223</td>
</tr>
<tr>
<td></td>
<td>CIaaS (3)</td>
<td>298, 299, 300</td>
</tr>
<tr>
<td></td>
<td>BDSaaS (15)</td>
<td>292, 288, 291</td>
</tr>
<tr>
<td></td>
<td>BDPaaS (36)</td>
<td>213, 211, 191, 214, 215, 222</td>
</tr>
<tr>
<td></td>
<td>CIaaS (2)</td>
<td>218, 219, 222, 223, 226, 227</td>
</tr>
<tr>
<td></td>
<td>BDSaaS (15)</td>
<td>292, 289, 291, 293, 294, 296</td>
</tr>
<tr>
<td></td>
<td>BDPaaS (24)</td>
<td>238, 241, 243, 246</td>
</tr>
<tr>
<td></td>
<td>CIaaS (2)</td>
<td>256, 260, 287</td>
</tr>
<tr>
<td></td>
<td>BDSaaS (15)</td>
<td>292, 287, 291, 293, 294, 295, 296</td>
</tr>
<tr>
<td></td>
<td>BDPaaS (24)</td>
<td>297</td>
</tr>
<tr>
<td></td>
<td>CIaaS (2)</td>
<td>277, 280</td>
</tr>
<tr>
<td></td>
<td>BDSaaS (5)</td>
<td>204, 205, 206, 207, 209</td>
</tr>
<tr>
<td></td>
<td>BDPaaS (4)</td>
<td>261, 262, 264, 272</td>
</tr>
<tr>
<td></td>
<td>CIaaS (2)</td>
<td>277, 280</td>
</tr>
<tr>
<td></td>
<td>BDSaaS (5)</td>
<td>196, 198, 200, 205, 209</td>
</tr>
<tr>
<td></td>
<td>BDPaaS (3)</td>
<td>226, 263, 264</td>
</tr>
<tr>
<td></td>
<td>CIaaS (2)</td>
<td>271, 277</td>
</tr>
<tr>
<td></td>
<td>BDSaaS (1)</td>
<td>203</td>
</tr>
<tr>
<td></td>
<td>BDPaaS (6)</td>
<td>235, 240, 242, 246, 247, 248</td>
</tr>
<tr>
<td></td>
<td>CIaaS (2)</td>
<td>280, 282</td>
</tr>
<tr>
<td></td>
<td>BDSaaS (5)</td>
<td>252, 253, 254, 268, 273</td>
</tr>
<tr>
<td></td>
<td>BDPaaS (2)</td>
<td>234, 248</td>
</tr>
<tr>
<td></td>
<td>CIaaS (1)</td>
<td>294</td>
</tr>
<tr>
<td></td>
<td>BDSaaS (1)</td>
<td>196</td>
</tr>
<tr>
<td></td>
<td>BDSaaS (1)</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>BDPaaS (2)</td>
<td>194, 274</td>
</tr>
<tr>
<td></td>
<td>CIaaS (1)</td>
<td>290</td>
</tr>
<tr>
<td>Anomaly Detection (2)</td>
<td>BDPaaS (2)</td>
<td>277, 285</td>
</tr>
<tr>
<td>Auction (2)</td>
<td>CIaaS (2)</td>
<td>283, 284</td>
</tr>
<tr>
<td>Model Checking (1)</td>
<td>BDSaaS (1)</td>
<td>210</td>
</tr>
<tr>
<td>Heuristic-based (1)</td>
<td>BDPaaS (1)</td>
<td>220</td>
</tr>
<tr>
<td>Policy-based (1)</td>
<td>BDPaaS (1)</td>
<td>232</td>
</tr>
<tr>
<td>Game Theory (2)</td>
<td>BDPaaS (1)</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td>CIaaS (1)</td>
<td>295</td>
</tr>
<tr>
<td>Error Handling (2)</td>
<td>BDPaaS (2)</td>
<td>243, 244</td>
</tr>
</tbody>
</table>
machine learning-based technique, or fuzzy logic and machine learning-based technique, or monitoring and scaling technique. For example, Rajinder et al. [200] propose a overall architecture regarding SLA-aware scheduling of BDAAs across geo-distributed cloud datacenter. Their proposed scheduling algorithms have two levels including coarse-grained and fine-grained. In this paper, firstly, they employ Naive Bayes algorithm to predict which category a user’s BDAAs belongs to. They then apply Adaptive K-nearest neighboring-based scheduling algorithm to discover which regional datacenter is appropriate based on locations and requirements of users. Next, they performed the optimal scheduling of big data jobs based on their designed scheduling architecture and typical Amazon scheduling policies in the local server. In this paper, they investigated SLA metrics such as the time of waiting, the utilization of CPU, availability, estimated time to complete and response time. Experiments shows the efficacy of their coarse- and fine-grained scheduling algorithms. In [196], the authors focus on big media healthcare BDAAs in cloud, which must satisfy SLAs for medical users. In this work, they exploited fuzzy logic to orchestrate a local- and global-based cloud federation model that optimizes the selection decision making regarding target cloud data centers. The model considers the trades off between the users’ application service quality and
providers’ profit when choosing federated data centers. Also, the model acknowledges the dynamic behavior that user requests posses and system environments. Through the precise estimation of resource requirements for processing big data jobs using multiple linear regression algorithms, the accuracy of selection decision is significantly enhanced. In the subsequent subsections, we will give the details of the fundamental properties of some representative techniques and their application in some of the reviewed papers.

3.3.4.1 Optimization-based

Generally speaking, the appropriate utilization of resources makes the tasks of SLA management more favorable for providers. As a result, providers continuously demands optimization-based algorithms that can optimally allocate/reallocate resource to maximize resources utilization and providers’ profit. It makes sense that an optimization-based technique is essential in this context.

For cloud-hosted BDAAs, the vast configuration diversity and dependency across different layers makes it difficult for customers to choose appropriate configurations or even decide an applicable background regarding their decisions. Moreover, the extant simple optimization algorithms fail to meet the requirements of most BDAAs that are often featured by different objectives, either because one of the objectives is unsatisfied, or the results appear far from the optimum [301]. Consequently, allocating cloud resources (at CIaaS level) to big data platforms (BDPaaS level) is not any more a conventional single objective problem (e.g., minimizing time, maximizing resource) but involves multiple contradictory objective functions expressed by SLA metrics such as the maximization of classification accuracy using Apache Spark MLlib, the minimization of response time of MapReduce tasks using Apache Hadoop, the minimization of stream processing latency using Apache Storm and the maximization of CPU utilization and so on. Further, the formulated multi-objective optimization problem demands a considerable amount of computation that is increasing exponentially with the problem size in order to find optimum solutions.

Take the energy consumption optimization for BDAAs as an example, the authors [279] propose a multi-objective optimization-based technique that is aware of both energy and SLA requirements when placing and consolidating VMs. Their proposed
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technique considers to balance the performance and energy utilization of such system as well as SLA-compliance (e.g., availability and reliability). The results demonstrate that their technique achieves better performance on saving energy, reducing resource consumption and communication cost, minimizing the quantities of VM movements and SLA violations in comparison with the other extant tested approaches.

In terms of optimizing PaaS providers’ profit, Dib et al. [191] propose a decentralized optimization-based policy and consider to pay the penalties when SLA violations occur. Their proposed policy achieves optimally exploiting private resources, especially at peak time, before leasing any public cloud resources. The paper applies their proposed optimization-based policy into a realistic batch-based BDAA. Similarly, the authors [284] addressed the challenges of allocating resource while guaranteeing SLAs and maximizing providers’ profit. In this paper, the penalty cost incurred by SLA violations is considered in order to increase providers’ profit. They take into account SLA metrics such as execution time and deadline of jobs (i.e., urgency) in a combinatorial auction system and propose a new winner determined algorithm (an optimization-based technique). Experiments proves the efficacy of their approach on the reduction of the penalty payment incurred by SLA violation and maximization of providers’ profit.

Unlike the above works, paper [296] addresses how to optimize the distribution of big data and allocation of computing resources on mobile cloud platforms. As such, the authors propose a new network architecture and algorithms. They discuss an end-to-end thin-thick client collaboration to efficiently distributing data by transferring large dataset into splits depending on the bandwidth of Internet connection. Also, this paper details the procedure of selecting suitable algorithms that can efficiently enhance the utilization and allocation of resources and improve users experience by meeting expected SLA requirements (e.g., minimized VMs quantity, shortened execution time and budget).

3.3.4.2 Scheduling-based

Scheduling is one of the fundamental techniques in addressing SLA management for cloud-hosted BDAA. Primarily, this technique is based on the above optimization technique where an Non-deterministic Polynomial-time Hardness (NP-hard) optimiza-
tion problem has been formulated. Unlike the optimization-based technique, scheduling takes a further step of allocation works based on optimal solutions. Depending on different purposes, such allocation works include assigning physical resources (e.g., machines) to virtualized resources (e.g., VMs), or allocating VMs resources to particular batch or stream processing tasks, or designating platform resources to various BDAAs in a smart way while respecting SLA requirements.

Scheduling has been widely used for traditional applications or workflows in cloud computing (CC) environment. However, unlike them, distributed data processing technologies such as MapReduce paradigm are now often utilized by many organizations to deploy their big data analytical applications (BDAAs). Therefore, scheduling algorithms used for traditional applications or workflows in CC environment cannot be applied directly to BDAAs in clouds due to the complexities that data processing frameworks incur and the difference of resource allocation mechanisms that big data brings. As a result, various SLA-based scheduling mechanism and algorithms have been proposed, which primarily aims to optimize resource utilization and provides optimal resource allocation/reallocation solutions for cloud-hosted BDAAs while meeting multiple SLA requirements.

When addressing SLA management for BDAAs in clouds, scheduling technique can be applied at different layers. Hence, it can be classified into three classes, i.e., “scheduling at the BDSaaS layer”, “scheduling at the BDPaaS layer” and “scheduling at CIaaS layer”.

**Scheduling at the BDSaaS layer**

Optimally and strategically providing low-level resources to support BDAAs, jobs or workflows while guaranteeing agreed SLAs between providers and customers is the fundamental objective for the tasks of scheduling at BDSaaS layer. Scheduling at this layer has twofold consideration. On the one hand, it should satisfy users’ SLA requirements and optimize objectives such as complete time, makespan, user capital expenditure, and application performance from the customers’ perspective. On the other hand, it should efficiently schedule big data platform resources to the application layer to maximize profit or reduce the carbon cost or energy consumption by cloud centers from the providers’ perspective.
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Verma et al., [233] consider SLA violation concerning the performance of MapReduce-based BDAAs and propose an automatic framework of resource inference and allocation. According to their proposed framework, they firstly profiled some common performance features such as soft deadline and then estimate the number of resources required for completing jobs to meet the deadline. Their proposed algorithm can efficiently schedule the execution sequence of jobs and determine the resources quantities allocated to these jobs while meeting job deadlines.

The authors [211] addressed the challenge of resource scheduling to optimize profit of providers. To this end, they first proposed a scalable and adaptive policy of admission control. Then, they developed a novel algorithm that can optimally schedule resources according to users’ query requests while guaranteeing SLAs on deadlines and budgets, and prompt responses with manageable monetary expense.

Scheduling at the BDPaaS layer

Scheduling at the BDPaaS layer aims at allocating some dependent and independent tasks to VMs in Hadoop clusters. A valid scheduling algorithm can provide the optimal solution of task distribution over various VMs in a cluster depending on the requirements of execution time and availability of resources. An optimal distribution of tasks can minimize the scheduled tasks’ average execution time and maximize the utilization of allocated resources. As such, the response time of tasks that are to be processed is minimized and resources consumption is reduced [303].

Wang et al. [219] developed a scheduling algorithm at platform-level for MapReduce-based BDAAs that have two practical SLA constraints (i.e., budget and deadline) over the heterogeneous cloud datacenters. They designed a greedy-based optimization algorithm that can find appropriate VMs from an established pool of different VMs to minimize the job completion time and monetary cost of executing jobs.

Tian and Chen in [230] took into account the entire processing phrases for MapReduce jobs. In this paper, they designed a cost model that formulates the correlation between the input data volume, the MapReduce resources availability, and the Reduce tasks complexity. They performed testing over a limited number of machines to learn model parameters. The proposed cost model can facilitate to make decisions in terms of the optimal amount of resources, the minimization of time under particular financial budget
and the minimization of monetary cost under a specific time deadline. Experiments
demonstrates that this cost model achieves decent performance and satisfies SLAs for
MapReduce-based BDAAs.

**Scheduling at the CIaaS layer**

Scheduling at this layer is more relevant with the optimal mapping virtualized
resources onto physical resources in a homogeneous or heterogeneous environment and
with the optimal use of the underlying cloud resources.

Nita et al. [292] discuss the challenge of transferring big data across various
cloud datacenters where the performance of VMs migration and data transfers are
affected. They describe an optimized method that can transfer large dataset according
to the characteristics of network and take into account the SLA constraints such as
minimizing the duration of individual VM migration. They proposed a scheduling
policy that consists of two greedy-based algorithms to transfer large dataset. It manages
and maintains an SLA-aware network that impacts the performance of cloud. They
evaluated the proposed scheduling policy by means of the simulation of SLA constraints
at CIaaS layer.

In order to address the issue of file requests’ tail latency, the authors [291] employed
information flow queue theory to provide an optimal scheduling algorithm for erasure
codes-based cloud storage systems (at CIaaS layer). They first designed a model based
on k-marriage flow queue. They then built a multi-objective based scheduling strategy
to find the optimum depending on SLAs preferences of users. Their solution is featured
by the decentralization of the queue form that outperforms the centralization of queue
format in terms of the elimination of the overhead of block. Their simulated results
showed their approach decently improves tail latency in comparison with the extant
approaches of data displacement.

**3.3.4.3 Simulation-based**

Simulation is also a popular technique used to address SLA management for cloud-
hosted BDAAs, which allows providers to evaluate a broad spectrum of components
such as workload, processing elements (e.g., MapReduce, Storm), data centers, storage,
networking, and SLA constraints.
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When providers offer their big data analytics service to customers with awareness of relevant SLAs, they can identify potential issues before introducing them into the operations and focus on service meeting the agreed SLAs. As they define this service, coarse SLAs can be identified and decomposed to identify more targeted SLAs that in turn drive qualification of the feasibility of proposed solutions to meet SLA commitments. This can then be verified through simulation to identify further how other resources are impacted by any shortfall to inform prioritization in addressing any gaps to guarantee SLAs such as maximizing overall resource utilization or reducing idle time. Moreover, the simulation technique is used to predict system performance and further to study SLA impacts in a production environment.

The simulation technique abstracts, models and emulates BDAAs with a wide of components such as workload, or SLA metrics. In cases where the performance of application does not satisfy pre-specified SLAs, algorithms, scheduling, or monitoring are adjusted and further optimized, and corrective and proactive measures are adopted before an issue occurs. Hence, simulation is an essential technique to facilitate SLA management for cloud-hosted BDAAs. Also, the real-world cloud-hosted BDAAs covers a wide array of application domains including healthcare, social media, energy and so on. Each type of these application is characterized by diverse architecture, configuration, implementation and deployment requirements. Experimentation in a real environment such as Amazon EC2 or Microsoft Azure for different BDAAs can be challenging for manifold reasons:

- It is not economical to purchase or lease large-scale datacenter infrastructure that will precisely indicate realistic deployment of BDAA and allow researchers conducting experiments with changing hardware resource and dynamic framework configurations, as well as big data diversities in terms of volume, variety and velocity.

- The experiments are not repeatable, because some variables that are not under the control of the tester may affect experimental results.

- Much manual configuration effort involved especially in a real large testbed
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An experiment environment that needs dynamic configurations significantly slows down the performance analysis and makes it almost impractical. As a consequence, it is remarkably challenging to reproduce the experiments outcomes.

- The experiments on a real large distributed platform are unrealistic to some degree due to a huge cluster where a considerable of nodes run in different conditions.

In this case, the simulation technique offers significant advantages to SLA management for cloud-hosted BDAAs. For example, researchers can conduct controllable and repeatable experiments by means of simulation technique. Also, it becomes easier to study if SLAs met or breached, and investigate how SLAs is impacted by various resources configuration from different layers in a simulated testbed as compared to a real experiment. Simulation technique makes experiments under various configurations of hardware resources easier and provides insights for practitioners to understand the impact that each design choice is upon to SLA guarantees. They also improve the possibility that researchers can share their simulation environment, which contributes to better hypothesis evaluation and results reproducibility. Finally, researchers can instantiate various processing frameworks of BDAAs and multiple workload scenarios as needed by the virtue of simulation-based technique.

We find that 53 papers among the 109 reviewed papers have applied simulation technique, occupying 49%. In order to investigate what particular simulation tools used, we further examine these 53 papers and find interesting results that (i) some papers generally mention that a simulation-based experiment has been conducted without explicitly stating what particular simulation tool used [195, 240, 242, 243, 263, 285]; (ii) some papers simply state that they developed their simulation tools by Java programming and keep them as proprietary code without giving details [288, 291, 231]; (iii) Other papers give specific description regarding simulation tools used [211, 201, 233, 247, 255, 259, 289]. For the first two cases, we label them as “unknown simulation tools”. For the third case, we further find that three types of simulation tools are often used in the reviewed papers. They are discrete event simulator (DES) [304, 305], MRPerf [306] and Yarn Scheduler Load Simulator (SLS) [193]. Figure 3.9 shows the distribution of these three types of simulation tools.
Figure 3.9: Statistics of simulation technique used in the reviewed papers

It is observed that DES is the preferable simulation tool, with a percentage of 30%. Among DES, Cloudsim is the dominant one (26%) and widely used by researchers in their papers. Lots of authors use Cloudsim to implement their algorithms to emulate the CC environment or further implement additional logic to mimic the behavior of the MapReduce model. The second-ranked simulation tool is SLS [201, 227, 255, 256], which can support the simulation of large Yarn clusters and application loads in an individual machine. It is interesting to find that two papers use MRPerf [233, 258], a simulator dedicatedly designed for MapReduce jobs to understand how they perform and study the impact of SLA on various Hadoop configuration settings.

3.3.4.4 Monitoring-based

Monitoring is also an important technique used to manage SLAs for BDAAs. Generally, customers rely on SLAs to deliver the promised quality and level of service. Although it is readily to notice non-availability or downtime, other types of SLA violation such as performance degradation of VMs and high error rates of APIs are not always easily detected, which can considerably impact the experience of end users. Therefore, monitoring is critical to assure the conformance of SLA and produce fundamental audit trail when SLA violation happens. Moreover, monitoring is essential
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for providers to guarantee SLA and offer the satisfactory experience to customers.

Monitoring of cloud-hosted BDAAs involves dynamically tracking SLA metrics related to physical resources they share, virtualized resources at CIaaS level (i.e., VM, network and storage), big data processing framework such as Hadoop cluster at BDPaaS level as well as various applications (e.g., smart health, stock recommendation system) running at BDSaaS level. Monitoring is an essential technique to manage SLAs, assisting providers in (i) optimizing the operation of their applications and resources; (ii) capturing performance deviation of application and resources consumed; (iii) monitoring key performance indicators of the applications; (iv) accounting SLA violations regarding specific SLA metrics.

Andreolini et al. take into account the cost minimization regarding computation and communication while assuring peak accuracy in detecting pertinent variations of system behavior guaranteed. They developed an algorithm that can elastically and reliably monitoring big data, which can adapt to update frequencies and sampling intervals. They used real-time series to perform experiments, which shows that their proposed algorithm outperforms extant algorithms in terms of reducing monitoring overheads and maintaining data quality.

The authors develop a method that exploits runtime monitoring to guarantee the applications’ performance. They implement a monitoring framework, which collects monitoring data at runtime in a realistic cloud environment. They then design a performance model that uses data mining techniques to extract from authentic monitoring data at runtime. This model sheds lights on how to adjust the strategy of provisioning resources under specified performance-based SLA requirements.

In the context of monitoring stream-based events in a complicated and time-constrained system, the authors design a framework that can real-time monitor and process large-scale log file streams from various sources. They applied the central limit theory to verify soft deadlines in a real-time system and used the probabilistic deadline to ensure SLA satisfied regarding deadline. Flume is used to collect, aggregate, and transfer voluminous stream-based data from multiple sources to a centralized place where Hadoop HDFS is operated. They extended a generic monitoring architecture and illustrated how to calculate the likelihood of SLA violation. This solution is beneficial.
for a system of real-time monitoring to determine the deadline for SLAs compliance.

### 3.3.4.5 Machine Learning-based

Some of reviewed papers use machine learning techniques to study SLA management for cloud-hosted BDAAs from different aspects. Not only is machine learning used to predict the prospective behavior of resources, but also to detect SLA violations. Machine learning-based technique provides machine derived intelligence to the task of SLA-driven optimization and configuration dependencies across multiple layers. It allows continuously learning many complex behaviors and interactions among interrelated objects/entities in BDAAs scenario and taking the guesswork out of many aspects involved in meeting SLAs more efficiently and cost-effectively. For example, collecting large data regarding VMs, storage, and network at CIaaS layer, Hadoop cluster at BDPaaS layer, and applications at BDSaaS layer, then feeding these data to machine learning-based system, finding the hidden patterns and fixing issues before they might violate SLA guarantee. As long as this wealth of data is gathered, processed and analyzed, machine learning-based technique can learn what constitutes normal behaviors, and it is this baseline that gives the system the ability to detect anomalies and find causes automatically. Thus SLA violation can be avoided. Also, it can simulate and predict the impact of making certain changes in resources and their allocations, which can be particularly useful for meeting SLA objectives such as maximizing resource utilization.

Lama et al. [226] developed a Hadoop-based system that can allocate diverse cloud resources and automate multiple Hadoop parameters configuration while guaranteeing SLAs requirements such as minimal monetary cost incurred. It addressed the major issue of providing MapReduce-based BDAAs under different performance deadlines. Their approach consists of a novel framework including two phrases (machine learning-based offline phrase and optimization-based online phrase). The offline phrase clusters various Hadoop jobs by using Support Vector Machine algorithm. The clustering result is then regarded as an input and fed into the subsequent online phrase. The online phrase exploits optimization-based techniques to assign cloud resources and automate the configuration of Hadoop parameters.

The authors [264] address the challenge of optimal resource provisioning for scalable
BDAAs. Firstly, they identified that most of the applications running inside JVMs such as Spark highly demand effective memory resources. Then, they consider applications that is featured by their SLAs (i.e., relative delay) and apply Random Forest algorithm to predict their valid memory requirements. The prediction approach can uncover the hidden behavior of BDAAs’ memory consumption and forecast dynamic prospective memory utilization in distributed cloud environments.

3.3.5 SLA Metrics (In response to SLRQ4)

In this element, we examine SLA metrics accounted for in the reviewed papers to find out what SLA metrics have been discussed and how often they are discussed. Table 3.6 summarizes SLA metrics and describes their measurements.

Further, Figure 3.10 present the pictorial representation of the frequency of the above SLA metrics that have been discussed in the reviewed papers. It is observed that the most studied SLA metrics are performance, deadline, resource utilization, and cost. This is consistency with our understanding that actors (i.e., Providers, Customers, and End Users) care more about SLA metrics regarding deadline, cost, performance and resource utilization in cloud-hosted BDAAs. The least studied SLA metrics are serviceability, consistency, elasticity, security, capacity, reliability, and scalability. This is because these SLA metrics have limitations regarding measurability. The medium level discussed SLA metrics include profit, budget, energy, availability, fault tolerance, and accuracy. These category of SLA metrics are attracting increasing interest from researchers.

It is also found that the above SLA metrics scatter in the reviewed papers, without an organized and clear categorization. Therefore, it is necessary to examine SLA metrics for cloud-hosted BDAAs through the consideration of building a clear categorization scheme while respecting BDAA characteristics, such that providers and customers will benefit from this categorization scheme when making conventions and engineering SLAs between them.
### Table 3.6: SLA metrics and their measurement for BDAAs in clouds

<table>
<thead>
<tr>
<th>SLA Metrics</th>
<th>Unit of Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>reliability</td>
<td>the number of concurrent failures that are tolerable; MTTF and MTTR and produces the storage system MTTF, number of successful responses in percentage</td>
</tr>
<tr>
<td>energy</td>
<td>cost per kWh, power (watts)</td>
</tr>
<tr>
<td>capacity</td>
<td>the capacity that the cloud storage system can store. The options range from kilobytes to zettabytes</td>
</tr>
<tr>
<td>availability</td>
<td>percentage of service uptime or downtime</td>
</tr>
<tr>
<td>serviceability</td>
<td>period of an outage, duration between consecutive service failures, time to switch over from a failure, time to completely recover from a service failure</td>
</tr>
<tr>
<td>security</td>
<td>the ability to detect or tolerate malicious attack</td>
</tr>
<tr>
<td>consistency</td>
<td>the degree of equality between responses to queries issued by BDAAs</td>
</tr>
<tr>
<td>scalability</td>
<td>the ability to horizontally increase the storage or processing capacity or throughput, and the ability to add more resources (e.g., more processors, memory, bandwidth) to each node to increase capacity or throughput vertically</td>
</tr>
<tr>
<td>elasticity</td>
<td>the ability to dynamically and rapidly adjust resources to absorb the demand</td>
</tr>
<tr>
<td>fault tolerance</td>
<td>the percentage of continuing operating properly when failures (e.g., data node of Hadoop is down, Map or Reduce task fails) occur</td>
</tr>
<tr>
<td>accuracy</td>
<td>percentage of accurate prediction or analysis</td>
</tr>
<tr>
<td>cost</td>
<td>monetary cost in terms of VM computing per time unit, electricity prices</td>
</tr>
<tr>
<td>profit</td>
<td>revenue made per request</td>
</tr>
<tr>
<td>budget</td>
<td>upper bound on monetary cost (dollars) to complete data processing tasks</td>
</tr>
<tr>
<td>deadline</td>
<td>upper bound on time (hour) to complete data processing tasks</td>
</tr>
<tr>
<td>performance</td>
<td>• throughput: MB/sec • latency • data freshness&lt;br&gt;• time pertinent: waiting time/ response time/execution time /job processing time/job completion time</td>
</tr>
<tr>
<td>resource utilization</td>
<td>• CPU pertinent: MIPS, number of cores regarding CPU or vCPU, CPU utilization etc.,&lt;br&gt;• memory pertinent: MB/GB, memory utilization etc.,&lt;br&gt;• time pertinent: waiting time/ response time/execution time /job processing time/job completion time&lt;br&gt;• storage pertinent: storage size, I/O throughput etc.,&lt;br&gt;• network pertinent: bandwidth, data transfer time etc.,</td>
</tr>
<tr>
<td>request arrival rate</td>
<td>request per second, arrival rate factor (user side) etc.,</td>
</tr>
<tr>
<td>quantity pertinent</td>
<td>• the quantity of jobs&lt;br&gt;• the quantity of tasks (i.e., Map or Reduce)&lt;br&gt;• the quantity of working node allocated for batch-based or stream-based processing&lt;br&gt;• the quantity of disks&lt;br&gt;• input data size&lt;br&gt;• the quantity of required parallel threads&lt;br&gt;• the quantity of replicas&lt;br&gt;• the quantity of data blocks&lt;br&gt;• the quantity of VMs</td>
</tr>
</tbody>
</table>
3.3.6 Conceptualization (In response to SLRQ5)

3.3.6.1 Conceptual SLA Model

In Cloud Computing (CC) environment, designing conceptual SLA models or frameworks are often discussed. Alhamad et al. [309] proposed a conceptual SLA framework for CC environment. They consider four types of cloud service (i.e., IaaS, PaaS, SaaS, storage as a service). For each different SLA, they present the fundamental parameters that are needed to establish a steady form of negotiation and conversation between customers and providers. Based on the above work, the authors [225] developed a new conceptual SLA model in CC environment called SLA as a Service (SLAaaS). SLAaaS can systematically and transparently integrate service levels and SLAs into cloud. It considers the quality of service levels and SLA as the most superior elements in cloud services.

Also, Labidi et al. [310] proposed a generic and semantic-rich model that is based on ontology theory in their paper. They developed a prototype to validate their proposed model. Through this prototype, the evaluation and triggered guarantee actions of SLAs
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can be automatically achieved during their monitoring process.

Moreover, in order to seek an optimal trade-off between revenues and costs while meeting SLA constraints, the authors [311] designed a service-based model that consolidates the major characteristics and SLA objectives of cloud services. Although this model is generic and abstract, it is beneficial to derive a universal and automatic manager with the capability of managing any cloud service, no matter what the layer.

In addition, the authors [312] proposed a formal model to describe SLA contents in CC environment and design autonomic mechanism of predicting SLA violation. Their proposed SLA model is devoted to formalizing a capability to manage SLAs violation detections for cloud services. The proposed approach concerns the representation of information from both the SLAs and cloud logs in a specific format.

All the above-mentioned works are confined to common cloud service without specific consideration of BDAAs. To the best of our understanding, the conceptualization of SLA model dedicated for cloud-hosted BDAAs is nearly empty. This motivates us to propose a new conceptual SLA model for cloud-hosted BDAAs in Chapter 4.

3.4 Summary

In this Chapter, we conducted an in-depth systematic literature review on SLA management for cloud-hosted DBAAs. We propose a novel thematic taxonomy to give an overview of this field. To the best of our knowledge, this is the first systematic literature review specifically on SLA management for cloud-hosted BDAAs. Not only does this literature work provide future researchers an outlook on SLA management for the applications are explored, but it also provides insight into understanding the different research perspectives (Actors, Layers, Techniques, Cloud deployment models, SLA metrics and Conceptualization) of many works in this area.

In the next chapter, we will address the research question defined as $RQ2$. 
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Chapter 4

A New SLA Model and Categorization Scheme of SLA Metrics for Big Data Analytics Applications in Cloud

In this chapter, we will address the research question defined as \( RQ2: \) How to describe and model service level agreements for big data analytics applications (BDAAs) in cloud in a unified and structured way, and specify common and niche SLA metrics while respecting characteristics of BDAAs?

According to Section 3.3.6, it is seen that a conceptual SLA model specific for cloud-hosted BDAAs is hardly addressed, which prompt us to fill this gap in this Chapter. We therefore designed a novel cross-layer SLA model for cloud-hosted BDAAs (named CL-SLAMffBDAAs) tailored for this context (see Section 4.1 and 4.2), and proposed a new categorization scheme of SLA metrics for cloud-hosted BDAAs (See Section 4.3 and 4.4).

4.1 Design Principles and Requirements

According to the layered architecture of cloud-hosted BDAAs in Figure 2.2, it is easy to figure out that each layer has two kinds of requirements that are crucial to service composition, which are functional and non functional requirements (FRs and NFRs). These requirements clearly define what the service provider should meet and provide to customers. Figure 4.1 shows the categorization of requirements for layer-based BDAAs in the cloud.
Figure 4.1: Categorization of requirements for layer-based BDAAs in cloud

The focus of FRs is on the functionality of the composed service. For instance, a sentiment analysis service from customer reviews using Amazon Comprehend detects sentiments in the text and extracts information about users’ sentiment polarity (Positive, Negative, Neutral or Mixed) \[313\]. One of FRs in this case is that a sentiment analysis accuracy lower than 80% will never be purchased. A user requests FRs at the top layer (i.e., BDSaaS) and these requirements will be drilled down to the bottom layer (i.e., CIaaS), which provides concrete, scalable and on-demand cloud resources. In other words, upper layer demands resources from a lower layer while a lower layer supplies resources to an upper layer. Thereby, each service in a layer is featured by unified interfaces by which cloud-hosted BDAAs invoke possible functions. For example, Amazon EC2 acts as basic cloud infrastructure and provides a functional interface that supplies its client (i.e., BDPaaS) with computing instances, to install and run software on these instances. By demanding scalable cloud resources from Amazon EC2, Amazon EMR located at BDPaaS layer can supply its client (i.e., BDSaaS) a fully managed Hadoop cluster in minutes, and then Amazon Comprehend uses advanced techniques such as machine learning and natural language processing to predict sentiments as
much accurate as it can. As a result, FRs specified by the users could be met.

On the other hand, NFRs are concerned with SLA metrics. An instance of a NFR for the above Amazon Comprehend sentiment analysis service is that the service response time to a user should be no more than 5 seconds. NFRs are encapsulated and incorporated into SLAs, where multiple metrics are considered such as maximum data transfer ratio, maximum availability, and minimum network latency. NFRs are important to big data analytics service composition and are often formally expressed in SLAs as part of contracts agreed between providers and customers. Even though FRs are met, unsatisfied NFRs such as slow or unreliable service may still not be adopted for BDAaaS.

In addition to functional and non-functional requirements, the dependency relationships between SLAs across different layers of BDAAs is another critical aspect in designing SLA model for the applications. A sole layer is impossible or struggles to provide either FRs or NFRs, thus it is bound to compromise service quality for customers. Having all layers work jointly, the agreed service quality can be guaranteed in the end. Accordingly, we need a novel SLA model for cloud-hosted BDAAs that should meet the following essential design principles:

- Allowing the definition of both functional and non-functional interfaces that expose SLAs by layer for big data analytics service.
- Representing a seamless integration between SLAs and BDAaaS across layers.
- Considering SLAs for cloud-hosted BDAAs in a unified and structured way.
- Reflecting strong dependency relationships between those SLAs.
- Possessing an universal applicability regardless of BDAAs.

### 4.2 Proposed Cross-layer SLA Model for Cloud-hosted BDAAs

Keeping the aforementioned design principles in mind, we propose a novel cross-layer SLA model for cloud-hosted BDAAs (named CL-SLAMfBDAAs) shown in Figure 4.2.
As shown in this figure, there are four interacting actors located at different layers. They are end users (e.g., Business Users, Subject Matter Expertise, Data Scientist or Data Analyst), BDSaaS provider (e.g., Salesforce or BrandsEye), BDPaaS provider (e.g., Google Cloud Dataflow, Amazon EMR or Microsoft Azure HDInsight), and CIaaS provider (e.g., Google Compute Engine, Amazon EC2 or HP Cloud). These actors are involved in a set of activities, for instance, negotiating, clarifying and specifying FRs and NFRs, and formulating NFRs into agreed SLAs in each layer. Moreover, it is observed from this figure that SLAs are dedicatedly divided into three categories including application-level SLAs (aSLA), platform-level SLAs (pSLA) and cloud infrastructure-level SLAs (cSLA).

Furthermore, there are strong bonds between the upper layer and the corresponding lower layer of SLAs. From the perspective of FRs, the actor at each layer has a bidirectional relationship with its neighbor’s layers either by demanding or supplying
behavior. In other words, the upper-layer actor demands or requests resources from the lower-layer actor while lower-layer actor supplies the resources requested to upper-layer actor. From another perspective, a two-way relationship is existed, where SLAs at each layer either constrain or support SLAs in its adjacent layers. Concretely, an end user requests FRs along with NFRs through the interface with BDSaaS provider. The NFRs will be negotiated and defined into aSLAs between them. Then, an aSLA will be interpreted and formulated into a set of pSLAs. After that, a pSLA will be transformed into a set of cSLAs. From topmost to bottom, the upper-layer SLA sets the constraints into its lower-layer SLA and decides how well the lower-layer SLA must work to meet service-level objectives in the end. In turn, the low-layer SLA works hard to support its upper-layer SLA. For instance, if the availability in aSLA is 99% (a 99% availability at this layer means that users will be able to access the application at least 99% of the time), then, the availability in pSLA must be hover somewhere between 99% and 99.99%, and the availability in cSLA must be higher than the availability in pSLA. In the absence of meeting this, it might fail to guarantee SLA constraints.

In terms of SLA metrics, cSLA metrics such as VMs quantity, CPU and memory resources utilization, or the availability of VMs affects the pSLA metrics such as the quantity of map and reduce nodes in Hadoop platform (Data Processing Framework at BDPaaS layer) or the other pSLA metrics such as the quantity of data nodes, transfer rate, and replication factors of NoSQL database service (Data Storage Framework at BDPaaS layer). Certainly, this at last affects aSLA metrics such as capital cost, availability and reliability of the applications. This exemplifies the strong cross-layer SLA dependency relationship. To guarantee the final SLA to customers, BDSaaS provider should guarantee aSLAs by interweaving pSLAs and cSLAs.

Finally, our proposed CL-SLAMfBDAAs model presents a unified and structured scheme to describe and interpret SLAs for cloud-hosted BDAAs. In this novel model, SLAs are exposed and linked in a vertical motion, which is orthogonal to the layers and may apply to any of them. Based on this model, users know what different types of SLAs with various attributes exist and how they work collaboratively across layers to ensure the delivery of SLA guarantee. This model meets all the aforementioned design principles and requirements. It is further elaborated to propose a new categorization
4.3 Multi-dimensional Categorization Scheme of SLA Metrics for Cloud-hosted BDAAs

The typical SLA metrics at CIaaS layer that customers expect are the number of VMs, memory size, CPU usage, hard disk utilization, memory usage, additional network parameters and so on. While at BDPaaS layer, the example of SLA metrics include throughput, response time, and availability. For instance, in the case of a Hadoop cluster (at BDPaaS layer), we have metrics such as execution time, job turnaround and makespan in terms of MapReduce tasks [314]. At BDSaaS level, a particular SLA metric is highly determined by the genre of BDAA. For example, the rate and quality of data transfer are important for any video streaming-oriented BDAA, while latency of processing and network generally interests a batch-based BDAA. It is worth to note that SLAs at each layer might have an endless variety of metrics depending on different components and the nature of applications.

Figure 4.3 shows our proposed extensible and multi-dimensional categorization scheme of SLA metrics for cloud-hosted BDAAs. This schema not only defines the most commonly used metrics for each type of SLA (i.e. aSLA, pSLA and cSLA), but also presents niche SLA metrics to be consistent with different components at each layer.

4.3.1 aSLA Metrics

There are lots of different types of BDAAs across a wide range of industries. For instance, topic detection and tracking applications, large-scale log analysis applications and business intelligence. Due to their wide variations, listing all SLA metrics at this level is impracticable. Hence, we select some typical cloud-hosted BDAAs and present common aSLA metrics for them as shown in Table 4.1. To embody the unique features of these BDAAs, we provide niche aSLA metrics for them in Table 4.2.
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Figure 4.3: Categorization scheme of SLA metrics for BDAAs in clouds

Table 4.1: Common aSLA metrics

<table>
<thead>
<tr>
<th>aSLA Metrics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>availability</td>
<td>The uptime of BDAA for end users in a specific time frame</td>
</tr>
<tr>
<td>financial cost</td>
<td>The total financial cost of using BDAA</td>
</tr>
<tr>
<td>response time</td>
<td>Time to complete and receive the analysis result</td>
</tr>
<tr>
<td>usability</td>
<td>The degree to be easily used by end users through built-in interfaces</td>
</tr>
<tr>
<td>deadline</td>
<td>The total time of executing a BDAA and returning final results to its end user</td>
</tr>
<tr>
<td>reliability</td>
<td>The ability to maintain operational status in the majority of cases</td>
</tr>
<tr>
<td>integration</td>
<td>The degree of simplicity for integrating with applications and services that BDAA can provision</td>
</tr>
<tr>
<td>scalability</td>
<td>The ability to scale when expanding large volume of data or vast number of users</td>
</tr>
<tr>
<td>customizability</td>
<td>The flexibility to use with diverse kinds of users</td>
</tr>
<tr>
<td>pay-per-use billing</td>
<td>The ability to charge based on the usage of resources or duration</td>
</tr>
<tr>
<td>security</td>
<td>The degree to be exempt from malicious attack incurred by the network, software, tools, process or human, which results in significant damage or loss</td>
</tr>
<tr>
<td>energy efficiency</td>
<td>The degree of overall energy consumption on a per unit level (e.g., per capita, per customer, per hour)</td>
</tr>
<tr>
<td>the ratio of the admitted workloads</td>
<td>The proportion between the permitted workloads quantity and the submitted workloads quantity by end users</td>
</tr>
</tbody>
</table>
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Table 4.2: Niche aSLA Metrics by different types of BDAAs

<table>
<thead>
<tr>
<th>BDAA</th>
<th>aSLA Metrics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic detection and tracking application</td>
<td>● event detection delay</td>
<td>● the delay of detecting events such as earthquake, football matches</td>
</tr>
<tr>
<td></td>
<td>● input throughput</td>
<td>● the number of input events that are processed during a period</td>
</tr>
<tr>
<td></td>
<td>● output throughput</td>
<td>● the number of derived events that are produced during a period</td>
</tr>
<tr>
<td>Big data-based traffic congestion detection system</td>
<td>● alert sending delay</td>
<td>● the delay of sending alerts of existing traffics</td>
</tr>
<tr>
<td>Large-scale ingestion of analytics events and logs application</td>
<td>● log integrity</td>
<td>● the percentage of logs that can be seen</td>
</tr>
<tr>
<td></td>
<td>● alert sending speed</td>
<td>● the number of alerts sent per second</td>
</tr>
<tr>
<td>Business intelligence on big data</td>
<td>● the delay of decision making process</td>
<td>● the delay of a decision that is made based on business intelligence</td>
</tr>
<tr>
<td>Social network driven stock recommendation system</td>
<td>● data analysis delay</td>
<td>● the delay of completing stock analysis based on social network data</td>
</tr>
<tr>
<td>SLA based healthcare big data analysis and computing in cloud network</td>
<td>● disease prediction accuracy</td>
<td>● the degree to accurately forecast patients’ prospective disease condition</td>
</tr>
<tr>
<td>Google smart inventory management system</td>
<td>● inventory accuracy</td>
<td>● the degree to grasp accurate information regarding inventory and product at any time</td>
</tr>
</tbody>
</table>

4.3.2 pSLA Metrics

There are four main components/frameworks at BDPaaS layer (i.e., data ingestion, storage, processing and analysis). Selection of the specific software or tool as an instantiation of the aforementioned different frameworks is based on many aspects such as flexibility, control and ease of use. Considering the differential nature and role-playing, each framework at BDPaaS layer has different pSLA metrics. Table 4.3 lists some common pSLA metrics, while some niche pSLA metrics for each framework are given in Table 4.4.

4.3.3 cSLA Metrics

Companies like Microsoft, Google and Amazon offer infrastructure as a service. With this diverse range of cloud infrastructures, most customers are perplexed to choose which SLA metrics should be defined and specified as the hardware section of cSLAs. To clear away this confusion, we give the most common and niche SLA metrics that interest customers when using cloud resources in Table 4.5 and Table 4.6 respectively.
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Table 4.3: Common pSLA metrics

<table>
<thead>
<tr>
<th><strong>pSLA Metrics</strong></th>
<th><strong>Description</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>availability</td>
<td>The uptime of each framework in BDPaaS in a specific time</td>
</tr>
<tr>
<td>integration</td>
<td>The abilities to integrate with other frameworks and platforms</td>
</tr>
<tr>
<td>capacity</td>
<td>The capacity the BD platform can provision</td>
</tr>
<tr>
<td>scalability</td>
<td>The abilities to expand platform-level resources as requests or workloads increase</td>
</tr>
<tr>
<td>pay-per-user billing</td>
<td>The ability of the charging based on which framework or time of utilization</td>
</tr>
<tr>
<td>energy efficiency</td>
<td>The degree of energy consumption on a per unit level (e.g., per capita, per customer, per hour) for each framework</td>
</tr>
<tr>
<td>security</td>
<td>The degree to be free from malicious attack incurred by software or tools in each framework at BDPaaS layer, which brings damage or loss</td>
</tr>
<tr>
<td>fault tolerance</td>
<td>The ability to maintain an appropriate operational status even in the case of failures within its components</td>
</tr>
</tbody>
</table>

To the best of our knowledge, this is the first attempt to systematically categorize SLA metrics for cloud-hosted BDAAs. This new categorization scheme cannot only demonstrate SLA metrics for cloud-hosted BDAAs in a clearly structured format but also respect the characteristics of cloud-hosted BDAAs. The categorization scheme facilitates design decisions, analysis of existing SLAs, making conventions and engineering SLAs between providers and customers, and helps to identify responsibilities during the management of SLAs.

To better understand SLAs across different layers of BDAA, we present a SLAs template using a real cloud-hosted BDAA in the following section.

4.4 Detailed Example of SLAs Template for a Real Cloud-hosted BDAA

To aid understanding of the SLAs across different layers of BDAA, we take a real cloud-hosted BDAA as an illustrative example to present SLAs template. The selected BDAA example is a smart inventory system for retail offered by Google as one of their referred BDAA solutions and use cases [82].
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Table 4.4: Niche pSLA metrics by the different framework at BDPaaS layer

<table>
<thead>
<tr>
<th>Framework</th>
<th>Sub Category</th>
<th>pSLA Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Ingestion</td>
<td>Batch-based</td>
<td>• data size • the number of chunks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• chunk size • throughput</td>
</tr>
<tr>
<td></td>
<td>Stream-based</td>
<td>• data size • data arrival rate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• latency • the number of data format supported</td>
</tr>
<tr>
<td>Data Storage</td>
<td>Distributed File Systems (e.g., HDFS)</td>
<td>• transfer rate (read, write) • latency (read, write, update)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• the number of data nodes • replication number</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• the overall size of input data • the size of split data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• network throughput</td>
</tr>
<tr>
<td>NoSQL</td>
<td></td>
<td>• the quantity of data nodes • replication factors • queries speed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• transaction response time • data freshness</td>
</tr>
<tr>
<td>RDBMS</td>
<td></td>
<td>• queries speed • query throughput • the number of connections</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• buffer pool usage • transfer rate (read, write)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• latency (read, write, update) • replication factors • batch requests/sec</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• disk read I/O per sec • disk write I/O per sec</td>
</tr>
<tr>
<td>Data Processing</td>
<td>Batch-based</td>
<td>• the number of map tasks • the number of reduce tasks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• the number of unhealthy nodes • the number of active nodes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• the number of instances</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• upper bound on the time finishing the data processing task</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• block size • job turnaround • maximum allowed completion time</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• response time to streaming data • stream processing latency</td>
</tr>
<tr>
<td></td>
<td>Stream-based</td>
<td>• peak system resource usage • system start-up time</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Jitter (the variance of processing times)</td>
</tr>
<tr>
<td>Data Analysis</td>
<td>Statistics-based</td>
<td>• how good is the statistical method (error rate, sensitivity, validity)</td>
</tr>
<tr>
<td></td>
<td>Machine learning-based</td>
<td>• how good is the machine learning model (precision, recall, accuracy, sensitivity, specificity)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• model training time • model training speed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• the size of the machine learning model</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• average response speed for individual prediction requests</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• number of algorithms supported for data analysis</td>
</tr>
</tbody>
</table>
CHAPTER 4. A NEW SLA MODEL AND CATEGORIZATION SCHEME OF SLA METRICS FOR BIG DATA ANALYTICS APPLICATIONS IN CLOUD

Table 4.5: Common cSLA metrics

<table>
<thead>
<tr>
<th>cSLA Metrics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>availability</td>
<td>the uptime of cloud infrastructure in specific time</td>
</tr>
<tr>
<td>capacity</td>
<td>The capacity that the cloud infrastructure can provision</td>
</tr>
<tr>
<td>scalability</td>
<td>The ability to expand infrastructure-level resources (e.g., VMs) requested from BDPaaS level</td>
</tr>
<tr>
<td>pay as you go billing</td>
<td>The ability to charge based on time of utilization of VMs or storages</td>
</tr>
<tr>
<td>energy efficiency</td>
<td>The degree of energy consumption for data centers</td>
</tr>
<tr>
<td>security</td>
<td>the degree to be exempt from malicious attack incurred by cloud infrastructure, which causes damage or loss</td>
</tr>
</tbody>
</table>

Table 4.6: Niche cSLA metrics by different components at CIaaS layer

<table>
<thead>
<tr>
<th>Component</th>
<th>cSLA Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computing resources</td>
<td>• response time • CPU utilization • memory utilization</td>
</tr>
<tr>
<td></td>
<td>• system load • scale up time • number of VMs</td>
</tr>
<tr>
<td></td>
<td>• number of cores per CPU • memory size</td>
</tr>
<tr>
<td></td>
<td>• duration of individual VM migration</td>
</tr>
<tr>
<td>Storage resources</td>
<td>• number of units of data storage • storage size</td>
</tr>
<tr>
<td></td>
<td>• privacy • backup • hard disk utilization</td>
</tr>
<tr>
<td></td>
<td>• I/O speed (bytes per second) • maximum downtime</td>
</tr>
<tr>
<td>Network resources</td>
<td>• network throughout • network bandwidth • network latency</td>
</tr>
<tr>
<td></td>
<td>• accessibility to the Internet across the firewall</td>
</tr>
</tbody>
</table>

According to Google, a smart inventory system for retail are built to maintain an accurate and update information as anything changes in the inventory. For example, as soon as a retail sold an item or even when moved one part of store to another, inventory data should be refreshed in backend automatically. This brings lots of challenges for retails who increasingly struggle to work in scenarios such as online and offline mode as well as multiple channels. Hence, smart inventory management system comes into the picture to address these challenges, such that, retailers can efficiently work with buyers and assist customers locate products faster. Also, retailers can significantly benefit from operational efficiency by precisely perceiving the location and availability of product
at any time. Moreover, the inventory accuracy and movement offers useful insights for retailers to fine-tune and better promote their products in market campaigns. To this end, retailers need to leverage the power of cloud-based BDAAAs that offer scalable infrastructure, reduced administrative complicatedness, and the state-of-art techniques in terms of data ingestion, storage, process and analysis.

Figure 4.4 presents the architect of Google’s smart inventory system for retail. The components at each layer, and the interactions and SLA requirements of each component are described as follows:

CIaaS layer
• Compute Engine: It delivers multiple different types of VMs. Users can access Google’s VMs using predefined sizes or creating customized machine types to suit particular business needs. These VMs serve the Cloud Dataflow at BDPaaS layer. This component must satisfy SLA requirements. For example, it must ensure availability to the customer at minimum 99.99% [319].

• Cloud Storage: Users can access data stored on Google cloud platform infrastructure through an online RESTful-based file storage web interface. This component must satisfy SLA requirements as well. For instance, it must guarantee at least 99.95% availability to customers [320]. Also, it must guarantee the security and confidentiality of an application and customer data.

• Cloud Network: Cloud virtual private network (VPN) offers a secure VPN tunnel to connect customers’ own network and Google’s global network. One of SLA requirements that Google VPN must meet is to assure minimum 99.9% network availability to customers [321].

BDPaaS layer

• Data Ingestion: This regularly collects inventory data from multiple stores and proceeds it to subsequent services. A good example of data ingestion is Google App Engine that offers the automatic and real-time scaling abilities according to the future traffic patterns. SLA requirements are mandatory for this component. It must provide 99.95% above availability [322]. Moreover, it needs to meet the requirements regarding elastic scaling and minimum response time latency.

• Data Processing: This service includes two popular processing paradigms (i.e., batch or stream) for a smart inventory system. A good example of data processing is Google’s Cloud Dataflow that offers the abilities to transform and enrich data both in batch-based and stream-based workloads, and distribute these processing workloads across many VMs instances. In terms of SLA requirements, it must efficiently process batch or stream jobs with low-latency response time. The monthly uptime percentage (availability) defined by Google is 99.5% [43].
• Data Storage: This service is dedicated to record and maintain accurate inventory data at any time. Once new inventory events either through purchase or shipping happen, inventory database is then updated in an automatic and real-time form. Google Cloud SQL is a well-suited choice for data storage, which is deployed in MySQL and provides a native support regarding backup, replication and recovery. Still, SLA requirements are mandatory for this component. For example, it must support high-speed queries for counts from the inventory. In the documentation of Google cloud SQL SLA, the availability is set to be greater than 99.95% [323].

• Data Analytics: This collects incoming inventory streams and load them into BigQuery where specific analysis is performed and actionable insights are generated. BigQuery is a state-of-art Google’s data warehouse solution. It can execute queries over TB amount of data within seconds. Without exception, this service must satisfy SLA requirements as well. For example, it must guarantee the availability that is greater than 99.9% [40]. Also, it must guarantee queries speed across TB volume data in seconds, and the high accuracy of the queries result regarding the inventory at all times.

**BDSaaS layer.** Google’s inventory system is designed to provide a high accurate, visible, and analytical platform for inventory movements throughout the supply chain at any time. This service must satisfy SLA requirements such as availability, usability, scalability, integration, response time, financial cost, accuracy and query speed. Customers can then choose service level objectives (SLOs) they want to apply for aSLA (application-level SLA). For instance, response time is managed lower than a designated threshold, financial cost is efficiently controlled without exceeding a given bar, agreed availability level is greater than 95%, and specification of penalties applied when SLA violations incur.

For this application, its SLAs consist of aSLA, pSLA and cSLA. Figure 4.5 presents its cross-layer structure of SLAs metrics. It is worth noting that this cross-layer structure of SLA metrics still applies to other BDAAs although we take the Google smart inventory management system as an instance. Table 4.7 elaborately describes an illustrated example of this application’s aSLA, pSLA and cSLA.
Table 4.7: Example of aSLA, pSLA, and cSLA for Google’s inventory system

### aSLA - SLA between customers and Google

<table>
<thead>
<tr>
<th>Component</th>
<th>SLO</th>
<th>Guarantee</th>
<th>Violation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date/Time</td>
<td>90% of requests handled by Google smart inventory management BDAA will be processed in &lt; 500ms</td>
<td>Google smart inventory management BDAA must ensure availability at least 99%</td>
<td>If the response time of Google's inventory management as agreed is not met during any period, all requests for that period will be free of charge. If availability is &lt; 99%, then 10% of service credit will be applied</td>
</tr>
</tbody>
</table>

### pSLA - SLA between BDSaaS and BDPaaS

<table>
<thead>
<tr>
<th>Component</th>
<th>SLO</th>
<th>Guarantee</th>
<th>Violation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date/Ingestion</td>
<td>For a maximal capital cost of USD 0.056/vCPU per hour (batch type) or USD 0.069/vCPU per hour (streaming type) to the Data Ingestion framework in BDPaaS (e.g., Google App Engine), the maximum response time must be 1 second per ingestion</td>
<td>The data ingestion service (i.e., Google App Engine) will be available of at minimum 99.95%</td>
<td>If availability is &lt; 99.95%, then 10% of service credit will be enforced</td>
</tr>
<tr>
<td>Date/Storage</td>
<td>Requests to the Data Storage framework in BDPaaS (e.g., Google CloudSQL), the response time has to be lower than 1 second</td>
<td>The data storage service (i.e., Google Cloud SQL) will be available of at least 99.95%</td>
<td>If availability is &lt; 99.95%, then 10% of service credit will be practised</td>
</tr>
<tr>
<td>Date/Processing</td>
<td>Regarding a maximal financial expense of USD 0.036/vCPU per hour (batch type) or USD 0.069/vCPU per hour (streaming type) to the Data Processing framework in BDPaaS (e.g., Google Dataflow), response time has to be smaller than 1 second per dataflow job</td>
<td>The data processing service (i.e., Google Dataflow) will be available of at least 99.5%</td>
<td>If more than 2% of queries to the Data Processing framework (i.e., Google Dataflow) in BDPaaS violate SLOs, the customer will receive the financial credits by 0.02/violated dataflow jobs. If availability is &lt; 99.5%, then 10% service credit will be charged</td>
</tr>
<tr>
<td>Date/Analysis</td>
<td>Requests to the Data Analysis framework in BDPaaS (e.g., Google BigQuery), response time has to be no more than 1 second</td>
<td>The data analysis service (i.e., Google BigQuery) will be available of 99.9% at least</td>
<td>If availability is &lt; 99.5%, then 10% of service credit will be applied</td>
</tr>
</tbody>
</table>

### cSLA - SLA between BDPaaS and CIaaS

<table>
<thead>
<tr>
<th>Component</th>
<th>SLO</th>
<th>Guarantee</th>
<th>Violation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute</td>
<td>For a maximal capital cost of USD 0.0100/hour per VM instance of the cloud infrastructure computing service (i.e., Google Compute Engine), at least 10 VMs, each configured with one vCPU and 3.75GB memory must be provided</td>
<td>Availability to customer of at least 99.99% should be provided</td>
<td>If more than 1% of the time VMs at CIaaS layer has breached SLOs, USD 0.3/hour per the violated VM instance is penalized</td>
</tr>
<tr>
<td>Storage</td>
<td>For a maximal capital cost of USD 0.026/GB/month of the Cloud infrastructure storage service (i.e., Google Cloud Storage), at least 1TB multi-regional storage must be provided</td>
<td>The data storage service (i.e., Google Cloud SQL) will be available of 99.95% at least</td>
<td>10% of service credit will be imposed when availability is lower than 99.95%</td>
</tr>
<tr>
<td>Network</td>
<td>For a maximum financial cost of USD 0.050 per tunnel per hour of the cloud infrastructure network service (i.e., Google Cloud Network), at least 100 tunnels and 100GB bandwidth must be provided</td>
<td>The cloud network service (i.e., Google Cloud network) will be available of 99.9% at minimum</td>
<td>If availability is &lt; 99.9%, then 10% of service credit will be enforced</td>
</tr>
</tbody>
</table>
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Figure 4.5: Cross-layer SLA metrics for Google’s inventory system

4.5 Summary

The contributions of this Chapter are two-fold. Firstly, we propose a new cross-layer SLA model for BDAAs in cloud. This model considers SLAs for cloud-hosted BDAAs from a layer-based perspective, which can not only demonstrate three types of SLA (aSLA, pSLA, and cSLA) in a structured format and a universal way to look at SLAs for the applications but also indicate their strong dependencies relationship. Secondly, we propose a new multi-dimensional categorization scheme regarding SLA metrics dedicated to cloud-hosted BDAAs, while respecting characteristics of BDAAs. This categorization scheme consists of common metrics and niche metrics for each layer. It provides a guideline for providers and customers to understand SLA conventions between them and make design decision in particular concerning the definition and specification of SLAs. In the next chapter, we will address the research question defined as RQ3.
Chapter 5

Modeling and Simulation of Big Data Analytics Applications in Cloud

In this chapter, we will address the research question defined as RQ3: How to model and simulate cloud-hosted big data analytics application (BDAAs) across layers to facilitate service level agreements (SLAs) management?

To this end, we designed and developed a new discrete event-based simulation tool called IoTSim with the abilities to model and simulate BDAAs in cloud.

5.1 Positioning versus Existing Simulation Techniques

Simulation technique offers many “what if?” scenarios to be evaluated, which allows decision-makers to test and better understand alternative ways in which a new algorithmic approach may be best met. Two main types of simulation techniques have been widely used to study the behaviors of systems. They are deterministic simulation and stochastic simulation.

- Deterministic simulation: refers to simulation models that contain no random variables. Deterministic simulation has a known set of inputs which will result in an unique set of outputs. A typical deterministic simulation is discrete event-based simulation (DES) that models the behaviour and performance of a complex system as an ordered sequence of well-defined “events”. Within the context of DES, an event is defined as an incident which causes the system to change its state only at a discrete set of points in time. For example, a series of events
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will be created whenever a MapReduce job requests resources from datacenters, resources are allocated, runtime environment is initialized, the job is executed, and terminated. A succession of these events provide an effective dynamic model of the system being simulated. DES is often used to model deterministic systems and provides a reasonably accurate approximation of a system’s behaviour as it does in reality [327].

- Stochastic simulation: has one or more random variables as inputs. Random inputs lead to random outputs. Since outputs are random, they can be considered only as estimates of the true characteristics of a model. In a stochastic simulation, the output measures must be treated as statistical estimates of the true characteristics of the system. Monte Carlo simulation is commonly featured as stochastic simulation. It is related to DES and usually make extensive use of recurrent random sampling in order to obtain statistical results and understand the impact of uncertainty in forecasting models. Monte Carlo simulation is often used to effectively model systems in which probability and non-determinism plays a major role [328].

Since cloud-hosted BDAAs are considered as deterministic systems rather than stochastic systems (e.g., the distributed processing model such as MapReduce in a cloud-hosted BDAA offers deterministic behaviours that are featured a series of well-defined steps such as Map phrase or Reduce phrase). Hence it is not hard to understand that DES is a more appropriate simulation technique used to solve SLA management problem for cloud-hosted BDAAs in comparison with the other two simulation techniques. This is also evidenced by the the SLR that we conducted in Chapter 3 where it is seen that DES is the most widely applied simulation technique by current researchers in this field. Therefore, in this thesis, we determine to focus on DES to further investigate and understand the whole picture and limitations of existing simulation techniques in terms of DES.

Some representative DES simulators in cloud computing (CC) environment are widely discussed. They are GreenCloud [329], iCanCloud [330], FlexCloud [331], CloudSim
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and its variants (CloudAnalyst, NetworkCloudsim, EMUSIM and MDCSim):

- GreenCloud: A packet-level simulator that is capable of modeling behaviors of network links, switches, gateways, and other hardware resources (CPU and storage) in cloud datacenters. The goal of this simulator is to simplify performance tests of energy-aware scheduling algorithms in cloud environments. GreenCloud is a packet-level simulator hence it requires extra memory and processing power to create and transmit packets across simulation entities.

- iCanCloud: A simulation platform which is oriented towards the simulation of a wide range of CC systems and their underlying architecture. It can model and simulate large environments (thousands of nodes) and distributed applications with a customizable level of detail.

- FlexCloud: A flexible and scalable simulator that enables users to simulate the process of initializing cloud datacenters, allocating VMs and providing performance evaluation for various scheduling algorithms. FlexCloud can be run on a single computer with JVM to simulate large-scale cloud environments with a focus on infrastructure, adopts agile design patterns to assure the flexibility and extensibility, models VMs migrations which are a lack in the existing tools, provides user-friendly interfaces for customized configurations and replaying.

- Cloudsim: A generalized and scalable simulation tool written in Java and was initially built on top of SimJava and GridSim. SimJava is a discrete event simulator that has been widely used. However, SimJava has several scalability limitations that led the developers of CloudSim to implement a new discrete event management framework which is the CloudSim core simulation engine.

Although the above discrete event-based simulators are widely used in the last decades, they have lots of limitations and shortcomings causing failure to model and simulate cloud-hosted BDAAs. Take the most popular discrete event-based simulator Cloudsim as an example, CloudSim shows several weaknesses. First, it is built on top
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of a grid computing environment which puts limitations on the infrastructures it can simulate. Second, it only includes a basic and simplified network model and a limited workload generator. Third, CloudSim is only able to model different CC features and components such as data centers, hosts and VMs on an elementary level without the capabilities of modeling BD processing paradigm (for example MapReduce). Fourth, it lacks SLA components to handle the processing of SLA-aware BDAAs problems. To the best of our knowledge, there are only a few DES simulators in particular on modeling big data processing model such as MapReduce. They are introduced as follows.

- **MRPerf** [306]: A design tool for MapReduce infrastructure and can help in designing new high-performance MapReduce setup, and in optimizing existing ones. However, it cannot simulate the complete behavior of a Hadoop framework. Also, [338] claimed that accurate results for jobs of different type of algorithms or different cluster configurations could not be generated, based on the testing they performed on the MRPerf code.

- **Mumak** [339]: An open source Apache’s MapReduce simulator which uses data from real experiments to estimate the completion time for Map and Reduce tasks with different scheduling algorithms. In cases where data from real experiments do not exist, Mumak cannot estimate completion time for Map and Reduce tasks.

- **SimMR** [340]: Was developed in HP lab. It can replay execution traces of real workloads collected in Hadoop clusters (as well as synthetic traces based on statistical properties of workloads) for evaluating different resource allocation and scheduling ideas in MapReduce environments.

- **MRSim** [338]: A discrete event based MapReduce simulator. It can simulate different type of MapReduce BDAAs with the ability to study with good accuracy the effect of dozens of job configuration parameters on job performance. However, it was modeled and simulated using SimJava discrete event engine that has inherent weakness such as increased kernel complexity [341] and lack of support of some advanced operations [332]. Because of this, the SimJava layer has been removed from Cloudsim 2.0 onwards.
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• MR-Cloudsim \[342\]: Was developed for simulating MapReduce processing model. However, MR-Cloudsim has several limitations as it only supports simple, single-state Map and Reduce computation. Further, it lacks support for network link modeling, which is a critical element affecting the performance of MapReduce BDAAs. Also, there is a lack of support for allowing the execution of multiple MapReduce BDAAs concurrently.

It is concluded that it is necessary to design and implement a new discrete event-based simulators simulator with the enhanced capabilities of efficiently modeling and simulating cloud-hosted BDAAs.

5.2 Modeling Requirements for Cloud-hosted BDAAs

Nowadays, the generation of cloud-hosted BDAAs combines multiple independent data analytics models, historical data repositories that are likely to be available across geographically distributed datacenters (both private and public). Typically, such BDAAs need to process large amounts of data by using parallel big data processing technologies such as MapReduce. MapReduce is a parallel programming paradigm initially proposed by Google to generate and process large datasets in clusters, which is becoming the de facto tool for BDAAs. Hence, we are going to analyze the modeling requirements for MapReduce-based BDAAs.

5.2.1 The MapReduce Model

MapReduce has been widely used as a predominant parallel processing model for large-scale dataset \[141\]. It is a programming model based on the divide and conquers paradigm that has efficiently solved problems of large datasets using large clusters of machines. Cloud computing (CC) is a suitable environment for processing and analyzing terabytes of data through utilization of many resources connected. Most cloud providers such as Amazon EC2, Microsoft Azure, and Google adopted MapReduce in their computing environments.
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MapReduce divides the job into tasks. There are two types of tasks including map
tasks and reduce tasks. In the map tasks phase, an application reads input data and
generates intermediate keys. These computations are generally done in parallel by
subtasks, which are called map tasks. Then, in the reduce phase, another subtasks,
called as reduce tasks, read intermediate keys and produce the program results. Map
tasks perform filtering and sorting operations while reduce tasks perform summary
operations. The user can specify map/reduce functions, and types of input/output.

Figure 5.1 shows the workflow of MapReduce operation.

The complete execution process (execution of Map and Reduce tasks) is controlled by
two types of entities called JobTracker and multiple TaskTrackers shown in Figure 5.2.
For every job submitted for execution in the system, there is one JobTracker that resides
on NameNode, and there are multiple TaskTrackers residing on DataNode. A job is
divided into multiple tasks which are then run onto multiple data nodes in a cluster.
It is the responsibility of the jobtracker to coordinate activities by scheduling tasks
to run on different data nodes. Execution of individual task is then to look after by
TaskTracker, which resides on every data node executing part of the job. TaskTracker’s
responsibility is to send the progress report to the JobTracker. Also, Tasktracker periodically sends 'heartbeat' signal to notify JobTracker current state of the system. Thus Jobtracker keeps track of the overall progress of each job. In the event of task failure, the JobTracker can reschedule it on a different TaskTracker.

5.2.2 BDSaaS-level Requirements

A cloud-hosted BDAA generally processes large datasets stored in clouds. The simulation tool should thus allow modeling of different applications depending on which big data processing framework at BDPaaS layer such as MapReduce will be used. For example, a MapReduce application may consist of one or more jobs with particular workloads, and specific SLA requirements such as deadline, budget, and so on. The proposed simulation tool must meet these application-level requirements, allowing researchers setting various application profile according to different needs.
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5.2.3 BDPaaS-level Requirements

To support cloud-hosted BDAAAs, big data processing technologies at BDPaaS layer plays a central role. Hence, it is mandatorily required for the proposed simulation tool to meet these platform-level requirements. Take the popular big data processing paradigm MapReduce as an example, the simulation tool must offer the capabilities that mimic how MapReduce works when processing a large amount of dataset. Also, it must allow to effectively model and simulate the execution of multiple jobs simultaneously in a scalable manner as it happens in the real world. The MapReduce working mechanism will be detailed in Section 5.3.

5.2.4 ClaaS-level Requirements

In order to support MapReduce programming model, cloud-hosted BDAAAs need lots of VMs at the underlying cloud infrastructure layer. These VMs might have different size and contain different CPU, memory, and storage. Hence, a simulation tool must flexibly offer the capabilities of simulating these computing resources meeting different needs. Also, cloud-hosted BDAAAs require different types of storage that are commonly ambient in cloud-based datacenters to store content from the various devices. Thus, a storage layer should be modeled to simulate the storage and retrieval of any amount of data, subject to the availability of network bandwidth. It is evident that accessing files in storages at run-time incurs additional delay for cloud-hosted BDAA execution. This is due to the latencies between the nodes and storages when transferring data files through cloud. Hence, the design of the network between hosts and storage is required to model the delay above.

5.3 The Design Decisions and Architecture of IoTSim

Our proposed simulation tool called IoTSim uses CloudSim as the underlying design platform. The reasons are manifold. Cloudsim as an discrete event-based simulator offers lots of features like support for modeling service brokers, resource provisioning,
application allocation policies, and simulation of large-scale cloud environments including
datacenters, on a single computing machine. To be specific, Cloudsim supports modeling
and creation of one or more VMs on a simulated node of a datacenter with different
hardware configurations, cloud-based tasks and their mapping to suitable VMs. It also
allows simulation of multiple datacenters to enable a study on federated and associated
policies for migration of VMs for reliability and automatic scaling of applications.
Also, Cloudsim helps in modeling applications having independent jobs, and design
and analysis of different hardware configurations, VM provisioning, and scheduling
policies. Thus, Cloudsim can pave the way for us to design and implement our tool to
simulate BDAAs in cloud. In fact, Bashar [343] had done a critical evaluation of various
simulators in cloud environment, and his study has concluded that Cloudsim is the best
choice if research has to be done by using simulation software. All of these features
enable us to choose Cloudsim as a preferable platform to design and implement a new
simulator IoTSim with the purpose of simulating and analyzing cloud-hosted BDAAs.

On top of Cloudsim, we introduce many new enhancements to meet the modeling
requirements. In the following subsections, we will details how we consider the design
principles, architecture and fundamental classes of IoTSim by extending Cloudsim.

5.3.1 Design Principles

We consider several essential principles when designing our proposed simulation
tool.

- Layer-based: This principle offers lots of advantages. Not only it is possible
to provide both power and ease of use in a scalable framework, but also the
architecture is clear and loose-coupled, which offers the flexibilities for future
researchers or developers to extend on top of it without fundamentally changing
the structure.

- Entity-oriented: Entity refers to something which can individually and independ-
dently exist. It can send messages to other entities, and process received messages
as well as trigger and handle events. Each entity is initiated at the beginning and
shutdown at the end during the simulation. When using MapReduce to process
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the applications, lots of entities like JobTracker, Task Tracker(s), MapTask(s) and ReduceTask(s) are demanded. It is necessary to follow this entity-oriented principle to design and implement a simulation tool.

- Event-driven: Event represents a simulation event which is passed between entities in the simulation. Each event carries all the related information about an event between two or more entities such as event type, init time, time at which the event should occur, time at which the event should be delivered to its destination entity, the source entity and the destination entity as well as the data that has to be passed to the destination entity. According to the working mechanism of MapReduce, lots of communications in the form of heartbeat between different components/entities are generated. These entities work tightly by sending and receiving messages in order to trigger or handle events.

5.3.2 Specific Design Considerations

5.3.2.1 BDSaaS-level Design

Most simulation tools designed for cloud environment generally offer limited support for modeling execution of parallel and distributed applications. For example, Cloudsim allows modeling an application service or a cloud task by using a programming structure called “Cloudlet” class, which only represents single and atomic computation needs. This approach is not appropriate in cloud-hosted BDAAs scenario. Instead, we introduce two types of Cloudlet including MapCloudlet and ReduceCloudlet. The details of the two types of Cloudlets will be described thereafter. Both of them inherits from Cloudlet class in Cloudsim and has their own specific attributes. ReduceCloudlet always runs after MapCloudlet over the same input as it does in the real world.

5.3.2.2 BDPaaS-level Design

We consider some important features to meet platform-level requirements. In Cloudsim, when Cloudlets come in, they are simply submitted to a cloud datacenter via a broker. However, it does not suit for submitting MapReduce job in the same way due
to the complexity of MapReduce workflow. Since JobTracker and TaskTracker play an
integral part during the MapReduce processing, the proposed simulation tool needs to
entirely model and implement them as well as other notable features that MapReduce
model has as it does in real world. Such features include: (i) lots of communication and
interaction between entities during the execution; (ii) every separate map task output
has one corresponding reduce operation; (iii) reduce operation has to come after map
operation over the corresponding intermediate input; (iv) multiple MapReduce jobs
can be submitted and run concurrently in a shared cloud-hosted datacenters.

5.3.2.3 CIaaS-level Design

A significant amount of data from various sources are ingested and stored at CIaaS
layer. In the runtime environment, a map instance (mapper) operates in each slave node. It copies data which is saved in the above data storage component to its local hard disk. When the data is copied and saved in the local hard disk, mapper starts processing the allocated map task by TaskTracker. After that, the intermediate output will be generated and are associated with the reduce instance. The paired reducer reads the intermediate output and starts processing the allocated reduce tasks. The final output will be written into the storage component. Therefore, there is two typical network delay incurred that affects the performance of map or reduce task(s). In this scenario, the network and storage model must be represented in the proposed simulation tool. One of the feasible methods is to calculate the network consumption when copying data from storage component by mapper or copying intermediate output from local disk by the reducer. It is enough to guarantee the accuracy of the simulation tool while calculating and presenting the network delay incurred during the processing.

5.3.3 The Architecture of IoTSim

In this section, we propose a layer-based architecture of IoTSim shown in Figure 5.3. The detailed entities/classes design and functionality of our proposed simulation tool’s components will be discussed thereafter.
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- **Cloudsim Core Simulation Engine Layer**: Located at the bottommost layer. It is a simulation engine that supports several core functionalities, such as queuing and processing of events, the creation of cloud system entities (services, host, datacenter, broker, and VMs), communication between components, and management of the simulation clock.

- **Cloudsim Simulation Layer**: This layer provides support for modeling and simulation of virtualized cloud-based datacentre environments including dedicated management interfaces for VMs, memory, storage, and bandwidth. The fundamental issues such as provisioning of hosts to VMs, managing application execution, and monitoring dynamic system state are handled by this layer. This layer consists of several sub-layers that model the core elements of cloud. The bottommost sub layers model datacenters, cloud coordinator, and network topology. The VM Services and Cloud Services provide the functionality to design VM resource and application scheduling algorithms.

- **Big Data Platform Layer**: It includes two components. MapReduce component is to support BDAAs where a batch-oriented data processing paradigm is required while Hadoop distributed file system (HDFS) components offer the abstraction of data storage. Depending on which cloud-hosted BDAAs customers will use, it can support data processing using MapReduce programming paradigm running on HDFS. Take the MapReduce applications as an example, a MapReduce model needs to be fully implemented here where a set of new classes or entities such as JobTracker, TaskTracker, Mapper and Reducer work as does the real Hadoop and a series of events occur in some specific order to finish a Map/Reduce process. Due to the aforementioned limitation of Cloudsim, the BD Platform Layer is the primary extension of Cloudsim and plays an integral role in support of modeling, simulation, and analysis of cloud-hosted BDAAs.

- **User Code Layer**: The top-most layer which exposes basic entities for hosts (number of machines, their specification and so on), cloud-hosted BDAAs configurations (application workload and their SLA requirements), VMs, number of users and
their application types and so on. This layer helps users to define their simulation scenarios and configurations for validating their algorithms.

5.4 The Development of Fundamental Classes and Their Correlations

This section provides fine-grained details regarding the fundamental classes/entities of IoTSim during the development phrases. We firstly build a Cloudsim-based development environment using an IDE tool (e.g., Eclipse) installed in a Linux machine, which allows us to develop our proposed simulator.

Since IoTSim extends Cloudsim, the development consists of two main parts including modification and addition. Modifications are done on the original Cloudsim code including Datacenter, CloudTag, and DatacenterBroker. In terms of additions, we developed many new classes and the logic between them based on the aforementioned design decisions.

The detailed diagram of these classes and their correlation is shown in Figure 5.4. The list of classes are:

- **BDBroker**: This new data center broker is responsible for mediating negotiations between providers and customers with respect to allocating appropriate resources to MapReduce-based BDAAs to meet SLA requirements and to manage providers’ resources. The new datacenter broker includes the capability of running dynamic MapReduce processing simulations thereby removing the burden of statically configuring the whole simulation scenario before starting the simulation.

- **MapCloudlet**: This class inherits Cloudlet. It models the atomic map task’s information and behaviors such as input dataset size, output dataset size, and utilization model. It will be submitted by BDBroker to the runtime environment and then executed in a designated VM.

- **ReduceCloudlet**: This class inherits Cloudlet. It models the atomic reduce task’s information and behaviors such as input dataset size, output dataset size, and
Figure 5.3: The proposed layered architecture of IoTSim
utilization model. It will be submitted by BDBroker to the runtime environment and executed in a designated VM.

- BDAACloudlet: This class contains instances of all mappers and reducers that belong to the same user. Also, it contains information about the status and data locations during the execution of the mappers and reducers.

- JobTracker: An entity that receives the jobs submitted by a user, gets the data from storage, splits the jobs according to user requirements and schedules them to the TaskTracker entity for execution. In the runtime environment, the JobTracker communicates with TaskTracker(s) by receiving status updates from them to track their progress. If JobTracker is aware that all Mappers have successfully finished their map tasks, then it will communicate with TaskTracker to launch the corresponding Reducer entity where reduce task will be processed. It produces
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the intermediate output results after each Mapper finishes its work and provides input for Reducer.

- **TaskTracker**: This class represents an entity receiving processing requests from the JobTracker. Its primary responsibility is to track the execution of map and reduce tasks running locally on its hosted node and to report the status updates of each map and reduce tasks to the JobTracker. TaskTracker manages the processing resources on each slave node in the form of processing slots — the slots defined for map tasks and reduce tasks. It schedules the split map tasks and reduce tasks to the corresponding Mapper and Reducer, and monitors the status updates of them.

- **Mapper**: This class denotes an entity that receives the request of TaskTracker and communicates with BDBroker to submit the corresponding map tasks which will be executed in a datacenter. It frequently reports the status of map tasks to TaskTracker.

- **Reducer**: An entity that receives the request of TaskTracker and communicates with BDBroker to submit the corresponding reduce tasks to be executed in a datacenter. It frequently reports the status of reduce tasks to TaskTracker.

- **MRSchedulerSpaceShared**: This class extends an abstract class CloudletScheduler. It represents the behavior’s policy between the Mapper and Reducer. For example, it determines the sharing policy of processing power among Mappers and Reducers in a VM.

It is worth noting that we develop IoTSim by extending and enhancing Cloudsim with new functionality so that it can support executing multiple CloudletLists sequentially. The work originated from a functionality limitation existing in current Cloudsim. Internally, the broker has a very simple operation and has a single CloudletList, which means if you submitted multiple CloudletLists to the broker, they are always merged to a single list, and they are handled as if only one submission were made. However, this is not the case for the MapReduce framework in the real world where the reduce operation
can only start after the corresponding map operation. In order to solve this problem, we
developed a new broker called BDBroker which inherits the original broker in Cloudsim.
This new broker can accept multiple Cloudlets and execute them concurrently. By this,
the new broker can guarantee execution of the reduce task after corresponding map
task has ended.

5.5 An Example of Simulation Using IoTSim

Based on our development, each simulation in IoTSim follows a set of specific steps
in java code from configuration to simulation. We give an example showing how to
create 10 datacenters with 5 hosts each and run MapReduce jobs of 20 concurrent
users on them. Each user’s MapReduce job has different workload and is generated by
discrete uniform distributions. The simulation steps are shown in Figure 5.5.

1. Setting the number of users for a current simulation (e.g., 20). This is where the
   number of concurrent users can be varied

2. Initializing the simulation by instantiating the common variables (current time,
   trace flag, number of users)

3. Creating Cloud Information Service (CIS) instance

4. Creating data center instance (e.g., 10) and then registering it with CIS.

5. Creating physical machines (hosts) with their characteristics. Each datacenter
   contains 5 hosts. This step and step 4 can be easily done through the function of
   createDatacenter() in our code

6. Creating BDBroker instance

7. Creating JobTracker and TaskTracker

8. Creating VMs with their characteristics. A VM can be created in the way of new
   Vm() in our code

9. Submitting VMs to BDBroker
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10. Creating multiple user-defined MapReduce-based BDAA cloudlets and specifying their characteristics from the user input module such as reading user-specified job information from JSON or XML format files

11. Start Simulation once there is an event to be executed

12. runClockTick() function works checking each SimEntity object and its state

13. JobTracker splits BDAA Cloudlet into some chunks and schedules them to some TaskTrackers for execution

14. TaskTrackers allocate the split job into the corresponding Mapper and Reducer

15. Mapper and Reducer submit the corresponding map tasks and reduce tasks to the VMs where they are executed. The status of the map tasks and reduce tasks are reported to TaskTracker

16. Submitting MapCloudlet and ReduceCloudlet to BDBroker

17. MapCloudlet and ReduceCloudlet return the result

18. Sending a call to destroy VMs once there is no event to be executed

19. Evoking StopSimulation() function to stop simulation

20. Printing the results of the simulation

In the runtime, BDBroker works linking each object. When the linking ends, the simulator takes action on captured event time. An event occurs when Cloudsim creates, executes, and terminates each object such as datacenter, BDBroker, VM, JobTracker, and TaskTracker. runClockTick() function checks each SimEntity object and its state. If the state is runnable, each SimEntity object classifies its own operable events. Each entity checks simulating tag and operates each request. Each object has one various tag. They consist of entity creation, acknowledge, characteristic setting, event pause, move, submit, migration, and termination. At the event time that the cloudlet process is submitted, the simulator calculates all submitted cloudlet’s processing time. During
the event processing, a new event may be created. When new event is created, send() or sendNow() function is called. These functions notify that one event time is created. When all event time is over, then simulating ends and the simulation result is reported. The simulation reports consist of each MapReduce-based BDAA’s information (e.g., application name, number of map tasks, number of reduce tasks, job length), status, executed in which datacenter and which VM, and processing result (e.g., job id, VM id, start time, execution time, finish time, VM computation cost).

During the simulation, users might encounter run-time exceptions. For example, insufficient resources (e.g., CPU cores, memory size or disk size) in datacenters to process a MapReduce job. In this case, a report will be generated for users to readily troubleshoot where the exceptions come from our code. However, we assume that all MapReduce jobs can be successfully executed on the prerequisite that there are enough resources provided by datacenters. Hence there is a limitation that IoTSim is not able to handle fault tolerance of MapReduce.
5.6 Evaluation

In this section, we evaluate the efficacy of our proposed simulation tool (i.e., IoTSim) by conducting extensive experiments to observe how the independent variables impact the dependent variables (see Section 5.8.2 and 5.8.3).

5.6.1 Experiment Setup

We install Cloudsim firstly and then deploy our simulator on top of it. To imitate the behaviour of a real MapReduce-based BDAA (e.g., Google inventory system), we consider multiple jobs with different user-specified parameters (e.g., Job Length, Data Size etc.) submitted to many VMs (having different parameters in terms of MIPS, pesNumber etc,) that are hosted in Datacenter(s) in our simulated environment. The incoming jobs are processed using the MapReduce processing engine which produces the corresponding output once the jobs are finished. The output contains the relevant job information including job id, job type, job length, job size, start time, execution time, finish time and the VM (denotes by unique ID) in which map task or reduce task is processed.

We consider two cases in our experiments:

- **Without Network Delay**: In this case, JobTracker splits the MapReduce jobs according to user requirements and then schedules them to the TaskTracker node for execution immediately when it receives the jobs submitted by the user. Also, when all the Mappers finish the map tasks successfully, the corresponding reduce tasks begin to execute immediately. This scenario means no network delay is incurred during the whole period that the job is running in the simulated environment.

- **Network Delay**: In this case, JobTracker firstly gets the data from storage for each MapReduce job when the simulation begins, this causes the first delay that job starts after the simulation clock. By subtracting the start time of the map task and the start time of simulation clock time, this delay can be captured. When all Mappers finish the map tasks, each Mapper will produce an intermediate output.
Then, the corresponding Reducer begins to work based on the intermediate output. Apparently, this causes the second delay. This delay can also be captured by subtracting the start time of reduce task and the finish time of the corresponding map task.

Most importantly, we define a series of key independent variables and dependent variables in our experiments. Independent variable includes datacenter parameters, VM parameters, the number of VM, job parameters, and the number of MapReduce tasks while dependent variable includes average execution time, maximum execution time, minimum execution time, makespan, delay time, total VM cost, and total network cost. These independent variables are the main factors that affect the above dependent variables. They will be detailed in the following subsections.

5.6.1.1 Application Workload Generation

On the user’s side, a request for executing MapReduce jobs contains details of application workload characteristic. Users can generate parameters per job in workload using discrete uniform distributions. In our proposed simulation tool, we assume that all jobs arrive at the same time and ready to be processed. Hence, there are limitations in our proposed simulation tool that users can not specify probability distribution for job arrival rate, or user distribution over a time frame.

5.6.2 Independent Variables

5.6.2.1 Datacenter Configuration

Datacenter models the physical hardware that is offered by CIaaS provider. It encapsulates a set of computing hosts that can either be homogeneous or heterogeneous with their hardware configurations (memory, CPU, and storage) where a specific number of hosts and VMs are generated and run. Table 5.1 lists the datacenter parameters that are going to be consistent throughout the entire evaluation.
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Table 5.1: Datacenter configuration

<table>
<thead>
<tr>
<th>Datacenter ID</th>
<th>A unique ID automatically generated</th>
</tr>
</thead>
<tbody>
<tr>
<td>System architect</td>
<td>x86</td>
</tr>
<tr>
<td>Operation System</td>
<td>Linux</td>
</tr>
<tr>
<td>pesNumber // number of CPUs in a host</td>
<td>500</td>
</tr>
<tr>
<td>RAM //host memory (GB)</td>
<td>20</td>
</tr>
<tr>
<td>Storage //host storage (GB)</td>
<td>1024</td>
</tr>
<tr>
<td>Bandwidth //amount of bandwidth (Mbps)</td>
<td>1000</td>
</tr>
<tr>
<td>MIPS //millions of instructions per second</td>
<td>1000</td>
</tr>
</tbody>
</table>

In Cloudsim, there are a few other parameters including OS, system architect, etc., to be defined for initialization. They are not factors that can affect the aforementioned dependent variables. Hence, such parameters are excluded from our experiments.

5.6.2.2 Host Parameters

Each datacenter has identical physical hosts with properties shown in Table 5.2.

Table 5.2: Host parameters

<table>
<thead>
<tr>
<th>Host ID</th>
<th>A unique ID automatically generated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage Capacity (MB)</td>
<td>1024</td>
</tr>
<tr>
<td>Number of CPUs</td>
<td>2</td>
</tr>
<tr>
<td>Cores per CPU</td>
<td>4</td>
</tr>
<tr>
<td>MIPS for each core</td>
<td>1024</td>
</tr>
<tr>
<td>Memory capacity // (GB)</td>
<td>2</td>
</tr>
<tr>
<td>Bandwidth //amount of bandwidth (Mbps)</td>
<td>10</td>
</tr>
<tr>
<td>MIPS //millions of instructions per second</td>
<td>1000</td>
</tr>
</tbody>
</table>

5.6.2.3 VM Parameters

VM contains the following characteristics: processor, memory, storage size, bandwidth, and MIPS. It should be submitted to the broker before simulation starts. VM parameters are monitored in Cloudsim, which means each sum of VM parameter must be less than the corresponding datacenter configuration. For simplicity, we define three types of VM (Small, Medium, and Large) that are compatible with typical computing infrastructure in Amazon EC2. The configuration of three types of VMs is listed in Table 5.3.
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Table 5.4: Job parameters

<table>
<thead>
<tr>
<th>Job Type</th>
<th>Small</th>
<th>Medium</th>
<th>Big</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job Length</td>
<td>362880</td>
<td>725760</td>
<td>1451520</td>
</tr>
<tr>
<td>(expressed in millions of instructions) this job to be executed in a datacenter</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Size</td>
<td>200000</td>
<td>400000</td>
<td>800000</td>
</tr>
<tr>
<td>(in MB) of this job before submitting to a datacenter</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: VM parameters

<table>
<thead>
<tr>
<th>VM Type</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage Size</td>
<td>80</td>
<td>160</td>
<td>320</td>
</tr>
<tr>
<td>(amount of storage (MB))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory</td>
<td>512</td>
<td>1024</td>
<td>2048</td>
</tr>
<tr>
<td>(VM memory (MB))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIPS for each core</td>
<td>1000</td>
<td>2000</td>
<td>4000</td>
</tr>
<tr>
<td>(millions of instructions per second)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bandwidth</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>(amount of bandwidth)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>piosNumber</td>
<td>2</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>(number of CPUs in a VM)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VMCost per seconds</td>
<td>0.350</td>
<td>0.700</td>
<td>1.400</td>
</tr>
<tr>
<td>(the cost of processing in VM)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.6.2.4 The Number of VMs

Further to the above VM Configuration itself, we will also specify the number of VMs. This independent variable refers to the quantity of VM in a datacenter. VM, which is hosted in the host, is the atomic computing unit where the jobs will be processed. In our experiment, we will change the number of VM as needed. For the sake of simplicity, we set the number of VMs to be 3, 6 or 9. It is also feasible and flexible to set a considerable number of VMs in IoTSim. In this case, the capacity of the datacenter hosting these VMs should be adjusted accordingly to avoid insufficient physical resources error.

5.6.2.5 Job Parameters

In order to demonstrate the effect of resource variances when multiple BDAAs requests arrive with different parameters, we simulated a series of BDAAs requests arriving in cloud. Each request has a set of 10 random input requests coming in with different job parameters, for example, a pre-assigned instruction length and data transfer overhead that it needs to undertake during its life cycle. We define three types of job parameters in Table 5.4.
5.6.2.6 The Number of MapReduce Tasks

This represents the specific number of map tasks and reduce tasks. In IoTSim, when a datacenter receives a job with user-specified job length and data size, the number of map tasks and reduce tasks in each job should also be considered throughout the experiment. For example, M1R1 means there is one map task, and one reduce task for this job. Similarly, M20R1 means there are twenty map tasks, and one reduce task for this job. Since a job might have an endless different value of the number of map tasks or reduce tasks, for simplicity, we consider a job has up to twenty map tasks and one reduce task.

5.6.3 Dependent Variables

Dependent variables are crucial factors to evaluate the efficacy of IoTSim when modelling and simulating cloud-hosted BDAAs. A dependent variable changes accordingly as the aforementioned independent variables change. For example, given the same cloud-hosted BDAA job, if we increase the number of VMs or provide higher VM type, the makespan and execution time of map or reduce tasks may change because increased or more high-profile VMs resources can be utilized by map or reduce tasks to process this job. For clarity and quick reference, we firstly define the notations in Table 5.5 to clearly describe dependent variables.

5.6.3.1 Average Execution Time

It refers to the average execution time of a MapReduce job $J_i$. Its value is given by

$$Average\ Execution\ Time = \frac{\sum_{i=1}^{N_{map}} ET^i_{map}}{N_{map}} + \frac{\sum_{j=1}^{N_{reduce}} ET^j_{reduce}}{N_{reduce}}$$

5.6.3.2 Maximum Execution Time

It means the maximum execution time of MapReduce job $J_i$. It is calculated by

$$Maximum\ Execution\ Time = \max_{1 \leq i \leq N_{map}} ET^i_{map} + \max_{1 \leq j \leq N_{reduce}} ET^j_{reduce}$$
### Table 5.5: Notation used in description of dependent variables

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td>a set of MapReduce jobs or workloads</td>
</tr>
<tr>
<td>$J_i$</td>
<td>a MapReduce job or workload instance in $J$. For generality, each $J_i$ has different user-specified attributes (e.g., $N_{\text{map}}$, $N_{\text{reduce}}$ etc.)</td>
</tr>
<tr>
<td>$N_{\text{map}}$</td>
<td>the number of map tasks in job $J_i$</td>
</tr>
<tr>
<td>$N_{\text{reduce}}$</td>
<td>the number of reduce tasks in job $J_i$</td>
</tr>
<tr>
<td>$DT^{i}_{\text{map}}$</td>
<td>the delay time of map task $i$, $i \in [1, N_{\text{map}}]$</td>
</tr>
<tr>
<td>$DT^{j}_{\text{reduce}}$</td>
<td>the delay time of reduce task $j$, $j \in [1, N_{\text{reduce}}]$</td>
</tr>
<tr>
<td>$ST^{i}_{\text{map}}$</td>
<td>the start time of map task $i$, $i \in [1, N_{\text{map}}]$</td>
</tr>
<tr>
<td>$ST^{j}_{\text{reduce}}$</td>
<td>the start time of reduce task $j$, $j \in [1, N_{\text{reduce}}]$</td>
</tr>
<tr>
<td>$ET^{i}_{\text{map}}$</td>
<td>the execution time of map task $i$, $i \in [1, N_{\text{map}}]$</td>
</tr>
<tr>
<td>$ET^{j}_{\text{reduce}}$</td>
<td>the execution time of reduce task $j$, $j \in [1, N_{\text{reduce}}]$</td>
</tr>
<tr>
<td>$FT^{i}_{\text{map}}$</td>
<td>the finish time of map task $i$, $i \in [1, N_{\text{map}}]$</td>
</tr>
<tr>
<td>$FT^{j}_{\text{reduce}}$</td>
<td>the finish time of reduce task $j$, $j \in [1, N_{\text{reduce}}]$</td>
</tr>
<tr>
<td>$N_{\text{vm}}$</td>
<td>the number of VMs</td>
</tr>
<tr>
<td>$C_{\text{vm}}$</td>
<td>the computing cost per hour incurred when VM is processing map tasks or reduce tasks (Unit: dollars)</td>
</tr>
<tr>
<td>$C_{\text{network}}$</td>
<td>the network cost per hour incurred when transferring data (Unit: dollars)</td>
</tr>
</tbody>
</table>
immediately after an amount of delay and a reduce task is executed when the latest map task finishes. It is calculated by

\[ Total\ Delay\ Time = F T^i_{map} - E T^i_{map} + S T^j_{reduce} - \max_{1 \leq j \leq N_{map}} E D T^i_{map} \]

5.6.3.6 Total VM Computation Cost

It refers to the CPU computation cost (Unit: dollars) incurred when a VM processes a Cloudlet. It is calculated by

\[ Total\ VM\ Computation\ Cost = (\sum_{i=1}^{N_{map}} E T^i_{map} + \sum_{j=1}^{N_{reduce}} E T^j_{reduce}) \times C_{vm} \]

5.6.3.7 Total Network Cost

This dependent variable means the network cost (unit: dollars) incurred when job task gets data from storage and reduce task gets data from the intermediate output of the map task. It is calculated by

\[ Total\ Network\ Cost = (\sum_{i=1}^{N_{map}} D T^i_{map} + \sum_{j=1}^{N_{reduce}} D T^j_{reduce}) \times C_{network} \]

5.6.4 Evaluation Scenarios

To understand the behavior and performance of our proposed simulation tool, we consider the following four types of scenarios. In each scenario, we change an independent variable, while keeping others constant. Hence, we can observe the result and perform appropriate analysis on how the dependent variable is impacted by the independent variable.

- Variation of the number of MapReduce tasks
- Variation of the number of VMs
- Variation of the types of VMs
- Variation of the job types
5.7 Experiment Results and Analysis

5.7.1 Variation of the Number of MapReduce Tasks

In this scenario, we set constant job parameters (e.g., Small Job), VM parameters (Small VM) and the number of VMs (e.g., 3 VMs), while varying the number of MapReduce tasks (e.g., from M1R1 to M20R1) for a user-specified job. We then start simulation in either without network delay or network delay case respectively. After the simulation successfully finishes, we collect the result of Average Execution Time, Max Execution Time, Min Execution Time, Makespan and VM Computing Cost and Network Cost (only applicable for Network Delay case) based on the equations in Section 5.8.3. Figure 5.6 clearly shows how the number of MapReduce tasks impact the execution time (average, minimum and maximum) and makespan.

According to Figure 5.6(a), generally speaking, Execution Time (Average, Max, and Min) fluctuates as the number of MapReduce tasks increases. It is observed that when the number of map tasks is smaller than the number of VM, the average, maximum, and minimum execution time are identical because the datacenter provides redundant VMs that the map tasks of the job needs, which means some VMs are idle in this case. Also, it is seen that the average, maximum, and minimum execution time decrease rapidly when the number of MapReduce tasks increases. This is because more map tasks are generated and executed concurrently in the datacenter, which brings more time efficiency. However, if the number of map task is higher than the number of VM, the average, maximum, and minimum execution time become flattened, and the discrepancy between them become narrowed as the number of MapReduce tasks increases. The reason is that in this case, VMs become the bottleneck and many map tasks compete for the limited VMs, which results in that the effect of reducing execution time by increasing the number of MapReduce tasks becomes insignificant.

Figure 5.6(b) shows how the number of MapReduce tasks impact the makespan in two scenarios (network delay and without network delay). It is observed that the makespan in the scenario of network delay is slightly larger than the makespan in the scenario of without network delay and the disparity between them becomes narrowed as...
Figure 5.6: How the number of MapReduce tasks impact execution time and makespan: (a) execution time (Average, Max, Min); (b) Makespan
the number of MapReduce tasks increases. This is because in the scenario of network delay, copying data from storage and transferring intermediate output generated by map tasks incur an amount of delay that debilitates over the number of MapReduce tasks.

### 5.7.2 Variation of the Number of VMs

In this scenario, we set constant job parameters (e.g., Small Job), VM parameters (e.g., Small VM) and the number of MapReduce tasks (e.g., from M1R1 to M20R1) while varying the number of VMs. Since the number of VMs might have an endless variety values, without loss of generality, we set the number of VMs to 3, 6, and 9 respectively. The results in this scenario are presented in Figure 5.7 and Figure 5.8.

It is found from Figure 5.7 that when the number of map tasks is smaller than the number of VMs, their average execution time are equal. Afterward, the chart shows more VMs can apparently reduce the average execution time. To be precise, when the number of VMs increases from 3 to 6, the average execution time is roughly reduced...
Figure 5.8: How the number of VMs impacts the total network cost

by 40% and 50% if it further increases to 9. This is because more VM resources are available for processing the MapReduce job.

Figure 5.8 presents how the number of VMs impacts the total network cost. Interestingly, the network cost stays invariant when the number of VMs changes. This is because, given the same job, the data size is identical, which results in the same network delay.

### 5.7.3 Variation of the Types of VMs

In this scenario, we set constant job parameters (e.g., Small Job), the number of VMs (e.g., 3 VMs) while giving different VM types (e.g., from Small VM to Large VM). The result of this scenario is presented in Figure 5.9.

It is seen that the average execution time decreases exponentially if we provide higher-profile VM. Precisely, Medium VM gets approximately 60% less average execution time, while Large VM consumes about 80% less average execution time when compared with Small VM. As stated in Table 5.3, Large VM has four times MIPS as much as Small VM, and Medium VM offers twice MIPS than Small VM. Hence, higher configured VM can provide more computing capacity.
5.7.4 Variation of the Job Types

In this scenario, VM parameters (e.g., Small VM) and the number of VM (e.g., 3 VMs) are invariant, while job type changes (e.g., from Small Job to Big Job). The result of this scenario is shown in Figure 5.10.

It is seen from this figure that the total VM costs of processing Big Job is twice as much as that of Medium Job, and the total VM costs of processing Medium Job is twice than that of Small Job. According to Table 5.4, Big Job doubles its job length (MI) than Medium Job while Medium Job double its job length (MI) than Small Job, hence when the same quantity of VMs with identical VM parameters is offered, higher-workload job has linearly increased its total VM cost, which is reasonable in the real world.

In summary, we can conclude from the above observations that the efficacy of IoTSim has been proven through extensive experiments. IoTSim largely extended Cloudsim’s functionality to support modeling and simulation of multiple cloud-hosted BDAAs running concurrently in shared cloud datacenters. IoTSim is capable of simulating MapReduce BDAAs to study the correctness and effect of independent variables (e.g.,
VM parameters, the number of VM, job parameters, MR combination) on the dependent variables (e.g., average execution time, maximum execution time, minimum execution time, makespan, VM computation cost, and network cost) and achieve a high degree of accuracy. IoTSim enables researchers to analyze how a MapReduce BDAA performs in cloud environment and evaluate if it meets SLAs.

5.8 Summary

In this chapter, we conduct an intensive study on how to use a simulation-based technique to model and simulate cloud-hosted BDAAAs. We first analyze the gaps of extant representative simulators. Then, we design and implement a new simulation tool called IoTSim to fill the identified gap. IoTSim has been built on top of a widely used simulator, i.e., Cloudsim, and extensively extend and enhance Cloudsim with many new functions, entities, and events. Users can use IoTSim to model and mimic different cloud features and components such as datacenters, host, VM, storage, and networking. Most importantly, users can successfully model and simulate the features, components, and behaviors of dominant data processing framework such as MapReduce as it does in the real world. Also, IoTSim allows users to perform experiments under non-static
conditions (e.g., availability and workload pattern) in a controllable environment where tests can be re-executed, study the impact and performance of cloud-hosted BDAAs and evaluate if their algorithms or solutions meet SLA requirements.

In the next chapter, we will address the research question defined as \( RQ_4 \).
Chapter 6

SLA-driven Scheduling Big Data Analytics Applications in Public Cloud

In this chapter, we will address the research question defined as \textit{RQ4: How to achieve SLA-driven scheduling for cloud-hosted big data analytics application (BDAAs) across layers while guaranteeing SLA?}

To this end, we designed and implemented a new SLA-driven scheduling algorithm that is capable of achieving SLA-guaranteed schedule for cloud-hosted BDAAs using MapReduce as a processing engine.

6.1 Positioning versus Existing Scheduling Techniques

Although the scheduling-based technique is often used by researchers to address SLA management problem, existing algorithms or solutions using scheduling technique are incapable of handling the increased complexities in BDAAs scenarios in achieving optimal resource allocation, reallocation or scheduling within SLA constraints. Take a typical MapReduce BDAA as an instance, it is extremely tough to resolve dependency between CIaaS-level hardware configurations, deployment plan for BDPaaS-level MapReduce software components and BDSaaS-level application SLA constraints manually. In particular, the hard challenge is to flexibly select CIaaS configurations (I/O capacity, RAM, VM speed, local storage, VM cost, and VM Utilization) for scheduling BDPaaS-level software components (such as the number of Map tasks, the number of Reduce tasks; Map Slots per VM, Reduce Slots for VM, and Max RAM per slot) driven by BDSaaS-level application SLA constraints (e.g., analyzing 100GB of Tweets in 10 minutes while
subjecting to maximum budget of $100). The space of possible configurations for BD processing frameworks and hardware resource is vast so computing an optimal solution is an NP-complete problem, and therefore intractable given current scheduling technology. To be precise, we draw a simple example to demonstrate the challenge as an NP-complete problem: We assume that a cloud-hosted BDAA contains 500 map tasks and 100 reduce tasks, and this application will be deployed in public cloud which has 100 available VMs. Therefore, there are \((500+100)^{100}\) possible allocations for deploying the given application.

Amongst the reviewed papers using scheduling technique, most of the contributions focus on designing time efficient resource provisioning and task scheduling. Lee et al. [344] proposed dynamically allocating public cloud resources to a Hadoop cluster based on a simple SLA constraint: minimize storage size. Kambatla et al. [345] suggested selecting the optimal set of public cloud resources for the Hadoop cluster by developing and profiling hardware resource consumption statistics. Similarly, the authors [346] proposed selecting configurations of heterogeneous Amazon EC2 resources under various what-if scenarios (the number of Map tasks, the number of Reduce tasks, size and distribution of input data). However, none of these works considered deadline and budget SLA constraints while taking scheduling decisions. Mattess et al. [342] proposed a policy for dynamic provisioning of cloud resources to speed up execution of deadline-constrained MapReduce-based BDAA, by enabling concurrent execution of tasks, in order to meet a soft deadline for completion of the map phase of a BDAA. However, they only considered soft deadlines at the map phase while ignoring the reduce phase.

In contrast in this thesis, the execution of map and reduce tasks are scaled across a public cloud, where resources can be virtually unlimitedly, with the goal of meeting user-defined deadline and budget. Moreover, we consider the data transmission time in our model which might significantly affect total makespan due to large data size. Our methodology differentiates itself in the following aspects. First of all, we present a mathematical model that enables holistic modeling of relationship between application-level SLA parameters (e.g., budget and deadline, application size) and MapReduce configurations at BDPaaS level in terms of: (i) data volume (ii) platform
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component parameters (the number of mappers, the number of reducers) and CIaaS-level configuration (VM type, VM speed, Memory capacity, VM cost etc.,). Secondly, we develop a greedy heuristic based MapReduce application scheduling algorithm that can pro-actively minimize the cost under user’s SLA constraints (budget and deadline), data workload and processing and performance (e.g., data center availability, throughput, and VM utilization) uncertainties. We compare its performance with exhaustive search algorithm and NoSLA approaches.

To best of our knowledge, it is the very earliest work that models all the requirements of a MapReduce-based BDAAs (both computing and communication) and schedules them in public cloud to minimize their execution cost while respecting SLA objectives such as budget and deadline.

6.2 Cross-layer System Model for SLA-driven Scheduling BDAAs in Public Cloud

We first introduce a high-level system model for SLA-driven scheduling BDAAs in public cloud, which consists of scheduling mechanism along with its actors in different layers shown in Figure 6.1. End users on submitting their SLA requirements request the service from a BDSaaS provider. In response to the incoming requests, a BDPaaS provider analyzes this specific requirement of SLA parameters and decide upon what is the optimal strategy regarding fulfillment of the request based on the potentiality, availability, and price of VMs that he rents from CIaaS provider. Then, the scheduling component is responsible for allotting resources that are based on the above “smart” decision. The following section gives the details of the system model and scheduling scenario.

**BDSaaS layer:** Various applications are encapsulated in the form of service and offered to end users. Such users submit requests to a BDSaaS provider. The users’ request is featured by application workload with specific SLA objectives such as deadline by which his/her MapReduce jobs must be finished and a budget which he/she is willing to spend. SLA requirements include the following properties:
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Figure 6.1: A high-level system model for scheduling BDAAAs in public cloud

- Deadline: Maximal time user would like to wait for the result.
- Budget: The amount that a user is willing to pay for the requested services
- Penalty Rate: The amount given for customers’ compensation when provider misses the deadline
- Input File Size: The size of users’ input file
- Request Length: The amount of Millions of Instructions (MI) are required to be executed to serve the particular user’s request

BDPaaS layer: A BDPaaS provider hires appropriate datacenter resources from CIaaS provider for deploying the platform to support the application running, while meeting agreed on SLA objectives. The BDPaaS provider is responsible for analyzing users’ requests and scheduling platform-level resources according to aSLA constraints. BDPaaS provider aims at minimizing functional cost by efficiently using resources from
CIaaS providers and improving customer satisfaction level by providing parameters of SLAs that are used to guarantee the quality of service requirements of accepted users. In order to guarantee SLAs, the BDPaaS provider has to optimally and strategically use the platform resources by leveraging our proposed scheduling algorithm. Specifically, the BDPaaS provider will decide which type of VMs to be utilized so that the cost of execution can be minimized. It will also decide where (e.g., type of VM, which VM) each map and reduce task should be placed and executed. After analyzing the user’s request, the BDPaaS provider deploys a MapReduce cluster after negotiating all the required cloud infrastructure from the CIaaS provider. SLA requirements include the following properties:

- The number of map task
- The number of reduce task
- The number of instances if applicable
- Blocksize
- The input data size for map task
- The input data size for reduce task

**CIaaS layer:** Public cloud provider such as Amazon offers VMs to BDPaaS provider, and it hides low-level details of dispatching images of VMs to run on their physical resources. SLA requirements include:

- Service Initiation Time: Time taken to deploy a VM
- Cost: The amount the BDPaaS provider has to pay per hour for using a VM from a CIaaS provider
- Input Data Transfer Cost: The amount the BDPaaS provider has to pay for data transfer from users’ local machine to CIaaS provider’s VM
- Output Data Transfer Price: The amount the BDPaaS provider has to pay for data transfer from CIaaS provider’s VM to user’s local machine
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- Processing Speed: The speed at which VM is processing. MIPS is used as a unit of a VM’s processing speed. The processing speed varies according to different VM type (i.e., small VM, Medium VM and large VM)

- Data Transfer Speed: The speed at which the data is transferred. It relies on the location distance and also the network performance

In the next section, we will discuss the mathematical model and assumption that is considered as part of our scheduling approach.

6.3 Mathematical Model and Assumptions on the Monetary Cost

For clarity and quick reference, we develop a set of mathematical symbols to characterize elements in our model frequently used hereafter in Table 6.1.

6.3.1 MapReduce Job Model

We model that a MapReduce Job \( J_i \) that consists of a set of map tasks \( M_i \) and a set of reduce tasks \( R_i \), where \(|M_i| \geq |R_i|\). The aggregate data size \( \in J_i \) is be represented as \( \text{Size}(J_i) \). It is also the total size of input datasets of the map tasks, hence \( \text{Size}(J_i) \equiv \text{Size}_{\text{map}}(J_i) \). On the other hand, the total size of the input data of the reduce tasks is denoted by function \( \text{Size}_{\text{reduce}}(J_i) \).

Furthermore, in this thesis we consider three types of VMs which can host map or reduce tasks: \( VM = [\text{Small VM}, \text{Medium VM}, \text{Large VM}] \), and the MIPS (millions of instructions per seconds) rating of these VMs is denoted by set \( VM_{\text{mips}} \). We assume that a Small VM can only run one map task or one reduce task at a given point of time, i.e., \( \text{Small VM}_{\text{map}} = 1 \) and \( \text{Small VM}_{\text{reduce}} = 1 \). Proportionally, \( \text{Medium VM}_{\text{map}} = 2 \) and \( \text{Medium VM}_{\text{reduce}} = 2 \), \( \text{Large VM}_{\text{map}} = 4 \) and \( \text{Large VM}_{\text{reduce}} = 4 \) respectively.

Our modeling assumptions are based on Amazon EC2 [92] VM configurations where the number of processor core doubles across VM types. It is a reasonable and practical assumption since today many users rent public cloud resources (Amazon EC2 is the most popular public cloud as it is observed from systematic literature review work in
Table 6.1: Notation used in the mathematical model of the monetary cost

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MapReduce Workload</strong></td>
<td></td>
</tr>
<tr>
<td>$J$</td>
<td>a set of MapReduce jobs or workloads</td>
</tr>
<tr>
<td>$J_i$</td>
<td>a MapReduce job or workload instance in $J$. For generality, each $J_i$ has</td>
</tr>
<tr>
<td></td>
<td>different user-specified attributes (e.g., $M_i$, $R_i$ etc.,)</td>
</tr>
<tr>
<td>$M_i$</td>
<td>a set of map tasks $\in J_i$</td>
</tr>
<tr>
<td>$R_i$</td>
<td>a set of reduce tasks $\in J_i$</td>
</tr>
<tr>
<td>$\text{Size}_{\text{map}}(J_i)$</td>
<td>the input data size of map tasks $\in J_i$</td>
</tr>
<tr>
<td>$\text{Size}_{\text{reduce}}(J_i)$</td>
<td>the input data size of reduce tasks $\in J_i$</td>
</tr>
<tr>
<td>$\text{MI}_\text{map}(J_i)$</td>
<td>the millions of instructions per MB data when processing each map task</td>
</tr>
<tr>
<td>$\text{MI}_\text{reduce}(J_i)$</td>
<td>the millions of instructions per MB data when processing each reduce</td>
</tr>
<tr>
<td><strong>Blocksize</strong></td>
<td>the default data block size that a distributed file system can store</td>
</tr>
<tr>
<td><strong>D</strong></td>
<td>a set of deadline for $J$</td>
</tr>
<tr>
<td><strong>B</strong></td>
<td>a set of budget for $J$</td>
</tr>
<tr>
<td><strong>D_i</strong></td>
<td>the deadline of $J$</td>
</tr>
<tr>
<td><strong>$B_i$</strong></td>
<td>the budget of $J$</td>
</tr>
<tr>
<td><strong>VM Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>$VM$</td>
<td>a set of VM types</td>
</tr>
<tr>
<td>$VM_{\text{mips}}$</td>
<td>set denoting MIPS rating of VMs</td>
</tr>
<tr>
<td>$VM_{\text{map}}$</td>
<td>the upper limit on the number of map tasks that can be mapped to VM</td>
</tr>
<tr>
<td>$VM_{\text{reduce}}$</td>
<td>the upper limit on the number of reduce tasks that can be mapped to VM</td>
</tr>
<tr>
<td>$VM_{\text{bandwidth}}$</td>
<td>VM's network bandwidth</td>
</tr>
<tr>
<td>$Y$</td>
<td>the leasing cost of a small VM type for an hour</td>
</tr>
<tr>
<td>$VM_j$</td>
<td>a VM instance $j$</td>
</tr>
<tr>
<td>$N_i$</td>
<td>the number of VM that has been allocated for $J_i$</td>
</tr>
<tr>
<td><strong>Makespan</strong></td>
<td></td>
</tr>
<tr>
<td>$TT(M_i, VM_j)$</td>
<td>network delay (transfer cost) in transferring input data of map tasks of $J_i$ to $VM_j$</td>
</tr>
<tr>
<td>$TT(R_i, VM_j)$</td>
<td>network delay (transfer cost) in transferring input data of reduce tasks of $J_i$ to $VM_j$</td>
</tr>
<tr>
<td>$VM_{\text{bw}}$</td>
<td>the network bandwidth of $VM_j$</td>
</tr>
<tr>
<td>$\text{MI}_{\text{MT}}(M_i)$</td>
<td>$J_i$’s aggregated millions of instructions(MI) of map tasks</td>
</tr>
<tr>
<td>$\text{TET}(M_i, VM_j)$</td>
<td>the execution time of the map tasks of $J_i$</td>
</tr>
<tr>
<td>$\text{MI}_{\text{RT}}(R_i)$</td>
<td>$J_i$’s aggregated millions of instructions(MI) of reduce tasks</td>
</tr>
<tr>
<td>$\text{TET}(R_i, VM_j)$</td>
<td>the execution time of the reduce tasks of $J_i$</td>
</tr>
<tr>
<td>$\text{Makespan}(J_i, hVM)$</td>
<td>the total makespan of executing job $J_i$ over $hVM$ VMs</td>
</tr>
<tr>
<td>$\text{Makespan}(J_i, hVM')$</td>
<td>the makespan of executing map tasks $M_i$ of job $J_i$ over $hVM'$ VMs</td>
</tr>
<tr>
<td>$\text{Makespan}(J_i, hVM'^{-1})$</td>
<td>the makespan of executing map tasks $M_i$ of job $J_i$ over $hVM'^{-1}$ VMs</td>
</tr>
<tr>
<td><strong>Monetary Cost</strong></td>
<td></td>
</tr>
<tr>
<td>$\text{Cost}(J_i, hVM)$</td>
<td>the cost of execution $J_i$ over $hVM$ VMs</td>
</tr>
</tbody>
</table>
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Chapter 3) instead of maintaining their own private resources to run the applications. Our modeling assumptions are based on Amazon EC2 VM configurations where the number of processor core doubles across VM types. It is a reasonable and practical assumption since today many users rent public cloud resources (Amazon EC2 is the most popular public cloud as it is observed from systematic literature review work in Chapter 3) instead of maintaining their own private resources to run the applications.

We also assume that each VM can be allocated network bandwidth in proportion to their sizes. For example, the bandwidth allocation of each VM type is defined by the relation: $4 \text{Small VM}_{\text{bandwidth}} = 2 \text{Medium VM}_{\text{bandwidth}} = \text{Large VM}_{\text{bandwidth}} = 4B \text{(Mbps)}$, where $\text{VM}_{\text{bandwidth}} = [\text{Small VM}_{\text{bandwidth}}, \text{Medium VM}_{\text{bandwidth}}, \text{Large VM}_{\text{bandwidth}}]$.

In the following subsections, we first model the makespan of MapReduce job followed by the monetary cost model. Finally, we formalize the multiple-objective optimization problem.

### 6.3.2 Makespan of MapReduce Job

As we discussed above, each type of VM has its corresponding capacity limit for processing map and reduce tasks shown in Eq. 6.1 and Eq. 6.2 respectively:

\[
\text{VM}_{\text{map}} = [\text{Small VM}_{\text{map}}, \text{Medium VM}_{\text{map}}, \text{Large VM}_{\text{map}}] \quad (6.1)
\]

\[
\text{VM}_{\text{reduce}} = [\text{Small VM}_{\text{reduce}}, \text{Medium VM}_{\text{reduce}}, \text{Large VM}_{\text{reduce}}] \quad (6.2)
\]

In general, MapReduce jobs are processed in four stages [101]. In the first stage, input data is transferred to a MapReduce cluster. In the second stage, Map tasks process the data. In the third stage, the shuffling of intermediate data is done and in the last stage Reduce tasks aggregate the result set emitted by different Map tasks. Based on these four stages, we can model the makespan of a MapReduce job by splitting it into four steps: map data transfer, map task execution, reduce data transfer and reduces task execution. Figure 6.2 denotes the composition of makespan by taking an example of provisioning three VM resources (which includes one Large VM, Medium VM, and Small VM respectively) and running a MapReduce job with three map tasks and two reduce tasks.
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<table>
<thead>
<tr>
<th>Transfer Time (map phrase)</th>
<th>Task Execution Time (map phrase)</th>
<th>Transfer Time (reduce phrase)</th>
<th>Task Execution Time (reduce phrase)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core</td>
<td>Small VM</td>
<td>Map1</td>
<td>Reduce1</td>
</tr>
<tr>
<td>Core</td>
<td>Core</td>
<td>Map2</td>
<td></td>
</tr>
<tr>
<td>Core</td>
<td>Core</td>
<td>Map3</td>
<td>Reduce2</td>
</tr>
<tr>
<td>Core</td>
<td>Core</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.2: The compositions of makespan when executing a MapReduce job \( J \)

### 6.3.2.1 The Network Delay of Transferring Input Data to Map Task

Given a MapReduce job \( J_i \), we apply the Eq. 6.3 to calculate the network data transfer delay:

\[
TT(M_i, VM_j) = C_0 + C_1 \times \frac{\text{Size}_{\text{map}}(J_i)}{VM_{bw}^j}, \quad VM_{bw}^j \in VM_{\text{bandwidth}}
\]  

(6.3)

, where \( C_0 \) and \( C_1 \) are constants.
6.3.2.2 The Execution Time of a Map Task

In order to compute the execution time of map tasks, we model *Millions of Instructions of Map Task (MIMT)* in Eq. 6.4:

\[
MIMT(M_i) = MI_{map} \frac{\text{Size}_{map}(J_i)}{|M_i|}
\]  

(6.4)

As denoted in Table 6.1, \(MI_{map}\) is the millions of instructions per MB data when processing each map task. Therefore, the execution time of a map task on a given VM\(_j\) is:

\[
TET(M_i, VM_j) = \frac{MIMT(M_i)}{VM_j^{mips}}, \quad VM_j^{mips} \in VM_{mips}
\]  

(6.5)

6.3.2.3 The Network Delay of Transferring Input Data to Reduce Task

According to MapReduce working mechanism, the number of reduce tasks of \(J_i\) is always less than the number of map tasks. Moreover, the data size of the reduce tasks must also differ from that of map tasks. Thus, the network delay of transferring data to VM\(_j\) where a reduce task will be executed is:

\[
TT(R_i, VM_j) = C_2 * N_i + C_3 * \frac{\text{Size}_{reduce}(J_i)}{VM_j^{bw}}, \quad VM_j^{bw} \in VM_{bandwidth}
\]  

(6.6)

, where \(C_2\) and \(C_3\) are constants.

6.3.2.4 The Execution Time of a Reduce Task

Similar to map task, we calculate the execution time of a reduce tasks on a VM using the concept: *MIRT (millions of instructions of reduce task)*, which is defined as:

\[
MIRT(M_i) = MI_{reduce} \frac{\text{Size}_{reduce}(J_i)}{|R_i|}
\]  

(6.7)

As denoted in Table 6.1, \(MI_{reduce}\) is the millions of instructions per MB data when processing each reduce task. Therefore, the execution time of a reduce task on a given VM\(_j\) is:

\[
TET(R_i, VM_j) = \frac{MIRT(R_i)}{VM_j^{mips}}, \quad VM_j^{mips} \in VM_{mips}
\]  

(6.8)
A MapReduce Job $J_i$ may not be executed in a single VM, the makespan of $J_i$ over a set of map and reduce tasks mapped to VMs $hVM$ can be computed as shown in Eq. 6.9. The $hVM$ has two subsets $hVM'$ and $hVM''$, representing those VMs that execute map and reduce tasks respectively.

$Makespan(J_i, hVM) = Makespan_{map}(M_i, hVM') + Makespan_{reduce}(R_i, hVM'')$

\[
= \max_{VM_j \in hVM'}[TT(M_i, VM_j) + TET(M_i, VM_j)] + \max_{VM_h \in hVM''}[TT(R_i, VM_h) + TET(R_i, VM_h)]
\]

(6.9)

where $|M_i| = \sum_{VM_j \in hVM'} VM_{map}^j$ and $|R_i| = \sum_{VM_h \in hVM''} VM_{reduce}^h$.

Here, $VM_{map}^j$ is the maximum number of map tasks that $VM_j$ can host, and $VM_{reduce}^h$ is the maximum number of reduce tasks that $VM_h$ can host.

### 6.3.2.5 Monetary Cost

In this thesis, we have applied the price schema of Amazon EC2 [92] to estimate the cost per hour of using a hosted VM. We assume that VMs are charged under a pay-as-you-go model (e.g., per minute). For example, the price of hiring or leasing the computation time of a Small VM for 3 hours at $Y$ dollar per hour base rate will be $3 \times Y$ dollars. Accordingly, in our model, the Medium VM and Large VM cost $2 \times Y$ dollars and $4 \times Y$ dollars per hour respectively.

In summary, the total cost of processing a MapReduce job $J_i$ on the set of heterogeneous VMs will be:

\[
Cost(J_i, hVM) = \sum_{VM_j \in hVM'} (Y \times [VM_j \in \text{Small VM}] + 2Y \times [VM_j \in \text{Medium VM}] + 4Y \times [VM_j \in \text{Large VM}])
\]

\[
+ \sum_{VM_h \in hVM''} (Y \times [VM_h \in \text{Small VM}] + 2Y \times [VM_h \in \text{Medium VM}] + 4Y \times [VM_h \in \text{Large VM}])
\]

(6.10)
6.3.3 Multi-objective Optimization Problems

It is evident from Eq. 6.4 and Eq. 6.7 that by increasing the level of parallelism for map and reduce tasks (i.e., hiring more and more number of VMs), the overall makespan can be reduced. Furthermore, using more powerful VMs (Large vs. Small) has further potential to improve the makespan due to superior processor speed and network I/O capacity. However, adding more VMs and replacing small VM with larger VM will certainly lead to elevated monetary cost. In other words, there exists a trade-off between makespan and monetary cost for a MapReduce-based BDAA given the budget and deadline constraints.

In this thesis, we consider the following optimization problem: How to minimize the monetary cost to process a given set of MapReduce jobs $J$ while meeting the deadline $D$ and budget $B$. The problem is formalized as:

$$\arg \min \sum_{J_i \in J} COST(J_i, hVM)$$

Subject to:

$$\text{Makespan}(J_i, hVM) \leq D_i \text{ and Cost}(J_i, hVM) \leq B_i$$

where $D_i \in D$ and $B_i \in B$ (6.11)

6.4 Proposed MapReduce Application Scheduling Algorithm

The provisioning and scheduling problem discussed above is a multidimensional knapsack problem that was shown to be NP-complete as they map to 0-1 Knapsack problems [347]. Thus a heuristic approach is necessary to solve the problem. In this section, we present the details of MapReduce application scheduling algorithm (MASA) with the goals of optimizing Eq. 6.11 considering the budget and deadline SLA constraints.

In MapReduce frameworks such as Hadoop, in general, data is distributed across several cluster nodes where map tasks are scheduled in a round-robin fashion in order to have balanced load across each cluster node. In other words, each node will execute a more or less equal number of map tasks considering homogeneous configuration across
Algorithm 1 describes the significant steps of MASA algorithm. In the first step, the lower bound and upper bound number of map tasks are calculated such that user-specified deadline and budget constraints can be achieved. For the sake of simplicity, the lower bound of map tasks equals one. The upper bound of map tasks can be calculated by $\frac{\text{Size}_{\text{map}}(\mathcal{J}_i)}{\text{Blocksize}}$. $\text{Size}_{\text{map}}(\mathcal{J}_i)$ means the input data size of map tasks $\mathcal{J}_i$. Blocksize represents the default data block size that a distributed file system can store. The second step is to decide the scope of reduce task number. Since the number of reduce task is smaller than the number of a map task, we set the lower bound of reduce tasks as one and upper bound of reduce tasks as the number of map task. The main step followed is to compute allocation based on the pair of map tasks and reduce tasks for the subsequent requests. Specifically, MASA iteratively computes (in a greedy fashion) all the possible number of map tasks and reduce tasks according to the above lower bound and upper bound. Then, a number of same types VMs ($\text{SmallVM}$ or $\text{MediumVM}$ or $\text{LargeVM}$) are calculated. After that, MASA allocates each possible pair of map and reduce tasks into these VMs. For each potential allocation, makespan and cost are calculated according to the formulas discussed in the above subsections. In each iteration, MASA discards the “bad” allocation that has either makespan exceeding deadline or cost going beyond budget. After the iteration, a set of valid allocations is collected and stored in $\text{AllocatedList}$. Finally, we pick the allocation which has the minimal monetary cost from $\text{AllocatedList}$ and deploys the jobs based on this optimal allocation $\text{Allocation}^{\text{optimum}}$.

Time complexity: we assume that $N_{\text{map}}$ number of map jobs meets the lower and upper bound, and $M$ number of available VMs, so the time complexity for allocating the map jobs in the worst case is $O(N_{\text{map}} \times M)$. Similarly, if the number of reduce jobs is $N_{\text{reduce}}$, therefore allocating the given reduce jobs in the worst case the time complexity is $N_{\text{reduce}} \times M$. 

nodes. Thus, without loss of generality, we can assume there is one large size map task running on each node instead of several small map tasks.
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Algorithm 1: MapReduce Application Scheduling Algorithm (MASA)

| Input: User Request = r; // user-specified MapReduce-based BDAA and SLA requirements details (i.e., deadline and budget) |
| Output: optimum solution(s) Allocation\textsuperscript{optimum} allocating map and reduce tasks to VMs in datacenters. |
| 1: Min\textsubscript{map} = calculate lower bound on the number of mappers |
| 2: Max\textsubscript{map} = calculate upper bound on the number of mappers |
| 3: Let AllocatedList be the list of all possible allocations whose makespan and cost meet SLA requirements |
| 4: for i=Min\textsubscript{map} : Max\textsubscript{map} do |
| 5: for j=1:i do |
| 6: // for allocation, calculate the number for the same type of VM; |
| 7: a\textsubscript{ij} = search\_allocations(i,j,r); |
| 8: // calculate makespan and cost of the allocation from a\textsubscript{ij} |
| 9: calculate makespan(r,a\textsubscript{ij}); |
| 10: calculate cost(r,a\textsubscript{ij}); |
| 11: // compare the makespan with the deadline of this request r |
| 12: if (makespan \leq \text{deadline} && cost \leq \text{budget}) then |
| 13: save this candidate allocation into AllocatedList; |
| 14: end |
| 15: end |
| 16: choose the allocations Allocation\textsuperscript{optimum} whose cost are minimum among AllocatedList |
| 17: choose minimum allocations(AllocatedList); |
| 18: deploy user request r based on the optimum allocations Allocation\textsuperscript{optimum}; |

6.5 Evaluation

In this section, we evaluate the performance of our proposed MASA algorithm. For better demonstration, we use two algorithms as benchmarks. The first one exists MapReduce scheduling approach (NoSLA or SLA agnostic). We refer to the existing approach as NoSLA algorithm. The second one is the exhaustive search algorithm which gives a solution close to optimal. We comprehensively compare MASA against NoSLA algorithm and exhaustive search algorithm in the following sections.
6.5.1 Benchmarking Algorithms

6.5.1.1 NoSLA Algorithm: SLA Agnostic Approach

NoSLA algorithm (see Algorithm 2) describes an agnostic MapReduce scheduling approach without considering SLAs. In this algorithm, rather than specifying budget and deadline, a user will randomly specify which types of VM (SmallVM, MediumVM or LargeVM) he/she intends to initiate to run his/her MapReduce-based BDAA. The BDPaaS provider will calculate the maximum number of VMs required ensuring the MapReduce job finished before the deadline specified by users. Then they schedule these jobs into the initiated VMs in a simple way. As a consequence, NoSLA algorithm may meet the deadline, but the cost goes very high, or the cost may fall within the scope of the budget, but the deadline cannot be met. Apparently, NoSLA algorithm does not target the trade-off between budget and deadline, which is not able to find the optimal solution from both budget and deadline constraints.

Algorithm 2: NoSLA Algorithm

```
Input: User Request = r; // user-specified MapReduce-based BDAA and SLA requirements details (i.e., deadline and budget)
Output: allocation a_{ij}; // possible solution(s) allocating map and reduce tasks to VMs
1: NumberOfVMs = \frac{\text{budget}}{\text{cost}\times\text{deadline}} // naively calculating the quantity of VMs that need to be initiated
2: a_{ij} = \text{compute_allocation(NumberOfVMs, r)}; a_{ij} saves all possible allocations(NumberOfVMs, r) without considering SLA
3: deploy user request r based on a_{ij};
```

6.5.1.2 Exhaustive Search Algorithm

Algorithm 3 denotes the procedures how exhaustive search algorithm works. First, the lower bound and upper bound number of map tasks are calculated such that user-specified deadline and budget constraints can be achieved. Following, in each iteration, the exhaustive search algorithm selects all possible VM set that consists of the aforementioned different type of VMs (SmallVM, MediumVM and LargeVM). In the main step of computing allocation, the algorithm seeks the best plausible VMs set upon all the possible pair of map tasks quantity and reduces tasks quantity that can not only
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Algorithm 3: Exhaustive Search Algorithm

| Input: User Request = r; // user-specified MapReduce-based BDAA and SLA requirements details (i.e., deadline and budget) |
| Output: optimum solution(s) Allocation\textsuperscript{optimum} allocating map and reduce tasks to VMs in datacenters. |
| 1: Min\textsubscript{map} = calculate lower bound on the number of mappers |
| 2: Max\textsubscript{map} = calculate upper bound on the number of mappers |
| 3: Let AllocatedList be the list of all possible allocations whose makespan and cost meet SLA requirements |
| 4: for i=Min\textsubscript{map} : Max\textsubscript{map} do |
| 5: for j=1:i do |
| // For allocation, select possible VM set = [SmallVM, MediumVM, LargeVM] where its’ total capacity of processing the map tasks equals i |
| 6: select\_VMset(SmallVM, MediumVM, LargeVM); |
| 7: a\textsubscript{ij} = search\_allocations(i, j, r); |
| // calculate makespan and cost of the allocation from a\textsubscript{ij} |
| 8: calculate makespan(r, a\textsubscript{ij}); |
| 9: calculate cost(r, a\textsubscript{ij}); |
| // compare the makespan with the deadline of this request r |
| 10: if (makespan \leq \text{deadline} \&\& \text{cost} \leq \text{budget}) then |
| 11: save this candidate allocation into AllocatedList; |
| 12: end |
| 13: end |
| // choose the allocations Allocation\textsuperscript{optimum} whose cost are minimum among AllocatedList |
| 14: choose minimum allocations(AllocatedList); |
| 15: deploy user request r based on the optimum allocations Allocation\textsuperscript{optimum}; |
| 16: end |

minimize the cost but also meet the deadline and budget constraints. The algorithm chooses the optimal allocation by searching all possible allocations, this is why we call it exhaustive search. Theoretically, it will give an optimal solution. However, it will consume more time.

6.5.2 Experimental Setup

To model a real public cloud environment and MapReduce-based BDAA scheduling scenario, we utilized the proposed IoTSim in Chapter 5. Our environment setup considered multiple BDAAAs with a different user-specified deadline and budget submitted to BDSaaS provider and executed in the big data processing platform (using MapReduce). The generation of application workload and specific evaluation metrics have been considered in the following subsections.
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6.5.2.1 Application Workload Generation

Typically, on the user’s side, a request for executing MapReduce-based BDAA consists of details of application workload characteristic along with SLA constraints, such as deadline and budget. Next, we discuss how SLA constraints are modeled in our experiments.

- Deadline is defined as the maximum time (upper bound) that user would like to wait until a job finishes. The deadline is measured in minutes. Deadline is calculated based on the makespan. Let $maxExTime$ and $minExTime$ represent the maximum and minimum estimated makespan of a job. Then, the estimated execution time $\alpha = \frac{maxExTime}{minExTime}$. Based on this, we derived three different classes of the deadline as follows:

\[
\begin{align*}
tight \text{ deadline} &= 0.5 \times \alpha \\
medium \text{ deadline} &= \alpha \\
relaxed \text{ deadline} &= 1.5 \times \alpha
\end{align*}
\]

- The budget represents the money that each user is willing to pay for the processing his/her job. Let $maxCost$ and $minCost$ represent the maximum and minimum cost required to process his/her job. Then, the estimated budget $\beta = \frac{maxCost + minCost}{2}$. Based on this, we derived three different classes of budgets that can be specified by a user as follows:

\[
\begin{align*}
tight \text{ budget} &= 0.5 \times \beta \\
medium \text{ budget} &= \beta \\
relaxed \text{ budget} &= 1.5 \times \beta
\end{align*}
\]

- Data Size is the size of data that will be processed by a job. The unit of data size is MB. For experiments, three types of jobs are considered based on data size: short, medium and long. The medium job has five times more data size than the short job, while the long job has ten times the data size of the short job. Discrete uniform distributions are used to generate the data size per job in workload.
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• Size of Map Task is defined by millions of instructions that need to be executed to process each MB (Megabyte) data when processing each map task during the map phase. The unit of this parameter is Millions Instructions (MI) per MB. It is generated using a uniform distribution. It is worth to mention that each job has different MI for map task depending on its characteristics of the job execution during map phrase. Verma et al. [348] extracted a single job profile using an automated profiling tool which can uniquely capture and demonstrate critical performance characteristics of the job execution. It can be deduced that MI for map task represents the nature of the different job.

• Size of Reduce Task is denoted by millions of instructions that need to be executed to process each MB data when processing each reduce task during the reduce phase. The unit of this parameter is MI per MB. It is generated using a uniform distribution. It is worth to mention that each job has different MI to reduce task depending on its characteristics of the job execution during reduce phrase.

6.5.2.2 Evaluation Metrics

As the aim of BDPaaS provider is to reduce the cost without missing the deadline and budget, the following two metrics are quantified during evaluation:

• Average Makespan: The average makespan shows how fast MapReduce jobs are executed. Let $MK_i$ represent the makespan of the job $J_i$ and is calculated using Eq. [6.9] The $N$ is the number of jobs. Then, the average makespan is calculated by the following formulas:

$$Average\ makespan = \frac{\sum_{i \in N} MK_i}{N}$$

• Average Cost: The average cost presents how much does it cost to process MapReduce jobs. Let $TC_i$ represent the cost of processing job $J_i$ and is calculated using Eq. [6.10] Let $N$ is the number of jobs. Then, the average cost is calculated by the following formulas:
6.5.3 Evaluation Scenarios

To understand the behavior and performance of our proposed algorithms, we consider the following five different types of scenarios. In each scenario, different experimental parameters discussed above will be applied.

- Variation in the number of concurrent user requests
- Variation in the VM MIPS configurations
- Variation in the Deadlines
- Variation in the Budgets
- Variation in Request Sizes and deadlines

6.6 Analysis of Experimental Results

6.6.1 Variation in the Number of Concurrent User Requests

In this scenario, we vary the number of MapReduce jobs (for example 5, 10 and 20) submitted concurrently while keeping other independent variables (VM parameters, deadline, and budget) at a medium level. Each user request consists of 30% short jobs, 30% medium jobs and 40% long jobs. Figure 6.3 clearly shows how our proposed exhaustive search algorithm and MASA outperform NoSLA algorithm for executing MapReduce jobs in public clouds. MASA shows a very similar performance with exhaustive search algorithm and achieves roughly 25% lower average makespan and 50% average costs in comparison with NoSLA algorithm.
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Figure 6.3: Variation in the number of concurrent user requests (a) Average Makespan; (b) Average Cost
6.6.2 Variation in VM MIPS Rating

In this scenario, we define three different types of MIPS ratings (low, medium, and high). Low MIPS means the MIPS of medium VM is 1.5 times than that of small VM, and the MIPS of large VM is 1.5 times than that of medium VM. Medium MIPS means the MIPS of medium VM is two times that of small VM, and the MIPS of large VM is two times than that of medium VM. High MIPS means the MIPS of medium VM is 2.5 times that of small VM, and the MIPS of large VM is 2.5 times that of medium VM. In experiments, we vary the MIPS rating of VM accordingly while keeping other parameters same.

Figure 6.4 shows that overall, MASA still incurs a very low cost to users compared to NoSLA algorithm and very close to the exhaustive search algorithm. Also, it is seen that average makespan decreases considerably as the MIPS rating of VM increases from low end to high end. This is because the disparity of VM’s computing power regarding MIPS is expanded and in this case, exhaustive search algorithm and MASA tend to select more large VMs than smaller VMs, causing a considerable decrease of average makespan. However, it is observed that the average cost is appropriately 25% reduced given a high MIPS in comparison with the average cost given a low MIPS. This is because VMs having higher MIPS rating possess higher cost as well, causing the decrease of average cost is less significant than the average makespan when increasing MIPS rating.

6.6.3 Variation in Deadline

In this scenario, we set the aforementioned different types of deadlines (i.e., tight, medium and relaxed) for user requests. Figure 6.5 shows how the performance of MASA, exhaustive search, and NoSLA algorithm is affected by the deadline specified. It is clearly seen that NoSLA approach performance is more than 25% worse than the counterpart of exhaustive search algorithm and MASA regarding average makespan as well as average cost. When the deadline is relaxed, the exhaustive search algorithm achieves just 10% lower average makespan and average cost than MASA. As the deadline becomes stricter, MASA approach performance is similar to the exhaustive algorithm.
Figure 6.4: Variation in VM MIPS rating (a) Average Makespan; (b) Average Cost
The principal reason behind this behavior is that when the deadline specified becomes more tightened, the spaces of possible VMs that host map and reduce tasks are more narrowed and often tilted towards superior VMs types.
6.6.4 Variation in Budget

In this scenario, we set the aforementioned different types of budget (i.e., low, medium and high) for user requests. Figure 6.6 shows that NoSLA approach incurs higher average makespan and cost than the counterpart of exhaustive search algorithm and MASA. As the budget is more relaxed, the disparity between NoSLA and MASA regarding average makespan becomes less. This is because when the budget gets relaxed, more VMs that are often tilted towards superior types of VMs are invested to achieve lower average makespan. It is also seen that MASA still achieves an allocation very close to the optimal one.

6.6.5 Variation in Jobs and Deadline

In this scenario, we mix different types of the deadline for different types of jobs while keeping the same VM parameters and cost model. The possible combination of the deadline for different types of jobs is set as follows:

- R4S, M4M, L4T: means we set relax deadline for short jobs, medium deadline for medium jobs and a tight deadline for long jobs
- M4S, T4M, R4L: means we set a medium deadline for short jobs, tight deadline for medium jobs and relax deadline for long jobs
- T4S, R4M, M4L: means we set a tight deadline for short jobs, relax deadline for medium jobs and medium deadline for long jobs

Figure 6.7 shows that still, MASA is better at cost optimization compared to NoSLA algorithm. With a various combination of different deadline types and jobs types, MASA effectively obtains a very close allocation to the exhaustive search algorithm and thus achieves a valid solution that cost within 10% of the optimal performance regarding average cost and average makespan.
Figure 6.6: Variation in budget (a) Average Makespan; (b) Average Cost
Figure 6.7: Variation in jobs and deadline (a) Average Makespan; (b) Average Cost
6.7 Summary

This chapter addressed the challenging concerning how to achieve an optimal schedule for MapReduce-based BDAAs in public clouds cross layers while meeting multiple SLA objectives. We first design a mathematical model towards this multi-objective optimization problem and then proposed a new MapReduce application scheduling algorithms which: (i) computes the best combination of different types of VMs greedily; (ii) considers the number of map tasks and number of reduce tasks during the runtime; (iii) deals with run-time uncertainties (e.g., makespan, cost, throughput, and utilization) during resource allocation process and (iv) considers the cross-layer dependency ranging from the CIaaS-level resources to the application-level user requests. Our proposed algorithm successfully minimizes the cost of processing BDAAs while avoiding SLA violations.

The extensive experiments clearly show that MASA can help users reduce the cost of executing the applications in public clouds by about 25% to 50%. The cost-saving efficiency of our proposed SLA-guaranteed scheduling technique depends on the complexity (e.g., the number of map tasks, the number of reduce tasks, input data size, output data size) of the applications. Moreover, it achieves allocation which is very close to the optimal one in most of the scenarios in a more time-efficient way.

In the next chapter, we will address the research question defined as \( RQ5 \).
In this chapter, we will address the research question defined as RQ5: How to detect SLA violations for cloud-hosted big data analytics applications (BDAAs) across layers before they happen to maximize the providers’ profit?

To this end, we explored multiple machine learning techniques to detect SLA violations for batch workload BDAAs in cloud, which allows us to uncover the hidden pattern of multiple configurations across layers.

7.1 Positioning versus Existing SLA Violation Detection Techniques

SLAs are very important for both parties. On one hand, the provider needs to avoid having penalties due to failure of providing the agreed service. On the other hand, the customer favors on-demand service and without any interruptions. The failure of guaranteeing a service, which leads to unwanted consequences such as penalty payments, profit margin reduction, reputation degradation, customer churn and service interruptions is called SLA violations. SLA violations do happen in real world and have caused both providers and customers heavy costs. Hence, it is paramount for providers to predict and prevent SLA violations for BDAAs as much as possible before they happen. However, accurate prediction of SLA violation for BDAAs is extremely challenging with manifold reasons:
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- The violation status of BDAA jobs is actually determined by multiple configurations across different layers (see Table 2.1). For example, if a user submits a job with high CPU or memory requests at BDSaaS layer, but BDPaaS layer fails to allocate a reasonable number of instances for batch processing this job (e.g., too small the number of map reduce workers), this could impact considerably the performance of this batch processing job and result in the violation. Therefore, the configurations at each layer are extremely important and determine the violation status of BDAA jobs. However, the hidden pattern between these multiple configurations across BDAA layers regarding the status of SLA violation is far from clear and needs to be well uncovered and utilized.

- In the real world of SLA management in BDAAs, the SLA violation is very rare event, which results in data skewness meaning that the number of violated jobs are much less than the number of unviolated. This could cause deficient classification models and bring lots of challenges for most supervised learning algorithms because they tend to minimize loss by labeling every sample with the majority class(es), leading to poor recall on the minority class(es). However, true misclassification costs may be much greater when minority class instances are missed. E.g., incorrectly predicting the actual “violated” jobs will cause the degradation of reputation and loss of profit for providers.

The question of SLA violation detection has been addressed previously by using machine learning-based approaches in recent years.

Leither et al. [349] proposed an approach to predict SLA violations in runtime mode for compound web services. They built a regression-based prediction model that takes typical service quality data and process instance data as input, such as availability, system workload, response time, ordered products and customer identifiers. They implemented their prediction model by using a fully Java-based machine learning toolkit called WEKA. However, this toolkit is not scalable to suit the situation in real world where the scale of the dataset is much bigger compared to the one which is used in this paper. Also, the layered big data analytics application framework is fundamentally different from their composite web services.
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Jules et al. [350] proposed a Bayesian Network-based model that can calculate and constantly update the reputation of a trusted provider. Moreover, they introduced a probabilistic ontology-based technique that can forecast SLA violations in terms of contract parameters. Although their approach achieves decent performance, the dataset is artificially produced by simulation, which has defect in representing a real application workload. For example, SLA violations occupy 40% in their generated dataset, which disregards the reality that SLA violations are very rare (< 10%) in real application deployment scenarios.

The authors in the paper [351] focused on predicting SLA violations for cloud services. They built a prediction model that uses Naive Bayesian algorithm and takes service quality datasets regarding historically measured web service as the input. In this paper, they investigated and validated the most valid feature combinations for prediction. Still, their web application workloads are fundamentally different from big data analytics application workloads and hence is not applicable to predict SLA violations for cloud-hosted BDAAs.

Hemmat et al. [352] systematically compared the performance of two machine learning classification models for predicting SLA violation by analyzing Google cluster trace dataset [353]. They explored several methods of handling unbalanced data. Despite its good performance, the authors resampled the training data before the cross validation, which leads to the problem of information leakage and overfitting. Also, the features they extracted are task-oriented rather than application as a whole. Hence, the prediction outcome of SLA violation is actually for tasks, which is not what a provider really cares about.

Uriarte et al. [354] performed their SLA violation approach using Google Cluster trace dataset as well. They clustered the resource usage and duration of services using an unsupervised learning-based technique. If a service in a cluster is detected as a violation, the prospective resources will be allocated to the other services hosted in the same cluster in order to avoid the further violation. Although it is helpful for avoiding violation in this cluster, explicit violation forecast towards each service is lacking.

To the best of our knowledge, the above works have the following limitations.
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• The above works mainly investigated SLA violation regarding web service, or general cloud service while ignoring application types

• None of them systematically investigated and compared different machine learning algorithms with the integration with diverse skewness handling techniques (e.g., oversampling, undersampling or combined) under various evaluation metrics (e.g., accuracy, precision and recall). Thus, it is not clear (yet) for providers on how to choose the best performing combination of machine learning predictors and skewness handling techniques

• The above approaches investigated the prediction of SLA violation only by exploring the performance (e.g., accuracy, precision and etc.,) of predictors, while ignoring the relationship between the ratio of SLA violation and providers’ profit.

7.2 Problem Formulation of SLA Violation Detection

We formulate the detection of SLA violation for cloud-hosted BDAAs as a binary classification problem. Firstly we define the notations to describe this problem in Table 7.1.

<table>
<thead>
<tr>
<th>Table 7.1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Given a set of features extracted from the Alibaba cloud trace (see Section 7.3), what is the probability of failure of a submitted batch job, which results in SLA violation, or the probability that this batch job is successfully processed without SLA violation?</strong></td>
</tr>
<tr>
<td><strong>A binary classification problem aims to find a function ( \phi: X \rightarrow Y ) based on ( D_n ) that gives a new sample ( X_{\text{new}} \in X ), predicts ( \hat{Y} = \phi(X_{\text{new}}) \in Y ).</strong></td>
</tr>
</tbody>
</table>

7.3 Dataset

In this thesis, we pursue our exploration on a BDAA workload dataset released by Alibaba in September 2017 [355]. As a leading public cloud platforms in the world, Alibaba Cloud is running millions of batch jobs or online services across hundreds of datacenters every day using the latest big data technologies. This dataset contains
Table 7.1: Notation used in formulating SLA violation detection problem

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td>Represents a space containing descriptions of batch jobs. $X = (X_1, X_2, ..., X_m)$, where $X_m$ statistically describes the property of a batch job from an aspect, such as the requested CPU configuration (e.g., speed, number of cores), or requested memory and so on.</td>
</tr>
<tr>
<td>$Y$</td>
<td>Represents a space labeling SLA violation status. For the binary problem, there are only two classes. $Y = [0, 1]$. $Y=0$ means the batch job is unviolated and $Y=1$ means the batch job is violated.</td>
</tr>
<tr>
<td>$n$</td>
<td>The number of observed samples</td>
</tr>
<tr>
<td>$D_n$</td>
<td>Denotes the training dataset. $D_n = [(x_1, y_1), ..., (x_i, y_i), i = 1, 2, ..., n] \in (X,Y)$</td>
</tr>
</tbody>
</table>

a workload trace of a BDAA cluster. Each trace file includes the job statistics over 12 hours and has information about 1300 virtual machines that execute both offline batch jobs and online services in this cluster. As regards to the batch processing BDAA workloads, the trace details the information including job ids, task ids, instances types, and machines’ hardware configuration. To the best of our knowledge, this dataset has not been extensively utilized by the research community. Lu et al. [356] performed characterization of the Alibaba cloud trace and disclosed four types of imbalance (i.e., Spatial imbalance, Temporal imbalance, Proportion imbalance of resources utilization per workload, and Resource demands and runtime statistics imbalance). The work in [357] investigates the elasticity and plasticity of resource allocation of the Alibaba trace. The authors in [358] focused on providing a unique and microscopic view about how the co-located workloads interact and impact each other.

In the Alibaba dataset, three types of information are available with regards to job deployment and execution, including machine utilization, runtime batch processing job workload information, and runtime online service workload. For the sake of confidentiality, Alibaba has excluded or obfuscated part of the dataset. For instance, they normalized the values regarding the utilization of disk and memory. For every
machine, service workload is given a numeric id, which is unique in the trace period. No service and task names are given. In this thesis, we focus on the batch workload information whose entity relationship diagram is shown in the Figure 7.1.

Figure 7.1: Entity relationship diagram of batch workload information in the Alibaba dataset

It is seen that batch workloads are depicted in two tables: “Batch Task” and “Batch Instance” table. A batch workload is submitted by the user in the form of a job. Each job comprises various tasks that were submitted to the cluster and forms a directed acyclic graph (very similar to MapReduce execution graph) according to the data dependency. The event cycle of the tasks inside each job is traced in the
“Batch Task” table. Each task consists of numerous instances and executes diverse computing logics. The instance is the smallest scheduling unit of the batch workload in Alibaba’s cloud platform. All instances inside a task process the identical binary code with same multiple resource demands but executes different fragments of data. Such execution flow is in line with the MapReduce programming model. Each instance within a task pertains to one job and is then assigned to a specific cluster computing machine that utilizes a Linux container to execute that task instance. While a majority of batch processing jobs can include hundreds of tasks instances, few selected ones can also include an extremely large number of task instances, for example, work in [356] reports that a job had 60000+ task instances. In our research, the metadata related to task instances is tracked in “Batch Instance” table. The meta information of machine in an Alibaba cluster is captured in the following two tables (“Machine Events” and “Machine Utilization” table). The “Machine Events” table shows three types of events (addition, soft error or hard error), and reflects the normalized physical capacity of each machine in terms of RAM size and CPU cores. “Machine Utilization” table records the attributes of each machine such as machine ID, utilization of CPU, utilization of memory and so on.

The configurations of job, task, instance, and machine are critical elements for batch workloads in BDAAs across different layers. The structure of batch workloads running on Alibaba cluster machines is demonstrated in Figure 7.2.

7.4 Feature Extraction

Before we apply machine learning techniques to detect SLA violation, it is essential to extract features based on the batch workload information in this dataset. Since a job consists of multiple tasks, for generality, let a job \( J = (T_1, ..., T_i, ..., T_m) \). For each task \( T_i \) in \( J \), it consists of multiple instances. Let \( T_i = (Inst_{i1}, Inst_{i2}, ..., Inst_{ik}, ..., Inst_{iN}) \) where \( N_i \) denotes the number of instances of \( T_i \) always taking an integer value \( \geq 1 \).

Let \( Inst_{ik}(real\_cpu\_max) \) denotes the maximum CPU numbers of actual instance running for the task instance, \( Inst_{ik}(real\_cpu\_avg) \) denotes the average CPU numbers of actual instance running for the instance, \( Inst_{ik}(real\_mem\_max) \) denotes the
maximum normalized memory for the instance, $Inst_i^k(real_mem_avg)$ denotes the average normalized memory for the instance, $Inst_i^k(cpu_capacity)$ denotes the normalized physical CPU capacity of the machine that has been used by the instance, $Inst_i^k(mem_capacity)$ denotes the normalized physical memory capacity of the machine that has been used by the instance, $T_i(cpu_requested)$ denotes the CPU requested for each instance of the task, and $T_i(mem_requested)$ denotes the normalized memory requested for each instance of the task. Then, for each job $J$, we do a set of mathematical aggregation operations on the above variables in order to extract features across layers. Finally, ten features are generated as follows.

**BDSaaS layer:**

$$X_1 : cpu_{requested\_per\_job} = \frac{\sum_{i=1}^{m} T_i(cpu_{requested})}{m}$$
• $X_2 : memory\_requested\_per\_job = \frac{\sum_{i=1}^{m} T_i(memory\_requested)}{m}$

• $X_3 : num\_tasks\_per\_job = m$

**BDPaaS layer:**

• $X_4 : num\_instances\_per\_job = \frac{\sum_{i=1}^{m} N_i}{m}$

• $X_5 : real\_cpu\_max\_per\_job = \frac{\sum_{i=1}^{m} \sum_{k=1}^{N_i} Inst_k^i(real\_cpu\_max)/N_i}{m}$

• $X_6 : real\_cpu\_avg\_per\_job = \frac{\sum_{i=1}^{m} \sum_{k=1}^{N_i} Inst_k^i(real\_cpu\_avg)/N_i}{m}$

• $X_7 : real\_mem\_max\_per\_job = \frac{\sum_{i=1}^{m} \sum_{k=1}^{N_i} Inst_k^i(real\_mem\_max)/N_i}{m}$

• $X_8 : real\_mem\_avg\_per\_job = \frac{\sum_{i=1}^{m} \sum_{k=1}^{N_i} Inst_k^i(real\_mem\_avg)/N_i}{m}$

**CIaaS layer:**

• $X_9 : cpu\_capacity\_per\_job = \frac{\sum_{i=1}^{m} \sum_{k=1}^{N_i} Inst_k^i(cpu\_capacity)/N_i}{m}$

• $X_{10} : mem\_capacity\_per\_job = \frac{\sum_{i=1}^{m} \sum_{k=1}^{N_i} Inst_k^i(mem\_capacity)/N_i}{m}$

As high level features, the above ten features ($X_1 - X_{10}$) provide an effective representation of each batch job $J$. We could also consider other criterion such as Linux CPU load, disk space requested, or running trials number and etc., as features. However, we refrain from using redundant features for the purpose of preventing the model suffering from overfitting.
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7.5 SLA Violation Definition

Besides the features, we also need to formulate the target SLA violation status [0: “non-violated”, 1: “violated”] for each batch $J$. According to the dataset, there are four main types of states for a batch task:

- Terminated: a task goes to Terminated when all its instances are done, meaning this batch task successfully processed
- Waiting: a task is not initialized yet
- Failed: a task fails
- Running: a task is being processed

In this dataset, most of tasks are terminated in a normal mode, while 2000 plus have “waiting” state. Since a job consists of multiple tasks, we can set the criteria that for one job, only when the state of all of its tasks is “Terminated”, the job is regarded as “Terminated”. If one of its task’s state is “Failed”, the job is regarded as “Failed”. Similarly, if one of its task’ state is “Running”, the job is regarded as “Running”.

There are 12951 jobs in total. We have performed data quality check and pre-processing work as the foremost step. We removed some “abnormal” jobs whose corresponding tasks have missing values in the dataset, and then dropped some “abnormal” jobs whose latest finished task is earlier than its earliest created tasks. After this, 11897 valid jobs remain, where 10774 jobs are labeled “Terminated” (successfully processed), and 1123 jobs are labeled “Failed” based on the above criteria.

In order to determine SLA violations, we need to have particular details in terms of the service quality and service level objectives. Although such information is not available in this dataset, we could discover SLA violation of a job according to the availability of its tasks. Specifically, we detect a job as “violated” if at least one of its corresponding tasks is failed and unusable, representing this job failure causing loss for both providers and customers. Accordingly, we detect a job as “non-violated” if all tasks of this job are terminated normally, representing that this job is successfully finished.
Based on this SLA violation definition, the percentage of “non-violated” batch jobs (10774 in total) among all the valid jobs (11897 in total) is 90.56%, and hence the ratio of SLA violation is only 9.44%. We can conclude that the quantity of violated and non-violated jobs are highly skewed, which is visualized in Figure 7.3.

7.6 Examples of Features and SLA Violation Status

For the ten features ($X_1 - X_{10}$), their feature ID, feature name, description, type and corresponding layer are detailed in Table 7.2. Further, Table 7.3 gives specific samples of two classes (non-violated and violated) in terms of these feature values.

It is observed that the range of values in the above table varies widely, such as the value of feature $X_2$ in the violated example is 0.0055, while the value of feature $X_1$ in the violated example is 100. This is because, in this dataset, the values for disk and memory utilization have been normalized for confidentiality reasons, while the values for requested CPU have not been normalized.

It is worth noting that the absence of normalization will cause objective functions of most machine learning algorithms work improperly. This is because the majority of
### Table 7.2: Summary of the ten features and their classification by layer

<table>
<thead>
<tr>
<th>Layer</th>
<th>Feature ID</th>
<th>Feature Name</th>
<th>Description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDSaaS</td>
<td>X₁</td>
<td>cpu-requested-per-job</td>
<td>A floating point number indicating the amount of requested CPU</td>
<td>Float</td>
</tr>
<tr>
<td></td>
<td>X₂</td>
<td>mem-requested-per-job</td>
<td>A floating point number indicating the normalized amount of requested memory</td>
<td>Float</td>
</tr>
<tr>
<td></td>
<td>X₃</td>
<td>num-tasks-per-job</td>
<td>An integer representing how many tasks a batch job has, with one as the minimum number of tasks</td>
<td>Integer</td>
</tr>
<tr>
<td>BDPaaS</td>
<td>X₄</td>
<td>num-instances-per-job</td>
<td>A floating point number indicating the number of instances per job, with 1.0 as the minimum number of instances.</td>
<td>Float</td>
</tr>
<tr>
<td></td>
<td>X₅</td>
<td>real-cpu-max-per-job</td>
<td>A floating point number indicating maximum CPU numbers of actual instance running</td>
<td>Float</td>
</tr>
<tr>
<td></td>
<td>X₆</td>
<td>real-cpu-avg-per-job</td>
<td>A floating point number indicating average CPU numbers of actual instance running</td>
<td>Float</td>
</tr>
<tr>
<td></td>
<td>X₇</td>
<td>real-mem-max-per-job</td>
<td>A floating point number indicating maximum normalized memory of actual instance running</td>
<td>Float</td>
</tr>
<tr>
<td></td>
<td>X₈</td>
<td>real-mem-avg-per-job</td>
<td>A floating point number indicating average normalized memory of actual instance running</td>
<td>Float</td>
</tr>
<tr>
<td>CIaaS</td>
<td>X₉</td>
<td>cpu-capacity-per-job</td>
<td>A floating point number indicating the capacity of CPU of a machine</td>
<td>Float</td>
</tr>
<tr>
<td></td>
<td>X₁₀</td>
<td>mem-capacity-per-job</td>
<td>A floating point number indicating the capacity of normalized memory of a machine</td>
<td>Float</td>
</tr>
</tbody>
</table>

### Table 7.3: Samples of two classes (violated and non-violated Job)

<table>
<thead>
<tr>
<th>Feature</th>
<th>Feature Description</th>
<th>Violated Job</th>
<th>Non-Violated Job</th>
</tr>
</thead>
<tbody>
<tr>
<td>X₁</td>
<td>cpu-requested-per-job</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>X₂</td>
<td>mem-requested-per-job</td>
<td>0.0055</td>
<td>0.0094</td>
</tr>
<tr>
<td>X₃</td>
<td>num-tasks-per-job</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>X₄</td>
<td>num-instances-per-job</td>
<td>85.57</td>
<td>87.86</td>
</tr>
<tr>
<td>X₅</td>
<td>real-cpu-max-per-job</td>
<td>0.7819</td>
<td>4.1895</td>
</tr>
<tr>
<td>X₆</td>
<td>real-cpu-avg-per-job</td>
<td>0.4324</td>
<td>0.2622</td>
</tr>
<tr>
<td>X₇</td>
<td>real-mem-max-per-job</td>
<td>0.0083</td>
<td>0.0143</td>
</tr>
<tr>
<td>X₈</td>
<td>real-mem-avg-per-job</td>
<td>0.0057</td>
<td>0.0098</td>
</tr>
<tr>
<td>X₉</td>
<td>cpu-capacity-per-job</td>
<td>63.5719</td>
<td>63.8789</td>
</tr>
<tr>
<td>X₁₀</td>
<td>mem-capacity-per-job</td>
<td>0.6853</td>
<td>0.6886</td>
</tr>
</tbody>
</table>
classifiers in these algorithms use Euclidean distance method to calculate the distance between two points. The value of distance will be dominated by a particular feature that has a broad range of values. Therefore, we normalize all the above features (from $X_1$ to $X_{10}$) by applying standardization methods such as Min-Max scaling \[359\], so that each feature has approximately proportionate contribution to the final Euclidean distance.

7.7 Prediction Models

Many machine learning prediction models could be explored to detect SLA violation in the Alibaba dataset. However, we particularly selected Logistics Regression (LR) \[360\], Artificial Neural Network (ANN) \[361\], Random Forest (RF) \[362\] and Extreme Gradient Boosting (XGB) \[363\] for the following reasons:

- LR is one of the elementary and likely most commonly used machine learning algorithms for solving all classification problems. It is easy to implement, fast to train and returns probability scores.

- ANN is one of advanced machine learning models leveraging deep learning technology. It works by splitting the problem of classification into a layered network of simpler elements. Hence, it is very meaningful to apply ANN to detect SLA violation for layer-based big data analytics applications.

- RF is one of popular ensemble machine learning models. It is an improvement over bagged decision trees and returns the importance of all features, which provides insightful information regarding features contribution to SLA violation detection.

- XGB is also one of ensemble machine learning models and returns the importance of all features. Unlike RF, it is based on boosting concept.

7.7.1 Logistics Regression

According to \[360\], the violation probability can be expressed as a function of the covariates $X_1, ..., X_n$. We denote this probability as $\phi(x_1, ..., x_p)$ for $x_i \in X_i$. We could
consider a linear model for the function $\phi$:

$$\phi(x_1, ..., x_n) = \beta_0 + \beta_1 * x_1 + \ldots + \beta_n * x_n$$

However, the linear equation can yield values in the range $(-\infty, \infty)$, while the probability function $\phi$ can only take values in the range $(0, 1)$. This problem can be solved using a logit transformation. The formula of this transformation for a given probability $p$ is specified below.

$$(p) = \log\left(\frac{p}{1-p}\right)$$

Applying this transformation on the left side of the equation, we obtain a logistic regression model:

$$(\phi(x_1, ..., x_n)) = \beta_0 + \beta_1 * x_1 + \ldots + \beta_n * x_n$$

### 7.7.2 Artificial Neural Network

An artificial neural network (ANN) is a computational model that is inspired by the way biological neural networks in the human brain process information.

Neuron, often called a node or unit, is the basic unit of computation in a neural network. It receives inputs from some other nodes, or an external source, and computes an output. Each input has an associated weight ($w$), which is assigned by its relative importance to other inputs. The node applies a function $f$ to the weighted sum of its inputs shown in Figure 7.4.

![Figure 7.4: Computation and transformation process of a single neuron](image)

The above network takes numerical inputs $X_1$ and $X_2$ and has weights $w_1$ and $w_2$ associated with those inputs. Additionally, there is another input 1 with weight $b$ (called
the bias) associated with it. The output $Y$ from the neuron is computed as follows:

$$\text{Output of neuron} = Y = f(w_1 \times X_1 + w_2 \times X_2 + b)$$

The function $f$ is non-linear and is called the activation function. The purpose of the activation function is to introduce non-linearity into the output of a neuron. This is important because most real-world data is non-linear and we want neurons to learn these non-linear representations. Take the Alibaba dataset as an instance, the relationship between the output value (0 denotes non-violated, and 1 denotes violated) and the ten features inputs are not as simple as linearly represented but much more complicated. Hence the activation function $f$ is applied to learn the hidden non-linear pattern between them.

The feed-forward neural network was the first, and the simplest type of artificial neural network devised [364]. It contains multiple neurons (nodes) arranged in layers. Nodes from adjacent layers have connections or edges between them. All these connections have weights associated with them.

In this thesis, we designed and built a 3-layer feed forward neural network. It contains ten neurons (to be consistent with the number of features stated in Section 7.4) in the input layers, three neurons (to be consistent with the three layers) at the hidden layer, and one neuron at output layer, which is shown in [Figure 7.5].

### 7.7.3 Random Forest

Random Forest (RF) was firstly introduced by Breiman extending previous research on random decision trees and bagging of predictors [362]. Briefly, RF consists of multiple single decision trees. Each tree is a fairly simple model that has branches, nodes, and leaves. The nodes contain attributes on which the objective function depends on. Then the values of the objective function are mapped to the leaves through the branches. In the process of classification of a new case, it is necessary to go down the tree through branches to a leaf, passing through all attribute values according to the logical principle “IF-THEN”. Depending on these conditions, the objective variable will fall into a particular leaf, representing a particular value or a class that this case belongs to.
A core methodology leveraged by RF is a bagging-based ensemble learning. Bagging is an abbreviation of bootstrap aggregating. The conventional bagging algorithm involves generating \( n \) different bootstrap training samples with replacement, and training the algorithm on each bootstrapped algorithm separately and then aggregating the predictions at the end. Bagging is used for reducing overfitting in order to create strong learners for generating accurate predictions. Bagging allows replacement in the bootstrapped sample. It can be said that a random forest is a special case of bagging, where decision trees are used as the base family. Figure 7.6 gives a pictorial representation of RF’s working mechanism.
7.7.4 **Extreme Gradient Boosting**

Unlike RF, extreme gradient boosting (XGB) is a boosting-based ensemble learning method and an advanced and more efficient implementation of Gradient Boosting Algorithm [363, 365]. Boosting is an ensemble technique to combine weak learners to create a strong learner that can make accurate predictions. Decision Trees are used as weak learners in XGB. Boosting starts out with a base classifier / weak classifier that is prepared on the training data. The base classifiers are weak learners, i.e. the prediction accuracy is only slightly better than average. A classifier learning algorithm is said to be weak when small changes in data induce big changes in the classification model. In the next iteration, the new classifier focuses on or places more weight to those cases which were incorrectly classified in the last round. Figure 7.7 gives a pictorial representation of XGB’s working mechanism.
7.8 Tackling Unbalanced Data

We feed the dataset to the aforementioned four machine learning prediction models to detect future SLA violations. Since the two classes [0: “non-violated”, 1: “violated”] in the Alibaba dataset are heavily unbalanced, this is known as data skewness, which makes the classification task extremely hard, because the classifier will always tend to predict the dominant class. However, true misclassification costs may be much greater when minority class instances are missed. E.g., incorrectly predicting the actual “violated” jobs will cause the degradation of reputation and loss of profit for providers.

As a broadly adopted approach in handling unbalanced datasets, resampling efficiently changes the distribution training data for the purpose of biasing the classifier towards the minority class. Basically, resampling can be divided into two groups (i.e., undersampling and oversampling). Undersampling denotes removing samples from the majority class, while oversampling represents adding more examples from the minority class. Different forms of resampling techniques are detailed in the following subsections.
The resampling techniques discussed in this thesis are by no means an exhaustive list.

7.8.1 Oversampling Techniques

7.8.1.1 Random Oversampling

In random oversampling (ROS), the samples of the minority class are randomly picked and duplicated. The method continues to create duplicate data points until the two classes have roughly the same number of data points [366].

7.8.1.2 Synthetic Minority Oversampling Technique

Synthetic Minority Oversampling Technique (SMOTE) is an oversampling approach in which the minority class is over-sampled by creating “synthetic” examples rather than by oversampling with replacement. According to the original research paper [367], synthetic samples are generated in the way that taking the difference between the feature vector under consideration and its nearest neighbour, multiplying this difference by a random number between 0 and 1 and adding it to the feature vector under consideration. This causes the selection of a random point along the line segment between two specific features. This approach effectively forces the decision region of the minority class to become more general.

7.8.1.3 Adaptive Synthetic

Adaptive Synthetic (ADASYN) is based on the idea of adaptively generating minority data samples according to their distributions using K nearest neighbour algorithm. ADASYN adaptively updates the distribution, and there are no assumptions made for the underlying distribution of the data. The algorithm uses Euclidean distance for the KNN algorithm. As a result, ADASYN improves learning concerning the data distributions in two ways: (i) reducing the bias introduced by the class imbalance, and (ii) adaptively shifting the classification decision boundary toward the difficult examples [368].
7.8.1.4 Borderline-SMOTE

Borderline-SMOTE is a variant of SMOTE that generates synthetic samples only on the border line of the two classes [369]. The data points which are in the borderline of the classes are more prone to miss-classification and thus need more attention. It is based on SMOTE for generating new data points. The synthetic data points are created on the border line and between the minority data points and their selected nearest neighbours.

There are two types of Borderline-SMOTE algorithm including Borderline-1 and Borderline-2 with the parameters kind = “borderline-1” and kind = “borderline-2”. In Borderline-1 SMOTE, the generated data points will belong to the same class as the one of the sample data points. On the contrary, Borderline-2 SMOTE will consider the generated data points which can be from any class.

7.8.2 Undersampling Techniques

7.8.2.1 Random Undersampling

Random undersampling (RUS) is the case of randomly deleting data points from the dominant class until both classes have roughly the same size. This method might delete the data points in the decision boundary that are important in the process of decision making [366].

7.8.2.2 One-sided Selection

One-sided Selection (OSS) uses a combination of Tomek links and an extension of Nearest Neighbor, which is defined as an optimization problem finding closest points [370]. One-sided Selection finds the safe samples and removes the unsafe samples from the majority class. Tomek links removes the samples near the border line, and Nearest Neighbor removes the samples that are far from the border line.

7.8.2.3 NearMiss

NearMiss 1, 2 and 3 algorithms [371] are undersampling methods. NearMiss 1 removes the data points from the majority class, whose average distance to three closest
data points in the minority class is the smallest. NearMiss 2 chooses the majority
class data points, whose average to all data points in the minority class is the smallest.
NearMiss 3 removes a given number of majority class data points for each data point
in the minority class. The selection is made by applying a clustering and selecting a
sample from each clustered neighborhood.

7.8.3 Combination of Oversampling and Undersampling Tech-
niques

7.8.3.1 SMOTE-Tomek Links

Since SMOTE oversampling might lead to overfitting and Tomek links undersampling
might remove important data points, the ensemble of these two methods provides better
results. In SMOTE-Tomek links [372], we first over-sample the minority class with
SMOTE and then under-sample using Tomek links both the majority and the minority
classes in producing a more balanced dataset.

7.8.3.2 SMOTE-ENN

SMOTE-ENN [372] is also a combination of SMOTE and ENN. SMOTE is used
as the over-sampler for minority class, and then ENN provides data cleaning for both
classes.

7.9 Evaluation Metrics

In order to measure the performance of the above prediction models in the dataset,
evaluation metrics are required, which helps us indicate how skilfully a model will
perform. Thus, after a prediction model is trained on the training set, it must be
validated on an unseen testing dataset. This approach is beneficial in choosing a model
that will have reasonably decent performance on unknown dataset. In this thesis, five
diverse evaluation metrics have been used. They include Accuracy, Precision, Recall,
Receiver Operating Characteristic (ROC) area, and $F_\beta$ score.

Let us first present the confusion matrix in Table 7.4 which will help us to define the
above metrics. We can see that in a confusion matrix, the correctly classified instances are in the diagonal of the matrix, the True Positive (TP) and True Negative (TN) cases. The misclassified instances are the False Positive (FP) and False Negative (FN) ones. In our problem, FP denotes the quantity of examples that are erroneously classified as “violated” where the real label should be “non-violated”. Similarly, TP represents the number of examples that are correctly classified as “violated” where the real label should be “violated”. Regarding SLA violation detection, it is worth noticing that the most important value to increase is the number of TPs cases, which correspond with the correctly detected SLA violations. Metrics involving the TNs are usually not useful because this number is usually much higher than its TP counterpart, as SLA violations are rare events. Therefore, our objective is to find the right balance of FNs and FPs, while maximizing the TP observations. Usually, minimizing the FN instances is prioritized over minimizing the FPs, due to the higher value in detecting new SLA violations and higher loss that new SLA violations cause. Based on the above confusion matrix, different metrics can be computed depending on what we are interested in measuring (details of these evaluation metrics are described in the following subsections).

### 7.9.1 Accuracy

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}
\]

It is worth noting that accuracy can be misleading. In a dataset with highly unbalanced classes, if the classifier always “predicts” the majority class without performing any analysis of the features, it will still have a high accuracy rate. Obviously this quality parameter should be considered illusory.
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7.9.2 Precision

\[ \text{Precision} = \frac{TP}{TP + FP} \]

The precision is a metric to interpret the capability of a classifier how many are actually “violated” out of the jobs that the classifier predicted to be “violated”. Its value is in the range [0, 1] with 0 being the worst, and 1 being perfect.

7.9.3 Recall

\[ \text{Recall} = \frac{TP}{TP + FN} \]

The recall represents the capability of a classifier how many are found to be “violated” by the classifier out of all the jobs that are actually “violated”. The value of recall is also in the range [0, 1] with 0 being the worst, and 1 being perfect.

7.9.4 \( F_\beta \) Score

\[ F_\beta \text{ score} = \left(1 + \beta^2\right) \frac{\text{precision} \times \text{recall}}{\beta^2 \times \text{precision} + \text{recall}} \]

In most of the cases, models with high precision suffer from low recall and vice-versa. In order to combine both metrics, the \( F_\beta \) score is used to harmonize precision and recall, which converts them into a value ranging between 0 and 1. If we want to give the same importance to precision and recall, then \( F_1 \) is used. However, as we want to prioritize reducing the FNs, we can use the \( F_2 \), which favors maximizing the recall.

7.9.5 Receiving Operating Characteristics (ROC)

Receiving Operating Characteristics (ROC) curve \( [373] \) is a curve created by evaluating a classifier over a range of different thresholds. This threshold refers to the discrimination threshold of a binary classifier. In our SLA violation detection problem, the output of a classifier will indicate the probability of a job being predicted as “violated”. Different prediction outcome can be obtained depending on where we set the probability threshold for considering an SLA violation. In a ROC curve, the x-axis represents the false positive rate (FPR) while the y-axis measures the recall, where FPR is calculated by the formula of \( \frac{FP}{FP + TN} \).
The area under the ROC curve is a common assessment to evaluate the quality of a classifier. Using it, we can determine how a classifier performs across all the thresholds, so this metric comprises more information than the ones derived from the confusion matrix, as there are different confusion matrix for different thresholds. The formal definition for the metrics based on the area under ROC curve is:

$$ROC = \int_0^1 \left( \frac{TP}{TP + FN} \ast d\left( \frac{FP}{FP + TN} \right) \right) = \int_0^1 (recall \ast d(FPR))$$

### 7.10 Evaluation and Analysis of the Prediction Models

In order to train and validate the skill of the four prediction models on unknown data, a 10-fold stratified cross validation has been used on 11897 batch jobs obtained from the Alibaba trace.

In each fold, the original dataset has been randomly split into two parts. One part is used for training phase while the remainder is used for validation phase. The ratio of “non-violated” and “violated” jobs in the validation part remains equal with the ratio in the original dataset. To avoid leaking the information of validation data to training data, which often results in overfitting, it is critical to perform the cross validation before resampling. Resampling can only be done on the samples which are applied for training the particular type of machine learning predictor.

The values of accuracy, precision, recall, $F_2$ score and ROC area for each prediction technique (representing a particular predictor performing either in the original imbalanced dataset or in the resampled dataset using a particular skewness handling technique) are calculated in each fold. Then, their statistics information can be acquired after repeating the experiments ten times. Moreover, in order to compare how skillful the four prediction models perform, we introduced two more classifiers.

**Ideal Classifier**: represents a classifier that can perfectly predict those actual “non-violated” batch jobs as “non-violated” and those actual “violated” batch jobs as “violated”. In this case, all of evaluation metrics (i.e., accuracy, precision, recall, $F_2$ and ROC area) are 1.0. This is an ideal classifier and could be regarded as the best case.
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Baseline Classifier: this classifier applies the simplest rule on our SLA violation detection problem and it simply predicts every sample in the dataset as the majority class (i.e., “non-violated”). It can be derived that the accuracy of Baseline classifier is 0.9056 and the ROC area is 0.5. The value of precision, recall and $F_2$ score are 0.0. This classifier involves the least effort of prediction and could be regarded as the baseline.

7.10.1 Results of Cross Validation

7.10.1.1 Logistics Regression

It is observed from Table 7.5 that logistics regression (LR) using all of the resampling techniques except one-sided selection (OSS) outperforms LR in the original dataset regarding $F_2$ score and ROC area. However, none of the above techniques achieves an acceptable $F_2$ score. The top $F_2$ score achieved by Borderline-1 is only 59.96%. It is also found that Borderline-1 has the highest ROC value (81.18%) outperforming other techniques. Regarding the recall value, NearMiss-1, NearMiss-2 and Borderline-2 rank the top three, 92.07%, 90.02%, and 89.04% respectively.

In summary, LR’s performance is under par with regards to predicting SLA violation on this Alibaba dataset. It means LR is a simple model without the capability of finding the hidden pattern among the multiple configurations across layers. It gives us an indicator that a more complex model should be explored.

7.10.1.2 Artificial Neural Network

It can be seen from Table 7.6 that the prediction outcome is much better than that of logistics regression (LR). The highest recall value is 93.14%, achieved by Borderline-2. Regarding $F_2$ score, 62% of the above 13 approaches achieve higher than 60%. The top three $F_2$ score achiever are SMOTE-ENN, Borderline-1 and ROS with 71.7%, 69.66%, and 69.55% respectively. Notably, SMOTE-ENN also ranks the top in the ROC area (87.93%), with an acceptable accuracy value of 85.58%.

It can be concluded that although Artificial Neural Network (ANN) that we designed and implemented is as simple as ten features in the input layer and three neurons in the hidden layer, it achieves a very decent detection of SLA violation in this dataset.
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Table 7.5: Cross validation result for logistics regression with default setting

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F$_2$</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>91.75%</td>
<td>80.75%</td>
<td>16.65%</td>
<td>19.77%</td>
<td>58.12%</td>
</tr>
<tr>
<td>(±0.34)</td>
<td>(±9.17)</td>
<td>(±2.93)</td>
<td>(±3.36)</td>
<td>(±1.48)</td>
<td></td>
</tr>
<tr>
<td>LR+ROS</td>
<td>80.09%</td>
<td>29.08%</td>
<td>76.57%</td>
<td>57.67%</td>
<td>78.51%</td>
</tr>
<tr>
<td>(±1.55)</td>
<td>(±2.29)</td>
<td>(±4.45)</td>
<td>(±3.53)</td>
<td>(±2.52)</td>
<td></td>
</tr>
<tr>
<td>LR+SMOTE</td>
<td>80.11%</td>
<td>29.11%</td>
<td>76.57%</td>
<td>57.69%</td>
<td>78.53%</td>
</tr>
<tr>
<td>(±1.49)</td>
<td>(±2.12)</td>
<td>(±3.79)</td>
<td>(±3.03)</td>
<td>(±2.14)</td>
<td></td>
</tr>
<tr>
<td>LR+ADASYN</td>
<td>79.56%</td>
<td>26.27%</td>
<td>87.53%</td>
<td>59.65%</td>
<td>80.92%</td>
</tr>
<tr>
<td>(±1.53)</td>
<td>(±1.38)</td>
<td>(±2.45)</td>
<td>(±2.04)</td>
<td>(±1.5)</td>
<td></td>
</tr>
<tr>
<td>LR+Borderline-1</td>
<td>75.67%</td>
<td>26.41%</td>
<td>87.97%</td>
<td>59.96%</td>
<td>81.18%</td>
</tr>
<tr>
<td>(±1.51)</td>
<td>(±1.47)</td>
<td>(±3.79)</td>
<td>(±2.56)</td>
<td>(±1.97)</td>
<td></td>
</tr>
<tr>
<td>LR+Borderline-2</td>
<td>74.58%</td>
<td>25.68%</td>
<td>89.04%</td>
<td>59.59%</td>
<td>81.06%</td>
</tr>
<tr>
<td>(±1.57)</td>
<td>(±1.42)</td>
<td>(±3.28)</td>
<td>(±2.37)</td>
<td>(±1.83)</td>
<td></td>
</tr>
<tr>
<td>LR+RUS</td>
<td>77.73%</td>
<td>26.73%</td>
<td>77.46%</td>
<td>56.07%</td>
<td>77.61%</td>
</tr>
<tr>
<td>(±1.85)</td>
<td>(±1.76)</td>
<td>(±4.03)</td>
<td>(±2.43)</td>
<td>(±1.81)</td>
<td></td>
</tr>
<tr>
<td>LR+OSS</td>
<td>91.7%</td>
<td>78.67%</td>
<td>16.65%</td>
<td>19.75%</td>
<td>58.09%</td>
</tr>
<tr>
<td>(±0.35)</td>
<td>(±9.34)</td>
<td>(±2.9)</td>
<td>(±3.33)</td>
<td>(±1.47)</td>
<td></td>
</tr>
<tr>
<td>LR+NearMiss-1</td>
<td>49.97%</td>
<td>14.04%</td>
<td>92.07%</td>
<td>43.99%</td>
<td>66.62%</td>
</tr>
<tr>
<td>(±2.05)</td>
<td>(±0.57)</td>
<td>(±2.45)</td>
<td>(±1.37)</td>
<td>(±1.57)</td>
<td></td>
</tr>
<tr>
<td>LR+NearMiss-2</td>
<td>43.46%</td>
<td>13.57%</td>
<td>90.02%</td>
<td>41.84%</td>
<td>64.31%</td>
</tr>
<tr>
<td>(±8.97)</td>
<td>(±1.97)</td>
<td>(±7.4)</td>
<td>(±1.7)</td>
<td>(±2.25)</td>
<td></td>
</tr>
<tr>
<td>LR+NearMiss-3</td>
<td>72.87%</td>
<td>20.85%</td>
<td>64.91%</td>
<td>45.44%</td>
<td>69.3%</td>
</tr>
<tr>
<td>(±4.09)</td>
<td>(±3.46)</td>
<td>(±4.28)</td>
<td>(±4.58)</td>
<td>(±3.61)</td>
<td></td>
</tr>
<tr>
<td>LR+SMOTE-Tomek</td>
<td>80.14%</td>
<td>29.12%</td>
<td>76.48%</td>
<td>57.66%</td>
<td>78.5%</td>
</tr>
<tr>
<td>(±1.49)</td>
<td>(±2.15)</td>
<td>(±4.0)</td>
<td>(±3.16)</td>
<td>(±2.24)</td>
<td></td>
</tr>
<tr>
<td>LR+SMOTE-ENN</td>
<td>79.02%</td>
<td>28.28%</td>
<td>79.06%</td>
<td>58.13%</td>
<td>79.04%</td>
</tr>
<tr>
<td>(±1.6)</td>
<td>(±2.04)</td>
<td>(±3.81)</td>
<td>(±3.02)</td>
<td>(±2.18)</td>
<td></td>
</tr>
</tbody>
</table>

In comparison to LR, ANN is much better at understanding the hidden relationship of those multiple configurations across layers and hence leads to better prediction efficiency. It is worth noting that the performance of ANN in the original dataset is unacceptable (recall and F$_2$ score are only 51.83% and 54.77% respectively), which shows that ANN suffers from data skewness.

7.10.1.3 Random Forest

Based on Table 7.7, it is seen that random forest (RF) outperforms logistics regression (LR) and artificial neural network (ANN). This time, NearMiss-2 wins the highest recall values, which is 95.9%. In comparison with the top recall winner by ANN, RF also improves the recall value by 3% using NearMiss-2. Among the above 13 approaches, 54% of them achieve a F$_2$ score that is above 80%, which is very encouraging. The top F$_2$ score is 83.57%, achieved by borderline-2. Compared with the top F$_2$ score winner
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Table 7.6: Cross validation result for a 3-layer artificial neural network

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_2$</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>93.86%</td>
<td>75.3%</td>
<td>51.83%</td>
<td>54.77%</td>
<td>75.04%</td>
</tr>
<tr>
<td></td>
<td>(±1.03)</td>
<td>(±4.68)</td>
<td>(±14.25)</td>
<td>(±13.61)</td>
<td>(±6.92)</td>
</tr>
<tr>
<td>ANN+ROS</td>
<td>84.37%</td>
<td>38.78%</td>
<td>88.6%</td>
<td>69.33%</td>
<td>86.38%</td>
</tr>
<tr>
<td></td>
<td>(±5.9)</td>
<td>(±7.95)</td>
<td>(±8.9)</td>
<td>(±7.58)</td>
<td>(±4.39)</td>
</tr>
<tr>
<td>ANN+SMOTE</td>
<td>84.3%</td>
<td>37.23%</td>
<td>84.77%</td>
<td>66.85%</td>
<td>84.51%</td>
</tr>
<tr>
<td></td>
<td>(±3.98)</td>
<td>(±7.05)</td>
<td>(±6.33)</td>
<td>(±5.24)</td>
<td>(±3.36)</td>
</tr>
<tr>
<td>ANN+ADASYN</td>
<td>79.82%</td>
<td>32.2%</td>
<td>92.96%</td>
<td>66.91%</td>
<td>85.7%</td>
</tr>
<tr>
<td></td>
<td>(±5.81)</td>
<td>(±5.9)</td>
<td>(±2.42)</td>
<td>(±5.68)</td>
<td>(±3.43)</td>
</tr>
<tr>
<td>ANN+Borderline-1</td>
<td>83.58%</td>
<td>36.31%</td>
<td>91.18%</td>
<td>69.66%</td>
<td>86.98%</td>
</tr>
<tr>
<td></td>
<td>(±3.47)</td>
<td>(±5.14)</td>
<td>(±1.84)</td>
<td>(±3.67)</td>
<td>(±1.86)</td>
</tr>
<tr>
<td>ANN+Borderline-2</td>
<td>80.88%</td>
<td>33.18%</td>
<td>93.14%</td>
<td>67.97%</td>
<td>86.37%</td>
</tr>
<tr>
<td></td>
<td>(±4.86)</td>
<td>(±5.55)</td>
<td>(±2.94)</td>
<td>(±5.34)</td>
<td>(±3.1)</td>
</tr>
<tr>
<td>ANN+RUS</td>
<td>79.26%</td>
<td>30.51%</td>
<td>87.82%</td>
<td>63.35%</td>
<td>83.1%</td>
</tr>
<tr>
<td></td>
<td>(±4.82)</td>
<td>(±4.32)</td>
<td>(±5.71)</td>
<td>(±4.11)</td>
<td>(±2.67)</td>
</tr>
<tr>
<td>ANN+OSS</td>
<td>93.36%</td>
<td>68.16%</td>
<td>43.84%</td>
<td>46.85%</td>
<td>71.18%</td>
</tr>
<tr>
<td></td>
<td>(±1.25)</td>
<td>(±22.97)</td>
<td>(±18.63)</td>
<td>(±18.93)</td>
<td>(±9.01)</td>
</tr>
<tr>
<td>ANN+NearMiss-1</td>
<td>47.87%</td>
<td>14.75%</td>
<td>92.97%</td>
<td>44.97%</td>
<td>68.07%</td>
</tr>
<tr>
<td></td>
<td>(±7.09)</td>
<td>(±1.53)</td>
<td>(±2.27)</td>
<td>(±2.77)</td>
<td>(±3.48)</td>
</tr>
<tr>
<td>ANN+NearMiss-2</td>
<td>42.03%</td>
<td>13.24%</td>
<td>92.25%</td>
<td>42.04%</td>
<td>64.52%</td>
</tr>
<tr>
<td></td>
<td>(±3.11)</td>
<td>(±0.86)</td>
<td>(±2.69)</td>
<td>(±2.2)</td>
<td>(±2.87)</td>
</tr>
<tr>
<td>ANN+NearMiss-3</td>
<td>70.77%</td>
<td>20.21%</td>
<td>67.39%</td>
<td>45.24%</td>
<td>69.20%</td>
</tr>
<tr>
<td></td>
<td>(±5.24)</td>
<td>(±3.46)</td>
<td>(±7.3)</td>
<td>(±3.51)</td>
<td>(±1.91)</td>
</tr>
<tr>
<td>ANN+SMOTE-Tomek</td>
<td>88.74%</td>
<td>39.47%</td>
<td>84.15%</td>
<td>68.19%</td>
<td>85.08%</td>
</tr>
<tr>
<td></td>
<td>(±3.67)</td>
<td>(±7.53)</td>
<td>(±6.28)</td>
<td>(±6.7)</td>
<td>(±4.33)</td>
</tr>
<tr>
<td>ANN+SMOTE-ENN</td>
<td>85.58%</td>
<td>39.2%</td>
<td>90.83%</td>
<td>71.7%</td>
<td>87.93%</td>
</tr>
<tr>
<td></td>
<td>(±2.49)</td>
<td>(±4.47)</td>
<td>(±2.77)</td>
<td>(±3.73)</td>
<td>(±2.06)</td>
</tr>
</tbody>
</table>

by ANN, RF significantly improved the $F_2$ score by 17% through the application of borderline-2. Regarding ROC area, SMOTE-ENN achieved 91.95%, ranking the first. Also, SMOTE-ENN has a very high accuracy rate of 95.24%.

It demonstrates that RF is more effective than LR and ANN in predicting SLA violation in this Alibaba dataset. Even without resampling, it still achieves an admissible performance (accuracy = 97.04%, recall = 74.08% and $F_2 = 77.22%$). RF has better performance because it is a bagging-based tree classifier, which are less sensitive to class distributions, while LR and ANN are very sensitive with the highly biased class distribution and cannot generate any acceptable results without leveraging resampling techniques.

7.10.1.4 Extreme Gradient Boosting

It is shown in Table 7.8 that extreme gradient boosting (XGB) plus NearMiss2 achieved a stunning recall value of 97.15%. In comparison with the top recall score
achiever by random forest (RF) plus NearMiss-2, XGB plus NearMiss-2 improved the recall score by 1.3%. Regarding $F_2$ score, the performance of XGB plus random oversampling (ROC) ($F_2$ score = 82.99%) is marginally lower than that of RF plus borderline-2 ($F_2$ score = 83.57%).

It is also found that without using a resampling technique, the performance of XGB (accuracy = 96.91%, recall = 74.17%, $F_2$ = 77.07% and ROC area = 96.91%) is very similar with the performance of RF (accuracy = 97.04%, recall = 74.08%, $F_2$ = 77.22% and ROC area = 86.76%).) Like RF, XGB has better performance because it is also a decision tree-based classifier, which is more tolerable to class distributions. Thus, it achieves decent performance even without resampling.

### Table 7.7: Cross validation result for random forest with default setting

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_2$</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>97.04%</td>
<td>93.28%</td>
<td>74.08%</td>
<td>77.22%</td>
<td>86.76%</td>
</tr>
<tr>
<td>RF+ROS</td>
<td>96.81%</td>
<td>87.91%</td>
<td>77.49%</td>
<td>79.03%</td>
<td>88.02%</td>
</tr>
<tr>
<td>RF+SMOTE</td>
<td>96.66%</td>
<td>81.81%</td>
<td>83.61%</td>
<td>83.16%</td>
<td>90.82%</td>
</tr>
<tr>
<td>RF+ADASYN</td>
<td>95.95%</td>
<td>76.60%</td>
<td>83.79%</td>
<td>82.04%</td>
<td>90.5%</td>
</tr>
<tr>
<td>RF+Borderline-1</td>
<td>96.56%</td>
<td>80.85%</td>
<td>83.7%</td>
<td>83.03%</td>
<td>90.8%</td>
</tr>
<tr>
<td>RF+Borderline-2</td>
<td>95.99%</td>
<td>75.36%</td>
<td>86.02%</td>
<td>83.57%</td>
<td>91.52%</td>
</tr>
<tr>
<td>RF+RUS</td>
<td>93.05%</td>
<td>58.76%</td>
<td>90.2%</td>
<td>81.39%</td>
<td>91.77%</td>
</tr>
<tr>
<td>RF+OSS</td>
<td>97.02%</td>
<td>91.69%</td>
<td>75.32%</td>
<td>78.08%</td>
<td>87.3%</td>
</tr>
<tr>
<td>RF+NearMiss-1</td>
<td>45.5%</td>
<td>14.08%</td>
<td>93.23%</td>
<td>43.85%</td>
<td>66.88%</td>
</tr>
<tr>
<td>RF+NearMiss-2</td>
<td>55.88%</td>
<td>17.39%</td>
<td>95.9%</td>
<td>50.22%</td>
<td>73.8% (±3.4)</td>
</tr>
<tr>
<td>RF+NearMiss-3</td>
<td>93.77%</td>
<td>63.49%</td>
<td>80.76%</td>
<td>76.43%</td>
<td>87.91%</td>
</tr>
<tr>
<td>RF+SMOTE-Tomek</td>
<td>96.86%</td>
<td>81.81%</td>
<td>82.45%</td>
<td>82.26%</td>
<td>90.28%</td>
</tr>
<tr>
<td>RF+SMOTE-ENN</td>
<td>95.24%</td>
<td>69.8%</td>
<td>87.89%</td>
<td>83.51%</td>
<td>91.95%</td>
</tr>
</tbody>
</table>

$\pm$ indicates standard deviation.
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Table 7.8: Cross validation result for XGB with default setting

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>(F_2)</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGB</td>
<td>96.91%</td>
<td>91.53%</td>
<td>74.17%</td>
<td>77.01%</td>
<td>86.73%</td>
</tr>
<tr>
<td>(±0.42)</td>
<td>(±2.08)</td>
<td>(±3.97)</td>
<td></td>
<td>(±3.52)</td>
<td>(±1.99)</td>
</tr>
<tr>
<td>XGB+ROS</td>
<td>93.21%</td>
<td>59.12%</td>
<td>92.43%</td>
<td>82.99%</td>
<td>92.86%</td>
</tr>
<tr>
<td>(±0.74)</td>
<td>(±3.05)</td>
<td>(±2.99)</td>
<td></td>
<td>(±1.96)</td>
<td>(±1.32)</td>
</tr>
<tr>
<td>XGB+SMOTE</td>
<td>94.15%</td>
<td>63.99%</td>
<td>89.4%</td>
<td>82.63%</td>
<td>92.02%</td>
</tr>
<tr>
<td>(±0.4)</td>
<td>(±2.09)</td>
<td>(±3.73)</td>
<td></td>
<td>(±2.44)</td>
<td>(±1.7)</td>
</tr>
<tr>
<td>XGB+ADASYN</td>
<td>92.11%</td>
<td>54.96%</td>
<td>92.16%</td>
<td>81.13%</td>
<td>92.13%</td>
</tr>
<tr>
<td>(±0.57)</td>
<td>(±2.08)</td>
<td>(±2.81)</td>
<td></td>
<td>(±1.83)</td>
<td>(±1.27)</td>
</tr>
<tr>
<td>XGB+Borderline-1</td>
<td>93.45%</td>
<td>60.15%</td>
<td>91.45%</td>
<td>82.78%</td>
<td>92.55%</td>
</tr>
<tr>
<td>(±0.53)</td>
<td>(±2.39)</td>
<td>(±3.18)</td>
<td></td>
<td>(±2.18)</td>
<td>(±1.48)</td>
</tr>
<tr>
<td>XGB+Borderline-2</td>
<td>93.2%</td>
<td>59.1%</td>
<td>92.16%</td>
<td>82.81%</td>
<td>92.74%</td>
</tr>
<tr>
<td>(±0.61)</td>
<td>(±2.69)</td>
<td>(±3.35)</td>
<td></td>
<td>(±1.96)</td>
<td>(±1.43)</td>
</tr>
<tr>
<td>XGB+RUS</td>
<td>91.57%</td>
<td>53.22%</td>
<td>93.14%</td>
<td>80.9%</td>
<td>92.27%</td>
</tr>
<tr>
<td>(±0.78)</td>
<td>(±2.76)</td>
<td>(±3.35)</td>
<td></td>
<td>(±1.79)</td>
<td>(±1.36)</td>
</tr>
<tr>
<td>XGB+OSS</td>
<td>96.92%</td>
<td>90.17%</td>
<td>75.68%</td>
<td>78.16%</td>
<td>87.41%</td>
</tr>
<tr>
<td>(±0.38)</td>
<td>(±1.92)</td>
<td>(±3.8)</td>
<td></td>
<td>(±3.27)</td>
<td>(±1.89)</td>
</tr>
<tr>
<td>XGB+NearMiss-1</td>
<td>45.77%</td>
<td>14.27%</td>
<td>94.39%</td>
<td>44.43%</td>
<td>67.54%</td>
</tr>
<tr>
<td>(±3.3)</td>
<td>(±0.76)</td>
<td>(±1.78)</td>
<td></td>
<td>(±1.57)</td>
<td>(±1.94)</td>
</tr>
<tr>
<td>XGB+NearMiss-2</td>
<td>41.54%</td>
<td>13.64%</td>
<td>97.15%</td>
<td>43.65%</td>
<td>66.45%</td>
</tr>
<tr>
<td>(±2.67)</td>
<td>(±0.63)</td>
<td>(±1.43)</td>
<td></td>
<td>(±1.47)</td>
<td>(±1.91)</td>
</tr>
<tr>
<td>XGB+NearMiss-3</td>
<td>93.13%</td>
<td>60.14%</td>
<td>83.96%</td>
<td>77.09%</td>
<td>89.03%</td>
</tr>
<tr>
<td>(±1.25)</td>
<td>(±5.0)</td>
<td>(±4.0)</td>
<td></td>
<td>(±3.60)</td>
<td>(±2.16)</td>
</tr>
<tr>
<td>XGB+SMOTE-Tomek</td>
<td>94.21%</td>
<td>63.81%</td>
<td>89.76%</td>
<td>82.99%</td>
<td>92.21%</td>
</tr>
<tr>
<td>(±0.44)</td>
<td>(±2.19)</td>
<td>(±3.65)</td>
<td></td>
<td>(±2.43)</td>
<td>(±1.67)</td>
</tr>
<tr>
<td>XGB+SMOTE-ENN</td>
<td>92.49%</td>
<td>56.34%</td>
<td>92.7%</td>
<td>82.03%</td>
<td>92.58%</td>
</tr>
<tr>
<td>(±0.81)</td>
<td>(±2.92)</td>
<td>(±3.05)</td>
<td></td>
<td>(±2.14)</td>
<td>(±1.41)</td>
</tr>
</tbody>
</table>

7.10.2 Analysis of Prediction Outcome

According to the above extensive experiments results, for each evaluation metrics, we can study how skilful these prediction techniques are when compared with the “Ideal” and “Baseline” classifiers.

According to Figure 7.8, it is observed that among the top 10 accuracy values, only one undersampling technique (one-sided selection) performs well; the remaining are all oversampling techniques. Moreover, two predictors (random forest and extreme gradient boosting) occupy the top ten accuracy list. Specifically, random forest (RF) plus one-side selection (OSS), and extreme gradient boosting (XGB) plus OSS achieve very high accuracy, 97.02%, and 96.92% respectively. However, their accuracy value are gently lower than the accuracy achieved by RF in the original dataset. It is also noted that RF or XGB plus some resampling techniques (one-sided selection, random oversampling, SMOTE, Borderline family, ADASYN and SMOTE - Tomek) significantly
improves the accuracy compared with the Baseline classifier (accuracy = 90.56%). It is concluded that random forest is the technique winning the top accuracy value.

From Figure 7.9, it is found that among the top 10 prediction techniques, only one uses the undersampling technique (one-sided selection); the remaining are all oversampling techniques. One-sided selection (OSS) performs better in achieving high precision compared with other resampling techniques. Take random forest (RF) as an example, the precision value of RF plus OSS is higher than RF plus other resampling techniques. However, the precision of OSS plus OSS (91.69%) is slightly lower than the precision of RF without using resampling techniques (93.28%). This is the same case for RF plus OSS, and extreme gradient boosting (XGB) plus OSS. Notably, these top ten prediction techniques significantly outperform the baseline classifier with the precision value only 0. It is concluded that random forest is the technique winning the top precision value.

According to Figure 7.10, it is clearly seen that the highest recall value (97.15%)
is achieved by extreme gradient boosting (XGB) plus NearMiss-2. It is also observed that for the predictors of XGB and random forest (RF), NearMiss-2 outperforms its counterpart NearMiss-1 regarding recall value. For instance, the recall value of NearMiss-2 plus XGB is 2.92% higher than that of NearMiss-1 plus XGB. Similarly, the recall value of NearMiss-2 plus RF is 2.86% higher than that of NearMiss-1 plus RF. Moreover, it is interesting to find that artificial neural network (ANN) occupies three positions (i.e., ANN + Borderline-2, ANN + NearMiss-1, and ANN + ADASYN) in the top 10 prediction techniques regarding recall value. Specifically, ANN plus Borderline-2 surpasses ANN plus NearMiss-1, and ANN plus NearMiss-1 performs slightly better than ANN plus ADASYN. Since the recall value of Baseline classifier is only 0, these top 10 prediction techniques considerably improve their recall value. It is concluded that extreme gradient boosting (XGB) plus NearMiss-2 is the technique winning the top recall value.
Figure 7.10: Top 10 techniques measured by recall

Figure 7.11 shows that random forest (RF) and extreme gradient boosting (XGB) play a dominant role in those techniques achieving top ten $F_2$ values. From the perspective of resampling techniques, the top ten $F_2$ values are only achieved by oversampling techniques. Especially, SMOTE, its variants the family of Borderline, two combined resampling method (SMOTE-Tomek and SMOTE-ENN), and random oversampling (ROS) are the most outstanding methods to get a high $F_2$ value. RF beats XGB regarding $F_2$ score because the top 4 $F_2$ values are all achieved by RF. Specifically, RF plus Borderline-2 won the top $F_2$ value, followed by RF plus SMOTE-ENN, RF plus SMOTE, and RF plus Borderline-1. It is concluded that random forest (RF) plus Borderline-2 is the technique winning the top $F_2$ value.

Figure 7.12 presents that still random forest (RF) and extreme gradient boosting (XGB) stand out in the top ten ROCs. Regarding resampling techniques, the top ten ROC values are dominantly achieved by oversampling techniques. Only one undersampling technique (random undersampling) achieved a decent ROC value. Especially,
random oversampling (ROS), SMOTE, its variants the family of Borderline, ADASYN, two combined resampling method (SMOTE-Tomek and SMOTE-ENN), and random undersampling are the most superior methods to get a high ROC value. This time XGB excels RF because the top 8 ROC values are all achieved by XGB. Specifically, XGB plus ROS ranks the top, followed by XGB plus Borderline-2, and XGB by SMOTE-ENN. It is concluded that extreme gradient boosting (XGB) + random oversampling (ROS) is the technique winning the top ROC value.

We summarise our finding as follows:

- The technique of winning the top accuracy and precision value: random forest (RF)

- The technique of winning the top recall value: extreme gradient boosting (XGB) + NearMiss-2

- The technique of winning the top $F_2$ value: random forest (RF) + Borderline-2
The technique of winning the top ROC value: extreme gradient boosting (XGB) + random oversampling (ROS)

Figure 7.13 shows the radar chart of the above four prediction techniques upon the five evaluation metrics.

7.11 Mathematical Model and Assumptions on Providers’ Profit

So far, we identified the four prediction techniques in achieving the highest value of accuracy, precision, recall, $F_2$ and ROC respectively. However, it is not clear for providers how each prediction technique impacts the profit they can earn. Hence, providers would not be able to choose which prediction technique is best given their workload characteristics. In order to answer this question, we further investigate the capability of these four prediction techniques in achieving the profit and compare them...
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Figure 7.13: Radar chart of the four prediction techniques based on the five evaluation metrics with the Ideal and Baseline classifiers.

Firstly, for clarity and quick reference, we develop a set of mathematical symbols in Table 7.9 to characterize the elements in our mathematical model frequently used hereafter.

For simplicity, we assume that each job $J_i$ in $J$ shares the equal expense $E$ and revenue $R$, hence, their profit margin is also equal. Therefore, we have the following formulas:

\[ \text{Margin} = \frac{R - E}{R} \]
\[ \text{Profit}_{max} = \text{Margin} \times R \times (N_{TN} + N_{FP}) \]

### 7.11.1 Admission Control Policy and Profit Loss Matrix

Given the outcome of each prediction technique, providers consider the following admission control policies shown in Table 7.10 in order to optimize their profit.
Table 7.9: Notation used in the mathematical model of providers’ profit

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td>A set of batch jobs or workloads</td>
</tr>
<tr>
<td>$J_i$</td>
<td>a batch job or workload instance in $J$</td>
</tr>
<tr>
<td>$N_{TN}$</td>
<td>The quantity of True Negative (TN) jobs in $J$</td>
</tr>
<tr>
<td>$N_{FP}$</td>
<td>The quantity of False Positive (FP) jobs in $J$</td>
</tr>
<tr>
<td>$N_{FN}$</td>
<td>The quantity of False Negative (FN) jobs in $J$</td>
</tr>
<tr>
<td>$N_{TP}$</td>
<td>The quantity of True Positive (TP) jobs in $J$</td>
</tr>
<tr>
<td>$E_i$</td>
<td>The expense of processing a job $J_i$</td>
</tr>
<tr>
<td>$R_i$</td>
<td>The revenue that a provider gets if successfully processing a job $J_i$</td>
</tr>
<tr>
<td>$E_i$</td>
<td>the expense of processing a job $J_i$</td>
</tr>
<tr>
<td>$Margin_i$</td>
<td>The profit margin that a provider makes if successfully processing a job $J_i$</td>
</tr>
<tr>
<td>$PenaltyRate$</td>
<td>The penalty ratio when a provider violated SLA</td>
</tr>
<tr>
<td>$Profit_J$</td>
<td>The actual profit that a provider makes after processing $J$</td>
</tr>
<tr>
<td>$Profit_{max}$</td>
<td>The maximized profit that a provider makes</td>
</tr>
<tr>
<td>$ProfitRatio$</td>
<td>The percentage of the actual profit after processing $J$ over the maximized profit that a provider makes. It is defined by $\frac{Profit_J}{Profit_{max}}$</td>
</tr>
</tbody>
</table>

- Accept: provider will accept a batch job $J_i$ if it is predicted as “non-violated”. In this case, $N_{TN}$ plus $N_{FP}$ jobs will be accepted by providers.

- Reject: providers will reject a batch job $J_i$ if it is predicted as “violated”. In this case, $N_{FN}$ plus $N_{TP}$ batch jobs will be rejected by providers.

Table 7.10: Admission control policy matrix by providers

<table>
<thead>
<tr>
<th>Violated (Real)</th>
<th>Non-Violated (Real)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violated (Prediction)</td>
<td>Reject</td>
</tr>
<tr>
<td>Non-Violated (Prediction)</td>
<td>Accept</td>
</tr>
</tbody>
</table>

According to Table 7.10, there are four situations considered:
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- TN (True Negative): means a job $J_i$ is actually “non-violated” and the prediction technique successfully predicts it as “non-violated”. This is a good situation, and hence no profit loss will be produced. Clearly, providers will accept this job $J_i$.

- FN (False Negative): means a job $J_i$ is actually “violated” and the prediction technique misclassifies it as “non-violated”. In this case, providers will accept this job $J_i$. However, processing $J_i$ in the production environment will cause loss not only the cost $E$, but also the penalty (equals to $PenaltyRate \times E$) generated due to SLA violation contract. The total profit loss can be calculated as $(1 + PenaltyRate) \times E$.

- TP (True Positive): means the job $J_i$ is actually “violated” and the prediction technique successfully predicts it as “violated”. This is a good situation and providers would reject $J_i$. In this case, no profit loss will be produced.

- FP (False Positive): means the job $J_i$ is actually “non-violated” and the classifier mistakenly predicts it as “violated”. In this case, providers will reject to process this job $J_i$. However, giving up processing $J_i$ in the production environment will cause the profit loss with the value of $(R - E)$.

As profit loss is generated by the either accepting or rejecting admission control policy, matrix based on the profit loss of every decision can be derived from the above admission control matrix and can be useful to evaluate the business value (profit-oriented) of a prediction technique. The details of profit loss information are shown in Table 7.11.

Table 7.11: Profit loss matrix for SLA violation detection problem (Unit: dollars/job)

<table>
<thead>
<tr>
<th>Violated (Real)</th>
<th>Non-Violated (Real)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violated (Prediction)</td>
<td>0</td>
</tr>
<tr>
<td>Non-Violated (Prediction)</td>
<td>$(1 + PenaltyRate) \times E$</td>
</tr>
</tbody>
</table>
7.11.2 The Formulation of a Provider’s Profit

Now, we can derive the formula of a provider’s profit $Profit_J$ after processing $J$ based on the SLA violation detection outcome by a particular prediction technique.

$$Profit_J = (R - E) \times (N_{TN} + N_{FP}) - (1 + PenaltyRate) \times E \times N_{FN} - (R - E) \times N_{FP}$$

$$= Margin \times R \times N_{TN} - (1 + PenaltyRate) \times R \times (1 - Margin) \times N_{FN}$$

Then, the $ProfitRatio$ can be calculated according to the following formula:

$$ProfitRatio = \frac{Profit_J}{Profit_{max}}$$

$$= \frac{Margin \times R \times N_{TN} - (1 + PenaltyRate) \times R \times (1 - Margin) \times N_{FN}}{Margin \times R \times (N_{TN} + N_{FP})}$$

$$= \frac{Margin \times N_{TN} - (1 + PenaltyRate) \times (1 - Margin) \times N_{FN}}{Margin \times (N_{TN} + N_{FP})}$$

It is seen that $ProfitRatio$ is irrelevant to the revenue $R$, but dependents on the $PenaltyRate$ and $ProfitMargin$. In order to explore how a provider’s profit varies as the $PenaltyRate$ and $ProfitMargin$ changes given by the outcome of a prediction technique, we consider three types of $PenaltyRate = \{Low, Medium, High\}$, which matches Alibaba’s SLA definition [49], and three different types of $ProfitMargin = \{Low, Medium, High\}$. Their possible combinations are detailed in Table 7.12.
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Table 7.12: Different combination of PenaltyRate and ProfitMargin

<table>
<thead>
<tr>
<th>PenaltyRate</th>
<th>PenaltyMargin</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>Low PenaltyRate, Low ProfitMargin</td>
</tr>
<tr>
<td>0.25</td>
<td>0.1</td>
<td>Medium PenaltyRate, Low ProfitMargin</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>High PenaltyRate, Low ProfitMargin</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>Low PenaltyRate, Medium ProfitMargin</td>
</tr>
<tr>
<td>0.25</td>
<td>0.2</td>
<td>Medium PenaltyRate, Medium ProfitMargin</td>
</tr>
<tr>
<td>1</td>
<td>0.2</td>
<td>High PenaltyRate, Medium ProfitMargin</td>
</tr>
<tr>
<td>0.1</td>
<td>0.3</td>
<td>Low PenaltyRate, High ProfitMargin</td>
</tr>
<tr>
<td>0.25</td>
<td>0.3</td>
<td>Medium PenaltyRate, High ProfitMargin</td>
</tr>
<tr>
<td>1</td>
<td>0.3</td>
<td>High PenaltyRate, High ProfitMargin</td>
</tr>
</tbody>
</table>

7.12 Experiments and Discussion

In order to measure how much profit a prediction technique can generate based on its prediction outcome, we calculate the value of ProfitRatio using the above formula for each of the four prediction techniques over the nine different combinations of PenaltyRate (abbreviated as PR in Figure 7.14) and ProfitMargin (abbreviated as PM in Figure 7.14) described in Table 7.12. The result in comparison with the ProfitRatio value of the Ideal and Baseline classifier is shown in Figure 7.14.

It is found that for each prediction technique using the same PenaltyRate, the value of ProfitRatio increases as the profit margin increases. This is because providers can get more profit from a prediction technique that correctly predicts more true negative jobs. For example, extreme gradient boosting (XGB) plus NearMiss-2 (the top recall winner) increases its ProfitRatio by 4.98% from low profit margin to medium ProfitMargin, and 1.59% from medium ProfitMargin to high ProfitMargin given a low PenaltyRate.

Overall, XGB plus random oversampling (ROS) and random forest (RF) plus Borderline-2 are the top two prediction techniques to acquire profit. Next is RF (the top accuracy and precision value winner), while XGB+NearMiss-2 (the top recall value
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Figure 7.14: The capability of a prediction technique in achieving profit on different PenaltyRate and ProfitMargin combinations

winner) ranks the last. Specifically, when a low ProfitMargin is applied, it is seen that XGB plus ROS (the top ROC winner) clearly outperforms RF plus borderline-2 (the top $F_2$ value). The most improvement ratio by XGB+ROS over RF+borderline-2 is 11.7% when a high PenaltyRate is set. On the contrary, if a high ProfitMargin is set, it is seen that RF plus borderline-2 (the top $F_2$ value) is slightly stronger than XGB plus ROS (the top ROC winner) regarding the capability of making a profit. Similarly, if a medium ProfitMargin is applied, RF plus borderline-2 (the top $F_2$ value) is gently better than XGB plus ROS (the top ROC winner) except a high PenaltyRate is set.

Even though XGB plus NearMiss-2 achieves the top recall value, it performs worse in maximizing the profit. The reason is that XGB+NearMiss-2 featured by a very high recall value (97.15%) and an extremely low precision value (only 13.64%), suffers lots of false positive cases. According to the admission control policies, lots of false positive misclassification makes providers reject these batch jobs, and hence causes a heavy loss.
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of profit. Comparatively, RF plus borderline-2 (precision = 75.36%, recall = 86.02%), XGB plus ROS (precision = 59.12%, recall = 92.43%), and RF (precision = 93.28%, recall = 74.08%) reasonably balanced the precision and recall, and hence they achieve a more decent profit.

Moreover, it is observed that the Baseline classifier fluctuates significantly over the nine combinations of PenaltyRate and ProfitMargin. Specifically, when a low ProfitMargin is applied, the profit it gets is minus. This is because the precision and recall value of Baseline classifier is zero, which causes a very high penalty, and the benefit from correctly predicting true negative jobs is very limited when a low ProfitMargin is set. This situation changes when higher ProfitMargin (e.g., medium ProfitMargin and high ProfitMargin) are applied. It can be concluded that RF plus borderline-2 and XGB plus ROS are the two best prediction techniques with that providers can make optimal profit based on their prediction outcome of SLA violation.

It is worth noting that both RF and XGB provide human interpretable results. According to the aforementioned working mechanism of RF and XGB, multiple single decision trees are generated and work together towards the final prediction outcome. Each single decision tree provides a very intuitive way to understand how it works on the prediction, because it follows a method of decision-making that is very similar to how humans make decisions with a chain of simple rules. Both RF and XGB can visualize any single decision trees inside them. An example of a selected single decision trees (the depth of the tree is set to 3 for better visualization) for RF and XGB respectively is shown in Figure 7.15.

It is observed from Figure 7.15(a) that among totally five appeared features, there are three features (i.e., $X_6, X_7,$ and $X_8$) belonging to BDPaaS layer. Similarly, according to Figure 7.15(b), among totally five appeared features, there are four features (i.e., $X_4, X_5, X_7,$ and $X_8$) belonging to BDPaaS layer. This demonstrates that the features at BDPaaS layer (i.e., $X_4 - X_8$) play a dominant part in determining the final violation status compared with other features from BDSaaS and CIaaS layer.

In addition, both RF and XGB allow us to disclose each feature’s importance in the classification of SLA violation. Based on our well-trained model, the average importance of these ten features based on 10-fold stratified cross validation is shown in Figure
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(a) Random forest plus Borderline-2

(b) Extreme gradient boosting plus random oversampling

Figure 7.15: An example of selected single decision tree for RF and XGB respectively.

7.16(a) for random forest (RF) plus Borderline-2 and in Figure 7.16(b) for extreme gradient boosting (XGB) plus random oversampling (ROS) respectively. It is observed that the \textit{real\_cpu\_max} has the highest contribution, followed by \textit{memory\_requested} and the number of instances for XGB plus ROS. Also, it is seen that the \textit{real\_cpu\_max} has the top contribution, and the next is \textit{real\_cpu\_avg}, followed by \textit{real\_mem\_avg} for RF + Borderline-2. Moreover, \textit{memory\_capacity} and \textit{cpu\_requested} have much lower contributions than other features in both RF and XGB predictors.

Further, we aggregate the feature importance by layers and present the graphical representation in Figure 7.17. It is found that for XGB plus ROS, the aggregated features importance at BDPaaS layer is dominant, occupying 63%, roughly two times
CHAPTER 7. DETECTION OF SLA VIOLATION FOR BIG DATA ANALYTICS APPLICATIONS IN CLOUD

(a) Random forest plus Borderline-2

(b) Extreme gradient boosting plus random oversampling

Figure 7.16: The average importance of each feature in RF and XGB respectively
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of that at BDaaS layer (29%), and eight times of that at CIaaS layer (8%). Similarly, for RF plus Borderline-2, the aggregated features importance at BDPaaS layer is also dominant, occupying 72%, roughly three times of that at BDaaS layer (20%), and nine times of that at CIaaS layer (8%).

It can be concluded that both XGB and RF attach more importance to the features from BDPaaS layer (i.e., \textit{real\_cpu\_max}, \textit{real\_cpu\_avg}, \textit{number\_of\_instances}, and \textit{real\_mem\_avg}) compared with the feature (\textit{cpu\_requested}) at BDaaS layer and the feature (\textit{memory\_capcacity}) at CIaaS layer. This is a further evidence that the features at BDPaaS layer (i.e., $X_4 - X_8$) are determinant factors to detect final violation status.

Such findings uncover the hidden patterns of the multiple configurations across layers and provide insightful information to providers for decision making. Concretely, BDPaaS layer needs more attention so that it can better serve the batch job workloads. For example, at BDPaaS layer, scheduling a batch job that better allocates the CPU or memory or reasonably split the job into the number of instances can improve the efficacy in reducing the SLA violations. On the contrary, paying attention to the capacity of memory or CPU at CIaaS layer, or the requested CPU at BDaaS layer will generate insignificant efficacy in reducing the SLA violations.

It is worthy mentioning that (i) our proposed SLA violation detection techniques are readily generalized to the wide context of machine learning / artificial intelligence applications (e.g., neural network, regressions, classifications etc.,) as long as the features of such applications can be captured; (ii) our proposed SLA violation detection techniques can also be applied to near-real time scenario to detect violations before they happen. That is to say, for any incoming application in a near-real time scenario, we can predict its SLA violation outcome timely based on our well-trained and saved prediction models.

7.13 Summary

We addressed the problem of detecting SLA violations for a real cloud-hosted BDAA in this Chapter. We used the dataset that is newly released by Alibaba and
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(a) Random forest plus Borderline-2

(b) Extreme gradient boosting plus random oversampling

Figure 7.17: The aggregated feature importance by layer in RF and XGB
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contains detailed trace information regarding batch workloads among 1300 machines in 12 hours. We explored four diverse machine learning-based predictors (i.e., logistics regression, artificial neural network, random forest, and extreme gradient boosting) to detect the SLA violations. Since the dataset is heavily skewed, we also examined 12 different resampling techniques to handle the challenge of data skewness in order to acquire better performance. Standard statistical significance metrics, such as accuracy, precision, recall, $F_2$, and ROC has been applied to test the practicality and efficiency of the predictors. Most importantly, we designed a novel mathematical model regarding provider’s profit and evaluated the capability of these prediction techniques in helping providers’ optimizing their profits. Importantly, the hidden patterns of the multiple configurations across layers are uncovered, and insightful information is provided for providers’ decision making.
Chapter 8

Conclusion and Future Works

8.1 Summary of the Research

In this thesis, we focused on the research problem: How to manage service level agreements (SLAs) for big data analytics application (BDAAs) in cloud in ensuring SLAs guarantee? This research problem is broken down into five research questions. From Chapter 3 to Chapter 7, novel approaches to address these five research questions are discussed.

Chapter 3 addressed the first research question RQ1: What is the landscape of the extant research on service level agreements (SLAs) management for big data analytics application (BDAAs) in cloud and how to classify them from different perspectives? In this Chapter, using a systematic literature review methodology, we conducted an in-depth literature review on the SLA management for BDAAs in cloud. Based on this comprehensive review, we proposed a novel thematic taxonomy that consists of six core dimensions including Actors, Layers, Techniques, Cloud deployment models, SLA metrics and Conceptualization. Through the lens of this review, the findings of each dimension have been discussed.

Chapter 4 addressed the research question RQ2: How to describe and model service level agreements (SLAs) for cloud-hosted big data analytics application (BDAAs) in a unified and structured way, and specify common and niche SLA metrics while respecting characteristics of BDAAs? We proposed a novel conceptual SLA model that is suitable for BDAAs in cloud. This model can not only demonstrate different types of SLAs (aSLA,
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pSLA, and cSLA) in a structured format and provide a universal way to look at SLAs for BDAAs but also indicate their strong dependencies relationship for future researchers to understand. Also, we presented a new multi-dimensional categorization scheme regarding SLA metrics for BDAAs in cloud. This categorization scheme consists of common metrics and niche metrics for each layer and respects characteristics of BDAAs. It provides a guideline for providers and customers to understand SLA conventions between them and make design decision in particular concerning the definition and specification of SLAs.

Chapter 5 addressed the research question \( RQ3 \): How to model and simulate cloud-hosted big data analytics application (BDAAs) across layers to facilitate SLAs management? To demonstrate the research gap regarding the existing simulation tools and motivate a new simulator, a detailed literature review were conducted. Then, we designed and implemented a new discrete event-based simulator called IoTSim on top of Cloudsim. The layer-based architecture of IoTSim, the fundamental entities and their correlation, and implementation details have been discussed. The evaluation has proven the efficacy of IoTSim.

Chapter 6 addressed the research question \( RQ4 \): How to achieve SLA-driven scheduling for cloud-hosted big data analytics application (BDAAs) across layers while guaranteeing SLAs? In this chapter, we presented a high-level system model for SLA-driven scheduling BDAAs in public cloud. Next, we formulated the SLA-driven scheduling problem as a multi-objective optimization problem. We then developed and evaluated a novel SLA-driven scheduling algorithm that solves the above optimization problem. Extensive experiments not only demonstrate that the proposed algorithm outperforms the baseline NoSLA algorithm but also proves that its time-complexity is very similar to the well-known exhaustive search heuristics.

Chapter 7 addressed the research question of \( RQ5 \): How to detect SLA violations for cloud-hosted big data analytics application (BDAAs) across layers before they happen to maximize providers’ profit? In this Chapter, we investigated the problem of detecting SLA violations in a real dataset. This dataset is released on September 2017 by Alibaba and keeps detailed trace information regarding batch workloads among 1300 machines in 12 hours, which provides a good representation of big data application deployed in cloud
computing environment. We explored four diverse machine learning-based predictors (i.e., logistics regression, artificial neural network, random forest, and extreme gradient boosting) to detect the SLA violations. Since the dataset is heavily skewed, we also examined 12 different resampling techniques to handle the challenge of data skewness in order to acquire better performance. Standard statistical significance measures, such as accuracy, precision, recall and so on has been applied to test the practicality and efficiency of the predictors. Most importantly, a mathematical formulation to model provider’s profit has been built and tested the capability of these prediction techniques in helping providers’ making profits.

8.2 Major Research Contributions

To the best of our knowledge, this thesis is the very earliest attempt towards the SLA management for cloud-hosted BDAAs. In summary, this thesis makes five major research contributions as following.

8.2.1 A Novel Thematic Taxonomy of SLA Management for BDAAs in Cloud Using Systematic Literature Review Methodology

We have conducted a systematic literature review of the SLA management for cloud-hosted BDAAs in Chapter 3, which leads to the first contribution (a systematic literature review contribution). To the best of our knowledge, the in-depth survey of SLA management for cloud-hosted BDAAs is very scarce. This contribution has not only provide future researchers an outlook on SLA management for the applications, but it also provides insight into understanding the different research perspectives (Actors, Layers, Techniques, Cloud deployment models, SLA metrics and Conceptualization) of many works in this research area.
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8.2.2 A New SLA Model and General Categorization Scheme of SLA Metrics for BDAAs in Cloud

This second contribution (a conceptual contribution) is presented in Chapter 4. The work is one of the first attempts comprehensively investigating the SLA management problem in the context of cloud-hosted big data analytics applications. Current literature lacks the depth as well as the breadth of knowledge required to model and understand SLAs for BDAAs. The proposed SLA model not only facilitates future researchers to understand SLAs for cloud-hosted BDAAs in a universal and structured way but also offers a novel categorization scheme of SLA metrics. Thus the proposed model establishes a perfect guideline for providers and customers to understand SLA conventions between them and make decision in particular concerning the definition and specification of SLAs in the context of cloud-hosted BDAAs.

8.2.3 A New Simulation Toolkit for Modeling and Simulating BDAAs in Cloud

We have designed and developed a new simulator in Chapter 5, which leads to the third contribution (a technical contribution). This simulator is built on top of Cloudsim and extensively extends and enhances its functionality and capabilities by effectively modeling and simulating MapReduce-based big data analytics applications in cloud. Future readers can successfully model and simulate the features, components, and behaviors of MapReduce as it does in the real world. Also, this simulator offers an efficient tool for future readers to perform experiments under non-static conditions (e.g., availability and workload pattern) in a controllable environment where tests can be re-executed, evaluated the performance or efficacy of their solutions if meeting SLA requirements.

8.2.4 A New Cost-efficient SLA-driven Scheduling Algorithm for MapReduce applications

A new cost-efficient SLA-driven scheduling algorithm for MapReduce-based applications has been designed and implemented in Chapter 6. This is the fourth contribution
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(a technical contribution). This novel scheduling algorithm not only satisfies SLA requirements agreed between providers and customers but also minimizes the cost for customers while provisioning an optimal allocation of the public cloud resources to Hadoop (an open source implementation of MapReduce programming model) processes. The extensive experiments clearly show that our proposed SLA-driven algorithm can help users reduce the cost of executing MapReduce-based BDAAs on public clouds by about 25% to 50% while meeting diverse SLA requirements. This work successfully delivers a robust SLA-driven algorithm to optimize Hadoop performance on public clouds given multiple SLA constraints.

8.2.5 A Novel SLA Violation Detection for BDAAs in Cloud

We successfully detect SLA violations for Alibaba’s batch workloads deployed in cloud environment through the exploration and evaluation of the four representative machine learning techniques (i.e., Logistics Regression, Artificial Neural Network, Random Forest, and Extreme Gradient Boosting) with 12 diverse resampling techniques (5 oversampling, 5 undersampling and 2 combined resampling), which leads to the fifth contribution (a technical contribution). Moreover, we design a mathematical model to formulate the provider’s profit and investigate how the outcome of a prediction technique impact providers’ profit. This work is one of the first attempts towards detection of SLA violations for big data analytics applications using machine learning and data skewness handling techniques. This work will help providers to choose the best performing prediction technique, and most importantly, it uncovers the hidden patterns of the multiple configurations across layers and provides insightful information for providers’ decision making.

8.3 Limitations and Future Works

The work in Chapter 5 regarding the proposed simulators is only suitable for simulating and modeling performance of the MapReduce programming model in cloud environment. Hence, it is insufficient in the context of modeling and simulating the behavior of cloud-hosted stream processing model. Since stream processing has recently
received increasing attention, future work could study on the modeling and simulation of SLA management for cloud-hosted stream processing model. Our work will be beneficial in doing this new SLA work in the context of stream model because the proposed architecture in Section 5.5 provides an extensible and scalable framework for future researchers who can develop new functions and capabilities on top of it to support modeling and simulating stream-based application workloads.

The work in Chapter 6 regarding the proposed SLA-driven scheduling algorithm is limited to optimal scheduling MapReduce-based BDAAs. It is not able to schedule stream-based applications yet. Future work could study how to achieve SLA-driven scheduling for these stream-based applications. Our work is constructive in addressing the challenge of SLA-driven scheduling in the context of stream processing model because the proposed algorithms and evaluation methodology set good examples for future researchers to formulate a new mathematical model and develop new algorithm on top of it in achieving the optimal schedule of stream-based applications.

Two future works might arise from our studies in Chapter 7 regarding the detection of SLA violation for BDAAs in cloud. On the one hand, we formulated the SLA violation detection problem as a binary classification problem. Future work could apply anomaly detection-based technique to identify unusual patterns that do not conform to expected behavior (i.e., the batch job is “violated”) in the Alibaba dataset. Our work is very constructive for future researchers in the application of the anomaly detection technique to detect SLA violations for cloud-hosted BDAAs because the extracted features set and proposed mathematical profit model can be utilized by future researchers. On the other hand, we only explored the SLA violation detection for batch-based workload. Future work could extend our prediction techniques and data skewness handling techniques to stream-based BDA workload. Still, our work is very helpful for future researchers to conduct this investigation.

Last but not least, the advent of Fog Computing and Edge Computing (See Section 2.6.2.2) also bring future works towards SLA-specific management in such context. These two new computing paradigms as powerful complimentary architecture to Cloud Computing have attracted research attentions recently and also have a strong need of SLA to manage the level and quality of service [178]. Although the results of our thesis
are specifically targeted to the SLA management for BDAAs in Cloud environment, they undoubtedly provide lots of insight on how to manage SLA for BDAAs in the context of Fog Computing and Edge Computing. Our proposed SLA model, categorization scheme of SLA metrics, and SLA violation detection techniques could be readily extended and applied to such context for future researchers.

It is believed that the above (but not limited to) future research directions will advance the technology presented in this thesis and contribute to academia and industry.
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