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Understanding carrier recombination mechanisms and quantifying recombination dynamics are key to improving the performance of state-of-the-art perovskite solar cells. Here, we present a method to quantify the quality of perovskite thin films using a combination of steady-state and transient photoluminescence measurements. The combined experimental datasets are fitted using a single, general recombination model, from which detailed trap and recombination parameters can be extracted, and the accuracy of the fitted values is estimated. This approach expands the application of photoluminescence measurements to include quantitative evaluation of the most relevant defect characteristics, including trap density, energy level, and carrier capture coefficients. We apply this approach to compare perovskite films of the widely studied methyl-ammonium lead iodide (MAPbI₃) with the high performance quadruple-cation, mixed-halide composition Cs₀.₀₇Rb₀.₀₃(FA₀.₈₅MA₀.₁₅)₀.₉Pb(I₀.₈₅Br₀.₁₅)₃. Our quantitative analysis of trap properties in these perovskite films suggests that the superior performance of the quadruple cation films may be due to a greatly reduced electron capture coefficient, rather than a significant reduction in the trap density.

Published by AIP Publishing. https://doi.org/10.1063/1.5029278

INTRODUCTION

Hybrid organic-inorganic perovskite materials with the chemical composition ABX₃ [(A = Cs⁺, Rb⁺, CH₃NH₃⁺ (methylammonium cations or MA), or CH₃NH₃⁺ (formamidinium cations or FA); B = Pb²⁺ or Sn²⁺; and X = I⁻, Br⁻, or Cl⁻] were first applied to solar cells in 2009.¹ Since then, the performance of hybrid lead halide perovskite solar cells has improved dramatically, leading to the current efficiency record of 22.7%.² The rapid emergence of this technology has been driven by developments in several areas including cell structures, deposition methods, material compositions, and improved understanding of perovskite material properties.

One of the defining characteristics of perovskite solar cells is their high open circuit voltage, with the best mixed-cation, mixed-halide compositions achieving a Voc of 1.2 V and a bandgap of ~1.6 eV.³ Such performance results from the excellent optoelectronic properties of solution-processed perovskite films and, in particular, their high radiative efficiency. In two recent reviews, Tress⁴ and Stranks⁵ discussed the importance of radiative efficiency for cell performance and identified further reductions in non-radiative recombination as the key to boosting cell efficiency toward theoretical limits.

Under normal operating conditions, non-radiative recombination in perovskite solar cells is dominated by trap-assisted recombination, also referred to as Shockley-Read-Hall (SRH) recombination.⁶ The physical and chemical origin of such traps (or defects) in perovskite materials is an ongoing research topic, but intrinsic defects such as lattice vacancies and interstitial ionic species have been identified as likely contributors. Experimental characterization of recombination dynamics and trap properties is an essential step toward identifying and eventually mitigating specific trap states and requires accurate and reliable methods for comparing different samples and material compositions.

The three main physical parameters that determine how a particular trap state will impact the non-radiative recombination rate are the trap density (Nt), energy level (Eᵣ), and capture cross sections for electrons and holes (σₑ and σₚ, respectively).⁷ Measuring these parameters directly is challenging, and few techniques allow all parameters to be extracted simultaneously. Electrical characterization methods for measuring the trap density and energy level include thermally stimulated current and capacitance vs. frequency measurements at different temperatures.⁷⁻¹⁰ However, both techniques require electrical contacts on the sample which can introduce additional recombination, while the application of an electrical bias can also induce ion migration. Temperature-dependent measurements also present challenges for perovskites due to the possibility of phase transitions and/or thermal degradation.

Steady-state and transient photoluminescence measurements are widely used for studying carrier recombination in perovskite films and solar cells as they are fast and non-contact and can be applied to films, partial devices, and complete cells. Both types of measurements are commonly used to compare the relative quality of samples, where high PL intensity and/or long lifetimes are typically associated with improved cell performance. Alternatively, more detailed quantitative data can be extracted by fitting the experimental measurements to a theoretical recombination model. Ideally, such a model should not only provide a good fit to the experimental data but also allow relevant physical parameters to be extracted.

The most common recombination models used to fit transient measurements are based on the simple rate equation \( \frac{dn}{dt} = G - k₁n - k₂n^2 - k₃n^3 \), where \( n \) is the electron density,
$G$ is the charge-carrier generation rate, $k_1$ is the trap-assisted recombination rate, $k_2$ is the radiative recombination rate, and $k_3$ is the Auger recombination rate. A major limitation of this approach is that the trap-assisted recombination is described by a single rate constant $k_2$, which does not directly relate to the relevant physical trap parameters (density, energy level, and cross-section) identified above. Furthermore, the rate equation is strictly only valid when the electron density ($n$) and hole density ($p$) are equal and when the concentration of generated carriers is much higher than the intrinsic carrier concentration ($n_i$). Only under these conditions, the radiative recombination rate is proportional to $n^2$; more generally, it scales as $(np - n_i^2)$.

The simple rate equation given above was extended by Stranks and Manger to include separate terms for capture and emission of free carriers, as well as the dependence on the trap density and capture cross section. These works provided new insights into carrier recombination dynamics, but the trap energy was still not explicitly included in the model.

A complete physical model of SRH recombination including all three physical trap parameters was used by Wen et al. to fit steady-state PL measurements as a function of the excitation level. However, as we discuss below, steady-state PL measurements depend only weakly on the trap energy level and capture cross-section, and thus, the accuracy with which these parameters can be estimated with this approach is relatively low.

To overcome the limitations of the above methods, here we apply a single, general transient recombination model to fit simultaneously both steady-state and transient PL measurements as a function of excitation intensity. With this approach, we are able to extract recombination coefficients, trap density, trap energy level, capture cross section, and doping density and to estimate the accuracy of the fitted parameters using a sensitivity analysis. The technique is demonstrated on both CH$_3$NH$_3$PbI$_3$ and high-performance quadruple-cation Cs$_{0.07}$Rb$_{0.03}$(FA$_{0.85}$MA$_{0.15}$)$_{0.9}$Pb(I$_{0.85}$Br$_{0.15}$)$_3$ perovskite films, providing a direct comparison of differences in the trap properties in these two perovskite compositions. Interestingly, the most notable difference between the two film compositions is seen in the hole capture cross-section, which differ by two orders of magnitude. While further study is required to verify these observations, the results may provide new insights into the origin of the improved performance of mixed-cation/ mixed-halide perovskites. These results demonstrate the utility of photoluminescence analysis for quantitatively studying trap states in perovskite films.

**THEORY**

In 1952, Shockley and Read investigated the Fermi-Dirac statistics of the recombination of electrons and holes through traps. In the original paper, the theory of trap-assisted recombination kinetics in non-degenerate semiconductors was established in agreement with the experimental results obtained by Hall. Here, we follow the original theory to model the dynamics of carriers and traps during transient and steady-state PL measurements. Table I lists the symbols used in the analytical solution, and the equations related to SRH recombination [Eqs. (5)-(7)] were derived by Shockley and Read.

The density of electrons and holes follows the differential equations

$$\frac{dn}{dt} = G - (U_{rad} + U_{SRH_e} + U_{Aug}),$$

$$\frac{dp}{dt} = G - (U_{rad} + U_{SRH_p} + U_{Aug}),$$

where the radiative recombination rate ($U_{rad}$) and the Auger recombination rate ($U_{Aug}$) are given by

$$U_{rad} = B(np - n_i^2),$$

$$U_{Aug} = \Gamma_{nr}(np - n_i^2) + \Gamma_{pp}(np - n_i^2).$$

Under steady-state conditions, the net rate capture of electrons must be equal to that of holes ($U_{SRH_e} = U_{SRH_p}$). Thus, the net rate of SRH recombination can be expressed as

$$U_{SRH} = \frac{C_nC_p(np - n_ip_1)}{C_n(n + n_i) + C_p(p + p_1)}.$$  

However, the SRH recombination rates of electrons and holes ($U_{SRH_e}$ and $U_{SRH_p}$) are not necessarily equal during transient PL measurements. Therefore, in the general case, the rate of electrons being trapped by the defect state $U_{SRH_e}$ and the rate of the trapped electrons being emitted from the defect state and relaxing to the valence band $U_{SRH_p}$ are expressed, respectively, by

$$U_{SRH_e} = C_n [(1 - f_i)\Delta n - (n_0 + n_1)\Delta f_i],$$

$$U_{SRH_p} = C_p [f_i \Delta p + (p_0 + p_1)\Delta f_i].$$

The initial value $f_0 = \frac{1}{1+n_i/m_0} = 1 - \frac{1}{1+p_0/p_0}$ refers to equilibrium conditions, $f_i = f_0 + \Delta f_i$, and electrical neutrality requires that $\Delta p - \Delta n = N_i \Delta f_i$. Thus, the change in the fraction of occupied traps depends on the trap density. Meanwhile, $C_n$ and $C_p$ will be affected by both the trap density and the capture cross section of electrons and holes, where $C_n = N_i(c_n) = N_i\sigma_n v_{th}$ and $C_p = N_i(c_p) = N_i\sigma_p v_{th}$. Also, $n_1 = N_e \exp\left(\frac{E_g - E_F}{kT}\right)$ and $p_1 = N_v \exp\left(\frac{E_F - E_F}{kT}\right)$ have a strong dependence on the trap energy level. Therefore, apart from constants, all variables used in the equations of SRH recombination can be expressed by the trap density ($N_i$), trap energy level ($E_i$), and the capture cross sections of electrons and holes ($\sigma_n$ and $\sigma_p$).

For the required constants in the model, the semiconductor bandgap $E_g$ was extracted from measured PL spectra (Fig. S2 in the supplementary material). The effective densities of states $N_e$ and $N_v$ of the perovskite materials are calculated according to the reported effective masses of electrons and holes ($m_e^*$ and $m_h^*$). Furthermore, following the approach of Stranks, Manger, and Wen, we assume that the recombination is dominated by a single type of trap, although the presence of multiple traps has been reported. This is sufficient to obtain very good fits to
TABLE I. Symbols.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>Electron density in the conduction band</td>
</tr>
<tr>
<td>p</td>
<td>Hole density in the valence band</td>
</tr>
<tr>
<td>G</td>
<td>Generation rate</td>
</tr>
<tr>
<td>$U_{\text{rad}}$</td>
<td>Radiative recombination rate</td>
</tr>
<tr>
<td>$U_{\text{SRH}}$</td>
<td>Shockley-Read-Hall recombination rate</td>
</tr>
<tr>
<td>$U_{\text{Aug}}$</td>
<td>Auger recombination rate</td>
</tr>
<tr>
<td>$n_i$</td>
<td>Intrinsic carrier density</td>
</tr>
<tr>
<td>$\Gamma^e$</td>
<td>Auger recombination coefficient of electrons</td>
</tr>
<tr>
<td>$\Gamma^h$</td>
<td>Auger recombination coefficient of holes</td>
</tr>
<tr>
<td>$C_e$</td>
<td>Shockley-Read-Hall recombination coefficient of electrons</td>
</tr>
<tr>
<td>$f_i$</td>
<td>Fraction of traps occupied by electrons</td>
</tr>
<tr>
<td>$N_t$</td>
<td>Shockley-Read-Hall recombination rate of holes</td>
</tr>
<tr>
<td>$\alpha^e$</td>
<td>Capture cross-section of electrons</td>
</tr>
<tr>
<td>$\alpha^h$</td>
<td>Capture cross-section of holes</td>
</tr>
<tr>
<td>$v_{\text{th}}$</td>
<td>Thermal velocity</td>
</tr>
<tr>
<td>$N_A$</td>
<td>Acceptor density</td>
</tr>
</tbody>
</table>

the experimental parameters, suggesting either that the assumption of a single trap state is valid or that the extracted trap parameters correspond to “effective” values with contributions from several different trap states. It is not possible to separate these two possibilities with the available data.

**NUMERICAL IMPLEMENTATION**

The recombination expressions summarized in the section on “Theory” were implemented in a time-domain numerical model that could be used to simulate both steady-state and transient experimental conditions. To reproduce a steady-state PL intensity measurement in the model, a constant generation term was set at time $t = 0$, and the time-dependent recombination rates [Eqs. (6) and (7)] were calculated until they reached equilibrium where the SRH recombination rates of electrons and holes were equal [Fig. 1(a)]. Intensity-dependent PL intensity curves were produced by repeating this calculation as a function of the generation rate. Examples of such curves are shown in Figs. 2(a), 2(c), and 2(e), calculated for representative parameter values. When fitting the model to the experimental data, it was necessary to scale the modelled data by a constant value as the experimental measurements were uncalibrated and included optical collection losses. Experimental generation rates were calculated from the laser wavelength, the laser intensity, and the absorption coefficient. The detailed experimental settings are described in the supplementary material.

To simulate a transient PL measurement, we approximated the $\sim 110$ ps excitation laser pulse by a square generation profile and calculated the transient radiative recombination rates following the pulse. The results of such a simulation are shown in Fig. 1(b). The normalized decay curve on the right-hand side of Fig. 1(b) is equivalent to the measured PL decay. The excited carrier density was calculated from the laser wavelength, laser intensity, laser pulse width, and absorption coefficient (see supplementary material for experimental details).

It is common practice to normalize transient PL curves to the initial ($t \approx 0$) data point in order to compare multiple measurements. However, this approach can be sensitive to the very rapid dynamics that occur during and within the first few ns following the excitation pulse. This is illustrated in Fig. 2(a) using a simulated example. Normalizing the PL decay curves with different starting points [points 1–3 in Fig. 2(a), which are separated by only 200 ps] leads to a vertical shift in the normalized results [Fig. 2(b)]. While this may not
be significant when comparing relative decay rates between samples, it is a potential source of error when attempting to fit a numerical model to multiple decay curves measured under different conditions, as in this work. Thus, to minimize the uncertainty caused by normalization, here we instead normalize both the experimental and modeled transient PL curves at a later time of $t = 50$ ns where the decay curves are less steep, and there is no possibility of contribution from the excitation pulse.

Before attempting to fit the recombination model to the experimental data, we first investigate the sensitivity of the steady-state and transient PL measurements to the trap parameters of interest using published parameter values as inputs to the model. For this part, we consider only CH$_3$NH$_3$PbI$_3$, as published experimental data on the trap properties in multi-cation perovskite compositions are limited.

Table II summarizes the key material parameters of CH$_3$NH$_3$PbI$_3$ perovskite films from several different publications.\textsuperscript{5,8,10,13,14,21,22} Significant variations (>two orders of magnitude) are noted in the published values of radiative coefficient ($B$), trap density ($N_t$), and electron capture cross-section ($\langle c_n \rangle$). Many different values have also been reported for trap energy levels ($E_t$), including both shallow hole and shallow electron traps and deep (mid-gap) traps. This wide variation may indicate either wide sample-to-sample variation or large experimental uncertainty (or both). The trap energy levels may also be influenced by whether the perovskite film is p-type or n-type, which has been found to vary depending on fabrication processes.\textsuperscript{22}

Using as input parameter representative values from Table S1 in the supplementary material, Fig. 3 shows simulated PL intensity vs. excitation power curves [Figs. 3(a), 3(c), and 3(e)] and simulated transient PL curves [Figs. 3(b), 3(d), and 3(f)] for varying trap densities [Figs. 3(a) and 3(b)], trap energy levels [Figs. 3(c) and 3(d)], and electron capture coefficients [Figs. 3(e) and 3(f)]. The range of generation rates in the excitation-dependent steady-state PL simulation and the excitation level used in the transient PL simulation ($\sim 1 \times 10^{24}$ cm$^{-3}$ s$^{-1}$) were chosen to approximate our experimental conditions. Note that the decision to normalize the transient PL curves at a time of 50 ns results in apparent trends that may appear different from the standard approach of normalizing to the initial intensity. This does not affect the following parameter fitting procedure since the experimental and simulated curves are normalized in the same way.

As expected, Fig. 3(a) shows that both the shape and magnitude of the steady-state PL intensity curves (radiative recombination rate) are relatively sensitive to changes in the trap density under the simulated conditions. The corresponding transient PL curves in Fig. 3(b) also exhibit a dependence on these parameters, but this dependence weakens at higher trap densities. This suggests that intensity-dependent steady-state PL measurements may be more accurate for extracting trap density when the density is high. In contrast, the steady-state PL curves plotted in Fig. 3(c) show only a very weak dependence on the trap energy level, whereas the transient PL curves have a much stronger dependence. This may be a consequence of the relatively high generation rates simulated for the steady-state case: when the density of photogenerated carriers is much higher than the trap density, the trap occupation rate becomes saturated. The stronger dependence in Fig. 3(d) results from different rates of electron capture and

**TABLE II. Parameters of CH$_3$NH$_3$PbI$_3$ from literatures.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$ (cm$^3$ s$^{-1}$)</td>
<td>$1.3 \times 10^{-10}$ (Ref. 5), $5.0 \times 10^{-13}$ (Ref. 13)</td>
</tr>
<tr>
<td>$N_t$ (cm$^{-3}$)</td>
<td>$2.5 \times 10^{10}$ (Ref. 5), $7.4 \times 10^{16}$ (Ref. 14), $1.04 \times 10^{27}$ (Ref. 14)</td>
</tr>
<tr>
<td>$E_t$ (eV)</td>
<td>$E_r - E_c$, $0.62$, $0.75$, $0.76$, $0.24$, $0.66$</td>
</tr>
<tr>
<td>$\langle c_n \rangle$ (cm$^3$ s$^{-1}$)</td>
<td>$2 \times 10^{-10}$ (Ref. 5), $9.1 \times 10^{-13}$ (Ref. 13)</td>
</tr>
<tr>
<td>$\langle c_r \rangle$ (cm$^3$ s$^{-1}$)</td>
<td>$8 \times 10^{-12}$ (Ref. 5), $3.42 \times 10^{-12}$ (Ref. 13)</td>
</tr>
<tr>
<td>$\Gamma$ (cm$^2$s$^{-1}$)</td>
<td>$1.08 \times 10^{-31}$ (Ref. 13)</td>
</tr>
<tr>
<td>Doping density (cm$^{-3}$)</td>
<td>$N_d = 4.0 \times 10^{16}$ (Ref. 22), $N_d = 2.8 \times 10^{17}$ (Ref. 22)</td>
</tr>
</tbody>
</table>

FIG. 2. (a) Simulated generation rate and transient radiative recombination rate during pulsed excitation. (b) The transient radiative recombination rate normalized at different initial data points 1–3 shown in (a), where these points are separated by 200 ps.
emission at the low excitation level, which are sensitive to the trap energy level. Figures 3(e) and 3(f) exhibit the behavior between the previous two cases: the steady-state PL curves are relatively sensitive to the electron capture coefficient at low generation rates but converge as the generation rate is increased. The transient PL curves in Fig. 3(f) show a transition from a single exponential (radiative recombination-dominated) decay when the capture coefficient is smaller than the emission coefficient (blue curve) to a non-exponential decay at higher capture coefficient values.

The results in Fig. 3 show that at least in some cases, transient PL measurements are relatively insensitive to \( N_t \).
[Fig. 3(b)], while excitation-dependent PL intensity shows little dependence on $E_t$ [Fig. 3(c)] within the experimental conditions simulated. Thus, attempting to extract values of trap properties using only one of these PL measurement techniques would result in large uncertainties. However, fitting a single recombination model to both sets of experimental data simultaneously can significantly improve the accuracy of the fitted trap parameters, as we show below. We further improve the accuracy of the parameter extraction by including in the fitting routine three sets of transient PL spectra for each sample, measured at different excitation levels.

**EXPERIMENTAL RESULTS**

Two perovskite compositions were used in this experiment: the widely studied MAPbI$_3$ and the more recently developed quadruple-cation/mixed halide perovskite Cs$_{0.07}$Rb$_{0.03}$(FA$_{0.85}$MA$_{0.15}$)$_{0.9}$Pb(I$_{0.85}$Br$_{0.15}$)$_3$. Both compositions were deposited as planar films on a glass substrate as described in the supplementary material. Both films were coated with PMMA to passivate surface defects$^{23,24}$ and to provide some protection from ambient humidity. To further protect samples, the measurements were performed in a nitrogen environment. Example J-V curves of perovskite solar cells produced by the same film fabrication processes are shown in Figs. S4 and S5 in the supplementary material.

Steady-state and transient PL measurements were carried out in a confocal microscope during a single measurement session. Further details of the experimental set-up and laser sources are provided in the supplementary material. Steady-state PL spectra were collected first by varying the laser intensity over several orders of magnitude, corresponding to generation rates from $10^{23}$ to $10^{28}$ cm$^{-3}$ s$^{-1}$ (the calculation of the generation rate is shown in the supplementary material). This range of generation rates spans operating regions previously identified as being dominated by monomolecular and bimolecular recombination$^{25,26}$ and at the highest intensities starts to enter the Auger recombination regime. The PL peak intensities are plotted in Figs. 4(a) and 4(c) as a function of the generation rate. Next, time-resolved
PL spectra were measured at the same location on the sample at three different excitation levels [Figs. 4(b) and 4(d)].

To confirm the sample stability during the experiment, films were exposed to the maximum laser intensity used in the steady-state PL measurements for 10 min, and the PL emission was monitored. Samples were tested in two locations: first, on an area of the sample that had already been measured, and second, on a fresh (non-exposed) area. No significant change in the PL intensity was observed in either case (Fig. S3 in the supplementary material).

From the PL spectra of the two samples, we estimate a bandgap of 1.6 eV for both (Fig. S2 in the supplementary material). The absorption coefficients of MAPbI3 and quadruple-cation perovskite films were taken from published values to be $1.5 \times 10^4 \text{cm}^{-1}$ (Ref. 27) and $1.2 \times 10^5 \text{cm}^{-1}$ (Ref. 28), respectively, at a wavelength of approximately 500 nm for the purpose of calculating generation rates within the films.

In the recombination model, seven parameters ($B$, $N_i$, $E_i$, $\langle \epsilon_n \rangle$, $\langle \epsilon_p \rangle$, $\Gamma$, and $N_A$) are unknown. Here, an electron trapping nature is assumed as in Ref. 5 for p-type perovskite materials, corresponding to a trap energy level between the mid-gap and the conduction band. We also assume that the Auger coefficients are equal ($\Gamma_n = \Gamma_p = \Gamma$) to simplify the fitting, as has also been assumed in previous works.13

The recombination model was fitted simultaneously to the four sets of experimental data (one set of steady state PL vs excitation level data and three sets of transient PL data). A single, combined value of normalized root mean square error (NRMSE) was defined (see supplementary material for details) and minimized using a nonlinear optimization routine. The process was repeated several times with different starting conditions to ensure that a stable, global minimum had been found.

The fitted numerical results are plotted in Fig. 4 as solid curves, and the fitted parameters are listed in Table III.

When comparing the experimental data to the numerical model, there are two distinct sources of error that contribute to the NRMSE. The first is noise in the raw experimental data that can be seen clearly in Fig. 4. The second source of error is related to how accurately the numerical model describes the recombination kinetics. In the discussion below, we refer to these as the experimental error and fitting error, respectively. The presence of experimental error means that even if the model captures all of the relevant physical processes, the total NRMSE will remain non-zero. Thus, it is desirable to separate the two error contributions. To approximate this, we first generate a smoothed set of experimental data by applying a moving average function. The experimental uncertainty is then defined as the NRMSE between the smoothed moving average curve and the raw (noisy) data, while the fitting error is defined as the NRMSE between the model and the smoothed experimental data. With this definition, we calculate experimental NRMSE values of 0.1 for both the MAPbI3 and quadruple-cation perovskite films. Using this estimated experimental error as an upper error limit, we define the uncertainty of individual fitted parameters as the range of parameter values within which the fitted NRMSE remains smaller than the experimental NRMSE. Although this is somewhat arbitrary choice, it provides a consistent definition for assigning an uncertainty to the fitted parameters. These uncertainties are expressed as upper and lower bounds on each parameter in Table III.

As can be seen in Table III, the above approach for defining uncertainties results in undefined lower bounds on the radiative recombination coefficient $B$ and Auger recombination coefficient $\Gamma$. To investigate this further, we next consider the sensitivities of the fitted parameters to the two different types of experimental measurements: excitation-dependent steady-state PL and transient PL.

The blue curves in each sub figure of Fig. 5 show the individual fitted NRMSE contributions associated with the steady-state PL data (solid curves), the transient PL data (dashed curves), and the total (combined) NRMSE contributions (solid curve with circles) for the MAPbI3 sample as a function of a specific fitting parameter. The equivalent data are also shown for the quadruple-cation perovskite sample (red curves). Consider first the blue curves in Fig. 5(a). In this case, the quality of the fit to both types of PL measurements is seen to be insensitive to the value of the radiative recombination coefficient $B$ except in cases of very large values of $B$. Thus, it is only possible to identify an upper bound for the value of $B$ but no lower bound. A similar situation is seen in Fig. 5(f) for the Auger recombination coefficient $\Gamma$.

The remaining plots in Fig. 5 demonstrate that the fitted parameters are generally more sensitive to one type of experimental measurement than another, illustrated by a narrow, well-defined minimum. This observation further justifies the value of using both steady-state PL and transient PL data to fit the recombination model. This is particularly obvious in the case of the electron and hole capture coefficients [Figs. 5(d) and 5(e)], where the transient PL data show a much

<table>
<thead>
<tr>
<th>Fitted parameters</th>
<th>CH3NH3PbI3</th>
<th>C60:0.7Rh0.03FA0.765MA0.135PbI2.55Br0.45</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$ (cm$^3$s$^{-1}$)</td>
<td>$7 \times 10^{-12}$</td>
<td>$3 \times 10^{-12}$</td>
</tr>
<tr>
<td>$N_i$ (cm$^{-3}$)</td>
<td>$1 \times 10^{16}$</td>
<td>$8 \times 10^{16}$</td>
</tr>
<tr>
<td>$E_i$ (eV)</td>
<td>0.20</td>
<td>0.17</td>
</tr>
<tr>
<td>$\langle \epsilon_n \rangle$ (cm$^3$s$^{-1}$)</td>
<td>$8 \times 10^{-9}$</td>
<td>$1 \times 10^{-9}$</td>
</tr>
<tr>
<td>$\langle \epsilon_p \rangle$ (cm$^3$s$^{-1}$)</td>
<td>$4 \times 10^{-8}$</td>
<td>$4 \times 10^{-8}$</td>
</tr>
<tr>
<td>$\Gamma$ (cm$^3$s$^{-1}$)</td>
<td>$1 \times 10^{-30}$</td>
<td>$1 \times 10^{-32}$</td>
</tr>
<tr>
<td>$N_A$ (cm$^{-3}$)</td>
<td>$3 \times 10^{14}$</td>
<td>$2 \times 10^{16}$</td>
</tr>
</tbody>
</table>
higher sensitivity to these parameters than the steady-state data. This is also the case for the trap energy level [Fig. 5(c)]. Note also that there is a local minimum in the NRMSE when sweeping $\text{en}_h$ which illustrates the importance of finding the global minimum during the fitting procedure [Fig. 5(e)]. This analysis demonstrates that it is indeed possible to extract constrained parameter values for all of the key trap parameters by fitting a single general recombination model to both steady-state and transient PL measurements.

The parameter values extracted for MAPbI$_3$ are consistent with those from the literature in Table II. The value of $E_t$ indicates the existence of relatively shallow traps close to the conduction band level. The result that the capture coefficient of electrons is larger than that of holes also agrees with the assumption of electronic traps.

**DISCUSSION**

Having extracted the trap parameters and estimated the uncertainties, we can now make a comparison of the two perovskite compositions. As reported by a number of groups, quadruple-cation perovskite solar cells can achieve higher open-circuit voltage than MAPbI$_3$-based cells. The open-circuit voltage of a solar cell depends strongly on the relative rates of radiative and non-radiative recombination in the active layer. In order to maximize $V_{OC}$, the non-radiative recombination—SRH recombination and Auger recombination—should be minimized. Under standard one-sun illumination, recombination in perovskite films is dominated by SRH recombination. Therefore, $N_t$, $E_t$, $\langle e_n \rangle$, and $\langle e_h \rangle$ are the most important parameters for determining the recombination properties. Considering the fitted results of these four parameters in Table III, the trap densities of the two samples are similar; but the trap energy level of the MAPbI$_3$ film is deeper than that of the quadruple-cation perovskite film, which means that the fraction of traps working as recombination centers is higher in the MAPbI$_3$ film. The most significant difference between the two samples is in the capture coefficient of holes. The extracted capture cross section of the quadruple-cation perovskite is up to two orders of magnitude smaller than that of the MAPbI$_3$ film. This suggests that it is more difficult for carriers to be trapped in the quadruple-cation film, resulting in a significantly lower non-radiative recombination rate. While this single observation from one sample of each material is insufficient to draw firm conclusions, it suggests that the improved performance of mixed
regation perovskites may result from less active trap states rather than from a lower density of traps. If confirmed by further studies, this finding could provide new insights into the apparent defect-tolerance of perovskite materials.

CONCLUSION

This work has demonstrated an improved method for extracting recombination parameters by fitting a generalized model for recombination kinetics to excitation-dependent steady-state and transient PL measurements. Sensitivity analysis shows that fitting a single model to the two different PL measurements provides improved accuracy in fitting multiple trap parameters compared to fitting to a single type of measurement. Consequently, we extracted recombination coefficients and trap parameters and the associated uncertainties of these fitted parameters.

The quality of the fits obtained with a single trap state suggests that either non-radiative recombination is dominated by a single trap species or the combined contribution of active traps can be approximated by a single set of “effective” trap parameters. Further studies are required to resolve which of these interpretations is correct. Nevertheless, the analysis techniques presented here provide a simple, non-contact method to rapidly characterize the key trap characteristics of perovskite films. Since the method is based on a general physical recombination model, it could, in principle, be readily applied to other semiconductor materials beyond metal-halide perovskites, providing new insight into their recombination kinetics.

SUPPLEMENTARY MATERIAL

See supplementary material for the sample fabrication processes, experimental methods, and the calculations of the generation rate and NRMSE.
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