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Abstract 

The prevailing drive of modern seismology is to improve our knowledge of the Earth 's 
structure, composition, and dynamics through an analysis of seismic waveforms. With 
increasing computing power, number and quality of seismic stations, and length of 
data records, the resolution and spatial coverage of current Earth models has improved 
substantially over the past few decades. Yet many limitations remain. The advent 
of ambient noise seismology has provided the solution to many issues, such as the 
irregular distribution of earthquakes, biases from structures outside the model region, 
earthquake location errors, and lack of near-surface resolution. Despite improvements 
to data quality and quantity and the introduction of unconventional datasets such as 
ambient seismic noise, a persisting shortcoming of many tomographic inversions is ad­
hoc error estimation, parameterization, and regularization, which prevent a meaningful 
portrayal of model complexity and uncertainty. With the rapid increase in computing 
power, non-linear techniques based on densely sampling favorable regions of model 
space are now becoming tractable for real-world tomographic problems and directly 
address these shortcomings. One such recently introduced and promising method is 
transdimensional and hierarchical Bayesian inference. This alternate approach allows 
model parameterization and resolution to be driven by the data. 

This thesis presents a collection of seismic inverse problems using real world 
datasets, some of which are tackled using fully non-linear Bayesian statistics. The 
benefits of a probabilistic approach are demonstrated for datasets targeting the upper­
most crust down to the core through the development of novel methods of inversion 
and uncertainty quantification. To begin , an unconventional methodology for studying 
earthquake focal mechanisms in intraplate settings is presented through the inversion 
of ambient noise, receiver functions , and dispersion curves. The ambient seismic noise 
imaging approach of this study is subsequently applied to Tasmania - to which it is 
highly suited - and the resulting group and phase velocity maps help decipher Tasma­
nias enigmatic tectonic history. The same ambient noise dataset is further manipulated 
to yield a 3D shear velocity model of the region using a two-step transdimensional, hi­
erarchical ensemble inference approach. Two prominent low-velocity anomalies offer 
insight into the Paleozoic evolution of the east Gondwana margin and support a con­
nection between Tasmania and mainland Australia since the Cambrian. This approach 
is also applied to a larger dataset encompassing much of mainland southeast Australia. 

The Bayesian approach is also applied to a global dataset of differential body wave 
travel times in an effort to reveal P-wave velocity heterogeneity in the lowermost man­
tle. Another deep Earth application is demonstrated through an inversion for the time-
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dependent differential rotation of the inner core with respect to the mantle usi ng careful 
measurements of earthq uake doublets. The transdimensional nature of the inversion 
problem means that the data drive the number of free parameters constraining the dif­
ferential rotation pattern, which exhibits much more complexity than the simple linear 
trend long-promoted by previous studies . The contents of this thesis help augment the 
diverse and wide-reaching applications for Bayesian stati stics, which wil l continue to 
improve with future increases in computational power. 
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Chapter 1 

Introduction 

Seismology is the tool of choice for studying the Earth's interior, as only a small frac­
tion of the planet can be explored directly. Motivation for studying the 3D structure of 
the planet includes understanding its geodynamical processes, tectonic history, natu­
ral resource distribution, and seismic hazard. Models of crustal structure are in many 
cases at the refinement stage, as a large variety of seismic methods have developed 
to map the distribution of various geophysical properties at these shallower depths. 
Much of the deeper Earth structure remains an enigma, however, as techniques for 
imaging at great depth are more limited and dependent on a unreali stically dense and 
even spatial distribution of earthquakes and seismic stations. The advent of digital 
seismology enabled a preliminary sweep through the Earth's interior (e.g. Dziewonski 
et al. (1977)), and the gradual expansion of the global deployment of highly sensi­
tive seismometers has since significantly improved upon those early pictures. Maps of 
Earth structure are not only improving in resolution and spatial extent, but also in reli­
ability, as inversion methods are being continually upgraded and seismological theory 
steadily updated. Nonetheless, many challenges stilJ remain, and there is great room 
for improvement in the portrayal of global Earth structure. One likely unavoidable dif­
ficulty is the irregular distribution of earthquakes and seismic stations. Recent work in 
ambient seismic noi se tomography and the joint inversion of multiple datasets offers 
mitigations to this obstacle. This thesis will provide several examples of these types 
of inversions. Chapter 2 demonstrates the development of a composite crustal model 
in a region of very little seismicity and limited station coverage through the joint in­
version of several different seismic datasets. In chapters 3, 4, and 5 we show how high 
resolution 3D images of the crust can be derived from ambient seismic noise, thus 
avoiding the need for earthquakes. Here we apply a novel inverse technique based 
on Markov chain Monte Carlo sampling within a Bayesian framework which allows 
the measurements to drive the handling of data noise and model parameterization. We 
also apply this probabilistic approach at a global scale, thereby tackling the problem of 
uneven raypath sampling and producing a model of P-wave velocity heterogeneity in 
the lowermost mantle (Chapter 6). Finally, we provide some insight into the dynamics 
of the deepest part of the planet, the inner core, through the use of Bayesian analysis 
(Appendix A). 
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2 Introdu ction 

1.1 The non-linear inverse problem 

Solving an inverse problem is equivalent to reversing, or " inverting", the forward prob­
lem of calculating data predictions based on known model parameters. These calcula­
tions are based on a very particular relationship G between the data d and the model 
m such that d = G(m). In the case of geophysical inversion, the forward operator 
G is generally known, or at least approximated, the model m represents a particu­
lar set of physical properties of the Earth, and the data d are a set of measurements. 
Since most geophysical inverse problems are underdetermined, these measurements 
are rarely adequate to uniquely constrain the solution. Moreover, fo r seismic travel­
time tomography, the problem in non-linear since the traveltime t of the wavefront 
along path L depends on the seismic velocity structure v(x) through which it travels: 

1 = l (v) v(~/l. (1.1) 

Given the challenge presented by this non-linearity, seismic tomography problems 
were originally lineari zed about a reference model , thereby avoiding the issue of ray 
path updates. This can be a reasonably accurate tactic if the reference model is known 
to be very similar to the actual model and the ray paths are not significantly effected 
by model perturbations. Linear tomography is computationally feasible for even the 
largest of datasets given that the inverse problem must only be solved once. For ex­
ample, Inoue et al. (1990), van der Hilst et al. (1997), Bijwaard et al. (1998), Zhao 
(2004), Li et al. (2008), and Ritsema et al. (2011 ) have performed linear inversion of 
millions of travel time measurements to produce global-scale velocity models. 

However, in cases of extreme velocity perturbations, especially in near-surface, 
high-frequency applications, accounting for bending rays is critical. In such a situ­
at ion, the additional computational cost of an iterati ve, non-linear approach becomes 
justified. Although, the dependence on velocity structu re of the ray path is still ignored 
at the time of inversion, the problem is treated non-linearly by iteratively re- traci ng the 
ray paths according to the velocity corrections of the current model. Smoothing and 
damping regularization is applied to account for the under-determj ned nature of the 
inverse problem. Such an approach is demonstated in Chapters 2 and 3 of thi s thesis 
where we use the iterative non-linear invers ion approach of Rawlinson and Sam bridge 
(2004a,b) to perform a tomographic inversion in Western Australia and Tasmani a. This 
fast-marching surface wave invers ion scheme uses an eikonal solver to predict travel­
times and a subspace scheme to solve the inverse problem. 

Whether linear or iterativel y non- linear, an inverse approach that seeks to mini ­
mi ze some cost function makes the questionable assumption that a better fit to the 
data yields a better model. In the case of noisy data, however, the model of mini­
mum data variance is likely unjustified and meanin glessly complex . Regul ari zation 
such as smooth ing (di scourages model rough ness) and damping (di scourages model 
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amplitude) can moderate complexity, but the applied strength of these procedures is 
arbitrary. Moreover, the uniform spatial application of regularization is unrealistic 
given the uneven distribution of data information and uncertainty. 

Another important consideration when assessing results is the dependence of the 
final model on the initial model. In order to solve the inverse problem by minimizing 
the objective function, its gradient is calculated and used to locate a local minimum of 
the objective function . Unfortunately, there is no guarantee that this local minimum 
is also the global minimum. Furthermore, model space is not well explored and the 
final model wi ll depend heavily on the initial model. In regions for which there is little 
a priori velocity structure information, such as the heterogeneous upper crust or the 
lowermost mantle, a linearized optimization approach is unlikely to produce a reliable 
portrayal of Earth structure. 

Also of great influence on the final model is the model parameterization. Even 
if complete exploration of the model space was assured, the fin al model will exhibit 
features inherited by the choice of parameterization rather than required by the data, 
whether it be blocks (e.g. Tkalcic et al. (2002), Vasco et al. (2006), Houser et al. 
(2008), Soldati et al. (2012)), spherical harmonic expansions (e.g. Su et al. (1994), 
Antolik et al. (2003), Tanaka (2010), Ritsema et al. (2011)), or gri~s (e.g. Rawlinson 
and Sambridge (2004b,a)). Discontinuities or smoothness inherent to the base param­
eterization wi ll leave their imprint on the final model. 

Given the many sources of error beyond data noise, a reliable measure of model 
uncertainty seems fitting , if not required. Unfortunately, linear or iterative non-linear 
techniques do not generate uncertainty estimates automatically and most attempts to 
do so are ad-hoc. Fortunately, as computing power increases, fully non-linear inversion 
approaches are being introduced that may solve the drawbacks of linear and iterative 
non-linear inversion schemes while providing much-needed uncertainty estimates. 

1.2 Bayesian inf ere nee 

This thesis presents a series of inversion techniques which for the most part bypasses 
the setbacks of linear and iterative non-linear schemes regarding data noise consider­
ations, dependence on initial models, arbitrary parameteri zation , and uncertainty es­
timation. The approach applies Bayesian statistics to a Monte Carlo Markov chain 
search of parameter space. This is a probabilistic approach in which the current model 
is assigned a probability based on the data and on prior information about the known 
range of acceptable models. Based on Bayes' Theorem (Bayes, 1763), a mathematical 
statement of Bayesian theory can be summarized as follows: 

p(m I dabs) oc p(dobs I m)p(m), (1.2) 
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Figure 1.1: Synthetic tomographic inverse problem. Noise with a standard deviation 
of 0.1 s has been added to the synthetic travel times. (a.) Actual velocity model. Alter­
nating squares are of ± 0.2 km/s . Receivers are shown by green triangles. Raypaths are 
shown by black lines. (b.) Example Voronoi cell model. Cell centers are marked by 
yellow circles. (c .) Final point by point spatial average of the velocity model ensem­
ble. (d .) Final point by point standard devi ation of the velocity model ensemble. (e.) 
Posterior distribution of data noise (f.) Posterior distribution of the number of cells. 

where p(m I dabs) is the probability di stribution functi on of the unknown model param­
eter m given the data d. The term p(dobs I m) is the likelihood function , which yields 
the probability of observing data d given model m. Any prior information about model 
mis represented by the a priori probability distribution p(m). 

After a large number of models are sampled via a Markov process, the result­
ing posterior probability density function becomes the soluti on to the inverse problem 
(Figure 1.1 ). Thi s is very different to a linear or iterative non-linear optimization ap­
proach in that instead of yielding a single value for each unknown model parameter, a 
complete di stribution of va lues is produced. This all ows more complete analysis and 
understanding of the solution. While typically either the mean, median, maximum, or 
standard deviation of the parameter distributions are extracted for interpretation , such 
calcul ations merely offer a very concise summary of the fi nal model. 
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The Bayesian inversion methods employed in th.is work are both transdimensional 
and hierarchical. The term "transdimensional" refers to the fact that the number of un­
knowns is treated as a free parameter in the inversion. This means that as the Markov 
chain progresses through parameter space, the number of unknowns (and therefore the 
parameterization) is allowed to change. In fact, Monte Carlo sampling is the only way 
to solve this inverse problem, as the transdimensionality makes the forward operator 
G (see equation A. l) highly non-linear. The evolution of the model parameterization 
will be driven by the content and quality of the data (Bodin et al., 20 12a) and relatively 
loose prior assumptions represented by posterior probability distributions on each pa­
rameter. Additional unknowns, or model parameters, resulting in increased complexity 
of the final model, will only be added if justified by the data noise level, as the "nat­
ural parsimony" of Bayesian inference discourages high dimensional models. Given 
the option of two models that provide comparable fits to the data, the simpler of the 
two will be naturally preferred (Malinverno, 2002). The key to allowing a transdimen­
sional approach to the inversion is the method of parameterization. For a tomographic 
inversion, an efficient and flexible way to describe a velocity field is as a mosaic of 
Yoronoi cells (Yoronoi, 1908; Okabe et al. , 1992) based on the nucleus of each cell 
(Figure I.lb). Each cell comprises all points that are closer to its nucleus than any 
other. Therefore, cell boundaries form perpendicular bisectors between nuclei , and 
polygons of a variable surface area and number of sides are allowed. 

As stated previously, the number of free parameters, or Yoronoi cells, is driven by 
the data. Very noisy data will not merit as many .cell s as high quality data. This means 
that the assessment of the data noise content is crucial to explaining the data with a 
model that is sufficiently complex, but not too complex. The most judicious method of 
properly assessing the noise is to make the inversion hierarchical and leave the noise 
as an unknown hyper-parameter. In a hierarchical inversion, there are two levels of 
inference. The first describes the physical properties of the Earth, for example the 
velocity and location defining each Yoronoi cell. Above that are the hyper-parameters, 
such as data noise. These values regulate the values in the lower level. The posterior 
probability distributions of the physical parameters are conditional upon those of the 
hyper-parameters (Bodin et al. , 2012a). 

Although Bayes theorem dates back to the eighteenth century, it is only rela­
tively recently that it has been applied to tomography problems. The transdimensional 
and hierarchical ensemble inference approach of this thesis is the product of gradual 
progress in seismic inversion. Devised in the 1940s, the Markov chain Monte Carlo 
sampling method has been more recently adopted by the geosciences to directly gen­
erate posterior probability distributions as a means of solving inverse problems (see 
Mosegaard and Tarantola (1995), Sambridge and Mosegaard (2002), Gallagher et al. 
(2009) for reviews). A Monte Carlo Markov chain involves a random walk through 
parameter space that samples a variety of unique models. At each stop along the way, 
the abi li ty of the current model to fit the data is calculated. The level of data fit gov-
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Cross-Correlation 

, 
.. Noisy Waveform Noisy Waveform 

Receiver 1 Receiver 2 

Figure 1.2: Cartoon illustrating the retrieval of signal from the cross-correlation of 
ambient seismic noise. 

ems whether the current model is accepted or rejected. As the number of sample steps 
increases, the sampling pattern will converge toward the posterior probability distribu­
tion of the solution model (Tierney, 1994). 

Very often in geophysical inverse problems, the required number of model param­
eters is not known. For this reason transdimensional Markov chains (Si sson , 2005 ; 
Sambridge et al. , 2006) have become a preferred route to solving tomography prob­
lems. Here we use the reversible jump algorithm of Green ( 1995 , 2003) to handle 
changes of dimension. There have been many previous applications of the revers ible 
jump algorithm to geoscience problems, for exampl es see Malinverno and Leaney 
(2000), Gallagher et al. (2009), Bodin and Sambridge (2009), Piana Agostinetti and 
Malinverno (2010), Bodin et al. (2012b), Sambridge et al. (2013). First applied to geo­
phys ical datasets by Sambridge et al. (1995), Voronoi cell s have consistentl y been the 
parameterization of choice fo r transdimensional Bayes ian in ference approaches used 
to recover multi -dimensional models. 

In add ition to uncertain model parameterization, data noise is also often a unknown 
in an inversion. Given that data noi se is critical to determining model resolution, an 
enhanced form of Bayes ian inference known as Hierarchi cal Bayes (Gelman et al. , 
1995) has been developed. Malinverno and Briggs (2004) were the first to exploit 
this modifi ed vers ion for a geophysical application . They treated the variance in the 
observed data as an unknown in the inversion , so it too was assigned prior bounds and 
was interpreted in terms of a posterior probability distribution . Thi s thesis ex pands 
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the current range of applications for both hierarchical and transdimensional Bayesian 
ensemble inference and argues for its advantages over linear and iterative non-linear 
inversion techniques. 

1.3 Ambient seismic noise tomography 
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Ambient seismic noise tomog­
raphy is a rapidly expanding 
topic in geophysical inverse 
problems . This relatively new 
method is based on the fact that 
the cross-correlation of ambi­
ent noise recorded at two dif­
ferent simultaneously recording 
seismic stations estimates the 
surface wave Green's function 
corresponcling to Earth's struc­
ture between_ the two stations 
(Figures 1.2, 1.3) (Lobki s and 
Weaver, 200 l ; Snieder, 2004; 
Shapiro and Campillo, 2004) . 

-100 100 Usually, fundamental modes of 
Time (s) 

Figure 1.3 : Example of cross-correlation function s 
associated with a particular station and every other 
station in an array. Waveforms are sorted according 
to the epicentral distance between the two stations. 

surface waves are extracted 
from the ambient noise because 
they dominate the Green's func­
tion between two receivers lo­
cated at the surface (Campillo, 
2006). This is in accordance 
with the fact that the majority of 

ambient seismic noise is generated by sources located at the surface, such as oceanic 
microseisms and atmospheric disturbances (Friedrich et al. , 1998; Tanimoto, 1999; 
Rhie and Romanowicz, 2004). The frequency spectrum of the noise defi nes the fre­
quency bandwidth over which an impulse response can be retrieved (Roux et al. , 
2005b). When receivers are far apart, the coherent noise must have sufficient am­
pLitude to propagate to both receivers despite geometrical spreading and attenuation. 
Therefore, slowly-attenuating surface waves tend to dominate the impulse response 
obtained fro m the correlation of seismic noise. However, there have been a few more 
recent studies that recover the body wave part of the Green 's function (e.g. Roux et al. 
(2005a), Ryberg (2011), Poli et al. (2012)). Theoretical studies by Wapenaar (2004, 
2006) indicate that the retrieval of body wave Green 's functions at the surface requires 
a distribution of noise sources in depth. Although this could come from local an-
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thropogenic sources, most likely this high frequency noise is a result of surface wave 
energy being converted into body waves due to heterogeneities and scatterers at depth 
(Roux et al. , 2005b). 

The ambient noise cross correlation function CA8(t) associated with two simulta­
neously recording stations A and B is given by 

('C 
CAs(t ) ~ Jo vA( r )v8 (t+r )dr , ( 1.3) 

where vA(t ) and vs(t) are the continuously recorded data from the two stations and tc 
is the total cross-correlation time (i .e. length of data recordings). The time derivative 
of this cross correl ation function CAs(t) is related to the empirical Green's function 
G(t) and real Green's function G(t ) as follow s: 

dCAs(t) v v 

--= - GAs(t) + GsA (-t) ~ - CAs(t ) + GsA (-t) . (1.4) 
dt 

The empirical Green's function differs slightl y from the acnial Green's function due 
to unknown effects of aneleasticity, irregular distribution of the ambient noise, and 
spectral properties of the noise (Roux et al. , 2005b). The Green's functi on is disper­
sive, which means that by filtering over a range of periods, information about different 
depths of the Earth can be retrieved (e.g. Shapiro et al. (2005); Lin et al. (2008); 
Bensen et al. (2008); Yang et al. (2010). Ambient seismic noise has been applied at 
a wide range of spatial scales, such tens of meters ( e.g. Picozzi et al. (2008) to all 
of Australia (Saygin and Kennett, 2012), and periods, including down to 0.5 s (e.g. 
Huang et al. (2010)) and up to 80 s (e.g. Stehly et al. (2009)) . 

The advent of ambient noise tomography marks an opportunity to image regions 
previously left poorly explored due to the limitations of earthquake-based tomography. 
An uneven distribution of earthquakes around the world means that seismic surface 
waves on ly sam ple certain preferential azimuths and regions. Moreover, in aseismic 
regions (for example, western Australia - see Chapter 2) surface wave di spersion in­
formation can only be measured using di stant earthquakes. These teleseisrnic velocity 
measurements are usuall y restricted to periods of ~ 20 s or greater due to attenuation 
and scattering along ray paths. This is a severe limitation , as short-period waves are 
critical to constraining fine-scale structure. Another difficulty with earthquake tomog­
raphy is that source information is requi red, such as earthq uake hypocentral locations 
and sometimes moment tensors, which are often very difficult to obtain , particularly 
fo r small events. Ambient noise tomography bypasses all of these drawbacks and 
allows un precedented imaging of the Earth 's crust. 

Most previous ambient noise tomography studies focus on group velocity mea­
surements (e.g. Vi ll asenor et al. (2007), Yang et al. (2007), Lin et al. (2007), Arroucau 
et al. (2010) , Stankiewicz et al. (2010)) because of the relative ease of measuring group 
velocities compared to phase velocities. The majority of these group velocity studies, 
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including the ones presented in Chapters 2 and 3 of this thesis, are based on a two-step 
frequency time analysis (FfAN) procedure (e.g. Dziewonski et al. (1969), Levshin 
et al. (1972), Levshin and Ritzwoller (2001), Bensen et al. (2007)). The first step pro­
duces a 2-D image of signal power as a function of time and the central frequency of 
the bandpass filter. The automatic procedure tracks the local power maximum along 
the frequency axis for the desired range of central frequencies. The group arrival times 
of the maximum amplitude as a function of central frequency are used to calculate a 
reference group velocity curve. During the second step, a phase-matched filter based 
on the reference group velocity curve is applied. This phase-matched filtering process 
is designed to collapse the signal into a 'delta-like ' arrival. The arrival time is mea­
sured and used to calculate group velocity based on the known interstation distance. 

Phase velocity is less straight forward to estimate. The phase velocity measure­
ments presented in this thesis are based on the far-field representation of the surface 
wave Green 's function (Yao et al., 2006). In the far field (i.e. when the wavelength A is 
less than a third of the interstation di stance~). the time harmonic wave of the Green 's 
function GAB at frequency cv is given by (Dahlen and Tromp, 1998) 

Re{ GAs( cv )exp(-icvt)} ::::; (8nks) - 1!2 cos(kAs~ - wt+~) , (1.5) 
- 4 

where kAs is the average wavenumber between 'source' A and receiver B, and S is the 
geometrical spreading for surface waves. A peak in the harmonic wave of the Green 's 
function occurs when the traveltime t is such that 

7r 
kAB~ - Wt + 4 = 0. 

In this case, the average phase velocity at frequency cv is given by 

~ 
LAs(T ) = t - T /8' 

(l.6) 

(1.7) 

with T denoting the corresponding central period. We first produce a time-period im­
age where each column of the image represents an amplitude normalized empirical 
Green's function filtered around central period T. Using the simple relationship in 
equation 1.7, we transform the image to a velocity-period diagram from which a con­
tinuous phase velocity curve can be automatically extracted. Unlike when measuring 
group velocities, special care must be taken to properly assess the 2n phase ambiguity 
and select the curve corresponding to the fundamental mode. 

Once group and/or phase velocities are calculated, the next step in a comprehensive 
ambient noise tomography study is to produce a 30 shear velocity model (e.g. Yang 
et al. (2008a ,b), Yao et al. (2008), Stehly et al. (2009), Bensen et al. (2009), Behr et al. 
(2011)). First, group and/or phase velocity maps are produced from the dispersion 
curves extracted from the cross correlation of ambient seismic noise as outlined above. 
Traditionally this is a linear or iterative non-linear procedure that seeks to minimize 
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some cost function and involves a subjective application of smoothing and damping. 
For this reason, the application of a full y non-linear, Bayesian technique as in Chap­
ter 4 of this thesis is an important step to conserving data information and avoiding 
arbitrary smoothing and damping regularization. Second, the 2D maps are sampled 
over a range of periods at regular intervals in latitude and longitude to produce a new 
collection of dispersion curves. The spatial variation of uncertainty in the 20 maps 
is traditionally impossible to determine. However, an ensemble inference approach 
provides an inherent estimate of model uncertainty through the assessment of the stan­
dard deviation of the collection of 2D models at each grid point. Each curve is inverted 
for a 10 shear velocity model , which traditionally requires arbitrary decisions about 
model parameterization. As discussed earlier, the transdimensinal and Yoronoi cell 
based Bayesian inversion scheme presented here instead lets the data drive the model 
parameterization. Finally, the lD models are combined to produce a pseudo-3D shear 
velocity model of the region . When time and computational resources permit, imple­
menting a hierarchical and transdimensional Bayesian inversion approach will greatl y 
improve the reliability of results. The research in this thesis confirms this statement 
for a variety of datasets. 

1.3.1 Global travel time tomography 

One of the ways of imaging the Earth 's deepest structure is through the use of P- and S­
wave arrival times of mantle and core sensitive seismic phases. These observed aJTival 
times of seismic waves are compared to theoretical times predicted by a reference 
Earth model to reveal variations wi thin the Earth with respect to the reference model. 
The travel time residual 8t is denoted by: 

8t = lobs - tpred , ( 1.8) 

where lobs is the observed and measured travel time and tpred is the predicted travel 
time accord ing to an Earth reference model. There will be a certai n amount of error 
associated with each measurement, related either to readi ng error, station elevation, 
instrument response, and/or origi n time and location approximations. Corrections can 
be made for the Earth 's ellipticity (e.g. Kennett and Gudmundsson ( 1996)). The devi­
ations in arrival times fro m the reference Earth model are often dominated by effects 
of near surface crustal heterogeneity and earthquake mj slocation. For thi s reason, 
using differential travel times can provide a more accurate reading of velocity pertur­
bations at depth. In thi s case, the travel time residual s of two different seismic phases, 
recorded on the same instrument and originating from the same source are compared. 
The differentia l travel ti me residual is given as: 

8,A- B = (r:bs - !1;red) - (t!bs - rf,ed) , ( 1.9) 



§ 1.4 Contents of the thesis 11 

where A denotes one phase and B denotes another different seismic phase. This 
will remove the effects of source mislocation and station elevation. If the ray paths of 
the two phases are sufficiently close within the crust, the effect of strong heterogeneity 
near the surface will also be largely avoided. 

The aim of the last chapter of this thesis is to establish an improved model of 
compressional velocity structure within the lowermost mantle by using a probabilistic 
inversion approach and a high quality differential travel time data set. This research is 
performed with confidence that improved tomography models of deep Earth structure 
will provide further insight into geodynamical processes and all ow for better travel 
time prediction and therefore more accurate event locations. 

1.4 Contents of the thesis 

This thesis is structured into six principal sections of research and provides a progres­
sion of tomography problems where the inverse approach in each subsequent chap­
ter is in general an improvement upon the one before. As the inversion approaches 
become more sophisticated (and time-consuming! ) we also incorporate increasingly 
larger datasets - on a local, then regional, and finaLl y a global scale. In most cases, 
the dataset and inversion methodology used is different fo r each section. For thi s rea­
son, an introduction to the problem, tectonic region, data, and methods pertinent to 
the section is given in each chapter rather than presenting them iteratively here. The 
content of each chapter has been prev iously published as a peer-reviewed paper in an 
internationally recognized journal as outlined at the end of this chapter. Additional 
fi gures not included in the papers, but that provide additional insight into the research 
projects, are prov ided in Appendices B-F at the end of this thesis. 

1.4.1 Seismic source parameter inversion using a composite model 
of the upper lithosphere 

The first research project of thi s thesis targets western Australia (WA) (Chapter 2), for 
wh ich we produce a composite shear wave velocity model of the upper lithosphere. 
There have been relatively few studies of the region, given the limited nu mber of sta­
tions and earthquakes in the area, so our work marks a significant improvement to 
ex isting velocity models of WA crustal structure. Our resul ts agree well with previous 
work on the region and greatly improve upon existing constraints on Moho depth . Our 
composite model suggests a sharp and intermediate-depth Moho beneath the Pilbara 
and Yilgam cratons and a broader, deeper transition beneath the Capricorn Orogen. 
Thi s is the first time that a shear wave velocity model has been provided for coastal 
stations, providing valuable in.formation about the structure of the Pinj arra Orogen. 
Importantly, this model enables a fu ll-waveform inversion for the seismic moment 
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tensor of the 2007 Shark Bay, WA, earthquake. The soluti on is obliquely normal and 
is interestingly orthogonal to the generally accepted pressure axis of the Shark Bay 
region. This inconsistency indicates that the focal mechanism was a product of differ­
ent ly 01ientated pre-existing faults and rock defects in the area. 

With data from only 21 seismic stations we develop a new methodology for imag­
ing aseismic regions with limited station coverage. The comparatively narrow window 
for observation fo rced us to be resourceful; we produced a compos ite model of the 
WA crust using a joint inversion of ambient noise, two-station method dispersion mea­
surements, and receiver functions. We also used forward modeling of the waveforms 
to confirm the reliability of our solution model. The methodology is especially per­
tinent to stud ies of earthquake focal mechanisms in intraplate regions where dense 
seismic arrays have not been deployed. It is in these areas that in the unlikely event 
of an earthquake, a detailed analysis of its focal mechanism can greatly improve the 
understanding of the tectonics of the region. We also importantly demonstrate that 
first motion analyses do not always accurately represent the rupture properties of the 
source as obtained through a full waveform inversion. A key outcome of this study, 
however, is that in order to retrieve a reliable focal mechanism solution from such an 
inversion, an accurate velocity model is required. 

1.4.2 Ambient noise tomography of Tasmania 

We further exploit the unique potential of amb ient noise tomography to image the 
Earth's crust in the absence of earthquakes by applying the method to southeast Au s­
tralia. In particular, the island of Tasmania makes an ideal target region, as the sur­
rounding ocean provides a consistent, strong source of ambient noi se, and the station 
coverage is superb. We improved upon the method by producing phase velocity maps, 
which present more challenges than group velocity maps. We used a frequency-time 
analysis procedure on approximately nine months of vertical component, short period 
data, and the resulting group and phase velocity images for periods between l and 
12 s are of unprecedented resolution. This marks an important step forward in am­
bient noise tomography, as typicall y, ambient noise studies have a lower period limit 
of around 5 s. Phase velocity dispersion curves were calculated using the far-field 
approxi mation and image transformation technique discussed earlier. The maps (ob­
tained from an iterative, non-linear tomographic inversion scheme) reinforce results 
from previous wide-angle tomography and surface heat flow studi es and clearly di s­
criminate between regions of hard rock and sediment. One of the prominent features 
of the maps is a pronounced low velocity lineation that coincides with the Tamar con­
ductivity anomaly, a region of elevated conducti vity and heat fl ow, which may reflect 
the presence of a lithospheric boundary. We suggest that this zone is a marker of a 
broad and heavily deformed transition zone resulting from the accretion of oceanic 
material aga inst a more rigid continental li thosphere. 



1.4.3 JD shear velocity model from ambient seismic noise 13 

1.4.3 3D shear velocity model from ambient seismic noise 

This next section presents an improved approach to analyzing the Tasmanjan seismic 
ambient noise data set. A shortcomjng of the tomographic inversions of the previ­
ous chapter is that they require ad-hoc error estimation and arbitrary parameterization, 
smootmng, and damping, thereby making model complexity and uncertainty di fficult 
to meaningfully quantify. The transdimensional and hierarchical Bayesian analysis 
withjn this chapter, on the other hand, allows the model parameteri zation and resolu­
tion to be driven by the data. This work presents a novel method of uncertainty analysis 
for geophysical inverse problems. The noise level of the data is inferred from the data 
itself, for a principal advantage of the hierarchical approach is that noise is treated as 
an unknown in the problem. We preserve uncertainty information from each step and 
use it to further constrain the next step in the inversion. In this sense, we let the input 
data, along with its quantity and quality, decide the parameterization and appropriate 
complexity of the final model. 

Tiling the analysis of the Tasmanian ambient noi se dataset a step further, we then 
present a pseudo-3D shear wave velocity model of the region. We invert phase velocity 
maps for shear velocity and importantly, also provide a complementary map of model 
uncertainty. Our model images down to 15 km depth and exposes-two fundamen tal 
low velocity zones. The first runs along the Tamar River, as in the dispersion maps 
of our previous study (Chapter 3). Upon tiling vertical cross sections through the 3D 
model it becomes evident that this anomaly is east-dipping. To the west, beneath the 
Dundas Trough, Lies a second eastward-dipping low velocity zone. The geometry of 
these features suggests ties with the deformation and shortening event of the Tyennan 
Orogeny and implies a connection between Tasman ia and the mainland si nce the Cam­
brian. The resulting high resolution 3D shear velocity model has strong geophysical 
implications for the current debate concerning the tectonic history of the Tasmanian 
lithosphere. 

1.4.4 Imaging the crustal structure of SE Australia 

We then apply our 3D shear velocity modeling approach to main.land southeast Aus­
tralia using data from the WOMBAT rolling seismjc array (Chapter 5). The resulting 
shear velocity model spans SE Australia from the surface down to 30 km depth and 
is the first of its kind for the region. The 3D velocity variations help elucidate the 
geometry and position of key crustal features related to the transition from Paleozoic 
eastern Australia to Precambrian central and western Australia. Of particular note is 
the prominant high-velocity and crustal-scale feature along the Torrens Hinge Zone, 
which points to a vast zone of Paleozoic crustal extension. 

Again, our hierarchi cal and fransdimensional Bayesian inversion scheme is ap­
plied in two steps: (1) the inversion for phase velocity maps and (2) the inversion for 
lD shear velocity models. In both cases, the number and distri bution of model pa-
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rameters are implicitly controlled by the data, and the standard deviation of the data 
noise is left as an unknown. Model complexity is intricately linked to the estimated 
noise in the measurements rather than arbitrary smoothing regularization and model 
parameterization , as is the case for many traditional inversion techniques. In thi s sec­
tion, we furthermore show how multiple, asynchronously running arrays can be used 
in combination to produce a single cohesive model. Because of the unique ability of an 
ensemble inference approach to deal with an uneven spatial distribution of data, this 
aggregation does not result in artifacts such as unjustified structure between arrays. 
Our two-step Bayesian inverse approach is widely relevant, as it is applicable to any 
seismic array for which more traditional ambient noise tomography has been deemed 
viable. 

1.4.5 A probabilistic approach to imaging the lowermost mantle 

Moving to a global scale, we extend Bayesian tomography to the Earth 's lowermost 
mantle (Chapter 6). For the first time, a transdimensional and hierarchical partition 
modelling approach is applied to the deep Earth at a global scale. We provide a 
unique picture of lowermost mantle P-wave veloci ty heterogeneity and reveal that the 
strength of the velocity perturbations is approximately three times larger than previ­
ous estimates. Our results reveal velocity heterogeneities on a variety of scales, thus 
providing an important link between the very short-scale imaging achieved through 
scattering experiments and the Jong wave-length maps resulting from more traditional 
tomographic approaches. Our model also provides further constraints on the size and 
location of key velocity anomalies, such as the southern Africa and southwest Pacific 
low velocity zones. The addition al raypath coverage provided by the study also helps 
to image areas of more limited exploration, such as northern Africa, Australi a, and 
the north Atlantic.The characteris tic amplitude of heterogeneity revealed by th is study 
will help to significantly refine allowable models of lowermost mantle heterogeneity. 

Our application of Bayesian methods to the lowermost mantle marks a significant 
advance in global imaging, as it overcomes two major shortcomings of traditional , lin­
earized global inversion styles. The first issue we resolve is error estimation. Usuall y 
ad-hoc techniques are employed to quanti fy error, necessitating arbitrary smoothing 
and damping regu larization. We instead treat data uncertainty as an unknown param­
eter in the inversion and let the complexity and strength of the model perturbations 
depend upon the data quality and quantity. The second issue is arbitrary model param­
eterization, which typically for global-scale model s involves either blocks or spherical 
harmonic expansions. Either way, fu ll utilization of the irregular information con­
tent in the data is prevented . We overcome this limi tation by partitioning the model 
into a mosaic of ever-changi ng Voronoi polygons. The size, location, and number of 
these polygons evolve during the inversion and after many iterations, an ensemble of 
uniquely parameterized models is used to produce a fina l, preferred, average model. 
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This method precludes smoothing or damping and produces a model capable of ex ­
press ing both velocity gradients and sharp di scontinuities. 

There are many avenues fo r progressing our global-scale inversions fo r P-wave 
velocity structure in the lowermost mantle. Those which would yield the greates t im­
provement to data fit are likely improving how we parameterize the model, jointly 
accounting for core mantle boundary topography and P-wave velocity structure, and 
an inversion for whole mantle structure. We make several approximations when pa­
rameterizing the model. The first is that we represent the lowermost mantle with a 
single layer of uniform thickness . We predict data fit could be greatly improved by al­
lowing for multiple layers. The results of preliminary experiments involving two equal 
thickness layers are promising. Although currently computationall y cost-prohibitive, 
one would ideally leave the number and thickness of these layers as free parameters in 
the inversion. By enabling the existence of thin layers we might hope to image ultra 
low velocity zones, whose thickness is on the order of tens of kilometers (Wen and 
Helmberger, 1998; Gamero et al. , 1998). Additionally it would be revealing to allow 
these thicknesses to vary spa ti ally. 

A relatively minor, but nonetheless important improvement would be the utilization 
of a spherical distribution of Voronoi cells. This would decrease computation time 
by approximately half, as duplicating and "wrapping" the data aro~nd longitudinally 
would no longer be required in order to ensure the model is continuous around the 
globe. Moreover, the model would exhibit realistic and self-consistent behaviour at the 
poles. Although 2D Voronoi cell s can change size to adapt to changing raypath density, 
a spherical grid would provide a more straightforward way of ensuring an accurate 
level of complexity in less-sampled regions such as the poles . Currently these areas 
are artificially stretched to fit a 2D rectangul ar grid , and so overly complex structures 
may result. 

Yet another amendment to the forward modeling procedure would be a continuous, 
or even occasional, update of raypath geometries . Again, this is currently computa­
tionally cost-prohibitive. Although thi s modification would not likely create a dramatic 
change to the final model, areas of strong velocity variations would be better imaged 
once bending rays can be accounted fo r. 

A further improvement involves accounting fo r the possible effects of topography 
on the traveltime residuals, which will involve a joint inversion for topography and ve­
locity. This inclusion will likely decrease the data variance and increase the reli ability 
of our velocity model. Topography becomes especially important when considering 
PcP raypaths , so accounting fo r core mantle boundary depth changes may greatly re­
duce the discrepancy between the PcP and PKP datasets. 

The joint inversion fo r topography and velocity structure is relatively computation­
all y inexpensive if we approximate that the change in travel time 8t due to rais ing or 
lowering a discontinui ty in velocity v by an amount 8 r is (Dziewonski and Gilbert, 
1976) 
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ot = - (8r/ r)[( 11.i- p2/ l2 - (TJ ~ _ p2)l /2J 

for a transmitted ray (for example PKPab, PKPbc, or PKPdf) and 

ot = =r=2~(TJ f-p2) 112, 
rcore 

( 1.10) 

(1.11 ) 

for a reflected ray, where TJ± = rcore / v±, p is the slowness value, rcore is the radius 
of the core, and subscripts + and - denote values above and below the core mantle 
boundary respectively. Since there is only one value (ot) to calculate per raypath and 
only one coordinate pair with which to associate it (point of reflection off or transmis­
sion though the core mantle boundary), inverting for topography is computationally 
much cheaper than inverting for velocity structure, which requires the maintenance of 
knowledge about the entire raypath. 

Based on previous work, we expect topography amplitudes of up to ± 6 km (e.g. 
Morelli and Dziewonski (1987); Rodgers and Wahr (1993); Obayashi and Fukao (1997) ; 
Earle and Shearer (1997) ; Boschi and Dziewonski (2000), although more recent work 
has suggested a more limited range of ± 2.5 km (Sze and van der Hilst, 2003; Koper 
et al. , 2003; Tanaka, 2010; Koelemeijer et al. , 2012). Therefore, we have performed 
preliminary joint inversions for topography and velocity with a prior bound of ± 10 km 
in topography amplitude. When inverting for topography only, the noise in the PcP-P 
dataset actually becomes the lowest compared to that of the PKPab-df and PKPbc-df 
datasets. This makes sense, for the PcP raypaths are most sensitive to topography. 
Another raypath that is highly sensitive to topography (due to reflection off the core 
mantle boundary) is P4KP. Therefore, when inverting for topography it would be pru­
dent to include the high quality P4KP-PcP differential traveltime dataset of Tanaka 
(2010). 

In Chapter 6 we correct for mantle structure using the model of Dell a Mora et al. 
(20 l l). Although we find this model adequ ate for our purposes, the lack of resolu­
tion in the lower mantle layers and the use of less reli able ISC data call to question 
its reliability. Of arguably greater concern is their use of smoothing and damping reg­
ulari zation . This arbitrary manipul ation of results has the potential to underes tim ate 
perturbation amplitudes and smooth discontinuities. A superior approach wou ld be to 
simultaneously invert for whole mantle structure usi ng N layers , where N is left as a 
free parameter. Thi s would require a great increase in computational power as well as 
an expansion of the dataset. A possibility would be to include absolute travel times of 
P, PP, and PcP phases ; however, this could lead to traveltime contamination by crustal 
structure. Nonetheless, given the rate of advances in technology, it should not be far­
fetched to assume th at a new Earth reference model will some day be derived from a 
purely probabilistic approach. 
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1.4.6 The differential rotation of the Earth's inner core 

Although the primary goal of this thesis is to highlight the benefits of using a Bayesian 
approach to tomography problems, we also include an example in the Appendix where 
probabilistic techniques are used to explore the differential rotation of the Earth's inner 
core. The rate at which the inner core rotates with respect to the rest of the mantle re­
mains highly controversial despite many efforts to unravel the rotational dynamics of 
the innermost Earth. Repeating earthquakes, or earthquake doublets, have been used 
for over a decade now (starting with Poupinet et al. (2000)) to argue with regards to the 
differential rotation of the inner core. We assess PKP arrival times corning from previ­
ously and newly observed earthquake doublets using three independent measurement 
techniques. With this expanded dataset and a probabilistic approach, we challenge 
the previously held assumption of a constant inner core rotation rate. The rotation 
pattern instead appears more complex, undergoing periods of both prograde and retro­
grade motion. Our preferred model includes decadal fluctuations in inner core rotation 
superimposed upon an average prograde rotation with respect to the rest of the man­
tle. We allow the data to drive the parameterization of the rotation pattern by using a 
transdimensional Bayesian inversion scheme. 

Transdimensional Bayesian inversion has the ability to allow _the data noise to 
guide the most probable number of free parameters needed to model the data. This 
advantage is especially evident in our analysis of earthquake doublets with regards to 
inner core differential rotation. Not only do we add new data to the existing doublet 
dataset, but we improve upon traditional measurement and inversion techniques. This 
approach would benefit a variety of different time series analyses where results are 
heavily dependent on model parameterization. 

1.5 Publication schedule 

Chapter 2 

Young, M.K. , H. Tkalcic, N. Rawlinson, and A. M. Reading (2012), Exploiting 
seismic signal and noise in an intracratonic environment to constrain crustal structure 
and source parameters of infrequent earthquakes, Geophysical Joumal International, 
doi: IO . l ll l/j .1365-246X.201 l.05326.x. 

Chapter 2 contains the paper published on the Shark Bay earthquake focal mech­
anism in Geophysical Joumal International by myself and three coauthors. I was 
chiefly responsible for the data processing and analysis in this research project and was 
the principal author of the text and figures of the resulting paper. Dr Hrvoje Tkalcic 
supervised this project and directed my research. He provided much guidance and 
advice. Many of the receiver function and moment tensor inversion computer scripts 
were provided by Hrvoje as well. Although I alone composed the first draft of paper, 
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Hrvoje was important to the editing of subsequent drafts. Dr Nick Rawlinson guided 
the ambient noise tomography aspect of the project and also provided excellent sug­
gestions to improving the manuscript. Dr Anya Reading critica ll y contributed to the 
explanation of the geological setting as well as the interpretation of results. She also 
led the deployment of the instruments in Western Australia. 

Chapter 3 

Young, M .K. , N. Rawlinson, P. Arroucau, A. M. Reading, and H. Tkalcic (2011 ), 
High-frequency ambient noi se tomography of southeast Australia: New constraints on 
Tasmani a's tectonic past, Geophysical Research Letters, doi: 10.1029/2011 GL047971 . 

Chapter 3 contains the paper published in Geophysical Research Letters by my­
self and fou r coauthors about ambient noise tomography in Tasmani a. I performed all 
of the data measurements and processing and most of the analysis for this research 
project. I was the principal author of the text and fi gures of the resulting paper. Dr 
Nicholas Rawlinson directed the project and authored the Fas t Marching Surface To­
mography (FMST) software package used to perform the inversion. He was invaluable 
to trouble shooting problems with the data processing and inversion and contributed 
significantly to the interpretation of results. His knowledge of southeast Australian 
tectonics and geology was essenti al to the Discussion and Conclusions sections of 
the paper. Nick also reviewed the initial draft and significantl y improved the paper. 
Pierre Arroucau provided many of the ambient noise cross correl ati on scripts which 
faci litated the production of the Green 's functions estimates. He was also always very 
quick to respond to my questions with much needed advice and ass istance. Hrvoje 
provided constructive comments to the manuscript and aided the rebuttal of reviews. 
This research was made poss ibl e by Drs Anya Reading, Hrvoje Tkalcic, and N icholas 

Rawlinson, as they depl oyed the instruments. 

Chapter 4 

Young, M.K. , N. Rawlinson, and T. Bodin (201 3), Transdimensional invers ion of 
ambient seismi c noi se fo r 3D shear velocity structure of the Tasmani an crust, Geo­
physics, 78(3 ), WB49-WB62. 

Chapter 4 contai ns the paper which represents the culmination of my tomography 
work in Tas mani a. l pe1formed the data process ing, measurem ents, and inversion, pro­
duced the figures and wrote the first draft of the paper. Dr Nichol as Rawl inson guided 
me along the way and provided much needed advice and directi on. He also signif­
icantly contributed to the in terpretati on of results and helped prepare the manuscript 
for submiss ion. Dr Thomas Bodin provided the computer codes on which I based my 
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Bayesian inversions for phase velocity maps and ID shear velocity models. He also 
edited the tex t and helped respond to comments by the reviewers. The Bayesian inver­
sion techniques of this paper are based upon the content of Thomas's thesis and related 
papers. 

Chapter 5 

Young, M.K. , R.A. Cayley, M.A. McLean, N. Rawlinson, P. Arroucau, and M. 
Salmon (2013), Crustal structure of the east Gondwana margin in southeast Aus­
tralia revealed by transdim ensional ambient seismic noise tomography, Geophysical 

Research Letters , 40, 42664271 , doi: 10.1002/grl.50878. 

Chapter 5 contains the paper published in Geophysical Research Letters on ambi­
ent noise tomography in southeast Australia. As the lead author, I perfo rmed all the 
data processing and inversions. l wrote the first draft of the paper; although, Ross Cay­
ley contributed substanti ally to the interpretation of results. He edited the first draft and 
guided the direction of our Discussion and Conclusions fo r the paper. Mark Mclean 
helped with the interpretation of results and aided our analys is thro[!gh the manipula­
tion of the GOCAD 3D model Ling software suite. He also created the fi gures fo r the 
paper. Dr Nick Rawlinson guided my work and also helped to edit tex t. Thanks are 
due to Drs Pierre Arroucau and MicheL! e Salmon fo r the deployment and maintenance 
of instruments. 

Chapter 6 

Young, M.K. , H. Tkalcic, T. Bodin, and M. Sambridge (20 13), Global P-wave 
tomography of Earth 's lowermost mantle fro m partition modeling, Journal of Geo­
physical Research, 118, 5467-5486. 

Chapter 6 contains my work on the lowermost mantle, which is soon to be pub­
lished in the Journal of Geophysical Research. I perfo rmed a signi ficant portion of the 
differenti al travel time measurements, all of the processing and inversion and much of 
the analys is. Dr Hrvoje Tkalcic also contributed to the production of the travel time 
dataset. He guided my work and provided advice and suggestions all along the way. 
Although I wrote the first draft of the paper, he edited the tex t and helped prepare it for 
submission. Hrvoje was also important to the interpretation of results. Thomas Bodin 
and Malcolm Sambridge provided the framework fo r the Bayesian invers ion approach 
and also helped to edit the manuscript. 

Appendix 
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Tkalcic, H. , M.K. Young, T. Bodin, S. Ngo, and M. Sambridge (2013), The Shuf­
fling Rotation of the Earth 's Inner Core Revealed by Earthquake Doublets, Nature 
Geoscience, 6, 497-502, doi :10.1038/ngeo1813. 

The paper published in Nature Geoscience on the di ffe rential rotation of the in­
ner core comprises the appendix of this thesis. As second author, I perfo rmed data 
processing and measurements. I also provided some of the fi gures for the paper and 
contributed significantly to the editing of tex t. H.rvoje Tkalcic led the work, directed 
the interpretation of results, and composed the first draft of the manuscript. Thomas 
Bodin performed the Bayesian inversion of the travel time measurements and synthetic 
tests. Silvie Ngo discovered the new doublets. Malcolm Sambridge helped develop 
the methodology for the inverse approach. All authors helped edit the manuscript. 



Chapter 2 

Full waveform moment tensor 
inversion in a low seismicity region 
using multiple teleseismic datasets and 
ambient noise 

2.1 Foreword 

The first section of this thesis explores a medley of different seismological techniques 
which provide a basic introduction to several types of iterative non-linear geophysical 
inversion. The end goal is to perform a full waveform inversion for the source mech­
anism of the 2007 Shark Bay earthquake in Western Australia. But such an inversion 
requires a basic knowledge of the lithospheric structure of the region. Given the rela­
tively limited station coverage and paucity of local earthquakes, some resourcefulness 
is required to produce a composite 3D shear velocity model of the area. A combination 
of seismic signals and noise is exploited, facilitating a new interpretation of the Shark 
Bay earthquake. This work was published in Geophysical Journal International: 

Young, M. K. , Tkalcic, H., Rawlinson, N. and Reading, A. M . (2012), Exploiting 
seismic signal and noise in an intracratonic environment to constrain crustal structure 
and source parameters of infrequent earthquakes . Geophysical Journal International, 
188: 1303-1321 , doi: 10.lll l/j.1365-246X.2011.05326.x 

2.2 Abstract 

In many regions of the world characterised by a relatively low rate of seismicity, the 
determination of local and regional seismic source parameters is often restricted to 
an analysis of the first onsets of P-waves (or first motion analysis) due to incomplete 
information about Earth structure and the small size of the events. When rare large 
earthquakes occur in these regions, their waveforms can be used to model Earth struc­
ture. This, however, makes the nature of the earthquake source determination problem 

21 
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circular, as source information is mapped as structure. Presented here is one possible 
remedy to this situation , where through a two-step approach we first constrain Earth 
structure using data independent of the earthquake of interest. In this study, we focu s 
on a region in Western Australia with low seismicity and minimal instrument coverage 
and use the CAPRA/LP temporary deployment to demonstrate that reli able structural 
models of the upper lithosphere can be obtained from an independent collection of 
teleseismic and ambient noise datasets. Apart from teleseismic receiver functions, 
we obtain group velocities from the cross-correlation of ambient noise and phase ve­
locities from the traditional two-station method using carefully selected teleseismic 
earthquakes and station pairs. Crustal models are then developed through the joint 
inversion of dispersion data and receiver functions , and structural Green 's function s 
are computed from a layered composite model. In the second step of this comprehen­
sive approach, we apply a full waveform inversion (three-component body and surface 
waves) to the 2007 ML=S.3 Shark Bay, Western Australia, earthquake to es timate its 
source parameters (seismic moment, focal mechanism, and depth). We suggest that 
the full waveform inversion analysis provides constraints on the orientation of fault 
planes superior to a first motion interpretation. 

2.3 Introduction 

2.3.1 Motivation 

On February 151h, 2007, Western Australia (WA) experienced a rare magnitude 5.3, 
earthquake approximately 18 km beneath Shark Bay (Figure 2.l a, b). Its location (-
25.970 N, 11 3.28° E, 18 km depth) and size (ML=5.3) were determined by Geoscience 
Australia (GA), which uses a network of permanent broadband seismometers operat­
ing in real-time (www.ga.gov.au). Although Australia is generally seismicall y quiet, 
one magnitude 6.0 event occurs approximately every five years (McCue, 1990). Care­
ful analysis of these anomalous events is necessary to establish a model fo r describing 
the causes, character, and frequency of in traplate earthquakes (Stein, 2007) as well as 
the state of the regional stress-field (Clark and Leonard , 2003). 

In order to invert a seismic waveform for source properties, the structure of the 
Earth between the source and receiver must be understood (Aki and Richards, 2002). 
Unfortu nate ly, mapping the Earth's crust is not an easy task in a seismi cally inac ti ve 
region sparsely covered by recording stations. Under these circum stances, simpler 
and structure-independent methods of determining seismic moment tensors are often 
employed. The most stra ightforward approach is to evaluate the polarity of P-wave 
fi rst motions recorded by seismic stations that provide adeq uate azimuthal coverage 
of the source. S- and P-wave amplitude ratios have also been utilised with success to 
constrain foca l mechanisms (Ju li an and Foul ger, 1996; Julian et al. , 1997; Hardebeck 
and Shearer, 2003). The solu tions, however, depend on the clari ty of phase arrivals and 
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Figure 2.1: (a) Location of all CAPRA/LP stations used in this study along wi th the 
epicentre of the February 2007 Shark Bay event (marked by the yellow star). "Model 
stations" refer to stations for which a 1-D Earth model of the crust and upper litho­
sphere is created using a joint inversion of receiver function s and dispersion informa­
tion. Stations with names beginning with "CP" and "RP" are part of the CAPRA array 
deployed by the Australian National University. Stations with names beginning with 
"LP" were deployed by the Universi ty of Western Australia. Coloured lines between 
source and receiver indicate the m·odel used fo r each station. (b) Tectonic elements of 
Western Australia. 
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the position of stations with relation to epicentral distance and azimuthal distribution. 

Revets et al. (2009) calculated the focal mechanism of this event from first motion 
P-wave data alone. They used mainly temporary stations, positioned east of the source, 
that were deployed at the time of the Shark Bay earthquake. The combination of 
limited azimuthal station coverage and the rather emergent character of the recorded 
waveforms suggests that constraints on the source parameters of the Shark Bay event 
could be improved by further, more detailed analysis. A combined interpretation of full 
waveform inversion and first motion solutions can provide a more robust conclusion , 
and this approach may become more widely employed. Such an approach requires an 
initial, carefu l determination of Earth structure in the region, which is outlined in the 
following section. 

2.3.2 A two-step approach 

When rare significant earthquakes like the Shark Bay event occur in relatively low seis­
micity regions such as WA, their waveforms are invaluable data with which to model 
Earth structure. Such modelling would make our target problem of the Shark Bay 
earthquake source determination circular in nature, as the source in formation would 
be inevitably coupled with final Earth structure models. Earth structure thus has to be 
retrieved using independent datasets, in this case, limited to either small local events 
weakly recorded at several GA stations located far from Shark Bay, or, preferably, tele­
seismic events recorded during a temporary deployment located closer to Shark Bay. 
In addition , ambient noise Earth imaging techniques improve knowledge of the seis­
mic wavespeeds in the upper crust and, therefore, can be invaluable when seismicity 
is sparse. 

The CAPRA deployment, consisting of ~ 20 three-component broad-band station s 
installed in WA by the Research School of Earth Sciences at the Australian National 
University (Reading et al., 2012) in WA, was operational at the time of the Shark 
Bay event with the goal of studying deep structure. The presence of these stations 
enables us to produce a working composite model of WA that reflects the different 
Moho character and seismic velocities of each geological region. 

The ancient West Australia Craton was assembled as a result of the colEsion of the 
Archaean Pilbara and Yilgam cratons. They were joined along the Capricorn Orogen 
with the Pinjarra Orogen bounding them to the west (Fitzs imons, 2003). Forward 
modelling is used to create initi al crustal models that are fed into a linearised joint 
inversion of teleseismic receiver function s and group and phase dispersion information 
calcul ated using a combination of teleseismic signals and ambient noise data. 

The procedure presented here is naturall y divided into two steps: in the first step, 
we determine Earth structure within the region spanned by the source and receiver 
array using a multipli city of methods, and in the second step, we use this information 
to invert for the seismic moment tensor of the Shark Bay earthquake. We are able 
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to invert the long period wavefonns (15-35 s) recorded at CAPRA/LP stations within 
approximately 750 km of the epicentre to produce a seismic moment tensor and depth 
estimate for the Shark Bay event. In addition, we perform our own first motion analysis 
and provide an appraisal of this method in the light of previous work. 

2.4 Tectonic setting 

The following tectonic elements are crossed by energy from the Shark Bay earthq uake 
to the recording stations used in this study: Pilbara Craton, Yilgarn Craton, Capri­
corn Orogen, and Pinjarra Orogen (Figure 2. lb). The Pilbara Craton in northwest WA 
comprises a granite-greenstone terrain of early-mid Archaean age (Wellman, 2000). 
The east and west Pilbara Craton are geologically disparate from one another and 
evolved under two different tectonic regimes (Hickman, 2004). The east Pi lbara ter­
rane contains randomly-orientated dome and basin structures that alternate with syn­
clinal greenstone (volcano-sedimentary rocks) belts (Van Kranendonk et al., 2007). 
This dome and basin pattern is absent in the west Pilbara terrane, which is instead 
dominated by elongated granitoid complexes, greenstone belts, and numerous east and 
northeast striking faults (Hickman, 2004). The Yilgarn Craton, in southwest Australia, 
formed during a Proterozoic episode of increased tectonic activity that resulted in the 
amalgamation of various continental fragments (Cassidy et al. , 2006). Granite and 
greenstones form the majority of the upper crust, and deeper Late Archaean crustal 
layers are exposed in the northwest and southwest (lvanic et al. , 2010). At the north­
west comer of the Yilgarn Craton lies the Narryer terrane, which contains the oldest 
crust in Australia (Spaggiari et al. , 2008). 

The joining of the Pilbara and Yilgam Cratons in the Palaeoproterozic produced the 
300 km wide, heavily deformed, tectonic belt known as the Capricorn Orogen (Tyler 
and Thorne, 1990; Betts et al. , 2002; Sheppard et al. , 20 10). The orogen contains 
Palaeoproterozic plutonic igneous rocks, medium- to high-grade metamorphic rocks, a 
series of volcano-sedimentary and sedimentary basins, and is rimmed by the deformed 
margins of the Pilbara and Yilgam cratons (Cawood and Tyler, 2004) . To the west 
of the Darling Fault, lies the Neoproterozoic Pinjarra Orogen, which is the resulting 
passive margin that formed when Australia separated from India (Myers et al. , 1996). 
The rift valley is concealed by 10-15 km of sedimentary rocks , and so little of its 
Precambrian geological history is known. Some evidence is , however, provided by 
three main sources of exposed Precambrian rocks in the Leeuwin, MulJjngarra, and 
Northampton complexes (Myers, 1993). 

Previous seismic studies in this part of WA have utilised receiver function , reflec­
tion and refraction data. Drummond (1988) used reflection and refractions studies to 
characterize the PiJbara and Yilgarn Cratons as having a two-layered crust with a broad 
transition between these layers occurring between 10 and 15 km depth. He estimated 
the Moho to lie between 28 and 35 km depth. Clitheroe et al. (2000) inverted receiver 
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functions for shear velocity profiles beneath 65 broad-band stations across Australia 
and combined the results with 5 l independent estimates of crustal thickness from re­

fraction and reflection profiles to produce a Moho map of the continent. He found the 
crust to be thin and the Moho transition to be sharp beneath the Archaean cratons. A 

few years later, Collins et al. (2003) confirmed the results of Clitheroe et al. (2000) 

using additional data newly acquired from refraction and reflection profiles. Using 
mostly temporary seismic stations, Reading and Kennett (2003) completed a receiver 

function analysis of the Pilbara Craton, Capricorn Orogen, and northern Yilgarn Cra­

ton. They characterised the Pilbara Craton as having a sharp, shallow (~30 km) Moho, 
the Yilgarn as having a sharp, yet deeper (~40 km) Moho, and were barely able to di s­

cern the Moho beneath the Cap1icorn Orogen. Reading et al. (2012) provide a more 

comprehensive analysis of the Moho character of the region using receiver functions 

from the CAPRA deployment. In general, they found a deeper Moho transition (36-
44 km depth) beneath the Capricorn Orogen; a sharper, less deep (~35 km) Moho 

in the north Yilgarn Craton, except for the Narryer terrane, which exhibits an abnor­

mally shallow discontinuity at 29 km; and a shallower (29-34 km) more pronounced 

discontinuity beneath the Pilbara Craton. 
We will use data from stations CP08, CP09, CPlO, and CP 11 to constrain the 

structure within the Capricorn Orogen; stations CP 14 and CP 13 for the Yil garn Craton, 

with CP1 2 on the Narryer Terrane; and stations CP02, CP03 , CP05, CP06, RPOl , 
RP03, and RP04 for the Pilbara Craton (Figure 2.lb). There have been no previous 

receiver function analyses of the Pinjarra Orogen, but we expect to find a thinner crust 
(Co llins et al. , 2003; Clitheroe et al. , 2000) relative to the cratons and a thin surface 

layer of sediments usi ng stations LPOl, LP02, LP03, LP04, and LP05 (Figure 2. 1 b). 

2.5 Data and methods 

In this study, we use data recorded at a total of 17 CAPRA seism ic stations. There were 
two main transects record ing between June 2006 and June 2007: one running roughly 

north-south (CP stations in Figure 2. la, b), and another rnnning west-eas t along the 
Tel fer Road (RP stations in Figure 2.la, b) . Data from five stations operated by the 
University of Western Australia were also incorporated (LP stations in Figure 2. la, 

b) . This transect ran along the northwestern margin of WA between October 2005 
and April 2007 . The CP and RP stations comprised EarthData recorders and Guralp 

CMG-3ESP sensors (with the exception of CP 13 where a Streckeissen STS-2 was 
deployed) while the LP stations comprised Reftek recorders and CMG-40T sensors. 
Five representative models produced for the region are entitled CP14, CP1 2, CP08 , 

CP03, and LP03 (Figure 2. la). These models together represent a composite model 
that is used to produce synthetic waveforms for the seismic moment tensor inversion. 
In the following sections, we will describe three methods that were applied to the 
CAPRA/LP data to obtai n thi s composite ID model of the Earth . In the last part of each 
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Figure 2.2: Map showing all source-receiver pairs used in the receiver function analy­
sis. Sources are marked by yellow stars and stations by colored triangles. 

of the fo llowing subsections, we state the results of the structure determination (step 
1), which are subsequentl y used in the complete waveform inversion for an improved 
focal mechanism (step 2). 

2.5.1 Receiver function analysis 

Receiver function analysis is a popular method for detennining a shear-wave model of 
the lithosphere beneath a station. By deconvolving the vertical with the radial response 
of a plane-layered structure, the shear-wave response of the crust and upper mantle 
can be extracted to produce a time series called a receiver functi on (RF) (Langston, 
1979). RFs are particularly sensitive to pronounced gradients in elastic properties as a 
function of depth and are critical to determining the depth of the Moho. 

In this study, RFs are calculated from teleseismic events using a relatively con­
servative threshold on earthquake magn.itudes of 5.0 or greater. The events, mainly 
from surrounding subduction zones of Indonesia, Japan, and Tonga-Fiji (Figure 2.2), 
are pre-processed and only coherent waveforms are selected for further analysis. The 
waveforms are iteratively deconvolved in the time domain according to Ligorrfa and 
Arrunon (1999) using a 2.5 Gaussian filter. The resulting RFs are subsequently band­
pass filtered to decrease the noi se and improve coherency using an optimised filter 
width: band-pass between 0.75 Hz and 2.0 Hz fo r stations CP14 and CP12, bandpass 
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Table 2.1: All CAPRA and LP stations used in the development of the 1-D composite 
model along with respective geographical coordinates. An"x" indicates that that sta­
tion was used for a particular analysis method as indicated by the respective column 
headings. 

Station Latitude Longitude Receiver Ambient Two- First Mo- Final Moment 
Name (degrees) (degrees) Function Noise Station tion AnaJ- Com- Tensor 

Analysis Analysis Method ysis posite Inversion 
Model 

CPl4 -26.93 117.60 X X X X X X 

CP l3 -26.39 ll7. 18 X X X 

CP12 -25.79 l l7.40 X X X X 

CPIJ -25.47 [17. 12 X X X 

CPIO -24.86 l l6.91 X X X 

CP09 -24.29 l16.96 X X X 

CP08 -23.99 l l7.67 X X X X X X 

CP06 -22.88 ll7.44 X X 

CP05 -22.28 117.67 X X 

CP04 -22.33 118.67 X 

CP03 -2 1.73 l19.40 X X X X X X 

CP02 -20.63 120.08 X X 

CPOl -20.26 [20.21 X X 

RPO! -20.89 l l7 .64 X X 

RP03 -21.22 120.22 X X 

RP04 -21.27 [20.89 X X 

RP06 -21.51 121.85 X X 

LPOl -26.2[ ll4.29 X X X 

LP02 -24.96 11 4.80 X 

LP03 -23.15 1l4.55 X X X X X X 

LP04 -22.49 115 .45 X X 

LP05 -21.56 1 l5.89 X X 

between 1.0 Hz and 2.5 Hz for stations CP08 and CP03 , and a hi gh-pass with a corner 
frequency of 0.4 Hz for stations LPOl and LP03. RFs fo r a back-azimuth range of 
approximately 20° are selected and stacked for each station to create an average RF 
which is used in the linearised inversion. 

The first step in inverting RFs for a 1-D model is to produce a reasonable initi al 
model , as the final so lution will not be all owed to differ greatl y from the initial model. 
We utilize a priori information from previous studies (Reading and Kennett, 2003) 
in our fo rward modelling approach using the RF forward modelling software IRFFM 
(Tkalcic et al. , 20 11). This interactive tool allows manual manipulation of thicknesses, 
velocities , and v"/v5 ratios for a 1-D Earth model. A simple model with two crustal 
layers is created to represent the Earth 's structure beneath each of the following six 
stations: CP14, CP1 2, CP08, CP03 , LP03, and LPOl (Table 2. 1). These become the 
initial model s in a linearised invers ion (Julia et al. , 2000) that allows easy manipu­
lation of the smoothness parameter. We find an inverted shear velocity model that 
produces synthetic RFs with a high variance reduction by taking the initial model and 
iteratively perturbing each layer. Increasing the number of layers in a model improves 
the fit between the observed and synthetic RF at the expense of over-parameterising 
the model space. Likewise, increasing the smoothness parameter makes a model more 
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Figure 2.3: (a) All ambient noise cross­
correlograms . associated with station CP04. 
(b) Average group velocity curve with ·error bars 
showing one standard deviat.ion ; (c) All possible 
ray paths between the CAPRA/LP array station 
pairs. 

realistic at the expense of decreasing the 
data fit. Through a grid-search, the num­
ber of layers and the smoothness param­
eter are systematically varied for each 
model. In this manner we are able to 
explore the variance reduction achieved 
throughout the entire parameter space 
and estimate the optimal number of lay­
ers in our models. For each model, the 
number of layers is increased until fur­
ther layers produce no significant im­
provement in variance reduction (Tkalcic 
et al., 2011). A collection of models for 
each station consists of versions with a 
different number of layers, smoothness 
parameter, and iteration number, all of 
which are empirically determined. The 
preferred model is an average over a lim­
ited range of these models. For example, 
the final CP14 model is averaged over 
versions having 7, 9, or 11 crustal layers, 
smoothnesses of 0.2 or 0.3, and iterations 
between 10 and 40. Though the resulting 
fin al averaged model does not have the 
overall best fit , it provides a more proba­
ble representation of the Earth 's structure 
beneath a given station . 

Fig. 6a provides the final model 
as inverted from the RF data fo r CPl4 
(light blue dashed line). Located near 
the northern rim of the Yilgarn Cra­
ton, the interpreted Moho depth of CP l 4 
is approximately 34 km, which is in 
good agreement with previous RF stud­
ies (Clitheroe et al. , 2000; Coll ins et al., 
2003; Reading and Kennett, 2003; Read­
ing et al. , 2012). The RFs of CP12 in 
general have an ill-defined and inconsis­
tent peak around 3.5 s, yielding less ob­
vious information about the character of 
the Moho, but the beginning of a broad 
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transition is seen at about 28 km. Reading et al. (2012) infer a sharp transition at CP 12 
at this depth (although not a very large seismic velocity contrast), which is like ly due 
to the slight difference between the two inversion methods. The Moho of station CP08 
appears to begin at around 30 km depth, and, consistent with the work of Reading et al. 
(2012), there is an upper crustal discontinuity at around 8 km depth (Fig. 6b). CP03 
has a distinct Moho transition around 28 km. The RFs of both LPOl and LP03 are very 
noisy, and thus the majority of them are discarded from the final stacking. Nonethe­
less, the average RF for LP03 does show a strong arrival at around 4 s. Upon inversion , 
a strong low velocity zone in the uppermost 4 km of crust - probably due to coastal 
sediments - and a Moho transition at 31 km result. LPO 1 lacks a sharp Moho; a gradual 
transition begins at about 27 km depth, and a lower velocity layer in the upper crust 
is present as with LP03. Al though a detailed RF assessment of the Pinjarra region has 
not yet been completed, these values are in good agreement with the rough estimates 
for the region given by Collins et al. (2003) in his analysis of the crustal thickness of 
Australia. 

2.5.2 Surface wave dispersion curves 

Although RFs provide good estimates of velocity contrasts , when combined with dis­
persion data, they more accurately and uniquely predict the average velocities in the 
crust (e.g. Ozalaybey et al. (1997); Du and Foulger (1999); Julia et al. (2000); Tkalcic 
et al. (2006, 20 12). In this study, we calculate Rayleigh wave Green 's functions for 
the Earth between all poss ibl e station pairs through the cross-correlation of ambient 
noi se recorded by the CAPRA/LP array (Table 2.1). The asymmetry of the Green's 
functions is most likely due to the increased noise associated wi th the coast (Figure 
2.3). The Green 's functions reveal short-period velocity information important for 
resolving crustal and upper mantle structure. An automated frequency-time analysis 
(FTAN) procedure accordi ng to Bensen et al. (2008) is fo llowed along with the few 
modifications described by Arroucau et al. (2010) as a means of measuring group ve­
locities. Cross-correlations of 40-minute noise segments (with 75% overlap) recorded 
by all possible station pairs are stacked over a period of nine months starting on July 
I , 2006. The negative time derivative of the symmetric component of the resu lting 
average cross-correlograms provides an estimate of the Rayleigh wave Green 's func­
tions between each station pair with in a frequency-dependent amplitude factor (Lobkis 
and Weaver, 2001), which does not affect the di spersion measurements . Using an au­
tomated phase-matched filtering technique described in depth by Levshin and Ritz­
woller (2001 ), group velocities are extracted for periods between I and 60 s (Figure 
2.3). Assuming the phase shift resulting from the differentiation minimally affects 
the group velocity signal s (Yao et al. , 2006), the average of the measurements from 
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Figure 2.4: (a) 4.0 s group velocity map of 
Western AustraJja. Period, number of ray 
paths, and variance reduction of the travel 
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alternating pattern of positive and negative 
velocity squares with a maximum perturba­
tion of 0.8 km/s. 

the differentiated and un-differentiated 
cross-correlograms is used as long as 
the two measurements do not vary 
from each other by more than 3.0% . 
This promotes the selection of only 
high quality data (Arroucau et al. , 
2010). In another effort to preserve 
only the reliable waveforms, a signal 
to noise ratio (SNR) greater than 3 
and an interstation spacing of at least 
3 wavelengths is made a requirement 
(Bensen et al., 2008). 

Group velocity curves are calcu­
lated from the Green's function cor­
responding to a given model station 
(CP14, CPl2, CP08, CP03 , orLP03) 
and LPOl , whose location approxi­
mates that of the earthquake. ln this 
manner, we are able to obtain a dis­
persion curve that represents the av­
erage structure between source and 
receiver (the pink dotted line in the 
bottom right portion of Figure 2.6a, 
b). The Green's function s associated 
with the pairs CP12 and LPOI , and 
LP03 and LPOl, have poor SNRs. 
We thus employ a different method 
that aims to extract the average dis­
persion curve representing the Earth 
directly beneath the station. A fast 
marching surface wave tomographic 
inversion scheme (Rawlinson and 
Sambridge, 2004a,b) is used to es­
timate velocity variations for differ­
ent periods (Figure 2.4a). This it­
erative, nonlinear approach uses cu­
bic B-splines to describe the velocity 
continuum and provides stable, ro­
bust solutions even in heterogeneous 
merua. Significant improvement in 
traveltime residual misfit is seen for 
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Figure 2.5: Great circle paths for station-event pairs used in the two station method 
of phase velocity dispersion curve retrieval are shown by colored lines . Events are 
from Japan, Tonga-Fiji, and Indonesia. The ray paths associated with each model in 
the legend refer to the teleseismic waveforms that are analysed to determine phase 
velocity curves fo r the 1-0 Earth model(s) associated with the mentioned stations. 

maps associ ated with periods between 1.5 and 14 s, with variance reductions rang­
ing from 41 to 77%. The lower variance reductions are associ ated with the longest­
and shortes t-period (> 9 s and < 2 s) solutions, which is when there is a gradual 
degradation of dispersion measurements. Synthetic "checkerboard" resolution tes ts 
are perfo rmed in order to access the resolving power of the data. Gaussian noise with 
a standard deviation of 0.15 s is added to the synthetic data to simulate the noise con­
tent of the observed traveltimes. Figure 2.4b displays the results of a checkerboard 
resolution tes t fo r a peri od of 4 s. A sampling of the maps at a given station loca­
tion for each peri od enables the interpolati on of a dispersion curve fo r the lithosphere 
beneath that stati on. 

The general pattern of lower velocities in the coastal regions of Western Australia 
can likely be attributed to a layer of surface sediments. The work of Abdulah (2007) 
provides a 3-0 P-wave velocity perturbation map of northwes t Australia derived fro m 
traveltimes of both local and teleseismic events. The relative velocity patterns evalu­
ated at 35 km depth largely agree with our longer period maps (~30 s period), which 
roughly sample the same depth. The north Pinj arra Orogen and the Glenburg terrane 
(west of the Capricorn Orogen) (Figure 2. lb) demonstrate signifi cantl y lower veloci­
ties, which corresponds to the generall y younger geological structures of WA. 

Phase velocity info rmation provides a much better constraint on average shear ve­
locity than just group velocity alone, as multiple phase velocity curves are poss ible 
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for each group curve (Aki and Richards, 2002). Consequently, the two-station method 
is employed to measure fundamental-mode Rayleigh phase dispersion curves between 
10 and 60 s. In order to safely assume that the influence of the structure between the 
source and nearest station is negligible, the two stations must be on approximately 
the same great circle path with the source (Knopoff et al. , 1966). We require that 
the azimuthal difference between the earthquake to the two different stations and the 
azimuthal difference between the earthquake and the nearest station, and the nearest 
station to the farther station be less than 2.0°. To promote reliability in measurements 
at longer periods, the inter-station distance is required to be at least half of the wave­
length (Yao et al. , 2006). 

We obtain 29 reliable phase velocity dispersion curves from earthquakes from In­
donesia, Tonga-Fiji , and Japan with a magnitude between 5.0 and 7.0 and a depth of 
less than 100 km for four different station pairs: LPOl and LP03; CP08 and CP14; 
LPOl and CP08; and LPOl and CP03 (Figure 2.5; Table 2.1). An average phase ve­
locity curve is obtained for each of the four sets. The model s for stations CP14 (see 
the blue triangles in Figure 2.6a for the phase dispersion curve) and CP12 incorporate 
the curves from the path connecting CP14 and CP08; the CP08 model (see the blue 
triangles in Figure 2.6b for the phase di spersion curve) use those connecting LPOl and 
CP08; the CP03 model those connecting LPOl and CP03, and the LP03 model those 
connecting LPOl and LP03 stations. Although a phase velocity analysis using ambient 
seismic noise was attempted, the 2n: phase ambiguity factor prevents confident iden­
tification of the fundamental mode phase curves. Such anal ysis would require the use 
of a global 3-D model or local, observed phase velocity maps to roughly predict phase 
speeds (Bensen et al., 2008). 

2.5.3 Joint inversion of teleseismic and ambient noise data 

After the average phase and group velocity dispersion curves are compiled for each 
intended model station, a joint inversion of RF and dispersion data is perfo rmed (Fig­
ure 2.6a, b). The first step involves using the interactive, forward modelling software 
for joint modelling ofRFs and surface wave dispersion curves IRFFM2 (Tkalcic et al. , 
2012) to create a reasonable initial model. The average model from the RF inversion 
is altered manually until the synthetic RF better ·fits the dispersion data. Then we in­
vert the fundamental-mode group and phase velocities simultaneously with the radial 
RFs for a shear-wave velocity profile beneath each station (Figure 2.6a, b) (Herrmann, 
2004). Our approach is similar to that of Julia et al. (2000, 2003). A fixed bottom 
layer below 47 km, which approxjmates the lower limjt of the RF and dispersion curve 
sampling depth, is used to focus the inversion sensitivity on the uppermost lithosphere. 
A time window of -5 to 15 sis used to invert the RFs to concentrate the inversion on 
the Moho character. Differential smoothlng is applied while an influence parameter 
controls the relative weight between the dispersion curve and the RF data. We then 
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Figure 2.6: 1-D shear wave velocity model s for (a) station CP14 and (b) station CP08 
are shown in the lower left. An ensemble of best models (yellow) comprise 279 in­
dividual models, which include 3 weight values, 3 damping values, and 31 iterations. 
Error bars for the di spersion curves show one standard deviation of the velocities (see 
bottom right). 
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run a series of inversions, each with an influence parameter ranging between 0.0 and 
1.0 (where 0.0 indicates only an inversion of RF data, and 1.0 only inverts dispersion 
data). We choose the models resulting from the weight value that best balances the 
individual fits of the dispersion and RF data. Successive inversions converge after 
about five iterations; however, the final model is created by the average of iterations 20 
through 40, in which range no discernible improvement in variance reduction is seen. 

Our final jointly-inverted models agree well with previous studies and, moreover, 
provide further constraints on the upper lithosphere of WA. The general pattern of a 
deeper Moho depth in the Capricorn Orogen and more shallow crust under the cratons 
is consistent with the work of Reading et al. (201 2). Upon jointly inverting for the 
Capricorn Orogen structure associated with station CPOS, the Moho depth estimate 
increases from 30 km (resulting from the RF analysis) to 34km (the dashed light blue 
line and solid blue line of Figure 2.6b ), which agrees more closely with Reading et al. 
(2012) who estimated the Moho to be at 36 km depth. This change arises due to 
a trade-off between the absolute velocity and the thickness of the crust when only 
information from RFs is available. Due to the fact that long period phase velocity 
dispersion data brings additional information about the absolute velocity of the lower 
crust (faster in this case; Figure 2.6b), the crustal thickness increases to accommodate 
the fas ter propagation of shear waves through the crust. 

While no previous studies have performed a high-resolution group or phase veloc­
ity analysis of WA, Saygin and Kennett (2010) completed a set of continental-scale 
group velocity maps using ambient noise for periods between 5 and 12.5 s. Our results 
are in rough agreement in that upper crust group velocities range from 2.8 to 3.4 km/s. 
We improve the constraints by increasing resolution and including phase veloci ty in­
formation derived from the two-station method. For the first time, RFs are analysed 
for the Pinjarra Orogen. Although the data are very noisy for these coastal stations, 
we are able to obtain a rough estimate of crustal structure and Moho character for the 
area. 

2.6 Moment tensor inversion of the Shark Bay event 

Equipped with a collection of upper lithosphere models of WA, we are now ready to 
perform a full waveform inversion for source properties of regional earthquake record­
ings. After first using the Earth reference model akl35 (Kennett et al. , 1995), we will 
then use our own model s to produce synthetic Green's functions and compare them 
with the filtered observed waveforms . It is assumed that the Green 's functions result­
ing from our composite model represent the average structure between the source and 
each station . To represent Earth structure associated with stations CP14 and CP13, 
we use the model CP14; for stations CP12, CPll , CPlO, and CP09 we use the model 
CPl2; for stations CP03, CP05 , CP06 we use the CP03 model ; and stations LP03 and 
CPOS each have their own model. 
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Figure 2.7: Results of moment tensor inversion for the case in which a single 1-D 
model (model CP 14) is used to produce structural Green's functions for nine selected 
stations, The solid lines show the observed waveforms fi ltered between 15 and 35 s, 
whilst the dashed lines are the synthetic waveforms fi ltered in the same way. The three 
different components of the seismograrns are shown from left to right: tangential , 
radial , and vertical. The lower-hemisphere projection of the P-wave radiation pattern 
is shown in the lower right along with the pressure (P) and tension (T) axis. The strike, 
rake, and dip of the two nodal planes along with the scalar seismic moment, moment 
magnitude, percent double couple (DC), compensated linear vector dipole (CLYD), 
and isotropic (ISO) of the best solution are listed on the right. 
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Figure 2.8: Results of moment tensor inversion for the case in which a composite 1-D 
model is used to produce structural Green's functions for the total of nine and (b) seven 
stations. For the explanation of waveforms, focal mechanism plot and the legend, see 
captions of Figure 2.7. 
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2.6.1 Method 

Using upper lithosphere models for CP14, CP12, CP08, CP03 , and LP03 (Figure 
2. la), we employ a frequency-wavenumber integration program developed to calcu­
late synthetic Green's functions (Saikia, 1994) from plane-layered models. Respective 
moment tensors are estimated using full waveform regional moment tensor inversion 
(Dreger and Helmberger, 1993), which uses long-period three-component waveforms 
at regional distances. This method of waveform inversion solves for the moment ten­
sor elements through a linear inversion in the time-domain that seeks to minimize the 
difference between synthetic and observed waveforms . The earthquake depth is solved 
for iteratively. Instrument response is removed from the data, and both synthetics and 
data are bandpass- filtered between 15 and 35 s, which best isolates the body and sur­
face waves. The extensive study of Earth structure justifies the attempt to fit higher 
frequency signals. A source depth of 18 km (www.ga.gov.au) is used in the initial 
inversion . The inversion procedure we adopt here considers only the deviatoric ten­
sor, neglecting volumetri c changes of the source. The earthquake is assumed to be a 
point source in time and location, which is a reasonable approximation for far- fi eld 
waveform modelling of the Shark Bay event (Mi=5 .3). Solutions are judged based 
on both variance reduction and percent double-couple. The accuracy of the depth es­
timate given by GA is tested through a series of iterations, each imposing a different 
depth. 

2.6.2 Results 

After an extensive analysis and consideration of all stations, only the nine least noisy 
stations (LP03 , CP14, CPl3 , CPll , CPlO, CP09, CP08 , CP06, and CP03) are used in 
the inversion. The inclusion of the more noisy stations does not significantly improve 
the azimuthal coverage and, moreover, does not help to constrain the solution . For 
example. stations CP 12, CP05 , and LPO I were disregarded in the inversion due to 
low SNRs at the time of the earthquake in this study. Other disregarded stations are 
too distant from the source for the flat Earth approximation used in the frequency­
wavenumber integration code to remain valid. 

In this section we describe the results of waveform inversions using different struc­
ture combinations. We first invert the waveforms of the nine remaining stations using 
only the Earth reference model akl35 (Kennett et al. , 1995). The best fitting mo­
ment tensor has fau lt planes wi th strikes of 33° and 234°, dips of 70° and 22°, rakes 
of 82° and 110°. and a variance reduction of 62.0%. We then perform the inver­
sion using onl y the model CP14, which is a robust model and a good approxi ma­
tion for much of the region (Figure 2.6a) . The best fitt ing moment tensor has fault 
planes with strikes of 3 IO and 222° . dips of 6 1 ° and 30°, and rakes of -95° and -8 1 ° : 
the variance reduction is only 57.8% (Figure 2.7). Previous experience in inverting 
waveforms for the seismic moment tensor in a complex tectonic setting suggest that 
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Figure 2.9: Jack knife sensitivity test for njne selected stations as mentioned in text. 
The blue circles indicate the average variance reduction (YR) between synthetic and 
observed waveforms as the number of stations increases from one to nine. The red 
triangles represent the average compensated linear vector dipole (CLVD), defined as 
100% less the percentage of double couple. The empty circles show individual vari­
ance reductions for different combinations of each number of stations, and the empty 
triangles show the corresponding %CLYDs. The resulting focal mechanism solutions 
for each number of stations are superimposed upon each other and displayed at the top 
of the figure. 
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it is possible to improve the overall fit by using a composite model (Tkalcic et al. , 
2009). A composite model approach is also used in a routine moment tensor inver­
sion in California, where Earth structure connecting the earthquakes occurring in the 
Mendocino triple-junction with the stations is quite different from that used to pro­
duce Green's function s associated with the Sierra Nevada events (Pasyanos et al. , 
1996) . Therefore, we tes t whether a composite model improves the goodness of 
fi t. When using a composite model constructed from the fi ve individual models de­
scribed in section 2 .5.3, the variance reduction increases to 74.8%, and the solution 
is 90% double couple (Figure 2 .8a) . The best fitting moment tensor remains sim­
ilar to that obtained using the single CP14 model (planes with strikes of 18° and 

220° , dips of 54° and 38°, and rakes 
so of -103° and -73°). The moment 
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Figure 2.10: A depth-sens itivity test fo r a com­
bination of nine selected stations mentioned in 
text. The focal mechanisms for the best so­
lution assuming the source origi nated at var­
ious depths ( 14, 18 , 22, 26, 30, and 34 km) 
are shown. The quadrants associated with 
the tension-axes are colored according to the 
percent of compensated Linear vector dipole 
(CLVD). defined as 100% less the percentage 
of double couple. The initial estimate as quoted 
by GA is 18 km. 

magni tude is modelled at Mw=4.8; 
which is in agreement with the work 
of Allen et al. (2011 ) on Mw and ML 
magnitudes for central and western 
Australian earthquakes. He found 
that the Mw of a WA event is typ­
ically 0 .3 to 0.5 magn itude units 
smaller than the corresponding ML 
estimate. 

Figure 2.9 shows the results of a 
jackknife sensi tivity tes t wi th these­
lected nine stations. The solution be-
gins to become invariant as the sta­
tion combination changes once three 
stati ons are included in the inversion. 

The percent compensated linear 
vector dipole (CLVD), which repre­
sents the percentage of the solution 
that is non-double-couple, decreases 
with increasing number of stations 
as the solu tion becomes increasingly 
we ll constrained. LP03 has the poor­
es t signal to noise rat io of the cho­
sen nine stations, but we experiment 
wi th including this station in the in­

version as it significantly improves azim uthal coverage. If we remove LP03 from the 
inversion. the moment tensor changes only very slightly, and the variance reduction 
increases to 79 .3%; however. the percent double couple drops to 68%, which could be 
a result of spurious effects caused by insuffic ien t azimuthal coverage (e.g. S ileny et al. 
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(1996)). We can improve the variance reduction further by excluding another noisy 
station, CP06, from the inversion. This combination of 7 stations yields a variance 
reduction of 83.2%, but contains only 53% double couple (Figure 2.8b). For all three 
scenarios, the Mw estimate is 4.8, and the moment tensor is an oblique normal thrust 
fault. 

The jack knife test shows that average variance reduction decreases by only 9% 
as station number increases from one to nine, indicating the robustness of the solution 
(Figure 2.9). However, the same test also indicates that at least 8 stations are required 
to considerably reduce the scatter in %CLYD and reduce the estimate below 20%. 

The results of the depth analysis are shown in Figure 2.10. Although it is not likely 
that the actual depth was lower than 18 km, the upper limit on the acceptable range is 
more ambiguous. The best variance reduction is achieved for depths between 22 and 
30 km; however, the percent double couple decreases dramatically as depth increases 
beyond 18 km, which is a less likely scenario if we assume the earthquake has a simple 
tectonic character. 
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Figure 2.11: Results of moment tensor inversion using the synthetic data generated 
with the composite model and added noise with arms of 150% the peak amplitude of 
the signal. For the explanation ofwaveforms, focal mechanism plot and the legend, 
see captions of Figure 2.7. 
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2.7 Discussion 

A set of sensi tivity tests were performed to assess the reliability of the inversion 
method. Synthetic waveforms are generated utili zing the E3D fin.ire difference method 
(Larsen and Schultz, 1992) using our preferred orientation of nodal planes (Figure 
2.8a) (s trike 18°, dip 54°, and rake -103°) as well as a Mw of 5.0. The synthetics are 
processed in the same manner as the observed data. Using the same crustal model and 
hypocentre location, Green 's functions are created and compared to the synthetics. As 
expected, we recover the same moment tensor with 100% variance reduction when 
using the nine station locations used in the acnial inversion of the Shark Bay event. 

To assess the effect of noise on the solution, white noise with a root mean square 
of 150% of the peak amplitude of the signal is added to the synthetic data. Again 
the inversion is perfo1111ed on the synthetic data. The strike, dip, and rake vary by at 
most 4° from the siniation without noise. The estimated magnitude is 4.9, the percent 
double-couple is 95%, and the variance reduction decreases to 54. l % (Figure 2.11). 
The general character of the solution does not seem to be strongly affected by noise in 
the data; nonetheless, it is a likely cause of a low variance reduction. 

After describing the process behind obtaining our full wavefom1 solution, we now 
provide comparisons with first motion data. Revers et al. (2009) presented a first mo­
tion estimate (nodal plane 1: strike 60.0°, dip 60.2° ; nodal plane 2: strike 258 .9°, dip 
3 l .2°). which corresponds to a reverse thrust fault scenario, and has a station distribu­
tion ratio (STDR) (Reasenberg and Oppenheimer, 1985) of 0.6. This quality measure­
ment depends on the distribution of the stations relative to the radiation pattern. A low 
STDR is caused by polarity observations from stations near nodal planes and lack of 
complete azimuthal coverage. According to Kilb and Hardebeck (2006), a STDR > 
0.65 is preferred when identifying quality mechanisms. In addition, a closer look into 
the waveforms recorded at CAPRA/LP and other available broadband stations reveals 
an emergent character of first motions. making most polarity readings very ambiguous . 

A bootsu·ap analysis of the first motion based on previous experience and recom­
mendations presented in Diehl and Kissling (2007) and using the FOCMEC software 
package of Snoke (2003) shows a high level of uncertainty in determining the orienta­
tion of nodal planes. According to Diehl and Kissling (2007). a high pass filter (comer 
frequency 1.0 Hz) is applied to all broadband channels 

to remove long period noise. Figure 2.12 shows a sam pling of the waveforms used 
in the first motion analysis superimposed on our preferred so lution from the fulJ wave­
form moment tensor inversion. Table 2.1 and A.2 list all stations used. For the majority 
of selected recordings it is very difficult to identify a first arrival and. moreover, de­
tem1-ine its polarity. Our conclusion is that the first motion solution is not robust and 
cannot diminish the wavefom, solution on the basis that they do not agree entirely. 
We be! ieve that this is the indication that the Shark Bay event is more complex than 
previously understood from the first motion solution. We therefore find it preferable 
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Figure 2.12: First motion polarity readings superimposed on the preferred fu ll wave­
form inversion solution. The tan-colored quadrants contain the tension axes. A sample 
of 9 waveforms recorded at different azimuths and epicentral distance are shown to 
demonstrate the character of the first arrivals. Each waveform is cut to 3 s before and 
1 s after our pick of the first P arrival. The waveforms are filtered with a high pass 
comer of I Hz. 

to base a focal mechan.ism solution on the seisrn.ic moment tensor obtained from the 
full waveform inversion as we have been able to do in this detailed analysis . 

There have been many studies on the stress field of WA (e.g. Clark and Leonard 
(2003); Reynolds et al. (2002); Zhao and Muller (2003); Reynolds et al. (2003); Coblentz 
et al. ( 1998)) that utilised data from many different sources, i.e. earthquake focal 
mechan.isms, borehole breakouts, overcoring measurements, hydraulic fracture mea­
surements, geological indicators, and drilling-induced tensile fractures. There is gen­
eral agreement that the pressure axis in the Shark Bay, WA region, runs approximately 
east-west. Although the pressure axis of our preferred solution (Figure 2.8a) is orthog­
onal to that, orientated approximately southwest of vertical, the plausibility of our so­
lution is not dirn.in.ished . The work of Kagan (1992) has shown that earthqu akes in tec­
tonic blocks often weakly depend on the current deformation and tectonic stresses, and 
are instead more heavily dependent on known and hidden defects in the rock medium. 
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Table 2.2: All stations (and respective 
geograph ical coord inates) not part of 
CAPRA or LP arrays used in the fi rst 
motion analysis. 

Station Latitude Longitude 
Name (degrees) (degrees) 
KAKA -12.7 1 132.44 
KMBL -3 1.37 12 1.88 
MUN -31.98 11 6.2 1 
STKA -3 1.88 14 1.60 
WBO -19.77 134.39 
WB 1 -19.96 [34.35 
WB2 -19.94 134.35 
WB3 -19.92 134.36 
WB4 -19.90 l34.36 
WB5 -19.88 134.37 
WB6 -19.85 l34.37 
WB7 - [9.84 134.38 
WB8 - [9.8 1 134.38 
WB9 - 19.79 l34.38 
WC I - [9.92 134.34 
WC2 - 19.93 134.37 
WC3 - 19.96 134.37 
WC4 - 19.96 [34.34 
WRO - 19.96 134.54 
WR I - 19.94 134.34 
WR2 - 19.95 134.36 
WR3 -19.95 134.39 
WR4 - 19.95 134.4 1 
WR5 -19.95 134.43 
WR6 - 19.95 134.45 
WR? - 19.96 134.48 
WR8 - 19.96 134.50 
WR9 -19.96 134.5 1 
MBWA -2 1.16 119.73 
NWAO -32.93 117.24 
AL09 -74.30 66.79 
S2B5 -33.39 143 .48 
S2B8 -33.49 145.07 
Ste I -42. 15 146.47 
BBOO -32.81 136.06 
CMSA -3 1.54 145 .69 
FITZ - 18.10 125.64 
FORT -30.78 128.06 
AAK 42.63 74.49 
EKS2 42.66 73.78 

Diffe rently-o riented pre-existing faults in the 

area could also prov ide controls on the nature 

of the resulting seismicity. 

2.8 Conclusions 

Models of the upper lithosphere for fi ve regional 

source- receiver pairs were produced from a 

joint inversion o f receiver function data and dis­

persion data derived from earthquakes and am­

bient noise. Our 1-D models agree well with 

previous receiver function results, and improve 

upon existing constra ints. The general character 

of the Moho is consistent with previous receiver 

functi on work, as we see a sharp , in termedi ate­

depth Moho beneath the Pilbara and Yilgarn 

cratons and a deeper, less-sharp transiti on be­

neath the Capricorn Orogen. We further im­

prove knowledge of the upper lithosphere of 

Weste rn Austra li a by combining dispersion with 

receiver functi on data and by providing a shear 

ve loci ty model for coastal stations. We show 

that a compos ite model enables a more robust 

inversion of 3-component full waveforms fo r 

the seismic moment tensor than a s imple l -D 

model. In parti cul ar, we calcul ate the moment 

tensor and depth of the 2007 Shark Bay, West­

e rn Australi a, earthqu ake, and obtain a robust 

oblique normal solut ion of strike 18°, dip 54°, 

and rake - 103° . The pressure axis of th is so­

luti on is o rthogonal to the genera lly accepted 

pressure ax is of the Shark Bay region, ind icat­

ing that the foca l mechani sm was influenced by 

differentl y oriented pre-ex isti ng fa ults and rock 

defects in the area. Despite this, we find that 

our full waveform solution, wh ich incorporates 

our composite c rusta l structure model, improves 

on the determination of the foca l mechanism of 

the Shark Bay event fro m fi rst moti on analys is 

a lone. 
T his study demonstra tes how a compos ite 1-
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D model of the upper lithosphere may be developed in a low seismicity region with 
a limited number of seismic stations and its subsequent use can improve the analysis 
of an earthquake's source mechanism. The methodology is widely applicable to the 
study of earthquake focal mechanisms in intraplate regions, where a careful determi­
nation of the focal mechanism for such rare events represents a significant advance in 
understanding the neotectonics of a given region. 
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Chapter 3 

High-frequency ambient noise 
tomography of southeast Australia: 
New constraints on Tasmania's 
tectonic past 

3.1 Foreword 

The ambient seismic noise tomography results in Western Australia were very promis­
ing despite the limited number of stations and uneven source of ambient noise. In 
order to explore the potential of the method further, we sought a more suitable lo­
cale, namely Tasmania, where the surrounding ocean provides a strong and consistent 
source of ambient noise and a dense seismic array provides excellent coverage. We use 
the same iterative non-linear inversion approach but now also invert for phase velocity 
maps in addition to group velocity. This work was published in Geophysical Research 
Letters: 

Young, M. K. , N. Rawlinson, P. Arroucau, A. M. Reading, and H. Tkalcic (2011), 
High-frequency ambient noise tomography of southeast Australia: New constra ints on 
Tasmani a's tectonic past, Geophysical Research Letters, 38, Ll 3313, doi:10.1029/2011GL04797 l 

3.2 Abstract 

The island of Tasmania, which lies at the southeast tip of Australia, is an ideal nat­
ural laboratory for ambient noise tomography, as the surrounding oceans provide an 
energetic and relatively even distribution of noise sources. We extract Rayleigh wave 
dispersion curves from the continuous records of 104 stations that form two adjacent 
seismic arrays with ~ 15 km station separation. Unlike most passive experiments of 
this type, which observe very little coherent noise below a 5 s period, we clearly de­
tect energy at periods as short as I s, thanks largely to the close proximity of oceanic 
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microseisms on a ll sides. The main structural elements of the eastern and northern 
Tasmanian crust are revealed by inverting the dispersion curves (between I and 12 s 

period) for both group and phase velocity maps using an iterative, non-linear tomogra­
phy scheme. Of particular significance is a pronounced band of low velocity, observed 

across all periods, that underlies the Tamar River Valley and continues south until dis­

sipating in southeast Tasmania. Together with evidence from combined active source 
and teleseismic tomography and heat flow data, we interpret this region as a diffuse 

zone of strong deformation associated with the mid-Paleozoic accretion of oceanic 

crust along the eastern margin of Proterozoic Tasmania. In the northwest, a narrower 
low- velocity anomaly is seen in the vicinity of the Arthur Lineament, which may be 

attributed to local sediments and strong defo rmation and folding associated with the 
final phases of the Tyennan Orogeny. 

3.3 Introduction 

The island of Tasmania comprises the southern limit of the Tasman Orogen, or "Tas­
manides" of eastern Australia, which formed largely as a result of subduction-accretion 

along the proto-Pacific margin of east Gondwana throughout the Paleozoic (Glen, 

2005). Tasmania may be divided into two basement geology domains: the Western 
Tasmanian Terrane (WTT) and the Eastern Tasmani an Terrane (ETT) (Figure 3. la) 

(Williams, 1989). WTT has large areas of exposed Proterozoic basement which con­
trast with the Phanerozoi c rocks of the adjacent mainland Lachlan Fold Belt (Reed, 

200 I). ETT, however, exhibits no evidence of Proterozoic outcrop and is predomi ­

nantly Paleozoic in origin (Reed, 200 l ). Much of the boundary between WTT and 
ETT underlies cover rocks, making Tasmani a difficult to position in plate tectonic re­

constructions, e.g. (Greene, 2010). 
In an attempt to elucidate the lithosphere beneath southeast Australia, including 

Tasmania , a transportable pass ive seismic array experiment known as WOMBAT com­
menced in 1998 (Raw linson et a l. , 20 !Ob). After 13 consecutive subarray deploy­

ments, over 550 stations have been insta lled to date. In northern Tasmani a, 3-D tele­
seismic tomography (Raw linson et al. , 2006) has revealed a pronounced low veloc ity 

anomaly in the lower cru st and lithospheric mantle near the transition between the 
ETT and WTT. In a subsequent study that involved the joint inversion of wide-angle 
(refraction and re fl ection) and teleseism ic data (Rawlinson et al. , 20 I Ob), the presence 

of this anomaly was confirmed. 
Magnetotelluric and magnetovariational studies (Parkinson et al. , 1988) have re­

vealed a major conductivity anomaly in northeast Tasmani a, directly in line with the 
Tamar Ri ver, which has s ince become known as the Tamar Conducti vity Anom aly. 

The top of the anomaly was estimated to lie between 1.5 and 5 km depth. In 2007 , 
KUTh Energy Ltd. [www.kuthenergy.com] performed an extensive heat fl ow survey 
in east Tasmania using a grid of shallow (~300 m) drill holes spaced every 20 km in 
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Figure 3.1: (a) Map showing the summary basement geological units of Tasmania 
(based on Spaggiari et al. (2003). Only the northern portion of the boundary between 
the WTT and the ETT is exposed at the surface. The approximate location of the 
terrane boundary under cover is indicated by a dotted line. (b) Map of WOMBAT 
subarrays TIGGER and SETA used in this study. 

which a significant heat flow anomaly (> 90 mwm- 2) was discovered in a ~ 4,000 
km2 region of the southern Tamar Valley. 

One area of particular controversy in Tasmanian tectonics is the nature of the 
boundary between WTT and ETT. The limited surface exposure indicates that there 
is a broad and complex area of deformation between the distinctive surface expres­
sions of the WTT and ETT (Reed, 2001), but evidence of a definite boundary remains 
elusive. More than two decades ago it was postulated that the Tamar River marks the 
approximate location of a crustal-scale suture zone (Williams, 1989) - sometimes re­
ferred to as the Tamar Fracture System (TFS) - between ETT and WTT. This idea has 
since been questioned (Leaman, 1994; Reed et al. , 2002; Rawlinson et al., 2010b), and 
the observed changes in stratigraphy that gave rise to the original hypothesis are now 
interpreted as being related to thin-skinned (near-surface) tectonic processes (Leaman 
et al. , 1994). The region in the neighbourhood of the Tamar River has been explored 
using teleseismic tomography (Rawlinson et al. , 2006), refraction and wide-angle re­
flection experiments (Rawlinson and Urvoy, 2006; Rawlinson et al. , 2010b), and po­
tential field data (Leaman, 1994), but none evince a significant, crustal-scale contrast 
along the Tamar River Valley. 
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Cayley (2011) proposes a Cambrian to Silurian tectonic scenario in which Tasma­
nia, the Selwyn block of central Victoria, and adjacent oceanic plateaus are jointly in­
terpreted as an exotic Proterozoic microcontinental block that they call "VanDieland." 
The block is assumed to have collided with east Gondwana along the margin south 
of western Victoria, Australia, and north of North Victoria Land, Antarctica, along a 
west-dipping subduction system in the Late Cambrian during the final stages of the 
Delamerian Orogeny. VanDieland was ultimately transferred northeast to its present 
position with the Selwyn block embedded into the eastern edge of the western sub­
province of the Lachlan Orogen. The Selwyn Block theory resolves the problem of 
how to reconcile the Proterozoic basement rocks of western Tasmania with the largely 
Paleozoic, oceanic crust derived Lachlan Fold Belt of Victoria. 

Another possibility is that WTT is one of many salients of the very irregular, rifted 
east Gondwana margin (Direen and Crawford, 2003a,b). Much of the Delamerian 
Orogen is underlain by deformed Proterozoic lithosphere, which may extend south 
into Tasmania, where it outcrops at the surface. Direen and Crawford (2003a,b) found 
occurrences of rare boninitic rocks and distinct calc-alkaline volcanics in both western 
Tasmania and the Delamerian Orogen in Victoria, which supports their idea that the 
Tyennan Orogen of western Tasmania and the Delamerian Orogen are related to the 
same tectonic event. In this case, the eastern edge of WTT acted as an indenter to the 
oceanic crust when this margin collided with an intraoceanic arc during the Middle 
Cambrian (Direen and Crawford, 2003a,b). ETT subsequently resulted from accre­
tion of oceanic crust along Tasmania's eastern margin from the Silurian through Early 
Devonian (Reed, 2001 ). 

In this study, we image the crust of Tasmania using ambient seismic noise to­
mography applied to continuous data records extracted from the WOMBAT subarrays 
TIGGER and SETA. Thanks to the high station density of these arrays and prolific 
ocean noise from all sides (Yang and Ritzwoller, 2008), thi s is the first time that high­
resolution group and phase velocity maps have been produced for Tasmania. The re­
sults from this study complement those from recent sei smic and heat flow studies and 
lead to a substantial ly better understanding of the tectonic evolution of this enigmatic 
region of the Australian continent. 

3.4 Data and method 

The data for this study comes from two subarrays of the WOMBAT transportable 
seismic array project, which has occupied much of southeast Australia over the past 
12 years. The 64 short-period stations of the TIGGER array were deployed in March 
2002 and span northern Tasmania, whi le the 40-station SETA array was installed four 
years later immediately south of TIGG ER on the central east part of the island (Figure 
3.lb). We use a total of approximately seven months of data from each of the two 
arrays to perform ambient seismic noise tomography of the region . The average station 
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Figure 3.2: (a) Example frequency-time diagram for the TIGGER station pair TSA4 
and TSQ3 (interstation distance of 234 km). The dotted black line represents the 
chosen group curve fo r this pair. (b) Example phase velocity dispersion image for the 
station pair TSD2 and TSH2 (interstation distance of 63 km). The dotted black line 
represents the chosen phase curve for this pair. 

spacing of less than 20 km allows unprecedented resolution of the crust. 

The ambient noise cross-correlation procedure we empl oy is siip.ilar to that de­
scribed in depth by Bensen et al. (2008). To produce the highest-quality Green's func­
tions, the noise recordings are divided up into 40 minute segments with 75% overl ap. 
Segments that contai n anomalously large amplitudes, either from instrument error or 
earthquake signals , are removed prior to applying a bandpass-filter between 0.01 and 
2.0 Hz. Vertical-component data is cross-correlated and stacked for all simultaneously 
recording station pairs (Curtis et al. , 2006), resul ting in 2038 cross-correlograms for 
TIGGER and 779 for SETA. A phase-matched filtering process descri bed by Levshin 
and Ritzwoller (2001) enables the utilization of cross-correlograms with a signal-to­
noise ratio (SNR) as low as 3 (Arroucau et al. , 2010), although the average SNR is 
49 .3 for SETA and 34.3 fo r TIGGER. 

Shapiro and Campillo (2004) showed that the long-term cross-correlation of am­
bient seismic noise produces an estimate of the surface-wave Green's function (noise 
cross-correlation function, or NCF) between two seismograph stations. The nega­
tive time derivative of the NCF, known as the empirical Green's fun ction (EGF), is 
equivalent to the Green's function fo r the path between the two corresponding stations 
within a frequ ency-dependent amplitude factor (assuming there is a random, isotropic 
ambient noise field) (Snieder, 2004). We perform group velocity dispersion measure­
ments using the frequency-time analys is (FTAN) method presented by Levshin et al. 
(1972) and selection criteria described by Arroucau et al. (20 10) on the symmetric 
component (average of the causal and acausal signals) of the EGF (Figure 3.2a). The 
dispersion-curve-picking process is automated using a multiple fi lter technique de­
scribed by Dziewonski et al. (1969) to reduce processing time. 

Phase velocities are measured using a m odified version of the image transfo rmation 
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technique described by Yao et al. (2006), which invokes the far-fi eld approximation. In 
this case, we make measurements (Figure 3.2b) based on the negative time derivative 
of the stacked cross-correlograms (Yao et al., 2006). In order to improve the method 's 
ability to yield results for higher frequencies, we introduce a period-dependent filtering 
process. Imposing a linear-dependence of the bandpass- filter width on the central 
period enables us to accurately measure phase velocities up to 1 Hz. Both group and 
phase dispersion measurements are only performed when the interstation spacing is at 
least three wavelengths at a given period (Bensen et al., 2008) . This requirement places 
an upper period limit on the group and phase velocity maps of about 12 s, although 
individual dispersion curves range up to 25 s. 

After making the group and phase velocity measurements, a tomographic inver­
sion, e.g. (Stankiewicz et al., 2010), is performed fo r periods between 1 and 12 s. 
Fundamental mode Rayleigh wave group and phase velocity variations are mapped 
on a regular grid of 3,600 nodes using an iterative, non-linear tomographic inversion 
scheme (Rawlinson et al. , 2008) which uses an eikonal solver to p~edict traveltimes 
and a subspace scheme to solve the inverse problem. Both damping and smoothing 
regularization are applied to prevent convergence towards a solution that has unneces­
sarily large amplitude perturbations and model roughness. Significant improvement in 
residual misfi t is seen for periods between 1 and 12 s, wi th variance reductions ranging 
from 24 to 88%. The lower variance reductions are associated with the longest-period 
( > 9 s ) solutions, where there is a gradual degradation of dispersion measurements 
as the far-fie ld approximation becomes less accurate. Synthetic "checkerboard" res­
olution tests (Rawlinson et al. , 2006) are performed in order to analyze the resolving 
power of the data. Gaussian noi se with a standard deviation of 0.25 s is added to the 
synthetic data to simulate the noise content of the observed traveltimes. 

3.5 Results 

Most ambient noise studi es are restricted to a lower period limit of 5 to 10 s (Yao et al. , 
2006; Vi llasenor et al. , 2007; Bensen et al. , 2008; Yang et al. , 2007) . Moreover, studies 
that are able to observe coherent energy at I s period often lose resolu tion above 3 s 
(Huang et al. , 2010) due to the reduced spatial extent of their arrays . We, however, have 
produced group and phase velocity maps fo r periods between I and 12 s using 90% of 
the SETA di spersion curve measurements and 93% of those from TIGG ER. In general, 
there is a strong correlation between the group and phase velocity variations across 
north and central east Tasmania. The average group and phase velocity sampling depth 
increases with period , with the phase veloci ties sampling slightl y deeper than the group 
velociti es at a gi ven period. For typical continental crust, I s period surface waves are 
most sensitive to structure in the upper 1-2 km , whereas 12 s period surface waves are 
most sensiti ve to structure at depths between 10- 15 km (Saygin and Kennett, 2010). 

The most obvious characteri stic of the new maps produced in th is work, visible at 
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all well-resolved periods, is a pronounced low-velocity zone within the neighborhood 
of the Tamar River Valley that continues southwards through both arrays (line A in 
Figure 3.3). This feature is consistently broad (~50 km) and follows a curved path 
that can be tracked southeast from Tasmani a's north coas t befo re bending southward at 
around 42° S. Although the southern limit of the velocity images occur at around 42.5-
430 S the low-velocity zone becomes more patchy in this area and possibly terminates 
near the southern border of the SETA array. We also find significantly lower velocities 
along the Arthur Lineament to the west (line B in Figure 3.3). While not as consistent 
as the velocity low along the Tamar River Valley, this narrower (~25 km) lineation of 
decreased velocities is manifest at all periods. 

Phase velocities are more difficult to measure accurately compared to group veloc­
ities and hence require much higher quali ty data. In thi s study, phase velocity maps 
were produced using 80% of the SETA dispersion measurements and 97% of the TIG­
GER dispersion measurements for periods between 1 and 12 s. Features denoted by 
Lines A and B in F igure 3.3 remain present as in the group veloci ty maps and are 
slightly wider in some areas, which may be attributed in part to the differences be­
tween the group and phase velocity sensiti vity kernels. Checkerboard resolu tion tests 
reveal similar resolution quality as fo r the group velocity analysis, but due to a slightly 
higher smoothing factor, the amplitude of the phase velocity anomalies are marginally 
lower. 

3.6 Discussion 

The low-velocity anomaly that runs approximately parallel to the Tamar River is present 
in both the group and phase velocity maps at all periods (Figure 3.3), suggesting that 
there is a strong change in crustal properties that extends at leas t 15 km beneath the 
surface. This low-velocity region has a width of approximately 50 km and is as much 
as ~0.5 km/s slower than the surrounding areas. Since the shape and lateral extent 
of this anomaly bears some similarity to the surface expression of broad-scale sur­
face geomorphological features in Tasmania, we have given considerable thought to 
the possible influence of surface features on deeper-seated anomalies. Whil e the low 
velocities at shorter periods in the northern half of the anomaly are in part due to 
a localised region of Cretaceous-Holocene sedimentary rocks in the Longford Basin 
of north Tasmania (Direen and Leaman, 1997), the pattern observed at longer peri­
ods cannot be expl ained by this 800 m (maximum) surface layer of sediments. The 
low-velocity feature is also seen down to approximately 130 km by wide-angle re­
flection and refracti on stucli es (Rawlinson et al. , 2001) which barely sample the upper 
crust. The decrease in average wavespeed that we detect is also consistent with ele­
vated conductivity and heat flow levels that have been observed in the area [Parkinson 
et al., 1988, www.kuthenergy.com]. The new ambient seismic noise work presented 
here greatly improves the resolution of velocity variations in the Tasmanian crust. We 
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Figure 3.3: Group velocity and phase velocity maps and their corresponding checker­
board reso lution tes ts fo r peri ods of 1.5 (top), 3.0, 6. 0, and 9.0(bottom) s. Period, 
background velocity, and number of ray paths are shown in the lower left corner of 
each panel. T he input of the checkerboard tests is an alternating pattern of pos iti ve 
and negati ve velocity squ ares with a max imum perturbation of0.4 km/sec. Solid black 
lines labeled "A" = terrane boundary zone anomaly, "B"= Arthur Lineament anomaly. 
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have better delineated the zones of anomalous seismic velocity and tightened depth 
constraints. 

Although a definite change in crustal properties is present in the vicinity of the 
Tamar River, the breadth of the low-velocity anomaly seen in the group and phase 
velocity maps precludes the presence of a lithospheric boundary resulting from the 
juxtaposition of two separate crustal elements. We prefer the thin-skinned scenario 
as previously suggested by seismic reflection (Drummond et al. , 2003), teleseismic 
(Rawlinson et al. , 2010b), and potential field data (Leaman, 1994). A possible expla­
nation for the unique crustal qualities of the Tamar VaJJey area is that the confluence 
of WTT and ETT once represented a passive margin between oceanic crust in the east 
and Proterozoic continental crust in the west (Reed, 2001). 

According to Reed (200 l), ETT was deformed and thickened during a pre-Tabberabberan 
event that correlates with the Benambran deformation of the Australian mainl and . In 
this scenario, the joining of WTT and ETT corresponds to the boundary area between 
continental and oceanic basement, which is characterized by heavy deformation, short­
ening, and east-facing recumbent folds and thrusts. This explains the breadth (~SO 

km) of the low-velocity anomaly seen in our images . Reed (2001) places the paleo­
continent ocean boundary west of the Tamar River (corresponding _to the left edge 
of our low-velocity zone) and assumes it continues north beneath the waters of Bass 
Strait and evolves into the Governor Fault in southeast Australia. Reed (2001) con­
cludes that the boundary between ETT and WTT is equiva lent to the separation of 
the Tabberabbera and Melbourne Zones in Victoria. In this case, we would expect to 
see a continuation of the low-velocity anomaly through Bass Strait and into Victoria. 
However, to date, there have been no concurrently running arrays in Tasmania and the 
adjacent mainland to facilitate ambient noise imaging beneath Bass Strait. In Victo-
ria, recent hot-spot volcanism may have influenced ambient noise group velocity maps 
(Arroucau et al. , 2010), but no analogous low-velocity zone is seen continuing through 
the mainland. This incongruity may suggest that some components of the Paleozoic 
tectonic regimes that operated in Victoria and Tasmania are not comparable. 

Cayley et al. (2002) and Cayley (2011) argue that the rigid basement block of cen­
tral Victoria (the Selwyn Block) is the northward extension of the Tasmanian Proterozoic­
Early Paleozic crust, which sits unconformably beneath sedimentary rocks of the Mel­
bourne Zone. They interpret the TFS as being a near-surface feature defined by a 
change in stratigraphy that terminates or merges with other faults in the eastern part of 
the Selwyn Block beneath Bass Strait. Heavy deformation and crustal-shorteni ng in 
the Tamar River Valley area can be attributed to collision with the oceanic crust to the 
eas t. In this case, a wide area of deformation would result, which is reflected in our 
tomographic images (line A in Figure 3.3). 

A competing hypothesis is that WTT is a salient of the eastern margin of Gondwana 
(Direen and Crawford, 2003a,b). The Proterozoic material underlying the Delamerian 
Orogen of Victoria is proposed to extend down through Bass Strait and into Tasmania. 
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Western Tasmania shares many geological and petrological-geochemical similarities 
with wes tern Victoria, such as a late Neoproterozoic-Cambrian continental margin 
sequence of sediments and rift-related basalts (Di reen and Crawford, 2003a). Fur­
thermore, recent teleseismic tomography of mainland southeast Australia (Rawlinson 
et al. , 2011 ) shows that the Delamerian Orogen extends eastward beneath the surface 
outcrop of the Lachlan Orogen, thereby increasing the likelihood that WIT is si m­
ply a part of Pre-Cambrian Australia. If WIT is assumed to have been a pronounced 
projection out from east Gondwana, then strong and concentrated deformation would 
be expected when the exposed margin of WIT collided with oceanic crust during the 
Middle Cambrian . The resulting intense deformation would be local to WIT, and 
perhaps this explains the absence of an equivalent low-velocity zone on the mainland. 

Another prominent and consistent feature of the models is the low-velocity anomaly 
beneath the Arthur Lineament, a sheared belt of magnetic metamorphic rocks that sep­
arates the Rocky Cape Element from the Dundas Element (Figure 3.la). Our maps 
indicate that this transition is heavily deformed and extends at least 8 km beneath the 
surface. Beyond approximately 9 s period, the anomaly becomes less defined and 
more dispersed. Refraction and wide-angle reflection studies (Rawlinson et al. , 2001) 
indicate a sharp change in crustal thickness along this margin and conclude that the 
Arthur Lineament is associated with a deeper structure extending beneath the Moho. 
The Arthur Lineament was formed during the early stages of the Tyennan Orogeny 
(Turner et al. , 1998), and subsequent deformation during the Tabberabberan Orogeny 
resulted in further fa ulting, folding , and granitoid intrusion (Williams, 1989). The 
zone is highly magnetic, and the lower velocities may reflect the fac t that it consists 
mainly of metased imentary rocks (Seymour et al., 2007). 

3. 7 Conclusions 

In this study we obtain exceptionally high resolution Rayleigh wave fundamental mode 
group and phase veloc ity maps fo r periods between I and 12 s, thereby demonstrating 
that with dense seismic arrays and close proximity to random oceanic microseisms, 
hi gh-resolution tomography at high frequencies is possible with ambient noise meth­
ods. The resulting tomographic images of the crust across a wide range of periods 
reveal a ~so km wide, southeast-trending, low-veloci ty lineation within the vicinity 
of the Tamar Rive r. The anomaly arcs southward and dissipates, poss ibly terminating, 
near the southern limit of the resolved area. We interpret the low-velocity zone as the 
mid-upper crnstal expression of a broad and heavily deformed transiti on zone. Thi s 
deformation can be attributed to the locali zed shortening, thickening and accretion of 
oceanic crust along the passive margin of WIT that occurred during the mid-Paleozoic. 
The wide zone of anomalously low velocities revealed by our maps is consistent with 
two plate tecton ic theories that attempt to explain the lithospheric evolution of the re­
gion: ( I ) WIT can be interpreted to be part of an exotic microcontinent, inherited from 
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the break-up of Rhodinia, that was embedded into the eastern margin of Gondwana ; 
or (2) WTT is a salient of the eastern margin of Gondwana, and represents the south­
ern extension of the Delamerian Orogen. In either case, it is plausible for the western 
margin of ETT to be represented by a broad region of strong deformation and faulting 
(and hence low velocity) due to the accretion of oceanic material against more rigid 
continental lithosphere. 
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Chapter 4 

Transdimensional inversion of 
ambient seismic noise for 3D shear 
velocity structure of the Tasmanian 
crust 

4.1 Foreword 

This next chapter presents an improvement to the inversion method used in the pre­
vious chapter. We now use a fully non-linear probabilistic approach to inverting for 
group and phase velocity maps in Tasmania. We juxtapose the results of an itera­
tive non-linear technique with the new Bayesian results of this study and show the 
marked improvements seen when using a transdimensional and hierarchical approach. 
We confirm this further through the use of synthetic tests. In an effort to take maxi­
mum advantage of the high-quality ambient seismic noise dataset, we next invert for 
a pseudo 3D shear velocity model, again using a Bayesian inversion scheme. With 
regards to performing tomographic inversion, this paper provides multiple lines of ev­
idence in favor of a fully non-linear, probabilistic approach. This work was published 
in Geophysics: 

Young, M., Rawlinson, N., and Bodin, T. (2013) . Transdimensional inversion of 
ambient seismic noise for 3D shear velocity structure of the Tasmanian crnst. Geo­
physics, 78(3), WB49-WB62, doi: l 0.1 190/geo2012-0356. l 

4.2 Abstract 

Ambient seismic noise tomography has proven to be a valuable tool for imaging 3D 
crustal shear velocity using surface waves; however, conventional two-stage inversion 
schemes are severely limited in their ability to properly quantify solution uncertainty 
and account for inhomogeneous data coverage. In response to these challenges, we 
develop a two-stage hierarchical, transdimensional, Bayesian scheme for inverting sur-
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face wave dispersion information for 3D shear velocity structure and apply it to ambi ­
ent seismic noise data recorded in Tasmania, southeast Australia. The key advantages 
of our Bayesian approach are that the number and distribution of model parameters 
are implicitly controlled by the data and that the standard deviation of the data noise 
is treated as an unknown in the inversion. Furthermore, the use of Bayesian infer­
ence - which combines prior model information and observed data to quantify the a 
posteriori probability distribution - means that model uncertainty information can be 
correctly propagated from the dispersion curves to the phase velocity maps and finally 
onwards to the 1 D shear models that are combined to form a composite 3D image. We 
success full y apply the new method to ambient noise dispersion data (1-12 s period) 
from Tasmania. The results reveal an east-dipping anomalously low shear velocity 
zone that extends to at least 15 km depth and can be related to the accretion of oceanic 
crust onto the eastern margin of Proterozoic Tasmania during the mid-Paleozoic. 

4.3 Introduction 

Various methods for retrieving crustal shear wave velocity structure from passive seis­
mic data have been developed over the past half century. These include receiver func­
tion analysis (Langston, 1979; Clitheroe et al. , 2001; Xu et al. , 2007), surface wave 
dispersion measurement (Dorman and Ewing, 1962; Villasenor et al. , 2001; Mitra 
et al. , 2011 ), and local earthquake tomography (Walck and Clayton, 1987; Thurber, 
1992; Kissling, 1998; Eberhart-Phillips and Reyners, 1999; Wang et al. , 2003; Yolsal­
<;:evikbilen et al., 2012). Each has its own limitations, with common shortcomings in­
cluding a lack of near-surface resoluti on, ad hoc model parameterization , weak uncer­
tain ty estimates, dependence on an irregular distribution of earthquake sources, biases 
from structures outside the model region, earthqu ake location errors, and bandwidth 
limitations. The introduction of ambient seismic noise analysi s (S hapiro et al. , 2005; 
Lin et al., 2007; Yang et al. , 2007; Bensen et al., 2009; Behr et al. , 2010) has resolved 
some of these issues, as earthqu akes are no longer a required component. With spatial 
resolution dictated largely by array geometry and the frequency content of the ambient 
noi se, densely spaced arrays have the potenti al to image fin e scale structures in the 
crust (Young et al. , 20 l l ), albeit at the expense of decreased depth penetration, which 
shallows as interstation distance decreases. Other issues, such as the choice of model 
parameterization and noise level estimation , remai n regardl ess of the data set. Uncer­
tainty in formation obtai ned fro m ambient noise analysis is difficult to obtai n, and thus 
error assessment is far from a standardized procedure (Shapiro and Ritzwoll er, 2002; 
Bensen et al. , 2009; Yao and Yan der Hilst, 2009; Weaver et al. , 201 1). New methods 
that all ow the data to play a more dominant ro le in the reconstruction process will be 
invaluable in tackling these limitations. 

The Hierarchical Bayes procedure (Box and Tiao, 1973 ; Hernando and Smith, 
l994) is a robust techn ique which is insensitive to variations in parameter settings 
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such as the allowed number of cells, total number of iterations, or the initial model. 
Model parameters, including the level of data noise, are represented by a probability 
distribution function that depends both on known prior information and information 
provided by the data. Explicit regularization of these model parameters is not re­
quired, thereby avoiding arbitrary decisions about the number of model unknowns or 
the quantification of data error. The hierarchical nature of the method means that the 
noise in the data is left as an unknown , making the required complexity of the solution 
inferred from the data itself (Bodin et al. , 2012a). Moreover, uncertainty estimates 
obtained from each stage of our inversion procedure are preserved and utilized in the 
fo llowing step, eliminating the need for the imprecise or ad hoc proxies for error used 
in more traditional, linear tomographic inversions, such as jack-knife tests , posterior 
covariance (Rawlinson et al., 2010a), signal to noise ratios (Bensen et al., 2007), etc. 
Bayesian analysis has been applied to a variety of seismological problems, including 
tomography (Zollo et al., 2002; Bodin and Sambridge, 2009; Khan et al. , 2011; Bodin 
et al., 2012a), receiver function inversion (Piana Agostinetti and Malinverno, 2010; 
Bodin et al., 2012b), and seismic source parameter estimation (Myers et al. , 2007; 
Arnold and Townend, 2007 ; Monelli and Mai, 2008; Walsh et al. , 2009). 

Conventional approaches to obtaining a 3D shear velocity mod~] from ambient 
seismic noise data follow a basic procedure similar to our own (Yang et al., 2008a,b; 
Yao et al. , 2008; Stehly et al., 2009; Bensen et al., 2009; Behr et al., 2011). First, 
group or phase velocity maps are produced from dispersion curves extracted from the 
crosscorrelation of ambient seismic noise. Generally this is a linearized procedure that 
seeks to minimize some cost function and involves a subjective application of smooth­
ing and damping, during which valuable information can be lost. We choose to instead 
use a fully non-linear, Bayesian technique that produces a final model from the aver­
age of a large ensemble of models, thus avoiding the need fo r arbitrary smoothing or 
damping. The model space is partitioned by non-overlapping, Voronoi polygons of 
variable number, shape, and velocity, where the uneven spatial distribution of data is 
managed by relative cell si ze. Second, the 2D maps are sampled over a range of peri­
ods at regular intervals in latitude and longitude to produce a collection of dispersion 
curves. The spatial variation of uncertainty in the 2D maps is traditionally difficult 
to determine, and in cases where the dispersion curves are assigned uncertainty es­
timates, they are often obtained via ad hoc means, such as assessing results from the 
application of a range of regularization parameters (Bensen et al., 2009) or introducing 
an arbitrary proportionality constant to relate uncertainty to velocity (Yao et al. , 2008). 

Our approach provides an inherent estimate of model uncertainty through the as­
sessment of the standard deviation of the ensemble of 2D models at each grid point. 
Each curve is then inverted for a ID shear velocity model. Even methods that employ 
other non-linear inversion techniques, such as non-transdimensional Markov Chain 
Monte Carlo sampling or the Neighborhood Algorithm (NA) (Sambridge, 1999), are 
limited in that they use dispersion data without accurate uncertainty estimates (Yang 
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et al. , 2008a; Yao et al. , 2008; Stehly et al. , 2009; Bensen et al. , 2009; Behr et al. , 
2010). Furthermore, model space is often not fully explored, and there is moderate 
dependence of the final model on the initial model. On the other hand, a Bayesian in­
version allows a more complete sampling of model space and produces results that are 
independent of the initial, random model. Conventional methods also require arbitrary 
decisions about model parameterization. The number of crustal layers is generally lim­
ited to three, and layer thickness is either fi xed or limited in its ability to vary (Yang 
et al. , 2008a,b; Yao et al. , 2008; Stehly et al. , 2009; Bensen et al. , 2009). Moreover, 
the determination of the final , "preferred" model is often subjective in that a mean 
curve is produced from a selection of "best" model s based on arbitrary acceptance 
criteria (Yang et al., 2008a,b; Stehly et al., 2009; Bensen et al. , 2009). We instead pro­
duce expected models from the averaging of the complete ensemble of independent 
and uniquely parameterized models representing the posterior probability di stribution 
functions of velocity at each depth . Finally, the ID model s are combined to produce a 
pseudo-3D shear velocity model of the region. The relative superiority of our method 
lies in the inversion approach and uncertainty analysis. 

In this study we show that our Bayesian invers ion technique can be successfully 
applied to ambient seismic noise data to yield a 3D shear velocity model complete with 
uncertainty estimates. Our target region is the southeast Australian island of Tasmania, 
where strong ambient noise signals are generated by the surrounding ocean. Due to a 
number of factors , including widespread cover of Jurassic dolerites and younger sed­
iments, which mask vas t tracts of underlying basement, many aspects of Tasmanian 
tectonics remain contenti ous. Most notably, there ex ist a number of theories for the 
evolution of the Tasmanian lithosphere during the Paleozoic, and its tectonic re lation­
ship to mainland Australia remains enigmatic (Reed et al. , 2002; Foster et al. , 2005; 
Berry et al. , 2008; Gibson et al. , 2010; Cayley, 20 11 ). For instance, a first-order feature 
of Tasmanian geology is that the western part of the island (West Tasmania Terrane or 
WTT) is dominated by outcrop of Proterozoic ori gin, whereas the eastern part of the 
island (East Tasmania Terrane or ETT) has only Phanerozoic outcrop. The so-ca ll ed 
Tamar Fracture System (TFS) has traditionally been used to mark the boundary be­
tween the two terranes. This stark contrast between geologic regimes was originally 
attributed to a major crustal fracture system (William s, 1989), but recent evidence 
increasingly points to the TFS as being a thin-skinned feature (Leaman, 1994; Rawl­
inson and Urvoy, 2006; Rawlinson et al. , 2010b; Young et al. , 20 11 ). However, thi s is 
the first time that a hi gh-resolution shear velocity model of the upper crust has been 
produced, and our results have widespread implications fo r the tectonic relationship 
between ETT and WTT. 
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Figure 4.1: (left) Map of basic geological provinces of Tasmania. Major structural 
features discussed in text are identified. (right) Map of WOMBAT subarrays TIGG ER 
and SETA used in this study. 

4.4 Phase velocity maps 

4.4.1 Data 

The data for this study come from two subarrays of the WOMBAT transportable seis­
mic array project (Rawlinson et al., 2011). The 64 short-period stations (1 s corner 
period) of the TIGGER array were deployed in March 2002 and span northern Tasma­
ni a, while the 40-station SETA array (also 1 s corner period) was insta lled four years 
later immediately south of TIGGER on the central east part of the island (Figure 4.1). 
We use approximately seven months of data from each array to perform ambient seis­
mic noise tomography of the region. 

The ambient noise crosscorrelation procedure we employ is similar to that of 
Bensen et al. (2008). To produce the highest-quality Green 's functions, the noise 
recordings are divided into 40 minute segments with 75% overlap (Seats et al. , 2012). 
Vertical-component data is crosscorrelated and stacked for all simultaneously record­
ing station pairs. Phase velocities are measured (Figure 4.2) using a modified version 
of the image transformation technique developed by Yao et al. (2006). In order to ac­
curately measure phase velocities up to 1 Hz, we employ a linear-dependence of the 
band-pass filter width on the central period as introduced by Young et al. (20 11). Each 
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picked phase velocity curve is compared to its associated group velocity curve (Young 
et al. , 2011) to help confirm the reliability of the curve and to minimize the possibi lity 
of cycle skipping. 

4.4.2 Inversion method 

Stat ion pair: TSC2 and TSKS 
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After making the phase veloc­
ity measurements, a transdimen­
sional, hierarchical, Bayesian to­
mographic inversion is performed 
for periods between l and 12 
s. A brief description of the 
method is provided here; further 
details can be obtained from Bodin 
and Sambridge (2009) and Bodin 
et al. (2012a). For each period 
of interest, the 20 phase veloc­
ity field is described by a mo­
saic of Voronoi cells of variable 
size, position, and shape (Fig­
ure 4.3). The method is " transdi-

2 4 s a 10 12 mensional" in that the number of 
Pe riod (s ) cells is allowed to vary throughout 

Figure 4.2: (top) The raw, symmetric 
component crosscorrelation function corre­
sponding to the TIGGER station pair TSC2 
and TSKS (interstation distance of 143 
km) (Figure 4.1). (bottom) Correspond­
ing phase veloci ty dispersion curve th at has 
been normalized in the frequency domain . 
The dotted black line represents the picked 
dispersion curve that is dependent on the 
Earth structure between this pair. 

the course of the inversion and "h i­
erarchical" in that it has two lev­
els of inference. At the higher 
level are "hyper-parameters" such 
as the noise variances of the 
data. Here data "noise" refers 
to whatever our model cannot ex­
pl ain (Scales and Snieder, 1998; 
Bodin et al. , 2012a), which can 
be attributed to measurement er­
rors, shortcomings of the forward 
model, and mathematical or theo­

retical approx imations. At the lower level are the physical parameters that rep­
resent Earth properties, e.g. seismic veloci ties. Inform ation on physical pa­
rameters at the lower level is conditional on the values of hyper-parameters se­
lected at the upper level. A posterior probability distribution is defined for both 
hyper-parameters (e.g. data noise variances) and Earth parameters (e.g. Yoronoi cell 
location , Voronoi cell velocity, and total number of ce ll s). One free parameter (hyper-
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parameter) is assigned to model the noise in the travel time measurements of the 
Green's functions when filtered at central periods of 1-12 s. We make the assumption 
that, for a given period, all phase velocity curves have the same level of uncertainty. 
By inverting for the data uncertainty at each period, we allow the level of complexity 
and strength of perturbations in the final model to be appropriately limited by the noi se 
content of the data (e.g Piana Agostinetti and Malinvemo (2010)). 
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Figure 4.3: Example of a Voronoi cell 
model, which consists of an irregular, in­
terlocking set of polygons that partition the 
plane. Each Voronoi cell encompasses all 
points of the 2D space that are closer to its 
center than to any other Voronoi cell center. 

We can extract meaningful 
quantities from the posterior prob­
ability distributions such as the 
mean, median, or maximum. Based 
on Bayes' theorem (Bayes, 1763), 
we express the posterior distribu­
tion as in Equation A.l : 

p(m I dabs) ex p (dobs I m)p(m) 
(4.1) 

where p(m I dabs) is the probabil­
ity distribution fun_ction of the un­
known model parameter m given 
the data, d. The factor p (dobs I m) 
is the likelihood function , which 
yields the probability of observing 
data d given model m. The likeli­
hood function p(dobs Im) depends 
on the misfit between the observed 
data and the synthetic traveltimes 
computed for a given model and 
also on the estimated variance of 
the data noi se. Our prior informa­
tion about model m is represented 
by the a priori probability distribu-
tion p(m). In this study we use a 

uniform prior distribution between a minimum and maximum value. This prior phase 
velocity distribution is 2.4 km/s wide and is centered on the average velocity observed 
for that period. These bounds are wide enough such that the final recovered model is 
not hampered by the upper and lower limits. We solve the forward problem with a 
grid-based eikonal solver (Rawlinson and Sambridge, 2004b). 

To generate the posterior probability distribution for each model parameter we 
use a generalized version of Markov chain Monte Carlo (MCMC) sampling called 
Reversible Jump MCMC (rj-MCMC) (Green, 1995, 2003). rj-MCMC is an iterative 
method of sampling the allowed parameter space. The initial model is randomly gen-
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Figure -1. -l : Phase veloc ity maps fo r peri ods of (a.) 1.0. (b.) -1 .0. (c.) 8.0. and (d.) 12.0 s (l eft) with cor­
responding standard deviation and ray path coverage plots. Phase veloc ities are relati ve to the "Average 
Velocity" given at the top of each map. Phase velocity and standard deviation maps are trimmed accord­
ing to the contou r line when standard dev iation is equal to 0.3 km/s. Posterior probability di stribution 
his tograms fo r the numbe r of ce ll s (red columns) and data noise (blue col umns) are also shown (right). 
The prior distributions are indicated by shaded gray rectangles. 



4.4.2 Inversion method 67 

erated, and subsequent iterations in the random sequence are based on a proposal prob­
ability distribution (refer to Bodin et al. (2012b) for a more complete description). Af­
ter a large number of "burn-in" iterations, the rj-MCMC sampler converges to a stable 
configuration according to the posterior distribution (Green, 1995, 2003). At each it­
eration, a proposed model is created from a random perturbation of the current model. 
This proposal is then either accepted or rejected. Proposed models that fit the data 
better than the original model are always accepted. Proposed models that fit the data 
worse than the original can also be accepted, but on! y a fraction of the time. This frac­
tion depends on the ratio of the likelihood of producing the observed data with the pro­
posed model over the likelihood of producing the observed data with the current model. 
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Figure 4.5: Graph of the rrns (root mean 
square) of the residuals versus period for 
the transdimensional inversion for phase 
velocity. Tbe Homogeneous Model RMS 
values are calculated from a homogeneous 
model with a velocity equal to the aver­
age velocity at that period. The Average 
Model RMS values are calculated from the 
final average model of the Bayesian tomo­
graphic inversion. 

The first portion of burn-in iter­
ations is omitted from the final 
ensemble of models, as the sam­
pling has not yet become stable 
nor representative of the true pos­
terior probability distribution . We 
take the average of this ensemble 
of models to produce our final, pre­
ferred model. Since the Voronoi 
cells can occupy an infinite range 
of configurations, taking the aver­
age of a large number (on the or­
der of I 05 models for 160 inde­
pendently run Markov chains) of 
post-burn-in models creates a con­
tinuous final model. This average 
model contains more detail than 
any one individual model but none 
of the artificial discontinuities in­
herent to the base parametrization. 
There is no need to apply smooth­
ing or damping procedures, for the 
perceived model complexity and 
smoothness is innate to the aver­
aged solution. Although it may 
seem like an overly complex model 
would result in order to maximize 

data variance reduction, the parsimonious nature of the Bayesian approach promotes 
the preservation of the simplest models that fit the data, thus preventing unjustified 
model complexity (Bodin et al., 2012a). 
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4.4.3 Results 

Thanks to the close spacing of the TIGGER and SETA arrays (with interstation dis­
tances of approximately 15 km), we have produced phase velocity maps for periods 
between 1 and 12 s (Figure 4.4). Model parameter convergence is achieved for all 
periods after 50,000 iterations. Every 501

" model of the subsequent 120,000 iterations 
is used to create the final average model. Simultaneous yet independent sampling of 
model space was facilitated through the parallel use of 160 CPU cores for 4 hours 
(640 CPU hours). The standard deviation of the phase velocity at each grid node is 
extracted from the ensemble of phase velocity maps and provides a good es timate of 
the spatial variation in uncertainty for each map (Figure 4.4). This information is later 
used in the inversion for shear velocity. 

Model complexity is greatest for periods between 3 and 9 s. This is due to a 
combination of factors . Maps for periods longer than 9 s have slightly higher noise 
estimates and increasingly fewer raypaths, since phase dispersion measurements are 
only performed when the interstation spacing is at least three wavelengths (Bensen 
et al. , 2008), and the short period stations will have more self noise at longer periods. 
Maps for periods shorter than 3 s also have higher noise es timates ( ~ 1.05 s for a I s 
period vs. ~ 0.3 l s for a 8 s period). This is probably due to unresolvable near-surface 
effects, like topography and shallow sediments, and unmodelled wave behavior, such 
as scattering and multi-pathing. Consequently, the most likely number of cells needed 
to represent the data is greatest for the intermedi ate periods. For a period of 7 s, 
approximately 90 cell s are needed to best reproduce the data, whereas onl y 25 cells 
are needed for the 12 s period data. 

The rms (root mean square) of the residuals calculated from a homogeneous model 
of phase velocity equal to the average phase velocity at a given period are plotted 
along with the rms values resulting from the final average model (Figure 4.4, left) 
in Figure 4.5. The estimated noise in the data prevents further reduction of the rms 
values. Unlike tradition al linear inversions which seek to produce a singl e model that 
minimi zes the variance of the data , the Bayesian method produces an ensemble of 
soluti ons whose complexi ty is reflected by the interpreted noise in the data. The data 
uncertainty determines how accurately the measurements should be fit. Consequently, 
one should not view Figure 4.5 in quite the same way as would be done fo r a linearized 
invers ion, as data noi se and un modelled effects are also accounted for. Furthermore, 
the average model is on ly one measure of the ensemble of soluti ons, and it would be 
possible to select individual models that have smaller rms residuals (e.g. Shapiro et al. 
(2004); Moschetti et al. (2010); Behr et al. (20!0)). 

Synthetic resolution tests are performed in order to analyze the resolving power of 
the data (Figure 4.6a). Noise with a standard dev iation equal to the peak of the cor­
responding posterior probability di stribution of noise for the actual data set is added 
to the synthetics. The standard deviation of the noise added to the I s, 4 s, 8 s, and 
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Figure 4.6: Results of the synthetic resolution test for both the Bayesian inversion 
method (a) and the linearized inversion (b-d). Linear inversion results of applying 
smoothing and damping parameters of (b) l.5 and 0.5 , (c) 12.0 and 4.0, and (d) 96.0 
and 32.0 are shown. The standard deviations of the noise added to all l s, 4 s, 8 s, and 
12 s data sets are 1.05 s, 0.44 s, 0.31 s, and 0.43 s respectively. The maximum velocity 
perturbation of the rectangles is ± 0.3 km/s. 
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12 s data sets is 1.05 s, 0.44 s, 0.31 s, and 0.43 s respectively. The true model has 
been designed to demonstrate the capabi lity of the method to retrieve velocity di scon­
tinuities, smooth velocity transitions, and structures of varying scales. The maximum 
perturbation of the alternating rectangles is ± 0.3 km/s . The original pattern is best 
retrieved for periods between 2 and 10 s. For a 1 s period, the pattern is less precisely 
recovered due to the large estimated data variance, which makes a more detailed image 
unjustified. Maps of > 10 s periods lack sufficient raypath coverage for more detailed 
resolution. The same resolution tes t is applied to the data set again, but this time using 
the more traditional inversion technique of Young et al. (2011 ) (Figure 4.6b-d). Here 
phase velocity variations are mapped on a regular grid of 3,600 nodes using an iter­
ative, nonlinear tomographic inversion scheme, which uses the same eikonal forward 
solver used by the transdimensional inversion scheme to predict traveltimes and a sub­
space scheme to solve the inverse problem. Damping and smoothing regul arization 
is applied to manage the trade-off between model roughness and data fit. However, 
the choice of these parameter values is ad hoc; without more information about the 
noise content of the data, there is no objective method for determining which solution 
best describes the data. Models resulting from different combinations of smoothing 
and damping values are shown in Figure 4.6b-d. Again, random noise with the same 
standard deviations as used in the Bayesian synthetic test inversion has been added 
to the synthetic data. However, unlike the Bayesian inversion scheme, which is able 
to accurately determine the noise in the data, this linear method requires the user to 
provide an estimate for the standard deviation of the noise. We use the val ue of 0.25 s 
fo r all periods as implemented by Young et al. (2011). 

The retrieved map fo r a 1 s period in Figure 4.6b reveals an obvious consequence 
of incorrect noise es timation . The actual standard deviation of the noise (~ 1.05 s) 
is vastly underestimated, resulting in an overly complicated model based primarily 
on noise when smoothing and damping are not strongly applied. A better result is 
achieved when damping and smoothing are increased, which is equivalent to assum­
ing a hi gher level of data noi se, as the two trade-off against each other. Thi s illustrates 
the importance of accurate noise estimation. The l2 s maps suffer from elongated 
streaks, whi ch are a well known smearing arti fac t of the inversion method's heavy de­
pendence on raypath configuration ; this effect is absent from the Bayesian invers ion 
results. Another advantage of the Bayesian inversion method is that it is much more ac­
curately able to recover the strong velocity discontinuity between the two north-south 
bars of contrasting velocities. This sharp transition can coexist along with smooth vari­
ations because the averaging process over a large number of Yoronoi models results in 
a natural smoothing wh ich is spatially variabl e and determined by the data, whereas 
the smoothing imposed in a standard tomographic approach is generally global. This 
method also provides a more reli ab le estimate of abso lute velocities, whereas in the lin­
ear invers ion resul ts, absolute velocity is heavily dependent on smoothing and damp­
ing. 
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Figure 4.7 : Average phase velocity maps for periods of 1.0, 4.0, 8.0, and 12.0 s as 
produced from a linearized inversion technique. Phase velocities are plotted relative 
to the average phase velocity for a given period (noted in the bottom left of each 
subfigure). 

When applying the linear inversion method to the real data used in this study, we 
can assume similar adverse effects will be present (Figure 4.7). Here the smoothing 
and damping regularization parameters match those of Young et al. (2011) and are 
uniformly applied to the data, regardless of raypath coverage or relative data uncer­
tainty. Here, while artifacts due to noise may be subdued, actual details in the model 
may be indiscriminately lost as well. The heterogeneity seen in the map of the l s 
period data (Figure 4.7a) is of much shorter wavelength than that of the corresponding 
Bayesian inversion result. In the latter case, we know that the noise level of the data 
cannot support much detail. As in the checkerboard test, the l2 s map (Figure 4.7d) 
from the linear inversion exhibits elongated, streaky anomalies. For the Bayesian in­
version (Figure 4.4), the result of poorer raypath coverage is decreased detail rather 
than poorly constrained, elongated anomalies, which are almost certainly an artifact of 
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the raypath configuration. The maps from the two inversion methods for 4 and 8 s are 
more similar to each other, however. 

The most pronounced feature of the phase velocity maps is the low-velocity zone 
within the neighborhood of the Tamar River (Figure 4.1) that continues southwards 
through both arrays. This broad (~75 km) feature follows a curved path that can be 
tracked southeast from Tasmania's north coast before bending southward at around 
42° S. The anomaly is less pronounced in the south for the shortest periods and then 
becomes broader at periods greater than 10 s. We also find significantly lower veloci­
ties beneath the Dundas Trough to the west. While not as pronounced as the velocity 
low along the Tamar River, this narrower (~ 40 km) lineation of decreased velocities 
is manifest at all periods and extends both westward and eastward as the period in­
creases. These results are in broad agreement with the previous phase velocity maps 
for this region produced by Young et al. (2011 ) using a linear inversion method. 

4.5 Inversion of dispersion curves 

4.5.1 Data 

In order to constrain a 3D shear wave velocity model, we first discretize each phase ve­
locity map into a uniform grid of 13,685 nodes or pixels, which provides a spati al res­
olution of approximately 3 km. We found that using a fi ner grid spacing produced the 
same results, making increased sampling unnecessary. For further analysis, we choose 
to only use the 2,952 data points located within the confines of the seismic array. We 
sample the phase velocity maps at each node of interest and create a corresponding set 
of phase velocity curves . The curves are already complete with uncertainty informa­
tion, as we can extract the standard deviation of the posterior probability distribution 
of the velocity at each pixel of the phase velocity maps. This is a significant step 
forward , as previous inversion schemes employ improvised methods of estimating the 
spatial distribution of uncertainty of the phase velocity maps prior to the inversion 
for shear velocity, e.g. Shapiro and Ritzwoller (2002) ; Bensen et al. (2009). Pixel s 
for which the velocity varies widely throughout the post-burn-in iterations will have a 
large standard deviation, and thus a larger uncertainty. An explanation of the inversion 
of the phase velocity curves for ID shear veloc ity models, the merging of the result­
ing shear velocity models, and the creation of a pseudo-3D representation of the shear 
velocity structure of Tasmania is provided in the fo llowing sections. 

4.5.2 Inversion method 

Each phase velocity curve is inverted for a l D shear velocity model using the same 
hierarchical , transdimensiona1 Bayesian technique as before. Bodin et al. (20 12b) pro­
vides a more detailed description of the surface wave dispersion curve inversion pro-
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cedure in the context of joint inversion of surface wave group dispersion and receiver 
functions. The model is described by a variable number of homogeneous horizontal 
layers, and the number, position, and velocity of the layers are all unknowns in the 
inverse problem. Similar to the inversion for 2D phase velocity, we also invert for the 
noise in the data. The forward method used to calculate the phase velocity dispersion 
is DISPER80, developed by Saito (1988). We assume unobtrusive prior knowledge 
about the shear velocity model by setting relatively wide bounds of between 2 km/s 
and 5 km/s for the allowed shear velocity variation during the inversion. Also, we 
allow between two (the minimum allowed by the method) and 30 layers to describe 
the uppermost 15 km of the crust. Each resulting shear model is the average of an 
ensemble of 100,000 model iterations on each of 120 CPU cores (30 CPU hours per 
lD inversion) . 
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Figure 4.8: Ensemble solutions for crustal shear velocity from two synthetic tests. Test 
1 (a-c) treats the noise in the phase velocity measurements as being proportional to the 
input standard deviations. Test 2 (d-f) treats the noise as being equal for all periods. To 
the right of each color density plot is the mean of the velocity distribution at each depth. 
Also shown are the phase velocity curves associated with the best-fitting shear velocity 
model (bla.ck lines) overlaid on the actual phase velocity values of the curve (red dots) 
(b, e). Standard deviations are shown by red bars, and the original phase curve prior to 
the addition of random noise is shown by blue dots. (c, f) Histograms representing the 
accompanying posterior probability distribution functions for the number of layers in 
the models. 

The data noise parameter retrieved from the inversion is represented by A. Here the 
uncertainty of each phase velocity value is assumed to be proportional to the standard 
deviation associated with that value, with the constant of proportionality A serving 
as an unknown in the problem. The standard deviation at a particular period for a 
particular curve is extracted from the posterior velocity distributions resulting from 
the previous phase velocity inversion step. The noise of each measurement determines 
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its re lative weight in the inversion such that very noisy data (having large standard 
deviations) do not disproportionately influence the fi nal solution. 

4.5.3 Results 

We perform a synthetic test to illustrate the benefits of utilizing the standard deviations 
from the phase velocity maps. An alternative would be to assume all phase velocity 
values, regardless of period, have the same uncertainty for a given curve. In our syn­
thetic test we assume a known, simple three-layer model of the upper 15 km of crust. 
We calculate the corresponding phase velocity curve and randomly add noise of up 
to ± 0.05 km/s to all but one value (associated with the 6 s period). To this remain­
ing value, we add a 0.25 km/s error to mimic the presence of an outlier. The curve 
is then inverted for a shear velocity model, first assuming the uncertainty of each ve­
locity value is proportional to the error added to the curve. The results are shown in 
Figure 4.8a-c. The mean of the posterior shear velocity distributions at each depth is 
in good agreement with the velocities of the actual model. The largest discrepancies 
arise at velocity discontinuities, to which phase velocity curves are less sensitive. The 
number of layers (three) is accurately retrieved, as illustrated by the histograms that 
reflect the posterior probability distribution of the most likely number of layers needed 
to represent the data (Figure 4.8c). From the best fitting curve it is seen that the so­
lution is only minimally effected by the large outlier velocity value at a 6 s period 
(Figure 4.8b). Next, the same curve is inverted assuming equal uncertainty among the 
phase velocity measurements (Figure 4.8d-f). Here the actual model is slightly less 
well-retrieved (rms misfit of 0 .1 4 km/s vs. 0.09 km/s) , and the standard deviation of 
the posterior shear velocity distributions at each depth is larger (0.58 km/s vs. 0.50 
km/s) (Figure 4.8a). Again , the number of layers is accurately recovered, however, 
this time with slightly less certainty. The best fitting curve is sign ificantl y more dis­
torted due to the erroneous phase velocity value at 6 s. The inversion is not able to 
identify this va lue as being less reliable than the others. 

To demonstrate the advantages of usi ng a Bayesian technique over more traditional 
methods, we use the same test model to perform a synthetic inversion using the non­
Bayesian Neighborhood Algorithm (NA) of Wathelet (2008). This method requires 
the user to predetermine, in part, the model parameterization. The number of layers 
is set to three based on results of the Bayesian inversion. Each horizon tal layer is 
described by a constant velocity. The thickness, position, and velocity of each layer is 
allowed to vary throughout the inversion. Each phase velocity measurement is given 
equal weight, unlike the Bayesian method which assigns weights based on the relative 
noi se of each measurement. The same depth (0-15 km) and velocity (2-5 km/s) limits 
apply. A comparison between the two solutions (Figure 4.9a, b) shows that the NA 
is Jess capable of retrieving the true model. Most obviously, the mean of the velocity 
di stribution fail s to recover the high-velocity zone between 6 and 10 km depth . 
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Figure 4.9: Ensemble solutions for crustal shear velocity from the Bayesian methods 
of this study and the Neighborhood Algorithm for a synthetic case (a, b) and two real 
data examples (d, e, g, h). To the right of each color density plot is the mean of the 
velocity distribution at each depth. At bottom are the corresponding phase velocity 
curves (red dots) and for the synthetic case, the actual curve (blue dots). The amount 
of noise added to the curves is shown by red error bars. 
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Figure 4.10: Horizontal slices taken at a series of depth intervals through the 3D shear 
velocity model. Velocity perturbations are shown wi th respect to the average shear 
velocity at the given depth, which is noted beneath each 2D slice. The dashed red 
lines indicate the boundary of the Dundas Trough, while the dashed blue lines indicate 
the approximate location of the Tamar Fracture System. Recent surface heat flow 
measurements from KUTh Energy (20 12) are shown by color coded circles. 

We apply the NA method to two dispersion curves from the actual data set as we ll 
(Figure 4.9d-i). Although in this case we do not know the actual structure, the result­
ing average model of the Bayesian inversion contai ns more detailed features than that 
of the NA method (Figure 4.9d, g). This is due to the permitted variation in layer num­
ber throughout the inversion. Although there are far fewer models with significantly 
greater than the average number of layers contributing to the final ensemble, these it­
erations add valuable information about model complexity. The standard deviations 
of the mean model are also much smaller for the Bayesian inversion , meaning that the 
most likely model is retrieved with greater certai nty. Of notable difference between 
the Bayesian and NA resu lts for the two real data applications is that the NA method 
retrieves a very thin low-velocity layer in the uppermost crust (Figure 4.9e, h). This 
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feature is not present in the Bayesian inversion results. The reason for this is likely be­
cause the Bayesian method does not permit such a localized low-velocity zone given 
the noise and number of data. 
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Figure 4.11: Horizontal slices taken at a series of depth intervals through the standard 
deviations of the 3D shear velocity model shown in Figure 4.10. The dashed lines are 
as in Figure 4.10. 

We have shown that the Bayesian method of surface wave inversion is best at re­
covering lD shear velocity profi les from surface wave dispersion data. Since surface 
wave dispersion is not very sensitive to sharp discontinuities in elastic properties with 
depth, the degree of vertical smoothing depends on the noise and number of the input 
data; data of greater number and certainty enable finer vertical resolution of velocity 
structure. Most of the resulting shear velocity models derived from the Tasmanian data 
set are relatively simple and are best described by three to six layers (e.g. Figure 4.9d, 
g). 
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Figure 4.12: Vertical slices taken at regular intervals in latitude through the 30 shear 
velocity model. Velocity perturbations are shown with respect to the average shear 
velocity with depth, which is calculated at 0.5 km intervals . The depth axis has been 
stretched by 100% to faci litate easier viewing of the depth dependence of the pertur­
bations. The location of the transect of each depth section is denoted by its zero depth 
line. 

4.5.4 3D crustal model of Tasmania 

At this point in the inversion procedure, we have a discrete, regular sampling of 30 
shear veloci ty space for the uppermost 15 km of the Tasmanian crust. Each point is 
represented by a shear velocity posterior probability distribution curve rather than a 
single velocity value. To visuali ze the results, the average of the posterior probability 
distribution at a given depth is extracted from each of the 10 shear velocity models. 
The velocity values are then plotted according to their respective geographic location . 
In this sense, each shear velocity value extracted from a IO model represents a single 
pixel in the image. For purel y aesthetic reasons, the resulting grid of velocity pixels is 
then transformed into a continuous curvature surface using the Generic Mapping Tool s 
(GMT) package of Wessel and Smith (1995) (Figure 4. LO) to smooth out the pixelation 
(3 km resolution) of the image. The same procedure can be applied to 20 slices in 
longirude and latitude as well. The spatial variation of uncertainty can be assessed by 
viewing a simi lar surface of standard deviations. For each pixel , the standard deviation 
of the shear velocity can be extracted from the representati ve ensemble of shear model s 
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for a given depth (Figure 4.11). 
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Figure 4.13: Vertical shear velocity and standard deviation slic~~ taken at -41.23° 
latitude. Features and velocity anomalies mentioned in text are highlighted. 

The maximum velocity perturbations of the 1 km depth slice may be subdued as 
a result of the greater uncertainty in the phase velocity dispersion curves at short pe­
riods (Figure 4.4a, right), which are most sensitive to the uppermost few kilometers 
of the crust. This elevated error estimate makes strong perturbations in shear velocity 
unwarranted at this depth. The fact that the permitted amount of variation amongst 
the uppermost few kilometers of the shear velocity models is decreased may also be 
a contributing factor to the relatively low average standard deviation value for the I 
km depth slice (Figure 4.1 la). The average standard deviation increases with depth 
likely in response to the decreasing sensitivity of phase velocity to shear velocity as 
depth increases. At shallow depths, a small change in shear velocity produces a large 
change in phase velocity, yielding greater certainty in the inversion. On the other hand , 
decreased sensitivity is manifested by increased uncertainty estimates. For a period of 
I 2 s, phase velocity sensitivity to shear velocity starts to drop off sharply at around 
I 5 km depth, depending on the Earth model (Yang et al., 2010). For this reason we 
choose 15 km as the depth limit of our 3D shear velocity model. 

Horizontal and vertical slices (Figures 4.10, 4.12) reveal that as in the phase veloc­
ity maps, there is a definite and consistent north-south orientated low-velocity zone. 
Although the low velocities at the shallowest depths in the northern half of the anomaly 
are in part due to a patch of sediments in the Longford Basin of north Tasmania (Direen 
and Leaman, 1997), there appears to be a strong change in crustal properties extending 
to at least 15 km depth, the limit of our 3D velocity model. The anomaly broadens 
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to the east while the southern extreme becomes less pronounced and more patchy as 
depth increases. 

An east-west slice (Figure 4.13) taken at a latitude of -41.23° reveals the general 
east-dipping trend of the low-velocity zone. This feature agrees well with the tectonic 
model outlined by Reed (2001 ) and Reed et al. (2002), in which the joining of the East 
Tasmania Terrane (ETT) and the West Tasmania Terrane (WTT) represents the change 
from east to west of Paleozoic oceanic to Proterozoic continental basement. In this 
model, periods of orogeny, sediment deposition, and shortening of up to 90% severely 
deformed the oceanic crust of ETT (Reed, 2001). The substantial shortening that took 
place during the Ordovician and Silurian was likely accommodated by the presence of 
multiple shear zones with fluid inclusions and elevated temperatures. Recent surface 
heat flow measurements (Figure 4.13) reveal a significant thermal anomaly in central 
eastern Tasmania that is likely due to buried high-heat-producing granite batholiths 
(KUTh Energy, 2012) emplaced during the Devonian (McClenaghan, 2006) and would 
contribute to the reduced shear wave speeds seen in our model (Karato, 1993). 

The WTT continental crust was spared significant deformation and did not expe­
rience the same shortening event. Reed (200l ) pl aces the ETT and WTT boundary 
between the Tamar River and the Port Sorell embayment to the west. This location 
agrees well with the western edge of the low-velocity zone along the Tamar River. 
Moreover, the breadth of the anomaly indicates a zone of deformation much wider 
than the relatively narrow Tamar Fracture System (TFS) that has been hypothesized 
to represent the joining of two distinct crustal blocks (Williams, 1989). Our results 
provide one more piece of evidence that the TFS , which straddles the Tamar River 
Valley, is merely a thin-skinned feature resulting from a final bout of folding during 
the Devonian and that ETT and WTT have been passively joined since the Ordovician. 

A solid tectonic link between Tasmania and mai nl and Australia has remained elu­
sive until quite recently, when Direen and Crawford (2003a) foun d paired suites of 
olivine-rich mafic volcanics and boninites in both western Tasmania and the mainl and . 
This discovery added further momentum to the idea that the early Paleozoic Tyennan 
Orogeny, which shaped western Tasmania, is part of a much larger orogenic cycle that 
manifested as the Delamerian Orogeny in mainl and southeast Australia and the Ross 
Orogeny in Northern Victoria Land , Antarctica. A connection between eastern Tas­
mania and the mainland has also been postulated (Talent and Banks, 1967; Powell and 
Baill ie, J 992) , with several au thors (Foster and Gray, 2000; Reed, 200 l ; Cayley et al. , 
2002; Fergusson, 2003) pointing out that the Tabberabbera Zone east of Melbourne ex­
perienced Ordovician to Si lurian orogenesis and appears to overlie oceanic basement. 
Reed (200 1) has therefore suggested that the boundary between WTT and ETT is a 
southerly continuation of the boundary between the Melbourne Zone and Tabberab­
bera Zone represented on the mainland by the Governor Fault. In this scenario, Cayley 
et al. (2002) and Cayley (20 J l ) see the basement underlying the Melbourne Zone sed­
iments as a northward continuation of Proterozoic western Tasmania, and invoke the 
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idea of an exotic microcontinent to explain the presence of much older rocks in a re­
gion of Victoria characterized by early-mid Paleozoic exposure. Although our results 
are somewhat equivocal with regard to the existence of a Proterozoic microcontinent, 
they do point to the presence of highly deformed oceanic crust beneath ETI, which 
is consistent with the idea that it represents the southern extension of the mainland 
Tabberabbera Zone. Furthermore, the Governor fault in Victoria is approximately east 
dipping (Cayley et al. , 2002) which agrees with the dip direction of the low-velocity 
zone we image in Tasmania. 

An anomaly beneath the Tamar River has been observed in other data sets, in­
cluding conductivity and heat flow patterns (Parkinson et al. , 1988; KUTh Energy, 
2012), and reflection, refraction, and teleseismic studies (Rawlinson et al., 2010b). 
The results of this study provide conclusive evidence that the anomaly is deep-seated, 
eastward dipping, and not an artifact of vertical smearing of a shallow feature (e.g. 
shallow sediments) that teleseismic tomography cannot alone rule out. Our model also 
provides better and more consistent resolution of the feature than existing reflection 
and refraction experiments can provide (Rawlinson and Urvoy, 2006). We propose 
that the low-velocity zone is the result of pronounced deformation associated with 
the shortening, thickening, and accretion of oceanic crust along the passive margin of 
Tasmania during the early-mid Paleozoic, coupled with intrusion .. of heat producing 
granites in the Devonian. In this case, we would expect the seismic velocity signature 
to be wide and deep as seen in our 3D model. 

Another prominent element of the shear velocity model is the low-velocity anomaly 
beneath the northwest corner of Tasmania (Figure 4.13). The western edge closely 
follows the Arthur Lineament, a sheared belt of magnetic metamorphic rocks that sep­
arates the Rocky Cape Block from .the Dundas Trough (Seymour et al., 2007). This 
anomaly dips to the east (Figure 4.13) and supports the interpretation that Tasmania 
was initially drawn into an east-dipping subduction zone in the Middle Cambrian be­
fore being obducted westward into an arc-continent collision (Crawford et al., 2003 ; 
Gibson et al., 2010; Cayley, 2011). 

The strength and eastward trend with depth of the anomaly could therefore be in­
terpreted as the vestige of the initial eastward-dipping phase of subduction during the 
mid-Cambrian Tyennan Orogeny. The low-velocity zone in our model beneath the 
Dundas Trough is consistent with a transition that is heavily deformed and composed 
of mainly sedimentary rock, and since like the Tyennan Orogeny, the coeval Delame­
rian Orogeny of mainland southeast Australia experienced eastward dipping subduc­
tion, generates further evidence in support of the direct connection between Tasmania 
and the neighboring mainland. 

The elongated high-velocity zone identified in Figure 4.13 in the uppermost ~ 3 
km of the crust between the two low-velocity anomalies may be a signature of ex­
tensive dolerite sheets emplaced during the Jurassic (Brauns et al., 2000). A similar 
shaJlow area of elevated velocity to the east is attributable to the Devonian granites 
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of ETI (Patison et al., 2001) . The high resolution potenti al of our method justi­
fies analysis of model features on the horizontal scale of ~ 10 km. For exampl e, the 
high-velocity anomaly along the north edge of the TIGGER array at about 146° lon­
gitude (Figure 4.10) underlies the Forth metamorphic complex (Figure 4. l ), which 
was formed and exhumed during the Cambrian Delamerian orogeny and contains Pro­
terozoic quartzite, amphiolite, phyllite and schist (Meffre et al., 2000) . Interestingly, 
the Badger Head metamorphic complex (Figure 4.1 ), which lies about 75 km west 
of the Forth metamorphic complex, overlies a localized low-velocity zone. The Pro­
terozoic sedimentary rocks of this structurally-complex turbidite package are intensely 
deformed, highly metamorphosed, and are considered allochthonous (Leaman et al. , 
1973 ; Reed et al., 2002). Metamorphic grade for the complex is mostly lower green­
schist facies (Reed et al., 2002), while the Forth metamorphic complex experienced 
higher temperatures and pressures with metamorphism ranging from upper greenschist 
to upper amphibolite facies (Foster et al., 2005) . The difference in shear velocity be­
neath these two complexes likel y arises from compositional and density differences. 

4.6 Conclusions 

In this paper we present a scheme for producing a 3D shear velocity model from ambi­
ent seismic noise dispersion measurements using fully non-linear Bayesian techniques. 
Model parameters, such as the number of layers, data variance, and model compl ex­
ity, are left as unknowns in the inversion and are therefore driven by the information 
content of the data. Using a transdimensional approach, we first calculate 2D phase 
velocity maps for a range of periods. From these maps, ID dispersion curves, com­
plete with standard deviations, are produced at a regular grid of points in latitude and 
longitude. Each curve is independently inverted for a ID shear velocity model. The l D 
models are then joined together to create a pseudo-3D map of the shear velocity struc­
ture. Unlike more conventional methods which often employ ad hoc error estimation, 
we preserve uncertainty information from each step and use it to further constrain the 
next step in the inversion. Each inversion, whether for 2D phase velocity variations 
or a ID shear velocity model, is uniquely parameterized accord ing to the quantity, 
quality, and distribution of the input data. 

We apply our method to data from two adjacent, densely spaced seismic arrays in 
Tasmania. Phase velocity maps for periods between 1 and 12 s and a 3D shear veloc­
ity model down to a depth of 15 km are produced. The resulting tomographic images 
reveal a ~ 75 km wide, southeast-trending, eastward-dipping, low-veloc ity lineation 
within the vicinity of the Tamar Ri ver. Thi s feature is likely the result of strong de­
formation and fau lting associated with the Phanerozoic accretion of oceanic material 
along the more rigid Proterozoic continental Tasmanian lithosphere. To the wes t, a 
pronounced low-velocity zone is also present beneath the Dundas Trough of northwest 
Tasmania. The eastward-dipping geometry of this anomaly sugges ts an association 
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with the deformation and shortening of the Tyennan Orogeny and supports a connec­
tion between Tasmania and mainland Australia since the Cambrian. 
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Chapter 5 

Crustal structure of the east 
Gondwana margin in southeast 
Australia revealed by 
transdimensional ambient seismic 
noise tomography 

5.1 Foreword 

This chapter presents the application of the Bayesian inversion methods of the previ­
ous chapter to a larger mainland southeast Australia dataset. The resulting 30 veloci ty 
model establishes the geometry and position of key crustal features related to the tran­
sition from Paleozoic eastern Australia to Precambrian central and western Australia. 
This research also shows how data from multiple, asynchronously running arrays can 
be combined and used to produce a single model. The Bayesian ensemble inference 
approach handles uneven data coverage such that this joining does not result in arti­
facts, such as unjustified structure between arrays. Auxiliary material was published 
with the manuscript and is included in Appendix E. This work was published in Geo­
physical Research Letters: 

Young, ·M.K., R. A. Cayley, M. A. McLean , N. Rawlinson, P. Arroucau, and M. 
Salmon (2013), Crustal structure of the east Gondwana margin in southeast Aus­
tralia revealed by transdimensional ambient seismic noise tomography, Geophysical 
Research Letters, 40, 4266427 l , doi: 10.1002/grl.50878. 

5.2 Abstract 

Ambient seismic noise data from the ongoing WOMBAT transportable seismic array 
in southeast Australia, the largest deployment of its kind in the southern hemisphere, 
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are used to produce a high resolution 3D shear wave velocity model of the region. 
We apply a two-stage, transdimensional, hierarchical Bayesian inversion approach to 
recover phase velocity maps at periods of 1-20 s and then invert phase velocity dis­
persion for 3D shear wave velocity structure to the base of the crust. Data uncertainty 
is propagated through the sequence of inversions, ensuring that model complexity is 
justified by the quality and quantity of the measurements. The pattern of 3D velocity 
variations helps elucidate the geometry and position of key crustal features - such as 
the Torrens Hinge Zone - associated with the transition from Paleozoic eastern Aus­
tralia to Precambrian central and western Australia that formed along the proto-Pacific 
margin of east Gondwana. 

5.3 Introduction 

The Proterozoic and Archean terranes that now form the western two-thirds of the 
Australian continent represent an amalgamation of fragments of the former supercon­
tinent Rodinia (Powell et al. , 1994). The remaining eastern third of the present-day 
Austra lian continent, the region east of the locus of the Neoproterozoic Rodinia break­
up, comprises the Tasmanides (Figure l ). This orogen, al so known as the Tasman Fold 
Belt System, formed as a result of accretion along the (then) east Gondwana margi n 
throughout the first half of the Phanerozoic (Glen, 2013). 

In southeast Australia the Torrens Hinge Zone (THZ) (Figure l ) is the wes tern­
most surface expression of the Tasman Fold Belt System and separates the Archaen­
Mesoproterozoic Gawler Craton from the Neoproterozoic-Paleozoic Delamerian Oro­
gen. The THZ is a north-trending belt of tight folds and meridional faults of Late 
Cambrian age, imposed on Neoproterozoic-Cambrian, predominantly epicontinental , 
metasedimentary rocks of the Adelaide Ri ft Complex (Cawood, 2005). A major crustal­
scale feature, the THZ is es timated at between 15 and 60 km wide (Schmidt and 
Williams, 1995), but its geometry and depth extent are not well understood. 

Ambient noise tomography has the potential to increase tomographic resolution 
for structures such as the THZ, and especially the subsurface orientation of fa ults, 
that play a key role in deciphering the tectonic history of a complicated region. This 
has been demonstrated previously by Arroucau et al. (2010), who produced a model 
of group velocity for southeast Australi a through a linearized invers ion of WOMBAT 
ambient seismic noise data. WOMBAT is the largest transportable sei smic array exper­
iment in the southern hemisphere and has resulted in dense passive seismic coverage 
of Tasmani a, Victori a, New South Wales (NSW) and eastern South Australia (SA). 
Th is same dataset was later used by Bodin et al. (2012a) to produce a hierarchical 
Bayes ian group velocity model. In this study we substanti all y augment the dataset and 
use a novel Bayesian inversion technique to produce the first 3D model of crustal shear 
velocity structure beneath mainl and southeast Austral ia. Our 3D model is the most de­
tai led map of its kind yet created for southeast Australia , with max imum hori zontal 
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Figure 5. l: The crustal elements of southeast Australia, as inferred from potential field 
data (based on data contained in Shaw et al. , 1996). RGP=relict geophysical pattern; 
SCE=standard crustal element; HME=highly magnetic element; GOZ=geophysically 
overprinted zone; CCE=covered crustal element; MGR=sub-element with muted geo­
physical response (see Shaw et al. , 1996, for more details). The locati on of most 
geological features discussed in the text, such as the Torrens Hinge Zone, are identi­
fied. 
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and vertical resolution on the order of 20 km and 1 km respectively. Importantly, data 
noi se is treated as an unknown in the inversion, thereby producing maps of a com­
plexity that is justified by the quality and quantity of the data. Our 3D shear velocity 
model provides important constraints on the position , location, and extent of primary 
southeast Australian crustal features that define the western ljmits of the Tasman Fold 
Belt System, such as the THZ and the Escondida and Moyston Faults. 

5.4 Data and method 

The transportable WOMBAT seismic array project began in 1998 with the goal of 
spanning the majority of southeast Australia with seismometers at approximately 50 
km spacing. To date, over 600 stations have been installed, of which trus study utilizes 
data from 434 of the mainland sites (most of the remaining sites lie to the south on 
the island of Tasmania) (Figure 1). Each subarray ran between 6-12 months, and the 
presence of overlapping array boundaries faciUtates a more uniform ray path coverage 
than might otherwise have been acrueved . 

The ambient noise cross-correlation procedure we employ is simil ar to that of 
Bensen et al. (2008) and Young et al. (20 11 ). The cross-correlation and stacking 
of vertical-component data for all simultaneously recording station pairs yields over 
8,200 usable cross-correlegrams (Figure S la). We measure phase velocity dispersion 
using the image transformation technique described by Yao et al. (2006) and modified 
by Young et al. (2011 ) (Figure S lb), which exploits the negative time derivative of the 
cross-correlation function's symmetric component (average of the causal and acausal 
signals), which can be interpreted as Rayleigh wave Green's functions (Curti s et al., 
2006). 

Once phase velocities are measured for central periods of 1-20 s, a series of tomo­
grapruc inversions are performed using the new transdimensional, hierarchical Bayesian 
technique described by Young et al. (2013b). The key advantages of our Bayesian ap­
proach (Bernando and Smith , 1994) are that the number and distribution of model 
parameters are impUcitl y contro lled by the data and that the standard deviation of the 
data noi se (assumed to have a Gaussian distribution) is treated as an unknown in the 
inversion. This "noise" incl udes whatever ou r model cannot explai n (Bodin et al., 
2012a), wruch can be attributed to measurement errors, shortcomings of the forward 
model , and mathematical or theoretical approximations. As a result, the required com­
plexity of the solution is inferred from the data itself (Bodin et al. , 2012a), rather than 
from ad hoc uncertainty estimation techniques and arbitrary parameterizations so often 
utilized by more traditional, linearized inversion techniques (see review by Rawlinson 
et al. (20 I Oa) for more discussion). The recovery of a phase velocity map for a given 
central period takes approximately 1000 CPU hours. Although thi s is three to four 
orders of magnitude greater than the time taken by a more traditional iterative, non­
linear approach (Young et al. , 20 11 ), the improved quality of the results and provision 
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of uncertainty estimates fully justify the additional cost (for example, see the synthetic 
tests of Young et al. (2013b)). 

The final phase velocity maps (Figures S2 and S3) represent the average of a large 
ensemble of models of varying parameterization. The 20 maps are sampled over 
the range of periods at 20 km intervals in latitude and longitude to produce a col­
lection of 1,572 dispersion curves. This is the maximum sampling density at which 
finer grid spacing did not improve results. Uncertainty estimates for every curve at 
each period come from an assessment of the standard deviation of the ensemble of 
20 models at each grid point. The phase velocity curves are independently inverted 
for JD shear velocity models using the same hierarchical, transdimensional Bayesian 
approach (Young et al. , 2013b) as before (Figure S4). Additional details regarding 
the application of this method can be found in the auxiliary material. Finally, the l D 
models are joined together to create a pseudo-30 map of the shear velocity structure of 
southeast Australia from the surface down to 30 km depth. In order to reduce the visual 
impact of the velocity pixelization, the resulting grid of velocity pixels is then trans­
formed into a continuous curvature surface using the Generic Mapping Tools (GMT) 
package of Wessel and Smith (1995). 

5.5 Results and discussion 

Here we present the mean of the ensemble of models produced by the transdimen­
sional inversion procedure via a set of three cross-sections (Figures 2 and 3). A more 
complete illustration of the tomographic results and accompanying uncertainties is 
provided in the auxiliary material (Figures S5 , S6, and S7). 

Cross-sections through the shear velocity model (Figures 2 and 3) show a variable, 
but broadly stratified, velocity structure across southeast Australia, with velocities of 
3.6-3 .7 km/s dominating the upper few kilometers of crust, grading to velocities of up 
to 4.1 -4.2 km/s in parts of the mid and lower crust. There are some places, for exam­
ple near the southern edge of the Curnamona Craton near the NSW-SA border, where 
near-surface regions with lower velocities (red in cross-section of Figure 3) thicken 
abruptly towards the mid-crust ( ~ 10 km depth) , to form a block of!ow velocity mate­
rial. Presumably this reflects the presence of deeper, steep sided, sediment-filled basin 
structures. Low shear velocities of likely similar origin also occur in eastern Victoria, 
coincident with the surface di stribution of igneous rocks, including silicic volcanics 
and carbonates related to the Early Devonian Buchan Rift (YandenBerg et al. , 2000). 

Because the Torrens Hinge Zone (THZ) marks the eastern edge of the Gawler 
Craton and .the western limit of Tasmanides-related deformation in southeast Australia, 
distinguishing the subsurface geometry of this boundary is important to understanding 
the accretion of the Delamerian Orogen to the east. Until now, with few exceptions, 
the THZ has been studied at the surface, limiting our understanding of this structure at 
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Figure 5.2: Horizontal cross-sections ta.ken at a depth of (a) 16 km and (b) 23 km 
through the 30 shear wave velocity model. Key features discussed in text are indicated. 
Location of vertical cross-section in Figure 5.3 given by red line. 
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Figure 5.3: Horizontal cross-section taken at a depth of 23 km through the 3D shear 
wave velocity model and a vertical cross-section. See Figure 5.2 for bird's eye view 
of cross-section location. Yellow surfaces show inferred Bootheragandra (east) and 
Torrens Hinge Zone (west) structures. 

depth. The new 3D shear velocity model introduces important new data that constrain 
the geometry and origin of the hinge zone. 

The singular most striking feature of the 3D shear velocity model is the subverti­
cal zone of relatively high shear wave velocity in the mid-lower crust (Figure 2) that 
cleaves froni the northwestern edge of the model toward the Gulf of St Vincent (Figure 
1) in the southeast, where it is lost at the model's southern margin. This feature coin­
cides with the surface position of the THZ. It is easily identified from surface down to 
30 km and dips slightly to the east with a -.yidth of ~so km. This subsurface constraint 
is invaluable, for previous studies at depth were often of limited horizontal extent (e.g. 
Belperio and Flint (1993)) or lower resolution (e.g. Saygin and Kennett (2012)). 

The THZ is a major crustal feature with a variety of interpretations. The slight 
eastward dip seen in our model accommodates several theories. Clarke and Powell 
(1989) interpreted the THZ as a thrust fault boundary, with the Tasman Fold Belt to 
the east pushing and buckling over the undeformed Gawler Craton to the west. Such an 
interpretation would likely require the THZ to dip to the east. Preiss (2000) advocates 
discrete episodes of rifting characterized by crustal extension and basin formation. 
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He suggests normal faults along this zone produced a series of half-grabens stepping 
down into the basin center. If this is the case, faulting would have occurred nearly 
subvertically, compatible with the very steep east dips indicated in our model. Belperio 
and Flint (1993) present yet another picture in which the THZ is portrayed as a zone of 
faulting and monoclinal flexuring that is bounded on the west by the Cygnet-Snelling 
Fault, which dips slightly to the east. The new shear velocity model makes it clear 
that the THZ is a linear, steep-sided, crustal-scale structure in marked contrast to the 
younger and shallower intracratonic rifts and basins that scatter across the surface of 
the Tasmanides farther east. Below ~ 8 km depth shear velocities within the THZ are 
markedly higher than in the flanking Mesoproterozoic Gawler and Curnamona cratons. 

Because of its position, steep overall geometry, and deeply-penetrating shear ve­
locity structure, we concur with authors who favour an extensional origin for the THZ. 
Its formation in the Neoproterozoic presumably related to protracted whole-of-crust 
rifting at the onset of the Rodinia breakup. The THZ extends the foll depth of the 
shear velocity model and therefore represents a major failed branch of this rift event. 
Although dominated near surface by well documented elastic rocks (with low shear 
velocities compared to adjacent regions) , the velocity character of the THZ below 8 
km suggests that mafic, igneous rocks are predominant at depth. The THZ therefore 
likely began as the locus of major rift-related magmati sm initiated around ~ 830 Ma, 
before the rift became progressively by-passed from ~ 600-580 Ma onwards. Younger, 
sub-parallel rift branches (Crawford et al. , 1997) developed farther east as the locus for 
final Rodinian separation (Direen and Crawford, 2003b). 

The Gawler Craton is interpreted to thin east beneath the THZ and the rest of 
the Delamerian Fold Belt to form a buried "Tasman Toe" (Scheibner, 1998). To the 
east, the Escondida Fault (Cayley and Taylor, 1997) could be the surface express ion 
of this eastern limit of PreCambrian crust. The presence and east-dipping geometry 
of this fault have so far been largely inferred from deep seismic data (Korsch et al. , 
2002; Cayley et al. , 201 la) and magnetics (Moore, 1996; Cayley and Taylor, 1997), 
as there is minimal surface exposure. Farther north, any along-strike extension to the 
Escondida Fault is buried beneath the Cenozoic Murray Basin, and its location be­
comes equivocal. In southern Victoria, the east-dipping Moyston Fault lies close to, 
and subparall el with, the Escondida Fault, and appears to extend to the Moho and pos­
sibly beyond (Graeber et al. , 2002). Another candidate for the Tasman Toeline(Cayley 
et al. , 2011 b), the Moyston fault has been nominated as the boundary between the De­
lameri an and Lachl an fold belts within the Tasmanides system (Cayley et al. , 2011 b; 
Glen, 201 3). 

Both the Moyston and Escondida faults lie in the vicinity of the east-dipping lat­
eral velocity change that is readily apparent in the shear velocity model (Figure 2). 
However, the location of the Escondida Fault corresponds much more closely with the 
abrupt change in mid-lower crustal shear velocities. Therefore, we conclude that it is 
the most likely surface ex pression of this velocity anomaly. Additionally, magnetic 
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trends in the Escondida Fault hangingwall in SA continue north, eventually swinging 
toward the northeast and passing into NSW - a path followed closely by the lateral 
shear wave velocity change. The eastward dipping orientation of this velocity tran­
sition is consistent with the eastward dip of the southern section of the fault (Cayley 
et al. , 201 la) . It is therefore possible that the Escondida Fault represents the surface 
expression of inverted passive margin basins developed during the Rodinia breakup 
and that the elevated shear velocities to the east of the fault reflect an abundance of 
high velocity mafic igneous rift fill . 

Linking the Escondida Fault to the lateral change in shear velocity data means 
that its position and existence can be interpreted with increased confidence farther 
north, where it becomes progressively more difficult to trace in magnetic data. The 
shear velocity model gives confidence that the Escondida Fault is persistent and trends 
northeast towards the southern margin of the Curnamona Craton. It has previously 
been speculated that this northeast orientation, almost orthogonal to much of the De­
lamerian Gondwana margin, may represent a transform fault (Finn et al. , 1999). 

The Bootheragandra Fault is a north-trending terrane boundary between the Stawell , 
Hay-Booligal, and Tabberabbera zones on the west and the rest of the eastern Lachlan 
Orogen to the east. A west-east decrease in the shear wave velocity (Figure 2b) coin­
cides with the near-surface trace of the Bootheragandra Fault in NSW as defined by 
magnetic data (Musgrave and Rawlinson, 2010). However, our model implies that the 
Bootheragandra fault is subvertical to at least the base of the mid crust. This differs 
from the interpretation of Musgrave and Rawlinson (2010) and instead suggests the 
Bootheragandra Fault is a northward extension beneath the Murray Basin of a large, 
Late-Silurian aged strike-slip structure further south in Victoria (Morand et al., 2003). 

5.6 Conclusions 

In this study we obtain a hlgh resolution 3D shear wave velocity model for the south­
east Australian crust down to 30 km depth using ambient noise data recorded by the 
WOMBAT transportable array. The transdimensional, hlerarchlcal Bayesian inversion 
methods applied to the phase dispersion data recover structure to a level of detail that 
is unmatched by more conventional linearized techniques. Major features of the model 
are the striking velocity anomalies seen along the Escondida and Bootheragandra faults 
and the Torrens Hinge Zone (THZ). Furthermore, upper-crustal shear velocity varia­
tion correlates with the known distribution of intracratonic rift and basin successions 
within the Tasmanides. 

The results confirm the THZ as a major steep-sided, crustal-scale rift structure that 
likely formed due to protracted Neoproterozoic rifting during the break-up of Rodinia. 
Intermediate shear velocities consistent with craton-related rocks extend east towards 
the Escondida Fault, where they abruptly change to higher velocities along this east­
dipping structure, possibly forming the Tasman Toeline. The revelation of the precise 
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geometry and location of these structures is important to understanding the tectonic 
evolu tion of the east Gondwana margin in southeast Australia. 



Chapter 6 

Global P-wave tomography of Earth's 
lowermost mantle from partition 
modeling 

6.1 Foreword 

This final chapter presents the application of Bayesian statistics to a global-scale prob­
lem. Namely, we present a novel view of heterogeneity in the Earth 's lowermost 
mantle using partition modeling within a hierarchical and transdimensional Bayesian 
framework. We apply our method to high quality, hand-picked body wave measure­
ments, and our resulting global-scale lowermost mantle P-wave velocity model has 
strong geophysical implications for the current debate concerning the strength of het­
erogeneity in the lowermost mantle. Achieving data noise estimates is a major step 
forward, as traditionally, absolute uncertainty information is difficult to obtain from 
travel time measurements. Although more conventional inverse methods often em­
ploy ad hoc .error estimation techniques, the P-wave velocity model determined here 
is complete with velocity standard deviations as a result of our ensemble inference 
approach. An impressive outcome is a reliable estimate of the strength of the P-wave 
velocity heterogeneity in the lowermost mantle. Our estimates for that heterogeneity 
are three times greater than those of previous workers. This discrepancy is related to 
our circumvention of the typical smoothing and damping procedures utilized by tomo­
graphers using more conventional approaches. These findings will help to significantly 
refine allowable lowermost mantle thermo-chemical models. This work was published 
in the Journal of Geophysical Research: 

Young, M., H. Tkalcic, T. Bodin and M. Sambridge (2013). Global P-wave tomog­
raphy of Earth's lowermost mantle from partition modeling, Journal of Geophysical 
Research, 118, 5467-5486. 
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6.2 Abstract 

Determining the scale-length, magnitude, and distribution of heterogeneity in the low­
ermost mantle is cruci al to understanding whole mantle dynamics, and yet it remains 
a much debated and ongoing challenge in geophys ics. Common shortcomings of cur­
rent seismically-derived lowermost mantle models are incomplete raypath coverage, 
arbitrary model parameterization, inaccurate uncertainty estimates, and an ad hoc def­
inition of the misfit function in the optimization framework. In response, we present a 
new approach to global tomography. Apart from improving the existing raypath cov­
erage using only high quality cross-corre lated waveforms, the problem is addressed 
within a Bayesian framework where explicit regul arization of model parameters is not 
required. We obtain high resolution images, complete with uncertainty estimates, of 
the lowermost mantle P-wave velocity structure using a hand-picked dataset of PKPab­
df, PKPbc-df, and PcP-P di fferential traveltimes . Most importantly, our resul ts demon­
strate that the root mean square of the P-wave velocity variations iri the lowermost 
mantle is approximately 0.87%, which is three times larger than prev ious global-scale 
estimates. 

6.3 Introduction 

The lowermost mantle is one of the most intriguing and important layers of the Earth. 
Extreme contras ts in velocity, density, and viscosity are seen at the core mantle bound­
ary, where the solid mantle meets the liquid core. Additionally, the lowermost mantle 
is heterogeneous in terms of viscos ity, seismic velocity, density, chemi stry and tem­
perature. The pattern of veloci ty heterogeneity has been studied at a vari ety of scale­
lengths, for example global models clearly reveal long-wavelength velocity patterns 
(e.g. Wysession (1996), Antolik et al. (2003), Lei and Zhao (2006), Li et al. (2008), 
Ri tsema et al. (20 11 )). In those studies, regions of higher wave speeds are typically 
attributed to coo l subducted slabs while regions of slower wave speeds are regarded 
as the signature of hot, upwelling material. A pattern of large areas of low velocity 
under the southwest Pacific and southern Africa is well establi shed in the deep Earth 
comm unity (e.g. Su et al. (1994), Li and Romanowicz (1996), Wysession (1996), 
Grand et al. (1997), Megnin and Romanowicz (2000), Gu et al. (200!), Anto li k et al. 
(2003), Lei and Zhao (2006), Houser et al. (2008), Li et al. (2008), Dell a Mora et al. 
(20 I I ), and Soldati et al. (20 12)). The African anomaly extends about !000 km above 
the core mantle boundary (e.g. Ri tsema et al. (20 11 )) and is likely both thermal and 
chemical in natu re (e.g. Ni and Helmberger (2001a), Simmons et al. (2007)). There is 
increasing evidence that the Pacific anomaly is also at leas t partially chemical in origin 
(e.g. Tka lcic and Romanowicz (2002), Trampert et al. (2004), Ishii and Tromp (2004), 
He and Wen (2009)). Meanwhile, local studies of core phases and thei r precursors 
indicate the presence of short-scale heterogeneity (e.g. Doornbos (1974), Bataill e and 
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Flatte (1988), Yidale and Hedlin (1998), Breger and Romanowicz (1998), Cormier 
(1999), Breger et al. (2000) Rost and Earle (2010), Earle et al. (201 l)). A goal of this 
study is to investigate the strength of the velocity perturbations, as there is evidence 
that this amplitude is far greater than the level implied by current global tomographic 
models (e.g. Ritsema et al. (1998),Garcia et al. (2009)). 

There is increasing research to support a fine-scale and complex nature of hetero­
geneity at the base of the mantle. Developing a global model of lowermost mantle 
structure may prove vital to a more precise understanding of magnetic field gener­
ation, deep mantle flow, and other geodynamical processes. Common impediments 
to a reliable model include limited sampling due to the natural global seismicity pat­
tern and seismic station availability, questionable quality of large datasets, influence 
by crustal and mid-upper mantle structure, artificially coarse model parameterizations, 
and inadequate quantification of data noise. Nonetheless, considerable advances in 
seismic tomography have been made since early global mantle studies (Dziewonski 
et al. , 1977; Nakanishi and Anderson, 1982; Dziewonski, 1984), which almost ex­
clusively depended on absolute, P-wave travel times and a simple block or spherical 
harmonic parameterization. Differential traveltimes are less sensitive to source mis­
location and heterogeneities near the source and receiver. Cormier and Choy (1986) 
demonstrated this advantage and used differential PKP wave measurements to assess 
velocity heterogeneity in and near the inner core. Woodward and Masters (1991) then 
applied the differential traveltime method to the mantle and used PP-P and SS-S mea­
surements to map global upper mantle structure. It then became common to combine 
different datasets to improve spatial coverage and depth resolution. Su et al. (1994) 
used a synthesis of full waveform data, absolute S arrivals , and SS-S and ScS-S differ­
ential travel times to invert for a 30 map of mantle shear velocity structure. 

6.3.1 Advances in data quality 

Over the last couple of decades, many global models of P-wave velocity in the mantle 
have been produced (e.g. Inoue et al. (1990), Yasco et al. (1995), van der Hilst et al. 
( l997), Yasco and Johnson (1998), Antolik et al. (2003), Fukao et al. (2003), Mantelli 
et al. (2004) , Lei and Zhao (2006), Houser et al. (2008), Li et al. (2008), Zhao (2009), 
Della Mora et al. (2011), Zhao et al. (2012)). Nonetheless, P-wave mantle models are 
still less common than S-wave mantle models as a result of the relative difficulty in 
measuring P-wave arrivals. The challenge of accruing a collection of P-wave arrivals 
is due to several factors. First, the source mechanism radiation pattern of strike slip 
earthquakes does not produce much P-wave energy down to the core mantle bound­
ary. Also, the conversion from P-waves to S-waves is often more efficient than the 
conversion of S-waves to P-waves. Additionally, S-waves can be viewed on both the 
transverse and radial component of the seismogram, whereas P-waves are best ob­
served on just the vertical component (at epicentral distances beyond 145° and often 
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close to antipodal distances, the vertical and radial components of a seismogram are 
almost the same due to the steep incident angle of PKP waves). Finall y, S wave models 
are typically derived from lower frequency data, which is more conducive to waveform 
modeling and inversion . P-waves, especially PcP, on the other hand must be observed 
at higher frequencies , often leaving them buried in noise and susceptible to dispersion 
in the lowermost mantle. 

By inverting for the entire mantle structure instead of the lowermost mantle alone, 
mid-upper mantle heterogeneity is less likely to be erroneously mapped onto the bottom­
most layer. These whole mantle models are also useful for assessing heterogeneity at 
the base of the mantle in the sense that they reveal any vertical continuity of structure, 
such is especiall y pertinent when investigating the presence of plumes (Zhao, 2004). 
The chief drawback of entire mantle models, however, is the quality of the data; it is 
far too time consuming to manually pick a dataset for whole mantle imaging. There­
fore , researchers generally use International Seismological Center (ISC) or EHB (as 
in Li et al. (2008)) datasets, which are of questionable quality for many phases (Inoue 
et al. , 1990; Vasco et al. , 1995; van der Hilst et al. , 1997; Vasco and Johnson, 1998; 
Boschi and Dziewonski , 2000; Fukao et al., 2003; Zhao, 2004; Montelli et al., 2004; 
Lei and Zhao, 2006; Zhao, 2009; Della Mora et al., 2011; Zhao et al. , 2012) . De­
spite the potentially enormous datasets, model resolution in the lowermost mantle is 
often limited due to the computational costs associated with the whole-mantle model 
parameterization. 

The heterogeneity pattern above the core mantle boundary is frequently better re­
trieved when inverting for the lowermost mantle region alone. By reducing unwanted 
crustal and mid-upper mantle effects, differential travel times of body waves are es­
pecially helpful when deciphering the complexities of the mantle 's bottom-most layer. 
For example, Sylvander and Souriau (1996) used PKPab-bc differential traveltimes to 
retrieve P-velocity structure in the lowermost mantle. A limitation of thi s approach, 
however, is incomplete raypath sampling due to the unfavorable configuration of earth­
quakes and land-based seismic stations. This situation can in part be ameliorated by 
using multiple seismic phases with different sampling patterns. For example, Karason 
and van der Hil st (2001) used P, pP, and pwP, coupled with PKPab-df, PKPab-bc, and 
PKPdf-Pd iff differential travel times, and Tkalcic et al. (2002) used cross-correlated 
PKPab-df and PcP-P data to invert fo r lowermost mantle structure. In this study we 
augment the datasets ofTkalcic et al. (2002) and Tkalcic (2010) by adding new PKPab­
df, PKPbc-df, and PcP-P differential travel times with the in tent of patching the spatial 
gaps in sampling. 

6.3.2 Advances in inverse methods 

In addition to the steady improvement in data quality and quantity, in large part thanks 
to accumulated recordings of the Global Seismographic Network that the Incorporated 
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Research Institutions for Seismology (IRIS) initiated in 1984, there has also been im­
provement in inversion methods. This progress is to a great degree a reflection of an 
increase in computing power. Irregular-sized block parameterization was first intro­
duced by Inoue et al. ( 1990), which helped reduce over parameterization while at the 
same time allowing the resolution of small-scale structures where justified by the data. 
Tkalcic et al. (2002) also employed a variable size block inversion method and intro­
duced an algorithm to restrict the aspect ratios of the blocks. Antolik et al. (2003) used 
a horizontal tessellation of spherical splines that provided the equivalent resolution as 
spherical harmonic degree 18 for a joint inversion of P-wave and S-wave velocity in the 
mantle. Sambridge and Faletic (2003) presented a self-adaptive inversion technique in 
which the initial paratermization, based on spherical triangles and Delaunay tetrehe­
dra, is refined throughout the inversion. Recently, Simons et al. (201]) and Chevrot 
et al. (201 2) proposed a spherical wavelet approach to global tomographic inversions 
whose multi-resolution potential is ideal for spatially ill-distributed datasets. Zhao 
et al. (2012) adopted a flexible-grid parameterization for whole-mantle tomography 
that was designed to better express mantle structure under the polar regions. 

In addition to increasingly sophisticated model parameterizations, inversion algo­
rithms have also been improved. Beghein et al. (2002) used the n~ighborhood algo­
rithm of Sambridge (1999) to invert for spherical harmonic degree two P and S wave 
velocity structure in the mantle. Garcia et al. (2009) approached lowermost mantle 
heterogeneity from a different perspective and used stochastic analysis to relate differ­
ential travel time measurements to the correlation function of velocity heterogeneity. 
Using PKP travel times they inverted for the statistical properties of velocity pertur­
bations in the lowermost mantle and provided valuable constraints on the scale-length 
and magnitude of P-wave heterogeneity that are unbiased by smoothing, damping, or 
model parameterization. More modem tomography methods began to step away from 
classical ray theory when Mantelli et al. (2004) implemented a finite-frequency ap­
proach to tcaveltime tomography and demonstrated that wavefront healing cannot be 
ignored when using long-period P and PP waves. Finite frequency effects were demon­
strated to be especially important for PKP phases in the lowermost mantle (Calvet 
and Chevrot, 2005), although only recently were the first exact and complete finite­
frequency kernels for short period PKP waves computed (Fuji et al. , 2012). Garcia 
et al. (2004, 2006) introduced another method known as Simulated Annealing Wave­
form Inversion of Body waves (SAWIB), which resolved the interference between 
direct PKP waves and their corresponding depth phases, thereby allowing the use of 
recordings from triplication distances and shallow earthquakes. 

If we are to accurately depict the scale-length of heterogeneity at the core man­
tle boundary, we must ensure that the results are minimally influenced by arbitrary 
choices about model parameterization , smoothing, and damping. Such intervention is 
often the downfall of traditional Linearized inversion methods, where models are ar­
tificially parameterized and either resolution is lost due to unnecessary smoothing or 
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noise is misinterpreted as data complexity. In response to these pitfalls, we implement 
a fully non-linear Bayesian partition-modeling technique for our tomographic inver­
sion. This is an ensemble inference approach in which model space is sampled via 
Reversible Jump Markov Chain Monte Carlo sampling (Green, 1995, 2003). Model 
parameters, including the level of data noise, are treated as unknowns in the prob­
lem and are represented by probability distribution functions rather than single values. 
Therefore, the complexity and amplitude of the velocity variations in our final model, 
which results from a complete ensemble of hundreds of thousands of sampled mod­
els, depend almost exclusively on the data itself and there is no need to apply explicit 
smoothing or damping procedures (Bodin et al. , 2012a) . This method provides the 
statistical robustness of Beghein et al. (2002) and Garcia et al. (2009) and the multi­
scale resolution capabilities of Simons et al. (2011) and Chevrot et al. (2012) while 
introducing a novel approach to handling data noise and model parametrization. 

Conventional approaches to global tomography have two major drawbacks, both 
of which we seek to address in this study. The first is ad-hoc data nois·e estimation and 
the subjective choice of smoothing and damping parameters. This can lead to the loss 
of valuable information, especially about model discontinuities, in an effort to avoid 
the over-interpretation of noise. We instead invert for the data uncertainty, and the 
level of complexity and strength of perturbations in the final model are appropriately 
limited by the noise content of the data (e.g. Bodin et al. (2012a)). The second dis­
advantage is arbitrary model parameterization, often governed by equal-sized block 
cells (e.g . Sylvander and Souriau (1996), Tkalcic et al. (2002), Houser et al. (2008)) 
or Limited-degree spherical harmonic expansions (e.g. Tanaka (2010), Ritsema et al. 
(20 11 )) . Such rigid parameterizations prevent full utilization of data content while ei­
ther oversimplifying and over-smoothing the model or adding unjustified complexity 
and artificial discontinuities. In this study we partition the lowermost mantle into a 
mosaic of Voronoi polygons whose size, location, velocity, and number vary through­
out the inversion according to the information content of the data. This probabilistic, 
partition modeling based approach enables us to present a global-scale model of P­
wave velocity variations in the lowermost mantle together with uncertainty estimates. 
Our choice of inversion method also allows valuable estimates of the sca le-length and 
strength of velocity heterogeneity in the lowermost mantle. 

6.4 Data 

As a starting point, we use 1408 PKPab-df, 1068 PKPbc-df, and 399 PcP-P differ­
ential travel times taken from the handpi cked datasets of Tkalcic et al. (2002) and 
Tkalcic (20 I 0). Hand-picking allows the alignment of the onsets of the phases rather 
than the peaks or troughs of greates t amplitude, as is the tendency of automatic cross­
co1Telation . We have automated cross-correlation est imates for a large portion of the 
dataset, and in most cases the difference is less than 0.5 s. We do not use measure-
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Figure 6.1: Raypaths of PKPab, PKPbc, PKPdf, PcP and P body waves for the epicen­
tral distance of 155° and 65°. 

ments from diffracted raypaths or epicentral distances less than 55° (in the case of 
PcP-P) to improve accuracy in forward modeling. The benefit of using differential 
travel times versus absolute travel times is that biases due to source mislocation and 
near surface structure are greatly reduced due to the nearness of the two raypaths in the 
crust and upper mantle (Figure A. l ). To further reduce mantle effects, we experiment 
with correcting for mantle structure using current mantle models, as is further dis­
cussed in the next section . After assessing the gaps in the lowermost mantle sampling, 
we in part fill them by hand-picking an additional 463 PKPab-df, 224 PKPbc-df, and 
281 PcP-P differential travel times. We use data recorded between the years 1965 and 
2010 inclusive, mostly coming from large (Mb > 6) events with depths greater than 
35 km. See Figure 2 for a demonstration of the improvement in raypath coverage. 
This 34% increase in travel time measurements greatly improves coverage in many 
areas, most notably Africa, the southwest Indian Ocean, the north Atlantic, and north 
Australia/Indonesia. 

6.4.1 PKPab-df dataset 

The differential PKPab-df travel time measurements are in part taken from the hand­
picked dataset of Tkalcic et aJ. (2002). We have expanded this collection to improve 
spatial coverage (Figures 6.2b, 6.3b), although our measurement techniques remain 
much the same. Firs t, we relocate earthquakes according to Engdahl et al. (1998) , as 
a 10 km error in either source or receiver location will result in a differential travel 
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Figure 6.2: (a) PKPbc raypaths through the lowermost 300 km of the mantle associated 
with the PKPbc-df dataset. (b) PKPab raypaths associated with the PKPab-df dataset. 
(c) PcP raypaths associated with the PcP-P dataset. (d) raypaths associated with all 
three datasets. The raypaths from the datasets of Tkalcic et al. (2002) and Tkalcic 
(2010) are shown in light blue and those of this study are shown in dark blue. 

time measurement error of between approximately 0.2 and 0.4 s. Then after a Hilbert 
transform is applied to the unfiltered PKPab waveform , the onsets of the seismic phase 
are aligned manuall y rather than by an automated cross-correlation technique (Fig­
ure 6.4a). Once precisely aligned, the travel time residual is calculated relative to the 
global reference model ak l 35 (Kennett et al. , 1995) and corrections are made to ac­
coun t fo r the Earth 's ellipticity (Kennett and Gudmundsson, 1996). Final, corrected 
residuals range from -4 to +6 s (Figure 6.5 b), although most of this range results fro m a 
small cl uster of very anomalous paths of~ (angle between PKPdf leg and rotation axis 
of the Earth) between 20 and 30° originating in the South Sandw ich Islands (SSI). The 
majori ty of residuals range between ± 2 s when the SSI data is excluded (see section 
6.5.6 fo r further detai ls). 

Most of the dataset ( 187 1 indi vidually measured di ffe renti al travel times) comes 
fro m large (Mb > 5.8) earthquakes of depths greater than 30 km recorded on the verti -
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Figure 6.3: (a) PKPbc-df and (b) PKPab-df differential travel time residuals plotted 
at the surface projection of the bottoming point of the PKPdf raypath. (c) PcP-P dif­
ferential travel time residuals plotted at the surface projection of the bottoming point 
of the PcP raypath. (d) differential travel time residuals of all three datasets. Positive 
residuals are shown by red circles; negative residuals are shown by blue circles. 

cal component of primarily digital broadband instruments between 145 and 175° from 
the source. Although we use unfiltered data for measurement, PKP waves are in gen­
eral best accentuated when filtered between 0.5 and 3.0 Hz. Data from large, deep 
earthquakes generally yield seismograms of good signal to noise ratios. Nonetheless, 
we only reserve measurements for the final inversion if the uncertainty associated with 
the temporal location of the phase onset is less than 0.5 s upon visual inspection. The 
PKPdf phase samples the inner core while the PKPab bottoms less deep and only sam­
ples the outer core (Figure A. I). The two phases are very simi lar in the crust and upper 
mantle (less than ~7 km separation at 30 km depth), which helps to remove most of 
the unwanted effects of heterogeneity near the source or receiver. The differences in 
raypath geometry of the two phases is, however, very sensitive to heterogeneity in the 
lowermost mantle, as the path separation ranges from 12 - 47°, or 720 to 2820 km, at 
the core mantle boundary. Given a dominant frequency of l.O Hz and an epicentral 
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distance of 150° , the Fresnel zone of a typical PKPab wave will be around 300 km 

wide in the lowermost mantle. 

6.4.2 PKPbc-df dataset 
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Figure 6.4: (a.) Plot of the final alignment 
of PKPdf and PKPab phases used to mea­
sure the differential traveltime PKPab-df. 
A Hilbert transform and pol arity reversal 
have been applied to the PKPab phase. (b. ) 
Pl ot of the fin al ali gnment of PKPdf and 
PKPbc phases used to measure the differ­
enti al travel time PKPbc-df. (c.) Plot of the 
fina l al ignment of P and PcP phases used to 
meas ure the di fferential trave ltime PcP-P. 

PKPbc-df differential travel times are 

ideal for probing short-scale heterogene­

ity, as the separation of the two phases 
is less than 400 km at the core mantle 

boundary (Figure A. l). Given a domi­

nant frequency of 1.0 Hz and an epicen­

tral distance of 150° , the width of the 
Fresnel zone of a typical PKPbc wave 

will be around 300 km in the lower­

most mantle. The close proximity of the 

raypaths also means that mantle correc­

tions are less critical than for the other 
datasets. We again focu s on large, deep 

earthquakes, but this time from a epicen­

tral di stance range of 145 to 155° . Be­
cause of this more limited distance range, 

the PKPbc-df dataset is smaller than the 
PKPab-df dataset (1292 vs . 1871 ). Less 

measurements and shorter raypaths in 

the lowermost mantle makes the PKPbc­

df sampling poor in comparison to the 
PKPab-df dataset (Fi gures 6.2, 6.3) . ng 
poor in comparison to the PKPab-df 

dataset (Figures 6.2, 6. 3) . 

Measurements are performed in much 

the same manner as with PKPab-df but 
without the applicati on of the Hilbert 

tran sform . Rel ative phase offset times 
are carefull y measured relative to akl 35 
after event relocation and ellipticity cor­

rections are applied. The resulting resid­
uals range from - l.5 to +5 s, however like 
in the PKPab-df case, thi s larger range 
results from a small cluster of anoma­
lous paths from the SSI ; the majority of 
the res iduals range between ± 1 s (Fi gure 
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6.5a). When plotted with respect to~ , it becomes clear that the spread in the PKPbc-df 
measurements is significantly less than that of the PKPab-df measurements. 

6.4.3 PcP-P dataset 

The inclusion of PcP-P differential travel times not only enhances spatial coverage 
(Figures 6.2, 6.3), but also helps to resolve ambiguity about the location of heterogene­
ity on source or receiver sides. Moreover, PcP and P wave are not core phases, hence 
they are useful for isolating inner core structure from the lowermost mantle when in 
combination wi th other datasets. Our dataset of 680 differential travel times is derived 
from an epicentral distance range of 55 to 70°. This conservative limit helps to ensure 
close raypath proximity wi thin the mantle and crust, reducing unwanted effects of het­
erogeneity outside the lowermost mantle. At 300 km depth, raypath separation does 
not exceed 0.93°, or 98 km, for an earthquake with a surface depth of focus. Again, the 
same measurement procedures as described earlier are applied. Although we prefer to 
process the data without filtering, raw PcP arrivals are often buried in microseism ic 
noise. To extract a measurable signal, some data required filtering between 1.0 and 3.0 
Hz (Figure 6.4). At a dominant frequency of 1.0 Hz and an epicentral distance of 55°, 
the Fresnel zone of a typical PcP wave wi ll be around 300 km in the lowermost man­
tle. The residuals range between ± 3 s, exhibit no obvious correlation with epicenrral 
distance, and have no anomalous clusters like in the PKP datasets. 
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Figure 6.5: (left) The PKPbc-df, (middle) PKPab-df, and (tight) PcP-P differential 
travel time datasets used in this study. Travel time residuals are plotted with respect to 
~ ( 0

) (left, middle) or epicentral distance t:,_ ( 0
) (right). 

6.5 Inversion method 

In this paper we present a new approach to global tomography. We use a Bayesian in­
version technique (e.g. Box and Tiao (1973), Tarantola and Valette ( 1982), Bernando 
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and Smith ( 1994)) to invert for lowermost mantle P-wave velocity structure, as it is 
ideal for reliably representing model complexity and perturbation amplitude. This ap­
proach has been applied to a variety of seismological problems, including tomography 
(Zollo et al., 2002; Bodin and Sam bridge, 2009; Khan et al. , 2011 ; Bodin et al. , 201 2a; 
Mosca et al. , 2012) , receiver function inversion (Piana Agostinetti and Malinverno, 
2010; Bodin et al. , 2012b), and seismic source parameter estimation (Myers et al., 
2007; Monelli and Mai, 2008). For a more complete description of Bayesian analysis 
refer to Bodin and Sambridge (2009), Bodin et al. (2012b), Bodin et al. (2012a), and 
Sambridge et al. (2013). 

6.5.1 Transdimensional Bayes 

The method relies on Bayes' theorem (Bayes, 1763), which provides the solution to 
the general inverse problem d = g (m), where dis the data vector and g maps the model 
parameter vector m into data, and can be stated mathematically as 

p(m I dabs) ex: p (d abs I m)p(m), (6. 1) 

where p (m J dabs ) is the posterior probability distribution function of the unknown 
model parameters m solving the inverse problem given the data dabs· Solutions are 
described by a joint probability di stribution function over all model parameters rather 
than a single optimal solution . Models that fit the data better will have a higher poste­
rior probability, although models that offer a worse fit to the data will still be included 
in the posteri or distribution. The term p (dabs I m) is the likelihood function , which 
yields the probabi lity of observing data dabs given model m . This prov ides a measure 
of how well a particular model fits the data and depends on the misfit between the 
observed data and the synthetic traveltimes computed for a given model and also on 
the estimated variance of the data noise. For the case of Gaussian noise statistics, the 
likelihood function p( dabs J m) can be expressed as: 

l 1 
p (d l m)= x exp --{[g(m)- d( C; 1[g (m)- d]} , (6.2) 

J(2n)N I Ce I · 2 

In our case, d is the vector of N observed differential travel times, g(m) is the vec­
tor of N pred icted differenti al travel times given the current lowermost mantle model 
m . The method is transdimensional in the sense that model m can have a variable 
number of defining parameters. In all inverse problems, the number of model param­
eters, and hence model complexity, is dependent on the level of data noise. Since the 
nu mber of the model parameters can change, the required number of cells to fit the 
data can be expressed as a posterior probability distribution fu nction. The term Ce is 
the data noi se covariance matrix , and I Ce J is its determi nant. If the estimated error is 
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low, the required number of model parameters to fit the data will be relatively large, 
whereas high uncertainty wilJ yield a simpler model of fewer parameters. By allowing 
a flexible number of unknowns, or a model of variable dimension, we appropriately 
leave model complexity to be determined by the data (Bodin et al., 2012a). Although 
it may seem that an overly complicated model would result in order to minimize data 
variance, the parsimonious nature of the Bayesian approach promotes the preservation 
of the simplest models that fit the data, thus preventing unjustified model complexity 
(Malinverno, 2002). 

Going back to equation A.l , our prior information about model mis represented 
by the a priori probability distribution p(m). This is a mathematical representation 
of what we think we know about the model prior to performing the inversion. In 
order to minimally affect the inversion outcome, we employ a uniform distribution 
between -5 % and +5 % perturbation from the global reference model akl35 (Kennett 

et al. , 1995) as part of our prior information. So p( v;) = 1 / ( Vmax - v111;n ) for values 
of v; between v111;n and Vmax, and p (v ) = 0 for all velocity values outside that range. 
Because the shape of any distribution multiplied by a uniform distribution will be 
unaffected, the prior information acts only as a lower and upper bound to the allowed 
velocity perturbations. Similarly, we impose prior assumptions about the number of 
Voronoi cells n needed to represent the data. We allow between ·21- and 5000 ceils, 

so p(n) = 1/ (nmax - n,n;n) for all values of n between nmin and nmax, and p(n) = 0 
otherwise. 

6.5.2 Hierarchical Bayes 

The level of data noise is an important unknown in modeling. In our case "noise" 
is everything that contributes to the difference between the observed and predicted 
differential travel time residuals (Scales and Snieder, 1998); this includes either the­
ory errors, which affect the predicted differential travel times, or measurement errors, 
which affect the observed differential travel times. An example of a theory error is the 
mapping of core-sensitive PKP phase differential travel times exclusively to the low­
ermost mantle. In a joint inversion that also includes PcP-P differential travel times, 
which do not sample the core, the inner core effects on core-sensitive phases will not 
be coherent and will hence be accounted for as "data noise" (Bodin et al., 2012a). 
Another source for theory error is assuming a uniform thickness of 300 km for the 
lowermost mantle. Additionally, raypath geometries were not iteratively updated and 
ray theory instead of finite-frequency theory was utilized due to the prohibitive com­
putational cost involved. For a typical PcP-P (epicentral distance of 55° ) a 1 % ho­
mogeneous increase in P-wave velocity in the lowermost 300 km of the mantle would 
create a ~ 0.12 s error if the raypath is not perturbed accordingly. This error may play 
a part in the differences between the PcP and PKP datasets (see section 6.6.2). For a 
PKPab-df raypath geometry with an epicentral distance range of 150° the error is less, 
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at around .02 s. For a PKPbc-df raypath geometry of the same epicentral distance, the 
error is even smaller, at around 0.001 s. The finite-frequency effects are in part dimin­
ished by the fact that the application of various bandpass filters suggests the dominant 
period of the datasets is approximatel y 1 s. Additionally, we use differential travel 
times rather than absolute times. Finally, the reference model is derived from data in 
which the finite frequency approximation was used. A more significant source of error 
would likely stem from the use of catalog data , such as the ISC datasets employed by 
many previous workers, due to triplication effects, forgoin g the Hilbert transform of 
the PKPab phase, and not accounting fo r the source time function (in the case of abso­
lute arrival times). An example of a source of measurement error is event mislocation, 
even though we use the event catalog presented by Engdahl et al. ( 1998), which uses 
!SC relocation algorithms. These approximations contribute to the misfit and are also 
accounted for as data noise. It is not possible, however, to estimate the ratio of the­
ory errors to measurement errors. Similarly, it is not possible to estimate the relative 
contribution of each error source, whether it be theory- or measurement-based. Noise 
essentially represents the difference between the true residuals and the residuals able 
to be explained by our model. 

We represent the data noi se with the matrix Ce, which for N data is a symmet­
ric N x N matrix. We assume invariant, uncorrelated Gaussian random noise that is 
dependent only on the data type (i.e. whether it is a PKPab-df, PKPbc-df, or PcP-P 
differential travel time measurement). Therefore, the noise correlation matrix Ce in 
equation A.2 is diagonal and can be expressed as follows (Gouveia and Scales, 1998): 

CY2 

' 
0 0 

0 CY2 0 
Ce = I ' (6.3) 

0 0 CY2 

' 
where CY; = CY1 for PKPbc-df data, CY; = CY2 for PKPab-df data, and CY; = CY3 for 

PcP-P data. Each data type is represented by a single hyperparameter CY that is repre­
sentative of the standard deviation of the data errors (measured in seconds). We invert 
fo r three different parameters to characterize the data uncertainty of the PKPab-df, 
PKPbc-df, and PcP-P datasets, as these datasets would not be expected to have the 
same level of noi se; the raypaths, signal to noise ratios of the seismograms, and sen­
siti vity to lowermost mantle structure and core mantle boundary topography are quite 
different. Although we predetermine the form of the matrix C e, the actual entry values 
are left as unknowns in the problem (Malinvemo and Briggs, 2004; Malinverno and 
Parker, 2006). We do, however, impose the prior assumpti on that the data noi se values 
will range between 0.0 l s and 2.0 s for each dataset. The max imum of the posterior 
probability distribution function s of the CY values is used as the estimated noi se level 
for each dataset. The relative uncertainty of the datasets determines their relative con­
tribution to the inversion process (Bodin et al. , 2012a,b), thereby removing any need 
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for ad hoc weighting factors. 

6.5.3 Model parameterization 

The lowermost mantle is modeled as an ensemble of Voronoi cells of variable size and 
shape (Figure 6.6). The positions of these non-overlapping polygons are defined by 
their Voronoi nuclei. Each point within a cell is closer to that cell's nucleus than to 
any other nucleus. Therefore, the cell walls are perpendicular bisectors of adjacent 
nuclei. For each cell, we have three unknowns: its posi tion (defined by its latitude and 
longitude) and its velocity. The total number of these Voronoi cells is an unknown as 
well. A given model iteration is also parameterized by the a values within the data 
noise correlation matrix Ce. 

00 180° 
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dVpNp 

-0.03 0.00 0.03 

Figure 6.6: Example of a Voronoi P-wave velocity model realization in the lowermost 
300 km of the mantle, which consists of an irregular, interlocking set of polygons. 
Each Voronoi cell encompasses al l the points within the 2D space that are closer to its 
center than to any other Voronoi cell center. 

Previous global tomographic studies invert for velocity structure using models 
based on blocks (e.g. Tkalcic et al. (2002), Vasco et al. (2006), Houser et al. (2008), 
Soldati et al. (20 12)) or spherical harmonic expansions (e.g. Su et al. (1994), An­
tolik et al. (2003), Ritsema et al. (201 l )). The problem with block parameterization 
is that arbitrary and fictitious velocity boundaries arise between the blocks. Ad-hoc 
error estimation and its consequent requirement for arbitrary smoothing and damping 
regularization are also issues, as the model is often overly-complex in regions of poor 
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sampling or high data noise. On the other hand, a spherical harmon ic representation 

limits the resolution of fine-scale structure as might be expected of subducting slabs 
and mantle plumes. With a Bayesian approach, however, model parameteri zation is 

flexible and almost fully data-dependent. Large, small , smooth, and discontinuous 

structures can be imaged with appropriate levels of resolution. 

Since the Voronoi cells can occupy an infinite range of configurations , we can take 

the average of a large number of post-convergence realizations to generate a conti nu­
ous final model. We do this by taking the spatial mean of the distribution of velocity 

values at each point (we sample at every 1 ° in latitude and longitude) across the 2D 

region of interest. The grid of points for which we calculate an average velocity can 

be as fine as desired to enable visual evaluation of the model. This average model is 
both more complex and smoother than any one individual model. It is not, however, 

the most probable model or best fit model. Smoothing or damping procedures are un­
necessary, for proper model resolution, complexity, and smoothness are innate to the 

averaged solution. We apply a similar procedure to approximate a map of the model 

error by calculating the standard deviation of the velocity distribution at each pixel. 

Areas of greater uncertainty, such as poorly sampled regions or the border between 

a sharp change in velocity, will undergo more changes in parameterization and will 
therefore have a higher velocity standard deviation. 

We model the core mantle boundary layer as being the las t 300 km of the mantle 

in part based on the significant increase in the root mean square (rms) of the velocity 
perturbations observed in this region (e.g. Megnin and Rom anowicz (2000), Antolik 

et al. (2003), Simmons et al. (2009), Zhao (2009)). We also performed a series of 

tomographic inversions with a layer thickness of 250, 300, and 350 km. The 300 km 
thickness scenario yielded the lowest noise estimates for the three datasets, indicating 

a better fit to the data. This thickness is in agreement with the stati stical ana lys is of 

Garcia et a l. (2009) who esti mated the average thickness of the lowermost layer to be 
350 ± SO km. If we model the layer as being too thin , valuable information from P 

ray paths with bottoming depths above the 300 km level may be lost. On the other 
hand, an erroneously thick lowermost layer can potenti all y result in underestimated 

heterogeneity. An extended Bayes ian scheme where layer thickness is variabl e wou ld 
quantify the trade-o ff between layer thickness and the amplitude of perturbations, and 

is the subject of future research. Nonetheless, for this study, the perceived noi se in the 
datasets fo r the most part includes effects of thi s approximation. 

As di scussed in Section 3. 1, ve locity perturbations (re lative to an average ak 135 
veloc ity of 13.61 km/s in the lowermost 300 km of the mantle) are allowed to range 
between ± 5%. Thi s conservative limit is necessary to properl y assess the noise in the 
data. When the prior is too unres trictive, the true variations in the data are mi sinter­

preted as noise and a nearly laterally homogeneous model results. 

Because the Yoronoi ce ll generation is based on a rectangular grid , the global 
model is flattened from 3D to 20. To ensure that the model agrees with itself along 
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the edges when wrapped around to form a sphere once again, the dataset is duplicated 
and shifted by 360° . The model space is made to range from -360 to +360° and when 
cropped back to -180 to +1 80° and wrapped around, the "seam" matches perfectly. 
Nonetheless, the models will remain somewhat "smeared" at the poles since the space 
is defined on a flat projection. Work to greatly improve this aspect of the model pa­
rameterization by implementing a spherical Voronoi cell g1id is in progress. 

6.5.4 Misfit evaluation 

The Markov chain algorithm requires calculation of the likelihood for every model 
iteration. The likelihood function p (dabs Im) describes quantitatively to what level the 
cuITent model m can reproduce the observed data, and as in Equation A.2 is related to 
the least squares misfit of the predicted (g(m)) and observed (dabs) data as follows: 

where 

p (dabs Im) o: exp - </) (m) 
2 ' 

</l (m) = llg(m);. dabs; 11 2. 
l 

(6.4) 

(6.5) 

In our case d abs; refers to the observed differential travel time residuals (~8t), 
which are equal to the difference between the observed differential travel time (8tabs) 

between the fi rst and second phase and the predicted differential travel time between 
the two phases according to akl35 (8takl35) (Kennett et al ., 1995). Here dabs;= dabs, 

and a ; = a 1 for PKPbc-df data, dabs; = d abs2 and a ; = <32 for PKPab-df data, and 
dabs; = dabs3 and <3; = <33 for PcP-P data. A typical value for ll g(m) - dabs II prior to 

inversion is ~ 0.5 sand post-inversion is ~ 0.2 s, so the difference between the observed 
and predicted differential travel times general ly decreases by more than half. If 8 t,,, is 
the predicted differential travel time between the first and second phase given model 
m, 

</l (m) = {ll(8t,,, - 8tarns )- (Mtabs)ll/ a d}2
. (6.6) 

Using the simple relationship d = vt and the fac t that we use fixed raypaths ac­
cording to akl 35, 

8d(m) 8d(m) 2 
¢ (m) = {II [ ( )] - -~ - (M tabs)ll/ a d} , (6 .7) 

Vak l 35 1 + P m Vakl35 

where p(m) is equal to the velocity perturbation relative to the average velocity 
of the reference model ak l35 in the lowermost 300 km of the mantle (13.61 km/s). 
The vector 8d(m) is the difference in raypath distance between the first and second 
phase across each Voronoi cell of model m. We integrate ¢ (m) over all Voronoi ce!Js. 
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Each path length difference is calcul ated by sampling the raypaths at increments on the 
order of 10 km and determining to which cell the midpoint of the ray segment belongs. 
Segment lengths belonging to the same cell are then added together prior to integrating 
along the raypath . As explained in more detail in section 3.2, <Jct is dependent on the 
phase type and is therefore represented by one of three unknowns, <J1 for PKPbc-df, 
<J2 fo r PKPab-df, and <J3 for PcP-P. 

6.5.5 Sampling of the model space 

The Bayesian class of inversion is based on ensemble inference, meaning that a large 
number of models are generated, each with varying parameters, according to the gen­
eralized version of Markov chain Monte Carlo (MCMC) sampling called Reversible 
Jump MCMC (Green , 1995, 2003), which is based on the Metropolis-Hasting algo­
rithm of Metropolis et al. (1953) and Hastings (1970). Prior to producing the first 
model, which is randomly created by selecting values from the prior distributions, ray­
paths are determined according to akl 35 (Kennett et al. , 1995) using TauP (Crotwell 
et al. , 1999). At each step in the inversion, a proposed model is created from a random 
perturbation of the current model (Mosegaard and Tarantola, 1995). The perturbation 
can result from one of five possible changes. First, a new set of <J values can be se­
lected to represent the data noise; this change is applied at every iteration. At every 
odd iteration the second type of change is performed, which is that the velocity value 
of one randomly selected Yoronoi cell is changed. This new velocity value v' is chosen 
such that 

v' = v+ uA , (6.8) 

where v is the original velocity of the cell , u is a random number selected from a 
normal distribution between - 1 and I , and A. is the standard dev iation of the proposal. 
The A. value is determined by the user and will affect the rate of convergence, but not 
the end result of the invers ion. At every even iteration, one of the three remaining types 
of change is chosen at random to occur: (I) the position of one random ly selected 
Voronoi cell is perturbed according to a 20 Gauss ian proposal probabi li ty density 
centered at the current positi on , (2) a new Yoronoi ce ll is added at a randomly selected 
location with a velocity chosen from a Gaussian proposal probability centered on the 
current veloc ity value where the "birth" takes place (same form as eq uation 6.8), or 
(3) a random ly selected Voronoi cell is deleted. 

After the model is updated , the differential traveltimes are recomputed and com­
pared with the observed differentia l travel times. The new model is then ei ther ac­
cepted or rejected according to certain acceptance cri teri a (Bod in and Sambridge, 
2009). The probability of accepting a proposed model m' given the current model 
mis a (m' f m), which Green (1995 , 2003) equates to the fo llow ing in order to ensure 
convergence of the models toward the posterior distribution: 
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a (m' Im) = min{l , p(m' ) x p (dabs I m') x q(m I m') x I J j} , 
p(m) p (dobs I m) q(m' I m) 

(6.9) 

where p(m' ) and p(m) are the prior for the proposed and current model, p(d I m') 
and p( d I m) are the likelihood functions (Equation A.2) for the proposed and current 
model, and q(m I m') and q(m' I m) are the forward and reverse proposal functions. 
The term I J I is the Jacobian, which enables a transformation between models of 
different dimension or parameterization. In the case of changes that do not affect 
model dimension (velocity change or cell move), q(m' I m) is equal to q(m I m' ), 
meaning that it is equally probable that we generate a proposed model m' if we start 
with model m as it is that we generate model m if we start with model m'. In the 
case of a birth or death of a cell, however, the model dimension changes and the 
proposal functions encourage changes to the model. So in the event of a cell birth, the 
proposed cell 's velocity is encouraged to deviate from the velocity of the cell that was 
in that position in the original model. Likewise, a cell death is favored if the velocity 
of the deleted cell varies considerably from the velocity of the cell that will replace 
its position upon removal. These trends are of course subdued once combined with 
the likelihood and prior ratios of equation 6.9. One end result is that uneven raypath 
sampling is reflected in the relative size ofVoronoi cells of an individual model. Larger 
cells will persist or fo1m (via cell death) in regions of sparser sampling while much 
smaller cells can be justified and created (via cell birth) in regions of densest sampling 
(Bodin and Sambridge, 2009). 

To detetmine if the proposed model m' is accepted or rejected, we generate a uni­
formly distributed random number u between O and 1. If u(m' ) is greater than a (m' ), 
then the model m' is rejected and model m is retained for the next step in the chain. 
Otherwise, model m' is accepted and forms the new basis to which the next pertur­
bation will occur. According to equation 6.9, if model m' fits the data better than 
model m, it will always be accepted. Models that fit the data almost as well as the 
previous model will be accepted most of the time, and models that fit very poorly in 
comparison to the previous model will be accepted only very rarely. In this manner 
the chain's path will be guided towards parameter space of high target density ; the 
sampling distribution will mimic the target posterior distribution. 

The first portion of unstable, "burn-in" iterations (usually around 2 million for 
the inversions considered here) is discarded, while the remaining, post-convergence 
portion is deemed representative of the posterior distribution (Green, l 995 , 2003). We 
define post-convergence as the point at which average data misfit, average number 
of cells, and all velocity parameters cease to fluctuate beyond that of a normal white 
noise process and the solution map stabilizes. Once we acquire a large ensemble of 
independent models, we can extract useful properties, such as the average, median, or 
best model (Smith, 1991). To ensure model inl:lependence, we "thin" this second part 
of the chain by only retaining every 50th or 100th model for the final ensemble from 



114 Lowermost Mantle P-wave Tom ography 

which we calculate a point-wise spatial average model , so usuall y around 800,000 
post-convergence model s are generated. 

6.5.6 Measurement corrections 

Creager (1999) suggested that the inner core is strongly cylindrically anisotropic through­
out most of the western hemisphere with the fast direction aligned with or near the spin 
axis. Although a simple model of cylindrical inner core ani sotropy with the fas t ax is 
aligned with the Earth 's rotation axis has been disputed (e.g. Tkalcic (2010), here we 
test whether such a scenario may be affecting our lowermost mantle model inversion 
results by inverting the PK.Pab-df, PKPbc-df, and PcP-P differential travel times for 
two cases : l. all raypaths (Figure 6.14) and 2. all raypaths excepting those recorded 
from events in the South Sandwich Islands (SSI), which are strongly polar (Figure 
6.13). The total number of PK.Pab-df data points decreases from 1871 to 1786, and 
the number of PK.Pbc-df data points decreases from 1291 to 1042. The exclusion of 
these very po lar paths (angle <; < 30° ) does not significantly affect the pattern of the 
velocity variations of P-wave velocity model of the lowermost mantle; however, the 
rms of the velocity perturbations does change significantly. By removing SSI data, 
the rms reduces from 1.00% to 0.87%. In addition , when excluding the SSI data, the 
noise estimates fo r each dataset decrease by approximately 5%, indicating a higher 
quality dataset is achieved by removing these anomalous paths. When removing the 
relati vely few polar paths not associated with the SSI, similar effects on data noise 
estimates and the strength of perturbations are not seen. Therefore, our preferred av­
erage model (Figure 6. 13) includes polar paths except for those coming from the SSI, 
which may be influenced by strong mantle heterogeneity related to slabs or fragments 
(Tka lcic, 2010). Consequently, we also exclude SSI data from all invers ions using the 
PK.Pbc-df and PK.Pab-df datasets (Figures 6.9, 6. 11 , 6.12, 6.1 3). 

Despite our preventative measures of removing SSI data , there will still be some 
mapping of core structure to the lowermost mantl e. We further miti gate thi s effect 
by including PcP-P measurements, which do not sampl e the core. These differenti al 
trave l times help to remove the ambiguity between lowerrnost mantle and inner core 
contributions to core phase arrival times. We also use a hierarch ical Bayesian model, 
which allows everything that cannot be explained by our model to be trea ted as data 
noise. If there are inner core effects, they will impl y incoherency between different 
data types and wi ll therefore be treated as "theory errors". The overal l agreement 
between areas of adeq uate coverage by all three datasets helps to confirm that core 
structure can onl y have a minor effect on the differential travel times (Fi gures 6.10, 
6.11 ). 

Mantle effects are corrected for using the 3D mantle model of Della Mora et al. 
(20 l I ), which res ults from the inversion of direct P-wave arrival times using a reg­
ularized leas t-squares fram ework. Thi s model is based on ~ 620,000 measurements 
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from the ISC bulletin and is undoubtedly biased by inconsistent measurement quality, 
exclusive use of direct arrivals, smoothing and damping, and block parametrization. 
Nonetheless, it provides a reasonable approximation of upper mantle P-wave velocity 
perturbations, which is where the power of heterogeneity is greatest and therefore most 
important for us to consider. Della Mora et al. (2011) importantly correct for crustal 
structure and relocate sources according to Antolik et al. (2003). 

6.6 Results 

6.6.1 Resolution tests 

Each dataset uniquely contributes to the retrieval of a lowermost mantle P-wave ve­
locity model due to the different sampling patterns of the raypaths. This is illustrated 
through two sets of resolution tests (Figures 6.7 and 6.8). For each test in the first 
set, synthetic data is calculated according to the raypath geometry of the actual dataset 
for a known velocity model consisting of 20° squares alternating between -2% and 
+2% velocity variation perturbations (relative to ak135). Gaussian random noise with 
a standard deviation of 0.5 s is added to the synthetic data. The s.ynthetic travel times 
are inverted using the same Bayesian technique as is used for the real data, and the re­
trieved model is compared to the actual model to assess the resolution potential given 
the data and method. Figure 6.7f shows the actual model used to produce the synthetic 
travel times. The retrieved model of the first test (Figure 6.7a) is a visual representa­
tion of the resolution potential of the PKPab-df dataset alone. As expected, the best 
model recovery is obtained in regions of best sampling, in particular Africa, the At­
lantic, and east Asia/Indonesia. The resolution test is performed for the PKPbc-df and 
PcP-P datasets as well (Figure 6.7b, c). From these results it is clear that the PKPbc-df 
data alone cannot provide reliable information about the velocity structure for most of 
the globe; for this reason we only use PKPbc-df measurements when in combination 
with other datasets. 

Finally, we join all three datasets. Now the PcP-P raypaths geometries help at­
tribute the PKPab-df and PKPbc-df residuals to either the source or receiver side of the 
raypaths and much improvement is seen in the recovered model (Figure 6.7d). These 
tests show that in general, structure on the order of 20° in diameter is easily resolved 
given the method and data sampling. Areas where some smearing and damping of ac­
tual perturbation amplitude should be expected, however, include the mid-Pacific, the 
north Atlantic, the south Indian ocean, and the poles. The poorly resolved areas coin­
cide with spatial gaps in raypath coverage. In these areas, there is either no sampling, 
or given the noise in the data, insufficient sampling to recover the true model. 

Figure 6.7e demonstrates the effect of neglecting mantle effects in the data correc­
tions. Here we display the recovered model using all three datasets with additional 
noise added that is equal to the travel time corrections associated with the Della Mora 
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Figure 6.7: The recovered model using the PKPab-df dataset only (a), the PKPbc­
df dataset only (b), the PcP-P dataset only (c), all three datasets (d) , and all three 
datasets with additional noise added (e). Also shown is the true model (f) used in 
the checkerboard resolution tes ts to produce synthetic data. This input model (f) has 
alternating 20° squares of ± 2% velocity perturbations. 

et al. (20 11 ) mantle model. These noise values range from -0.7 s to 1.2 s depending on 
the ray path geometry. From this figure it is evident that mantle corrections have very 
little effect on the fin al model, as the recovered model s in Figures 6.7d and 6.7e are 
nearly indistinguishable. When mantle corrections are considered (Figure 6.7d), how­
ever, therms of the velocity variations is slightly more accurately recovered (1.38% 
vs. 1.32%). 

The second set of synthetic tests is des igned to compare our Bayesian inversion 
approach to that of a more trad iti onal linearized inversion method, namely one that 
uses a lower trian gul ar-upper triangular decomposition algori thm (e.g. Tkalcic et al. 
(2002)). The true model of this second test has structure of varyi ng size, shape, and 
orientation (Figure 6.8) as to tes t the limits of the resolution potenti al of the complete 
dataset (PKPab-df, PKPbc-df, and PcP-P) given each inversion method. The pos iti ve 
anomalies are 2% faste r than the ak l 35 average velocity and the negative anomalies 
are 2% slower. This time, no noi se is added to the synthetics. For the Bayes ian in­
version , we all ow the perturbations to range between ± 5%. In areas of good raypath 
coverage, the method is ab le to retrieve the pattern and strength of the velocity pattern 
with reasonable accuracy (Figure 6.8). Therms of the velocity perturbations is 1.44% 
(actual rms is 2%) . The method fai ls on ly to retrieve the structures of the finest scale 
(small circles of 6° (~360 km) diameter). The Bayesian approach is clearly able to 
retrieve sharp velocity contrasts and both small and large scale features in areas of 
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Figure 6.8: Synthetic resolution test using an irregular true model (top). The positive 
anomalies are 2% faster than the akl35 average velocity and the negative anomalies are 
2% slower. (middle) The recovered model using a Bayesian inversion of the PKPab-df, 
PKPbc-df, and PcP-P datasets. (bottom) The recovered model using a more traditional 
linearized inversion method from Tkalcic et al. (2002). 
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adequate raypath sampling. The method is also shown to be full y capable of recover­
ing curved discontinuities despite the fact that Yoronoi cells have only straight edges; 
after averaging many differently-positioned straight-sided polygons, curved lines can 
be retrieved. 

For the linear inversion, we use the same dataset but now parameterize the model 
into 5° x 5° squares. We apply a damping factor of 5 x 105, but no smoothing regu­
larization, as was applied to the favored model of Tkalcic et al. (2002). Blocks of 
inadequate sampling are omi tted (colored black). Although we do not intend to pro­
vide an exhaustive comparison between methods, the linear inversion technique using 
this set of tuning parameters clearly struggles to recover the complex. velocity pat­
tern compared to the Bayesian inversion approach (Figure 6.8). Only in regions of 
best sampling (southwest Pacific, west Asia and the Middle East, Central America) is 
the true model moderately recovered. Even then, the amplitude of the perturbations 
is significantly underestimated. The rms of the linear inversion resul_t is only 0.8%. 
Although the computational cost of a Bayesian inversion is in general three to fo ur 
orders of magnitude greater than that of the linear approach of Tkalcic et al. (2002), 
the improved ability to recover perturbation amplitudes and both velocity discontinu­
ities and gradations and the provision of uncertainty and data error estimates merit 
the additional time and resources. Nonetheless, the immense computational cost of 
ensemble inference approaches currently prohibits the Bayesian inversion for whole­
mantle structure. 

6.6.2 Models using different data subsets 

An im age of P-wave velocity variations in the lowermost mantle resulting from the 
PKPab-df dataset alone is shown in Figure 6.9. There were 3.5 million model itera­
tions produced on each of 60 CPU processors after running for 200 hours. The initi al 
2.5 million burn-in iterati ons were discarded, and the model shown is the result of 
averaging every 50th model of the subsequent iterations. The pattern of velocity per­
turbations is complex, with the average number of cell s used to parameterize the model 
being ~ 200. The uncertainty in the data is treated as a single hyperparameter, which 
after invers ion peaks at ~ 0.60 s. Therms of the perturbations is l.07 %, although the 
maximum perturbation is 4.74%. This figu re is severa l times larger than previous es ti­
mates ( e .g. Tkalcic et al. (2002), Antolik et al. (2003), Lei and Zhao (2006), Houser 
et al. (2008), Li et al. (2008), Dell a Mora et al. (20 11 ), and Soldati et al. (20 12)), 
which were driven by subject ive choices for damping. Because our method does not 
require explic it damping of the final model and such strong veloci ty perturbations are 
required by the data, we are able to justify a large variance red uction. The final rms of 
the residuals is 0.58 s, whi ch is 59% less than the rms of the res iduals resulting from a 
homogeneous lowermost mantle layer with a velocity of 13.6 1 km/s . 

Nex.t we invert the PcP-P dataset alone (Fi gure 6.10). The resulting average model 
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Figure 6.9: (top) Model of P-wave velocity variations in the lowerrnost mantle using 
the PKPab-df differential travel time dataset. Mantle corrections are applied according 
to Della Mora et al. (2011 ). Perturbations are shown relative to the akl35 average 
velocity of the layer (13.6 1 km/s). (bottom left) Map of the stand_ard deviation of the 
velocity perturbation. (bottom right) Posterior probability distributions of the PKPab­
df data noise and number of cells. 

is similar to the results of the PKPab-df inversion in that, in general , Asia, Central 
America, and the Middle East are fast, while the north Atl antic, southwest Pacific, 
and North America are in general slow. Areas of discrepancy include South America, 
Australia, and Africa, where PcP-P coverage is poor. The basic congruency between 
areas of adequate coverage, however, suggests that the inner and outer core structure 
have no more than a minor effect on the differential travel times. The estimated noise 
in the PcP-P dataset (0.57 s) is comparable to that of the PKPab-df dataset and much 
greater than that of the PKPbc-df dataset. The noise is Likely due to a combination of 
measurement errors, core mantle boundary topography effects on the PcP travel times, 
mantle structure, and forward modeling approximations. Given the poorer sampling 
and much greater sensitivity to mantle structure, the PcP-P dataset is less coherent than 
the PKP datasets. Moreover, the PcP data only sample the lowerrnost mantle once, 
whereas PKPbc and PKPab rays sample it on both the source and receiver side. The 
resulting lack of flexibility in redi stribution of the residual times to either the source or 
receiver side combined with the aforesaid poorer coherency means that many Voronoi 
cells are required to achieve the 55 % decrease in residual variance. The hierarchical 
Bayes approach of this study accounts for this effect when jointly inverting different 
data types, as less weight is naturally given to the more inconsistent datasets. 

When the PKPab-df and PKPbc-df datasets are combined (Figure 6.11), the reso-
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Figure 6.10: As for Figure 6.9 but for the PcP-P dataset. 

luti on improves relative to when PKPab-df is used alone, and the average number of 
cells used to parameterize the models is ~ 800. Thi s general increase in the required 
number of cells is reflected in the obvious increase in model resolution (Figure 6.7), 
although the main features of PKPab-df-only and the PKPab-df + PKPbc-df models 
are in excell ent agreement, indicating a strong compatibility between the two datasets. 
The resulting average model explains 51 % of the PKPab-df residual s and 49% of the 
PKPbc-df residuals, and the rms of the perturbations is 1.02%. The estimated noise 
of the PKPab-df dataset is significantly greater than that of the PKPbc-df dataset (0.62 
vs. 0.34 s). This difference is likely a reflection of multiple fac tors, one of which 
is the decrease in scatter of the PKPbc-df residual data compared to the PKPab-df 
residual data (Figure 6.5). Another consideration is that PKPbc waves sample much 
shallower in the inner core, which means they are less attenuated, and therefore more 
easi ly and accurately measured than the deeper-sampling PKPab waves . Additi onall y, 
one must apply a Hilbert transform to the PKPab waveforms prior to comparison wi th 
the PKPdf waveform; this procedure can result in approx imations and errors in the 
measurements. Finally, the PKPbc and PKPdf raypaths travel much closer together 
throughout the mantle than the PKPab and PKPdf raypaths, meaning th at unwanted 
mantle effects will be grea tly d iminished. Nonetheless, the PKPab-df dataset is cri ti­
cal to the inversion as it provides signifi cantly better spatial coverage than the smaller 
PKPbc-df dataset. The noise estimates of the two datasets act as relative weights in 
the inversion. Even though the PKPbc-df dataset is smaller, it has less associated error, 
and will therefore have a simil ar impact on the fi nal model as the PKPab-df dataset. 

Next we add the PcP-P differential travel times to the PKPab-df times (Figure 
6. 12b). The two datasets have simil ar noise estimates (0.76 s fo r PcP-P and 0.61 s 
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Figure 6.11: As for Figure 6.9 but for the PKPab-df and PKPbc-df datasets combined. 

for PKPab-df) and so have comparable weight in the inversion. Figure 6.12a shows 
the tomographic model TRH_KC from the work of Tkalcic et al. (2002) for compar­
ison. In this case, a linear inversion of PKPab-df and PcP-P travel time residuals 
was performed on a grid of variable-size blocks. Blocks of inadequate sampl ing are 
colored black. Since damping and smoothing procedures were applied, the ampli­
tude variations of model TRH__KC (rms of 0.31 % ) are about a third as strong as the 
amplitudes retrieved by our modeling (rms of 0.88% ). The absence of block parame­
terization and smoothing procedures and the increase in spatial sampling all contribute 
to the increased resolution of our final model. Despite the vast differences in inver­
sion method, the large-scale features of the two models are in good agreement. For 
example, Canada, the southwest Pacific, most of South America and the south Atlantic 
are slow, while Asia, Central America, Antarctica, and the Middle East are fast. Even 
some of the finer-scale features are congruous, such as the sharp transition from fast 
to slow velocities at the eastern Alaskan border. Besides improvements in resolution, 
our model is noteworthy in that we are able to retrieve the strength of perturbations as 
well as the model uncertainty (Figure 6.12c). Model uncertainty is expressed visually 
by plotting the standard deviation of the velocity distribution at each pixel. Another 
appealing feature is that, because the variable nature of both the parameterization and 
the data noise, the resolution of the final model is automatically controlled by the in­
formation content of the data. 
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Figure 6. 12: (a) The result (model TRH_KC) of the previous hi gh-quality dataset of 
PKPab-df and PcP-P differenti al travel times from Tkalcic et a l. (2002) who performed 
a linear invers ion for the P-wave velocity structure of the lowermost mantle. Areas 
of insuffi cient data coverage are shown by black squares. (b) Bayesian inversion re­
sults for the PK.Pab-df and PcP-P datasets of this stud y. Note the difference between 
the color scale ranges and the root mean square values of the velocity perturbations 
between the two models. (c.) A map of the standard deviations of the veloci ty di stri­
butions fo r each latitude/longi tude pair of the model in (b). (d) Posterior probability 
distribution of the PKPab-df and PcP-P noi se, and (e) Posterior probability di stribution 
of the number of ce ll s used to describe the model. 
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6.6.3 Final P-wave velocity model 

When we invert all three datasets (Figure 6.13), we obtain a high resolution P-wave 
velocity model of the lowe1most mantle as evidenced by the resolution test in Figure 
6.7f. Convergence requires over 500 CPU hours on each of 60 processors. The PKPbc­
df dataset has the lowest estimated noise level of 0.37 s; the PcP-P and PKPab-df noise 
estimates are again very close (0.78 sand 0.66 s). The rrns of the velocity perturbations 
is 0.87% with a maximum perturbation of 4.74%, which is significantly stronger than 
previous estimates ( e.g. Tkalcic et al. (2002), Antolik et al. (2003), Lei and Zhao 
(2006), Houser et al. (2008), Li et al. (2008), Della Mora et al. (2011) , and Soldati 
et al. (201 2)). 

The resulting model reduces the differential travel time variance relative to a homo­
geneous model of 13.61 km/s by 45 % for the PKPbc-df dataset, 49% for the PKPab-df 
dataset, and 23% for the PcP-P dataset, which suggests a general compatibility of the 
three datasets. The noise, sampling, and size of each dataset prevents further reduction 
of data misfi t. Traditional linear inversions seek to produce a single model that 1nini­
mizes the variance of the data; the Bayesian method, however, produces an ensemble 
of solutions whose complexity is reflected by the interpreted noise in the data. The 
data uncertainty determines how accurately the measurements aFe fit. Consequently, 
one should not consider the variance reductions given in the study in quite the same 
li ght as would be done for a linearized inversion, as data noi se and unmodeled effects 
are also accounted for. Furtherrnore, the average model is only one measure of the 
ensemble of solutions, and it is often possible to select individual models that yield 
greater reductions in data variance (e. g. Shapiro and Campillo (2004), Moschetti et al. 
(2010), Behr et al. (20 10)). 

The large scale patterns inferred here are consistently seen in other traveltime to­
mography models (e.g. van der Hil st and Kirason (1999), Tkalcic et al. (2002) , An­
tolik et al. (2003), Yasco et al. (2006), Zhao (2004), Lei and Zhao (2006), Li et al. 
(2008) , Houser et al. (2008), Zhao (2009), Soldati et al. (2012)), as there is agree­
ment about the presence of fast velocities beneath Central America and East Asia and 
slow velocities beneath south Africa and the southwest Pacific. Common areas of dis­
crepancy include North An1erica, Australia, and Europe, which could be a result of 
poorer sampling, systematic errors in travel time picks, inversion method, and/or data 
noise. The chief advantage of our model over previous models is that because there is 
no arbitrary smoothing, damping, or grid-spacing, the scale-size and amplitude of the 
velocity heterogeneity are controlled directly by the data. 

6. 7 Discussion 

The primary goal of this work is to invert for the P-wave velocity heterogeneity in 
the lowerrnost mantle as can be reliably retrieved from body wave differential trav-
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Figure 6.13: As for Figure 6.9 but for the PKPbc-df, PKPab-df, and PcP-P datasets 
combined. The South Sandwich Islands earthquakes are excluded from the dataset 
prior to inversion. 

eltimes. The scale-length of the heterogeneity depends on the dataset(s) used, but 
invariably structure ranging from wavelengths of hundreds to thousands of kilometers 
is revealed. Lowermost mantle heterogeneity at even smaller scales is almost certainly 
present, however, (e.g. Cormier (1999), Helffrich (2002), Margerin and Nolet (2003), 
Garcia et al. (2009)) , but its resolution is not justified by the inferred noise levels of 
our datasets. It is important to note that no single dataset, or even pair of datasets, 
produces as high resoluti on a map as does the combination of all three datasets (Fig­
ure 6.7). Each dataset provides unique and invaluable information that is critical to 
revealing the complexities of the lowermost layer. The PKPbc-df dataset is crucial to 
identifying the exact location of anomaly edges, as the PKPbc and PKPdf raypaths 
are very close within the lowermost mantle (raypath separation < 3° ). The PKPab­
df dataset is the largest and provides the bes t spatial coverage. However, the PKPab 
waves sample deeper in the inner core, making them more attenuated and more diffi­
cult to measure than the more shallow-sampling PKPbc waves. The PKPab-df dataset 
also suffers from small errors resulting from the application of the Hilbert transform 
prior to ali gnment of the PKPab wavefom1 with the PKPdf waveform. Finall y, the 
PcP-P dataset is important because it is not subject to inner core effects and because 
of its ability to resolve ambigu ity about the location of heterogeneity on source or 
rece iver sides. The capabilities of our inversion approach combined with an excep­
tionally high-q uality dataset enables the inversion for a global velocity model of the 
lowermost mantle with unprecedented reliability. The difference between our results 
and previous models is like ly due to our evasion of block parameterization, truncation 
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Figure 6.14: As for Figure 6.13 but with South Sandwich Islands data included. 

of spherical harmonic expansions, and smoothing and damping reg~larization and our 
improvements to spatial coverage and data quality. 

The rms heterogeneity level of 0.87% from our final tomographic model is sig­
nificantly larger than the majority of previous estimates obtained from body wave 
travel time analysis (Tkalcic et al. , 2002; Zhao, 2004; Lei and Zhao, 2006; Zhao, 2009; 
Houser et al., 2008; Soldati et al., 2012). Garcia et al. (2009), who performed a statis­
tical analysis of P-wave heterogeneity in the lowermost mantle also obtained a higher 
estimate (1.2±0.3%). This can be explained by the fact that like in our study, Garcia 
et al. (2009) did not use the damping procedures typically employed in other inver­
sion approaches. There is evidence, however, that P-wave velocity variations in the 
lowermost-mantle can reach even greater extremes than are revealed in our study. For 
example, in ultra-low velocity zones (ULVZs) P-wave anomalies can be up to 10% (Ni 
and Helm berger, 200 lb; Gamero et al., 1998). We can not expect to reveal such fea­
tures, however, for the thickness of ULVZs is on the order of tens of kilometers (Wen 
and Helmberger, 1998; Gamero et al., 1998), whereas our model presents a depth­
averaged image of the lowermost 300 kn1 . 

Distinguishing between the possible origins of the imaged P-wave velocity anoma­
lies is difficult, but our maps indicate that the cause(s) must correspond to lateral di­
mensions on the order of hundreds to a few thousand kilometers. This is an important 
constraint which supports the findings of both large-scale tomographic models (e.g. 
Sylvander et al. (1997), Zhao (2004)) and work on localized regions (e.g. Gamero and 
Lay (2003)). The large-scale features of our final model agree well with the results 
of Tkalcic et al. (2002). For example, Canada; the southwest Pacific, most of South 
America and the south Atlantic are slow, while Asia, Central America, Antarctica, and 
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the Middle East are fast. Even some of the finer-scale features are congruous, such as 
the sharp transition from fast to slow velocities at the eas tern Alaskan border. Besides 
improvements in resolution, our model is noteworthy in that we are able to retrieve the 
strength of perturbations as well as the model uncertainty (Figure 6.12c). 

Figure 6.15 shows a comparison of our results with those of Houser et al. (2008) 
and Soldati et al. (2012). The P-wave model from Houser et al. (2008) is of the low­
ermost 200 km of the mantle. Over 290,000 P, PP, PP-P, and Rayleigh wave travel 
times were used in a LSQR inversion on a grid of equal area blocks (4° x 4° at the 
equ ator). The applied smoothing and damping is the likely cause of the 0.42% rms of 
the velocity perturbations, which is significantly less than that of our model. Whether 
in regions of good or poor raypath coverage, the rms of the perturbations in our model 
is consistently higher than that of the Houser et al. (2008) model. For example, therms 
of only the well-sampled Asia region (from 30 to 120° in longitude and 30 and 80° 
in latitude) for our model is 0.98%, while it is only 0.53% in the Houser et al. (2008) 
model. Therms of the more poorly sampled southeast Pacific region (from - 180 to 
-100° in longitude and O to -60° in latitude) is 0.64 and 0.49 respectivel y. The areas 
of best coverage in the Houser et al. (2008) model include Asia, the northwest Pacific, 
and the north Atlantic. These areas agree with our results, and it is only in areas of 
poor resolution (as determined by the checkerboard resolution tests of Houser et al. 
(2008)), that we see significant discrepancies . Our model is slow beneath Canada, 
south Australia, and mid-South America and fast beneath the mid-east Pacific whereas 
the opposite holds true in the Houser et al. (2008) model. Because very few P, PP, and 
PP-P ray path geometries are sensitive to lowermost mantle structure, the resolving 
power in the lowermost mantle of the Houser et al. (2008) study is much weaker than 
that of our study. Since we employ a variety of seismic phase measurements that sam­
ple the lowermost mantle and use differential travel times, our resoluti on is such that 
most areas of the globe in the lowermost mantle layer can be re liably retrieved. 

The P-wave model of the lowermost 200 km of the mantl e from Soldati et al. (2012) 
is shown in Figure 6. l5c. Over 880,000 ISC PcP, PK.Pbc, PKPd f, and P travel times 
along with a viscosity profile of the mantle were used in a least squares inversion on 
a grid of equal area blocks (5 ° x 5° at the equ ator). Here the rms of the perturbations 
is even lower (0.27% overall , 0.32% in the well -sampl ed Asia region , and 0.36% in 
the poorly sampled southeast Pacific region), but we see more agreement with the 
di stribution of perturbations. This is likely due to the overa ll increase in data number 
and data type. There are strikingly similar features in Africa and Asia; however, there 
are also differences elsewhere, such as the mid-Pac ifi c, Australia , and North America. 
Agai n, thi s is attributable to differences in data quality, spatial coverage, and handling 
of data noise. For example, there are likely to be systematic biases in the PKP catalog 
data due to the fact that no Hilbert transform is applied when calcul ating differenti al 
travel times. The cross-correlation coefficient between the Houser et al. (2008) and 
the Soldati et al. (20 12) models is 0.224; that between ours and that of Hooser et al. 
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(2008) is 0.149, and that between ours and that of Soldati et al. (2012) is 0.146. This 
suggests a reasonable level of agreement with our model , especially considering that 
we do not apply any smoothing regularization. 

The lowermost mantle has long been considered the graveyard of subducted slabs 
(Richards and Engebretson, 1992; Grand, 2002) and the birth place of mantle plumes 
(Yuen and Peltier, 1980; Stacey and Loper, 1983). One possible explanation for the 
large-scale anomalously fast zones at the bottom of the mantle is the penetration of 
slab material into the lowermost mantle and its subsequent repose at the base of the 
mantle. In this manner, the thermal and chemical heterogeneity of a "s lab graveyard" 
would account for some of the lowermost mantle velocity anomalies (Grand, 2002; 
Gamero and Lay, 2003). There has been some evidence in support of the connec­
tivity of slabs from the surface down to the bottom of the mantle. For example, the 
Caribbean is consistently shown to have high-velocity structures extending down to 
the core mantle boundary (Kito et al., 2008). There is geochemical evidence as well 
that crustal material can descend to the lowermost mantle. Hirose et al. (1999) argue 
that former basaltic crust with perovskite lithology would gravitationally sink to the 
deep mantle. 

Whether chemical or thermal in nature, the causes of the velocity heterogeneity in 
the lowermost mantle must be considered to have a larger impacr ·on P-wave velocity 
than previously suggested by global tomographic models, as evidenced by the signif­
icant increase in the rms of the velocity anomalies predicted by our results. This is in 
line with the strong lateral velocity gradients across compositionally varying domains 
discovered previously from a direct comparison of PcP-P and ScS-S data (Tkalcic 
and Romanowicz, 2002). Furthermore, velocity variations up to 4.74%, as seen in 
our study, is unlikely merely an effect of the core mantle boundary topography, and 
we instead favor lateral variations in temperature and/or chemistry as explanation for 
the observed compressional wave velocity variations. A joint inversion for velocity 
structure ~nd topography is needed to test this interpretation. 

6.8 Conclusions 

We present a new approach to global tomography using a hand-picked dataset of 
PKPab-df, PKPbc-df, and PcP-P differential traveltimes. We use a probabilistic, fully 
non-Linear Bayesian inversion scheme to invert for lowermost mantle structure and 
obtain a new model of the distribution and amplitude of the P-wave velocity het­
erogeneity in the lowermost mantle. Model parameters, including the level of data 
noise, are treated as unknowns in the inversion problem and are therefore driven by 
the information content of the data. The resulting P-wave velocity model reveals het­
erogeneity on a range of scale-lengths and provides an important bridge between the 
long-wavelength images produced from previous global models and the very short­
scale mapping of localized scattering studies. The root mean square of the velocity 
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Figure 6. 15: (a.) The P-wave model of the lowermost 300 km of the mantle from thi s 
study. (b.) The P-wave model of the lowermost 200 km of the mantle from Houser 
et al. (2008). (c.) The P-wave model of the lowermost 200 km of the mantle from 
Soldati et al. (20 12). Note the di fferences in the color scale ranges for the different 
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perturbations in our final tomographic model is 0.87%, which is significantly larger 
than previous estimates obtained from a global-scale analysis of body wave travel 
times. Importantly, model uncertainty is also retrieved, which is a major step forward 
for global-scale tomographic inversions. 

Our results provide a unique view of the lowermost mantle, as the resolving ca­
pability is better than that of previous global models, yet is not lim.ited spatially to 
a local or regional context as are current high-resolution images based on scattering 
or array seismology methods. The most dom.inant features of our preferred model 
include fast velocities beneath Central America and east Asia and slow velocities be­
neath southern Africa and the southwest Pacific. These large scale patterns agree with 
other traveltime tomography models (e.g. van der Hilst and Karason (1999), Tkalcic 
et al. (2002), Antolik et al. (2003), Vasco et al. (2006), Zhao (2004), Lei and Zhao 
(2006), Li et al. (2008), Houser et al. (2008), Zhao (2009), Soldati et al. (2012)). Our 
model also includes new insights on the P-wave velocity structure of more difficult to 
image regions such as Africa, Canada, South America and Australia. Most of these 
regions are slower than average in our model; however, the opposite holds true in the 
models of some previous studies (e.g. Houser et al. (2008), Soldati et al. (2012)). 

A further consideration includes accounting for the possible effects of topography 
on the travel time residuals, which will involve a joint inversion. for topography and 
velocity. This inclusion will likely decrease the data variance and increase the reliabil­
ity of our velocity model. In this paper, we made the assumption that the lowermost 
mantle can be modeled as a single layer. Forthcoming work also includes allowing 
for multiple layers in the lowermost mantle model, where the thickness of these layers 
is an unknown. Given the continual increase in available computing power and data 
records, the Bayesian approach to inversion should enable an ever-improving under­
standing of lowermost mantle heterogeneity and its geodynamical implications. 
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Appendix A 

The shuffling rotation of the Earth's 
inner core revealed by earthquake 
doublets 

A.1 Foreward 

The following research is a modified version of the paper by Tkalcic et al. (2013b) 
published in Nature Geoscience. I have modified it such that the·relevant parts of the 
Supplementary Information are now inserted directly into the main text where appli­
cable. These excerpts from the Supplementary Information focus on the work I per­
formed on the project, namely the measurement and processing of doublets. I have also 
included a few sections on the inversion method. The work in this chapter provides 
yet another example of the method 's ability to excel in geophysical inversion problems 
and is therefore much inline with the broader goals of this thesis. This research was 
publi shed in Nature Geoscience : 

Tkalcic, H., Young, M . K. , Bodin, T. , and Sambridge, M . (201 3), The shuffling 
rotation of the Earth 's inner core revealed by earthquake doublets, Nature Geoscience, 
6, 497-502. 

Work i~ also described from the following paper: 
Tkalcic, H., Bodin, T. , Young, M. K. and Sambridge, M . (2013), On the nature 

of the P-wave velocity gradient in the inner core beneath central America, Journal of 
Earth Sciences - Special Volume on Core Dynamics , 24(5), 699-705. 

A.2 Abstract 

Geodynamical models and seismic observations suggest that the Earth 's solid inner 
core rotates at a different rate than the mantle. However, discrepancies exist in rota­
tion rate estimates based on seismic waves produced by earthquakes. Here we inves­
tigate the inherent assumption of a constant rotation rate using earthquake doublets -
repeating earthquakes that produce similar waveforms. We detect that the rotation rate 
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of the Earth's inner core with respect to the mantle varies with time. We perform an 
inverse analysis of 7 doublets observed at the College stati on, Alaska, as well as 17 
previously reported doublets , and reconstruct a history of differential inner-core rota­
tion between 1961 and 2007. We find that the observed doublets are consistent with a 
model of an inner core with an average differential rotation ra te of 0.25-0.48°yr- 1 and 
decadal flu ctuations of the order of 1 °yr- 1 around the mean. The decadal fluctuations 
explain discrepancies between previous core rotation models and are in concordance 
with recent geodynamical simulations. 

A.3 Introduction 

The differential rotation of the solid inner core with respect to the mantle emerges in 
geodynamo modelling, but its strength and direction is very sensitive to the imposed 
viscous boundary conditions at the inner core boundary (Glatzmaier and Roberts, 
1996; Gubbins, 1981; Kuang and Bloxham, 1997; Ol son, 1997) and the balance be­
tween the gravitational and electromagnetic torques (Aurnou and Olson , 2000) . The 
discovery of systematic variations over time in travel times of core-sensiti ve PKPdf 
waves (Song and Richards, 1996) (Figure A.le) from earthquakes with simil ar ray 
paths through the Earth confirmed geodynamical predictions about the differenti ally 
rotating inner core. The es timated rotation rate of l. l -3°yr- 1 in the eas tward (pro­
grade) direction (Song and Richards, 1996; Su et al. , 1996; Souriau, 2007) relied on 
the assumption that the fast ax is of cylindrical anisotropy is tilted with respect to the 
Earth's rotation ax is. However, since these initi al studies, both the assumption that the 
direction of the fast ax is of ani sotropy can be uniquely determined and the assump­
tion that a cylindrical anisotropy prevails in the inner core have been disputed (Su 
and Dziewonski , 1998; Souri au et al. , 1997) (see also Souri au (2007) and Tkalcic and 
Ken nett (2008)). 

Another method of detecting a differential rotation of the inner core abandoned the 
need for uniform cy li ndrical anisotropy (Creager, 1997). According to thi s method a 
fixed source-receiver path will sample a volume of the inner core with increasing ve­
locity as a function of time as the inner core spins with a different rate than the mantle, 
causing PKPdfwaves of more recent earthqu akes to traverse the inner core fas ter. The 
obtai ned differential rotation was about 0.3°in the eastward direction . These results 
were criticized on the grounds that there are significant uncertai nties in the earthquake 
location parameters, and that the contri buti on to travel times from short-scale inhomo­
geneities in the crust and mantle is signifi cant in comparison with the resulting time 
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Table A.l: Rows indicating new doublets are printed in bold font. No.: doublet num­
ber; Doublet: doublet ID, indicating the year of the first and the second event (if 
multiple events occurred in the same year, they are marked by a,b, and c); Zhang 
et al. (2005): PKPdf time-difference (s) from Zhang et al. (2005) ; Ml: PKPdf time­
difference from Method I ; M2: PKPdf time-difference from Method 2; M3: PKPdf 
time-difference from Method 3; Nl: normalized PKPdf time-difference from Method 
1. The normalization was done according to Zhang et al. (2005) - the observed travel 
time shift between PKPdf phases is multiplied by the time through the inner core at 
a distance of 151 °at the average of two depths of each of the events , divided by the 
time in the inner core at the average location of the two events and average depth ; 
N2: normalized PKPdf time-difference from Method 2; N3: normalized PKPdf time­
difference from Method 3; eel cross-correlation coefficient from the comparison of 
waveforms containing PKPbc and PKPab onsets ( 12s after the onset of PKPbc) ; cc2: 
cross-correlation coefficient from the comparison of PKPdf waveforms before the 
alignment; cc3: cross-correlation coefficient from the comparison of PKPdf wave­
forms (Method l); cc4: cross-correlation coefficient from the comparison of PKPdf 
and PKPbc waveforms of the first event of a doublet (Method 2); cc5: cross-correlation 
coefficient from the comparison of PKPdf and PKPbc waveforms-of the second event 
of a doublet (Method 2) ; cc6: the resulting cross-correlation coefficient of the PKPdf 
waveforms after the shift obtained froni Method 2 is applied. 

No. Doublet Zhang Ml M2 M3 Nl N2 N3 ee l ce2 ce3 ec4 ec5 
et al. 
(2005) 

#01 86a..86b 0.00 0.03 -.02 0.1 1 0.029 -.020 0 .107 0.90 0 .94 0.95 0 .88 0.80 
#02 86b.87c 0.02 0.0 1 0.05 -.05 0.01 0 0.049 -.049 0. 89 0.91 0.92 0.80 0.71 
#03 86a.87b 0.02 0.04 0.02 0.05 0.039 0.012 0.049 0.93 0.92 0.94 0.89 0.70 
#04 97a.99 0.01 0.04 0.02 0.04 0.043 0.021 0.043 0.99 0.95 0.97 0.52 0 .54 
#05 87a..90 0 .03 003 0.01 -.05 0.032 0.0 11 -.054 0.91 0.73 0.74 0.70 0.78 

#06 98.02b 0.00 -.05 -.08 003 -.050 -0.080 0.023 0.89 0.79 0.82 0.74 0.66 
#07 OL07a N.A. 0.09 0.10 0.08 0.088 0.097 O.o78 0.87 0.76 0.85 0.85 0.73 

#08 99.05a N.A. 0.33 0.28 0.32 0.352 0.299 0.341 0.96 0.38 0.70 0.79 0.58 

#09 95c_Q2a 0.06 0.08 0.09 0.04 0.080 0.090 0.040 0.99 0.60 0.86 0.69 0.78 

#10 86d-93a 0.08 0.08 0. 14 -0.04 0.079 0.138 -0.040 0.87 0.50 0.56 0 .81 0.69 
#II 87c-95 N.A. 0.01 0.09 -.18 0.010 0.093 -0.186 0.96 0.92 0.92 00.70 0.68 
#12 97_05a N.A. 0.18 0.13 0.37 0.192 0.139 0.395 0.85 0.52 0.82 0.68 0.62 
#13 87b-95b 0. 14 0. 16 0. 15 0.13 0.1 7 1 0.16 1 0.139 0.98 0.25 0.82 0.73 0.59 
#14 93b_03 0.1 l 0. 11 0.05 0 .10 0 .11 6 0.053 0.105 0.92 0.68 0.92 0.59 0 .65 
#15 87e-98a N.A. 0.20 0.14 0.14 0.189 0.133 0.133 0.81 0.53 0.86 0.69 0.90 
#16 87d-98b N.A. 0.16 0.14 -0.04 0.156 0.137 -.039 0.86 0.66 0.84 0.51 0.80 
#1 7 82b-95a 0.07 0 .08 0.03 0.11 0.079 0.030 0.109 0.90 0.82 0.91 0.86 0.78 
#18 94_07b N.A. o.oz O.o7 0.02 0.020 0.069 0.020 0.96 0.86 0.86 0.82 0.61 
#19 86c_04 0.17 0 .17 0. 18 0.26 0.1 82 0. 192 0.276 0.85 0.25 0.60 0.78 0 .82 
#20 64.82a 0.20 0.22 0.27 0.27 0.216 0.265 0.265 0.92 0.36 0.89 0.70 0.80 
#21 61-84 0.17 0.13 0 .1 8 0.18 0.138 0.190 0.190 0.90 0.75 0.84 0 .56 0.53 
#22 70_93b 0.24 0.22 0.21 0.23 0.231 0.22 1 0.242 0.90 0 .17 0.70 0.41 0.71 
#23 70_03 0.34 0.31 0.28 0.32 0.327 0.295 0.337 0.86 -0.40 0.62 0.43 0.76 
#24 62.97b 0.34 0.35 0.32 0 .37 0.348 0.3 18 0.368 0.78 0.00 0 .57 0.85 0.70 

ec6 
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Table A.2: Rows indicating new doublets are printed in bold font. No.: doublet num­
ber; Doublet: doublet ID, indicating the year of the first and the second event (if mul ­
tiple events occurred in the same year, they are marked by a,b, and c) ; Latitude: the 
average latitude of the two of the events in the doublet; Longitude: the average longi­
tude of the two of the events in the doublet; Depth: the average depth of the two of the 
events in the doublet; Distance: epicentral distance (in degrees) between the average 
location of the doublet and station College, Alaska; Azimuth: azimuth (in degrees) 
between the average location of the doublet and station College, Alaska ; I;: angle in 
the inner core between the ray path of the average PKPdf and the Earth's rotation axis; 
re Depth: the depth of the bottoming point of the average PKPdf of the doublet below 
ICB (in kilometers); IC Time: the time that the average PKPdf spends in the inner core 
(i n seconds) . 

No. Doublet Latitude Longitud, Depth Distance Azimuth s IC Time 
Depth 

#0 1 86a_86b 55 .971 27.550 125 .2 150.32 31 1.92 26.26 129.l 126.6 
#02 86b 87c 56.032 27.6 13 143 .2 150.33 31 l.85 26.23 129.9 126.8 
#03 86a_87b 56.044 27.563 126.5 150.36 3 11.82 26.23 130.2 126.8 
#04 97a 99 58.047 25 .657 5 1.2 152.47 308.58 25.50 180.0 138.3 
#05 87a_90 58.008 25.275 32.4 152.59 308.63 25.54 182.5 138.8 
#06 98 02b 56.531 27.450 106.8 150.75 311.09 26.03 139.5 129. l 
#07 OL07a 56.041 27.768 148.2 150.29 311.80 26.22 129.1 126.5 
#08 99_05a 57.941 25.712 52.S 152.38 308.75 25.54 177.7 137.8 
#09 95c_02a 56.342 26.745 88.3 150.90 3 11.29 26.17 142.8 129.9 
#JO 86d 93a 56.225 27.320 132.8 150.58 3 11.54 26. 17 136.0 128.2 
#11 87c_95 56.609 25.659 24.0 151.53 310.73 26.16 156.9 133.1 
#12 97_05a 57.944 25.648 52.6 152.41 308.73 25.55 178.S 138.0 
#13 87b_95b 58.0 13 25.5 17 60.6 152.49 308.67 25.5 1 180.7 138.4 
# 14 93b_03 57.544 25.8 11 67.8 152.08 309. 39 25.7 1 170.4 136.2 
#JS 87e_98a 55.593 28.294 23.8 149.76 312.50 26.37 112.1 122.4 
#16 87d-98b 56.124 27.704 142.2 150.36 311.71 26.18 130.8 126.9 
#17 82b_95a 56.297 27.485 136.6 150.56 31 1.48 26. 1 l 135.6 128.2 
#18 94_07b 56.229 27.223 104.0 150.64 311.49 26.18 136.5 128.4 
#19 86c_04 57.962 25.588 67.7 152.44 308.73 25.54 179.5 138.2 
#20 64_82a 56.150 27.58 1 151.3 150.42 311.69 26.17 132.5 127.4 
#21 6!_84 56.858 24.522 43.9 152. 17 3 10. 19 26. 17 172.1 136.6 
#22 70_93b 57.535 25.884 62.7 152.03 309.45 25.70 169.2 136.0 
#23 70_03 57.551 25.756 71.7 152.1 1 309.37 25.72 17 1.2 136.4 
#24 62_97b 56.306 27. 145 67.3 150.72 3 11.37 26. 16 137.7 128.6 
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Figure A. l: Newly observed doublet and PKP waves. A newly observed doublet at 
the College station, Alaska (doublet # 11 ; Table A.l ; row 11). The more recently 
recorded waveform (06/01/1 995) is shown with black. a, Enlarged 3 branches of PKP 
waveforms marked by a rectangle in b. Traces are aligned on the BC phase and filtered 
between 0.5 and 1.0 Hz. c, A schematic representation of Earth 's cross-section and 
ray paths of seismic waves PKPdf, PKPbc and PKPab used in the study of doublets. 
Note that only PKPdf waves traverse the Earth's inner core. 

shift in the PKPdf arrival (Souriau, 1998). A subsequent joint inversion for inner-core 
rotation an'd mantle heterogeneity confirmed a very robust lateral velocity gradient in 
the inner core and found an eastward differential rotation of between 0.3 and 1.1 yr- 1 

(Song, 2000). This result was contrasted, however, by a study of earthquakes from 
1977 to 1998, which found small temporal variations in the splitting functions of the 
normal modes sensi tive to the Earth 's core indicating a low differential rotation rate of 
0.13±0. 11 °yr- 1 (Laske and Masters, 2003). 

The iliscrepancy between the body wave and normal mode results seems to reflect 
an inherent difficulty in obtaining accurate estimates of inner-core rotation. However, 
it may also indicate that the underlying assumption of a steady differential inner-core 
rotation is incorrect. If one instead allows fo r a time-variable inner-core rotation, dif­
ferent studies sampling different time intervals would be expected to yield different 
rotation rates. In fact, decadal fluctuations in inner-core rotation are indeed expected 
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on geodynamical grounds. Detected decadal changes in the length of day (LOD) re­
flect the presence of time-dependent zonal flows in the fluid core (Jault et al., 1988; 
Jackson et al., 1993). Through electromagnetic coupling, these flows should entrain 
time-dependent variations in inner-core rotation with respect to the mantle. The more 
recent geodynamo models (Aubert and Dumberry, 2011) suggest the presence of such 
fluctuation s. 

A.4 Earthquake doublets 

11 

" ~ 
#3 

/1 4 ~ 

#SL ~ ~ 

16 

#7 ~ .. 
#9 

-2 -1 0 1 2 3 4 

Time(s) 

Figu re A.2: Method 3; En ­
larged PKPdf segments for 
each doubl et marked by ti cks 
in Fi gure A. I Oa. The traces 
have been shifted to align 
the PKPdf arri vals of the ear­
li er event of each doublet. 
The gray horizo ntal bars indi­
cate the measured difference in 
PKPdf travel times. 

Similar waveforms from earthquakes originating in the 
SSI region and observed in Alaska were first reported and 
used to question a prograde rotation of the Earth 's inner 
core (Poupinet et al., 2000). The use of earthquake dou­
blets (Li and Richards, 2003) offered a way to overcome 
the earlier problem of location errors and small-scale het­
erogeneities contaminating travel times. Earthquake dou­
blets are repeating earthquakes that produce highly simi­
lar waveforms. The similarity in their waveforms attests 
that the waves initi ated at the same location and traversed 
through the same Earth structure. In practice, thi s means 
that the separation of the two sources is smaller than the 
typical wavelength at which the waveforms are observed. 
Indeed, a recent relocation of the SSI earthquakes usi ng 
improved algorithms verifies that they occur in tight spa­
tial clusters (Bondar and Storchak, 2011 ). Using a num­
ber of earthquake doublets, a significant and steady differ­
ential rotation of the inner core in the eastward direction 
was robustly determi ned to be about 0.4- I .0°yr- 1 (Li and 
Richards, 2003) and 0. 3-0.5°yr- 1 (Zhang et al., 2005). 

Here we present results of a new search for earthquake 
doublets using the College station (the station with the 
most complete continuous recording) and perform an anal­
ys is of their travel times. A common feature of all previous 
se ismological studi es using earthquake doublets was the 
assumption that the rate of inner-core differential rotation 
is constant with time. Using data less reliable than earth­
quake doublets, evidence for a fluctuation in the inner core 
rotation rate has been found from a statistical-based spec­
tral analys is (Collier and Hellfrich , 200 1) and an event pair 
travel time anal ys is (Song and Poupinet, 2007). Further­
more, a non -zero acceleration has been suggested for the 



§A.5 PKPdf differential travel times measurements 137 

past 55 years (Lindner et aJ., 2010). On the basis of new earthquake doublet data and 
a new analysis technique, we show that a model with a non-steady rotation of the inner 
core with respect to the mantle is a plausible alternative to a steady-rotation model. 

Di fficulties associated with searching for doublets are escalated by the fact that 
most seismic stations of interest do not have continuous records. We design an algo­
rithm to systematically search for repeating earthquakes originating in the South Sand­
wich Islands region. We first search for duplicates in P-waves recorded at the closest 
available stations, mostly in Antarctica. The waveforms recorded at the Antarctic sta­
tions are often complex owing to a high noise level , concealing potential earthquake 
doublets. In addition, the pairs of stations selected to confirm doublets do not always 
record common events. Despite this limitation, we observe 12 new doublets (e.g. Fig­
ures A. la,b and A.4) that were not reported in an earlier study of doublets (Zhang 
et al. , 2005), and we analyse 7 of them together with 17 previously reported doublets 
(e.g. A.3 and A.5). The PKPdf waveforms of five doublets are too noisy for further 
analys is. The cross-correlation coefficient of 0.96 for the newly observed doublet #11 
indicates a high similarity of the waveforms. Only a small shut in PKPdf onsets was 
obtained for this doublet (0 .05± 0.04 s) despite the time lapse of more than 7 years. 
The waveforms of all 24 doublets are shown in Figure A. lOa. The traces shown are 
shifted so that the onsets of the PKPdf arrival of the earlier event ·of each doublet are 
roughly aligned. The measurement alignments for several previously reported and new 
doublets are featured in Figures A.6, A.7, A.8, A.9. 

A.5 PKPdf differential travel times measurements 

In this study, we employ three different methods of measuring the differences in PKPdf 
wave onset time. The first method (Method l ) consists of measuring onsets of the 
PKPdf waves of the earlier and later event of a doublet by cross-correlation (column 
12 of Table A.l) after the waveforms are aligned on the PKPbc phase. The time shift 
(differential travel time) can be described as: 

dT = PKPdf1 - PKPdh, (A.l ) 

where the subscript 1 refers to the travel time of the earlier event and the subscript 
2 refers to the travel time of the later event. A positive differential travel time indicates 
that the PKPdf waves of the later event arrived earlier than those of the earlier event. 
Figure A. lOb shows the time segments used for calculating the cross-correlati on co­
efficients of the PKPdf waveforms and the resu lting time shifts (blue bars) . These 
measurements are reported in column 5 of Table A. I. The alignment of the PKPdf 
waves after applying the shift calculated using Method l is shown in the middle right 
section in Figures A.6, A.7, A.8, and A.9. 

In Method 2 the cross-correlation is computed between the PKPdf and PKPbc 
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Figure A.3: An example of a previously observed doublet at College Station, Alaska 
(Doublet #6; Tables A. I, A.2; row 6). The more recently recorded waveform is shown 
with black. (A) En larged th ree branches of PKP waveforms marked by a rectangle 
in (B), where longer records are shown (noi se preced ing DF and coda fo llow ing AB 
phases) . Traces (grey fo r the earlier event and black for the more recent event) are 
a ligned on the BC phase and fi ltered between 0.8 and 1.5 Hz. In the top right comer, 
it is indicated that the doublet is a previously observed doublet (OLD). 
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Figure A.4: Doublet #7. See description for Figure A.3. 
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Fi gure A.5: Doublet #13 . See description for Figure A.3. 
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Figure A.6: . Overlapping waveforms for Doublet #6 used in this study before and after the 
measurements of time-difference in the PKPdf onset times. (Top) Overlapped PKP waveforms 
of the earlier (light brown) and the more recent event (blue), containing all three branches of 
PKP waves aligned on PKPbc phase. The time interval around the PKPdf waves is marked by a 
rectangle. Also shown is the band-pass filter applied prior to measuring (for example, bp c 0. 8 
1.5 means: band-pass filter with comer frequencies of 0.8 and 1.5 Hz) and the obtained cross­
correlation coefficient for the entire waveform before and after the alignment. In the top right 
corner, it is indicated whether the doublet has already been reported (OLD) or if it is a newly 
observed doublet (NEW); (Middle) The waveforms around the PKPdf onsets are incised by a 
rectangle in the top panel and are enlarged to clearly show the alignment of the PKPdf phases 
before (left) and after (right) the time shift obtained by cross-correlation is applied (Method l ). 
Also shown are the cross-correlation coefficient and the shift in seconds; (Bottom) Alignment 
of PKPdf phases after the shifts obtained from Methods 2 (left) and 3 (right) are applied. Also 
shown are the cross-correlation coefficient and the shift in seconds for Method 2 and the shift 
in seconds for Method 3. Compare with Table A. I. 
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Figure A.7: Doublet #7. See description for Figure A.6. 
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Figure A.8: Doublet #11 . See description for Figure A.6. 
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Figure A.10: Waveform doublets and two measurement methods. (A) PKP waveforms 
observed at College station, Alaska for 24 doublets originating from the SSI region. 
Seventeen doublets were discovered previously (Li and Richards, 2003) (also marked 
by "O" standing for "old") and seven new doublets are reported in this study (grey 
shade; also marked by "N" standing for "new"). The traces (gray for the earlier events 
and black for the later events, as in Li and Richards (2003) are aligned with the BC 
phase. They are sorted with increasing time separation from top to bottom. (B) Method 
l: Enlarged PKPdf segments for each doublet marked by ticks in (A). The segments 
indicated by brackets have been aligned using cross-correlation. The traces have been 
shifted so that the onset of the PKPdf arrival of the earlier event of each doublet is 
roughly aligned. The blue horizontal bars indicate the measured difference of PKPbc­
PKPdf travel times. (C) Method 2: Enlarged PKPdf and PKPbc segments of the first 
event of a doublet (left) and the second event of a doublet (right). The traces indicated 
by brackets have been aligned using cross-correlation. The red horizontal bars indicate 
the measured difference of PKPbc-PKPdf travel times. 
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phases of both events of a doublet (columns 13 and 14 of Table A. l ), and the differen­
tial travel time is computed by: 

d T = -(PKPbc1 - PKPdfi) + (PKPbc2 - PKPdfz) , (A.2) 

where, again, the subscript 1 refers to the travel time of the earlier event and the 
subscript 2 refers to the travel time of the later event. The convention is designed 
such that a positive residual again indicates that the PKPdf phase of the later event 
arrived earlier. This is because the term in the second parentheses will be larger than 
the term in the first parentheses for PKPdf2 waves arriving sooner than PKPdf1• These 
measurements are reported in column 6 of Table A.1. Figure A. lOc shows segments 
of PK.Pdf and PK.Pbc waves used in the cross-correlation for both the earlier (left) and 
the later (right) event. The resulting shifts are shown with red bars. The alignment of 
the PK.Pdf waves after the shift calculated by Method 2 was applied is shown in the 
bottom left section of Supplementary Figures A.6, A.7, A.8, and A.9 . . 

In Method 3, after the alignment on PKPbc phase, we pick the first visible maxi ­
mum of PK.Pdf for both earthquakes of a doublet and measure the time-shift between 
them. These measurements are reported in column 7 of Table A. I and in the bot­
tom right panel of Figures A.6, A.7 , A.8, and A.9, and the resulting time-shifts are 
shown with gray bars in Figure A.2. Due to a higher uncertainty in determining the 
first phase maxima, we discard these measurements. Although we note that they show 
great similarity to the measurements obtained by Methods I and 2. 

The overall quality of a doublet is represented with a cross-correlation coefficient 
for the waveforms including both PK.Pbc and PK.Pab arrivals (column 11 of Table A. l). 
These values are more objective than the values obtained from the cross-correlation 
of the PK.Pdf waves since the time-window length is a constant length (12 s). We 
also calculate cross-correlation coefficients for longer time-windows (30 s from the 
beginning of PK.Pbc onsets, as done by Waszek et al. (201 l )) and confirm that all 24 
doublet-waveforms have high cross-correlation coefficients. For example, two newly 
identified doublets (Doublet #8 and Doublet # 11 ), which have a significant bearing 
on the results. have cross-correlation coefficients as hi gh as 0.95. Among previously 
reported doublets, only Doublets #4, #9 and# 13 have values greater than 0.95. 

The averaged measurements obtained using Method l and Method 2 are plotted as 
a function of time lapse between detected earthquake doublets in Figure A. I I. In this 
figure. we emphasize the doublets with similar time lapses (indicated by numbers), 
but with very different differential travel times. Considering our central premise that 
the inner core rotates differentially, this implies varying rotation rates of the inner core 
with respect to the mantle. Instead of plotting differential travel times as a function of 
time lapse as in previous studies, we represent each doublet with 2 end-points (marked 
by triangles). join them with a line, and plot them against the absolute time. It be­
comes clear that the variation in differential travel times revealed this way can not be 
expl ained with a linear fit. 
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Figure A.11: PKPdf differential travel times averaged from two different methods 
of measurements (Method 1 and Method 2). Differential travel times are normalised 
with respect to the total amount of time the PKPdf waves spend in the inner core. See 
Table A. l for a more detailed description of how the normalisation was performed. 
New doublets are shown in red. Doublet numbers (in the lower left corner next to the 
symbol) are shown for the doublets with similar time lapse, but with very different 
differential travel times, some of which are discussed in the text. Similar time lapses 
with dissimilar differential travel times indicate a non-steady rotation of the inner core. 
This plot also illustrates the need to present differential travel times obtained from 
doublets as a function of real time, instead of a function of time lapse. 
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A.6 Regression problem 

Our doublet measurements reflect the difference in P-wave vel ocity within a given 
volume (i.e. that sampled by the PKPdf ray-path) in the inner-core at two given times. 
The goal o f the inversion is to infer the variation of P-wave speed along this ray as a 
function of time. The problem is then similar to a regression problem, where from a 
set of data points (x; ,y;) we want to infer a regression function f such that y = f(x) . 
However, in our case, we do not have absolute values for our data-points y; but only 
relative values between pairs of points. Hence our regress ion problem consists of 
recovering a function y = f(x) from a dataset (x 1;,x2; ,d;) (i E [1, N]) , where d; = 

Y2; - Yli , and where N is the number of doubl et measurements. Note that the doublet 
data only carry information about the relative values of the velocity model and that 
nothing is known about the absolute velocity. That is, the solution model shown in 
Figure A.12 can be shifted vertically without changing the data fit. Consequentl y, in 
this study models are normalized to zero-mean. 

A.6.1 Linear fitting 

The simplest way to pose the problem is to fit our dataset with a linear fun ction 
f (x ) =ax+ b. However, this yields a poor data fit, i.e . the res iduals resulting from 
such an inversion are larger than the expected level of measurement errors, meaning 
that the data could be better explained with a more el aborated parameterization of the 
function f. Furthermore, there are a number of doublets with simil ar duration of time­
lapse, but with significantly di fferent differential travel times. This illustrates that the 
PKPdf differe ntial travel time data could be explained with another fun cti on other than 
a simple linear trend. 

A.6.2 Model parameterization 

In th is study we propose parameterising the regress ion model with a vari able number 
of B-sp lines. Hence, the unknown parameters in the inversion are the num ber of B­
spli ne nodes and the va lues of their coeffi cients. Contrary to the class ical regression 
problem, two differe nt models can perfect ly fit the same dataset, and hence the solu­
tion is non-u nique. However, as we increase the number of doublets as well as the 
variab ili ty of time- lapse between pairs of events, we expect the soluti on to become 
more uni que, and an in fe rence can be made on the time variability of our P-wave ve­
locity model. We also tes ted di ffe rent types of parameterization. Most notabl y, we 
used Parti tion Modell ing wi th a variable number of pi ecewise constant Yoronoi cell s. 
Although thi s yields a similar fit to the data and all ows us to invert fo r the noise in the 
data, it is deemed " less phys ical" in describing the underlying physical model. 
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Figure A. 12: Solution model and posterior distribution of the number of nodes. a, 
Doublet measurements (blue triangles represent measurements for each earthquake of 
a doublet and they are joined with straight lines) are fitted with a variable slope model 
using a Bayesian transdimensional inversion derived as an average over the ensemble 
of collected models. The red line shows the expected solution model (normalized to 
zero mean). The dashed grey line is an average solution ± 1 standard devi ation. b, 
Posterior distribution for the number of B-spline nodes across the ensemble solution. 
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A.7 Variable rates of inner-core rotation 

With a transdimensional fonnu lation, the number of unknowns itself becomes an un­
known in the invers ion (Bodin et al. , 2012b; Bodin and Sambridge, 2009; Sambridge 
et al. , 2013). We first confirmed that a transdimensional parametrization with an un­
known number of B-splines is preferable to simple linear regression when inverting for 
the expected slope and its change with time. The root-mean-square of the best-fitting 
linear function is 0.073 s, whereas the same value from the expected average cubic 
splines model (shown in Figure A.12a) is 0.047 s, thus indicating a significantly better 
fit to the data. Figure A.12a (red line) shows a solution averaged over 300,000 sam­
ples. The variation of the time differences curve is complex , with the most probable 
increases in slope occurring during the late 1960s, the early 1990s and between 2002 
and 2004 (Figures A.12a and A.1 3a) . The most probable significant decreases occur 
during the late 1970s, the late 1990s and after 2004. Here the uncertai nty on each 
doublet measurement is assumed to be inversely proportional to the cross-correlation 
coefficient associated with that doublet. The posterior probability distribution for the 
number of nodes is given in Figure A. l 2b. 

The fit shown in Figure A.12a can be differentiated and presented as a slope in s 
yr- 1 (Figure A.13a) . Assuming a heterogeneity gradient in the inner core, the slope (s 
yr- 1) can be converted to an inner-core rotation rate (0 yr- 1) using a = - y8t /( 8v/ 8L), 
where y is a dimensionless correction factor relating the change in source-receiver 
distance to the change of azim uth, 81 is the slope (s yr- 1) normalized by the total 
time PKPdf waves spend in the inner core (%,s yr- 1), and 8v = 8L is the lateral 
velocity gradient in the inner core obtained by previous workers (Song, 2000) (between 
-0.0278% per degree without mantle structure corrections and -0.0145% per degree 
with mantle corrections). Figure A.13b thus shows a possible model for the recent 
history of the inner-core rotation rate determined by our study, which assumes a known 
veloci ty grad ient. The model is characterized by a non-s teady rotation of the inner core 
with respect to the mantle. 

Because our model of inner core differential rotation relies upon the fac t that there 
is a linear velocity gradient in the inner core, we perform a Bayesian anal ysis to con­
finn this assumption (Tkalcic et al. , 20 13a). Namely, we conduct an experiment to in­
ves ti gate whether linearity in the observed veloci ty gradi ent in the vo lume of the inner 
core sampled by the PKP raypaths beneath Central America is a robust approxima­
tion . Instead of solving an optimjzation problem, we approach it within the Bayes ian 
inference. Since this is an ensemble approach, model specification is re laxed so th at 
instead of only one soluti on, groups of reasonable models are acceptable. As with pre­
vious transdimensional inversions di scussed in thi s thesis, the number of basis func­
tions needed to model observations is by itself an unknown. Our modeling reveals that 
in the ensemb le of model s, the most likely are those containing on ly 2 nodes (linear 
trend). Thus th is result justifi es the assumpti on used for the determination of inner core 
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Figure A.13: Inner core differential rotation rate as a function of time. (a) The slope 
parameter determined by the inversion (Figure A.1 2). Blue areas indicate an eastward 
rotation whereas red areas indicate a westward rotation. (b) Differential rotation rate 
determined from the slope for 3 different values of the velocity gradient (Song, 2000). 
The dark grey and the light grey rectangles delineate the time intervals used in the 
study of doublets (Zhang et al. , 2005) and normal modes (Laske and Masters, 2003). 
The areas under these curves were integrated to estimate the total shift (Table A. l). The 
dashed line is the solution obtained when Dou~let #8 is omitted from the inversion. 
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rotation that the observed gradient is constant in nature (linear). Recent observations 
in seismology suggest that it is likely that the spatial variability in elastic parameters 
is a widespread phenomenon in the inner core. Future array observations will further 
constrain spatial extent and magnitude of velocity changes and show whether there is a 
significant difference between these observations in the two quasi-hemispheres of the 
inner core. 

A.8 Reconciling rotation from body waves and normal 
modes 

Differential travel times of PKP waves from the SSI recorded in Alaska have been 
previously used to observe temporal changes in PKPdf waves (Creager, 1997). The 
time span of data in that study was from 1967 to 1996. Figure A.13b shows that 
during that 30-year interval, the most pronounced increase in the inner-core rotation 
rate occurred during the late 1960s, according to our study. The rate climbed steeply 
to about 0.5-1 °yr- 1 (depending on the structural model used) and then declined for 
approximately 10 years thereafter. There was another increase in the rotation rate in 
the late 1980s, which resulted in a deceleration and a return to a zero rate around 
2000. We integrated the rotation rate over the time interval used in Creager (1997) 
and obtained a cumulative shift in alignment of the inner core to the mantle of 8.48-
16.260, depending on whether mantle corrections (Song, 2000) are included or not 
(Table A. l). When divided by the total time interval, a resulting average rotation rate 
of 0.30-0.58°yr- 1 (with and without corrections for near-station structure) compares 
well to previous results (Creager, 1997). 

Earthquake doublets that were analysed in Zhang et al. (2005) encompassed the 
time interval of 1961-2004, 15 years longer in duration than that of the travel time 
study (Creager, 1997). When the rotation rate is integrated and divided by the time 
interval of 1961-2004 (see dark grey rectangle in Figure A. l3b), the obtained average 
rate is in good agreement with previously published results, yielding 0.31, 0.51 and 
0.63°yr- 1 in this study compared to 0.27, 0.43 and 0.53°yr- 1 in Zhang et al. (2005); 
compare the 1961 -2004 doublets column of Table A.3 wi th Supplementary Table S5 
from Zhang et al. (2005). After interpreting Figure A.13 , it becomes clear that the 
larger differential rotation rate value compared with that obtained in the travel-time 
study comes from two additional increases in the rotation rate: one occurring during 
the late 1960s and one occurring between 2002 and 2005. We note that during the 
1971- 1974 time interval a small inner-core rotation rate of 0. I 5°yr- 1 was obtained 
from an independent study of scattering (Vidale and Earle, 2005). Although thi s time 
interval is rel atively short, the high, however decelerating, inner-core rotation rates of 
0.5-1 °yr- 1 of our model (Figure A.13) are in apparent di sagreement with this scatter­
ing study. 
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Table A.3: Integrated shift in alignment of the inner core with respect to the mantle 
for time intervals from previous studies and for the entire time-interval sampled by 
the existing earthquake doublets. Different total shifts (0

) were obtained for each time 
interval (associated with previous studies (Creager, 1997; Laske and Masters, 2003; 
Zhang et al. , 2005)) for three different lateral gradients in velocity (Song, 2000). Also 
shown is average shift over time (0 yr- 1 ). Compare results from this table with Sup­
plementary Table S5 from Zhang et al. (2005). 

Integrated total sl1ift of inner core (0
) wi th a variable rotation rate (Figure A.13b) 

Lateral gradient 1967-1996 travel 1977-1 998 normal 1961-2004 dou- 1961-2007 dou-
from Song (2000) times (Creager, modes (Laske and blets (Zhang et al. , blets, This study 
with and without 1997) Masters, 1999) 2005) 
mantle correction 

Shift(0
) Shift/time Shift(0

) Shift/time Shift(0
) Shi ft/time Shift(0

) Shift/t ime 
(% per degree) (oycl ) (oyr- 1) (oyr- ' ) (oyr- 1) 

-0.0278 
no mantle corr. 8.48 0.30 4.10 0.19 13.27 0.3 1 l 1.43 0.25 
-0.0176 
station only 13.39 0.48 6.49 0.3 1 2 1.97 0.51 18.05 0.39 
-0.01 45 
station and sou rce 16.26 0.58 7.88 0.38 26.66 0.62 21.9 1 0.48 

While body wave studies tend to be superior in revealing short-scale features, nor­
mal modes, although sensitive to inner-core differential rotation, are insensi tive to 
small-scale heterogeneity and anisotropy. Figure A.13 indicates that the rotation of 
the inner core in the time period 1977-1998 was characterized by acceleration start­
ing after 1985 and deceleration starting before 1995, but for the rest of the time the 
rotation was close to zero with respect to the mantle. Interestingly, the inner core un­
derwent a slight westward rotation between the years 1981 and 1985. We integrated 
the rotation rate over a period of approximatel y 20 years (shown by light grey rect­
angle in Figure A. 13b) and obtained a total shift of 4.10°(see the 1977-1998 normal 
modes column in of Table A.1) when mantle con-ection are ignored. After dividing by 
the total time interval , we retrieved an average rate of 0. 19°ycl , in agreement with 
normal modes from the same time interval (Laske and Masters, 2003). Slightly higher 
values were obtained when the station and source co1Tections were applied (0.3 1 and 
0.38°yr- 1 ). Overall, our averaged rate obtained from the normal modes time interval 
is significantly smaller than that resulting from the doublets time interval. 

The above calculations thus provide a quantitative explanation for and an elegant 
resolution to the long-standing discrepancy between differential rotation rates derived 
from either body waves (Song ahd Richards, 1996; Creager, l997 ; Song, 2000; Li and 
Richards, 2003; Zhang et al., 2005) or normal modes (Laske and Masters, 2003) alone 
(Figure A. 13b). 
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A.9 Geodynamical implications 

Our results reveal that although at times the angul ar alignment of the inner core and the 
mantle remains negligibly small or even negative (retrograde rotation), the inner core 
exhibits cumulative rotation in the eastward direction (prograde rotation) wi th a mean 
rate of 0.25-0.48°yr- 1, depending on the Earth model used for travel time corrections 
(Table A. l ). This produces a total eastward shuffle between about 11 and 22°over 
the time interval of 1961 -mid 2007 (Table A. l ). Our study provides an alternative to 

the steady rotation model and suggests that superimposed on this average motion are 
decadal fluctuation s. The most striking fea ture of the recovered differential rotation 
time history is the large fluctuation starting after 2000 characterized by a sharp ac­
celeration and then a deceleration that leads to a retrograde rotation. Its magnitude 
is uncertain owing to the edge effects imposed by the B-spline parametrization and 
disappears completely when doublet #8 is excluded from the inversion, as shown by 
our bootstrap test (Figure A.13b). Although the error associated with doublet #8 is 
not larger than that of other doublets, additional data are required to further constrain 
the inner-core rotational dynamics for these more recent years. In the meantime, a 
more conservative model should be considered (dashed line in Figure A.1 3b) whi le 
noting that the exclusion of doublet #8 does not change the main conclusions about 
the shuffling rotation of the inner core. 

Present constraints on the amplitude of flu ctuation in the differential rotation rate 
of the inner core are based on LOD variations not exceeding those observed. These 
constraints depend on the assumptions about the relative strength of electromagnetic 
coupling at the core-mantle boundary and gravitational coupling. In a previous study 
(Dumberry, 2007), the inner-core-mantle gravitational coupling strength was required 
to be quite large to explain the 6 yr mode in LOD. However, a more recent study (G illet 
et al. , 2010) suggests a different source for thi s mode, thereby making a weaker grav­
itational coupling strength viable.When inner-core differenti al rotation is approached 
from an angular momentum perspective as in Dumberry and Mound (20 10), a rate of 
about 0.25°yr- 1 at all periods of fluctuation does not violate the observed LOO so long 
as the product of r and r is small er than 5 x 10 19 Nmyr, where [' is the grav itati onal 
coupling factor and r is the viscous relaxation time of the inner core. Keepi ng in mind 
the uncertainties in estimates of electromagnetic coupling at the core-mantle boundary 
(Dumberry and Mound, 20 I 0) , the observed inner-core fluctuation s shown in Figure 
A.13b can be used to place upper bounds on the gravitational coupling. 

Although other mechanisms, such as variable inner-core topography (Wen, 2006; 
Cao et al. , 2007) or rap idl y changing structure in the inner or outer core (Makinen 
and Deuss, 20 l L), have been sugges ted to explain seismic observations, the inferred 
acceleration of the inner core is in agreement with geodynamical si mul ations. Using a 
to rque balance equation such as in Aubert and Dumberry (20 LL ) and a previous grav­
itational torque es timate (Dum berry and Mound , 2010), the exciting electromagnetic 
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torque required to explain the observed accelerations in our model of inner-core ro­
tation is ~ 1.19 x 1020 Nm, which agrees with published values (Aurnou and Olson, 
2000). 

Recent numerical geodynamo simulations suggest that present- day seismically in­
ferred mean rotation rates of several tenths of a degree per year could be a fragment 
of a time-varying signal rather than a steady super rotation (Aubert and Dumberry, 
2011 ). If, one the one hand, the mantle has a major influence on the core dynamics, 
it would take a very slow rotation of 1 °Myr- 1, assuming an inner core growth rate of 
I mmyr- 1 (Dumberry and Mound, 2010), to preserve a degree-one longitudinal signa­
ture at the top 100 km of the inner core, as seismological evidence suggests there exists 
(Tanaka and Hamaguchi, 1997; Niu and Wen, 2009). We note that despite attempts to 
map the slow to fast transition as a function of depth (Waszek et al. , 2011), the present 
core-sensitive seismological data do not provide dense enough spatial sampling to con­
strain a sharp transition from the slow to the fast hemisphere of the inner core. If, on 
the other hand, the core dynamics are minimally influenced by the mantle, a devel­
opment of a hemispherical structure at the top of the inner core is possible through a 
much faster dynamical mechanism, such as degree-one convection (Monnereau et al. , 
2010; Alboussiere et al. , 2010). 
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Appendix B 

Chapter 2 supplementary information 

What fo llows are figures not included in the Young et al. (2012) paper, yet are nonethe­
less important to the research of Chapter 2. 

CAPRA station CP03 

- Initial IRFFM model 
- - average model : AF analysis 
- Best models: joint inversion 
- Final average model: joint inversion 
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Figure B.1: Inversion information for station CP03 as shown for stations CP14 and 
CP08 (Figure 2.6) in Chapter 2. 1-D shear wave velocity models are shown in the 
lower left. An ensemble of best model s (yellow) comprise 279 individual models, 
which include 3 weight values, 3 damping values, and 31 iterations. Error bars fo r the 
dispersion curves show one standard dev iation of the velocities (see bottom tight). 
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CAPRA station CP12 

- Initial 1AFFM model 

- - average model: RF analysis 
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CAPRA station LP03 
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Figure 8.2: As in Figure B.1 , but for stations CP 12 and LP03 . 
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Figure B.3: Group velocity and raypath coverage maps in Western Australia for peri­
ods of 1, 9, 14, 20, 30, and 40 s. Period, number of raypaths, variance reduction, and 
the average velocity are shown in the lower left corners. The "relative group velocity" 
of the color scale is relative to the average velocity for each period. 
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Figure B.4: Results of moment tensor inversion for the case in which our fi nal com­
posite model is used to produce structural Green's functions for the seven selected 
stations (as in Figure 2.8b). The solid lines show the observed waveforms fi ltered be­
tween 15 and 35 s, whil st the dashed lines are the synthetic waveforms fi ltered in the 
same manner. The data are shifted approximately 9 s further in time with respect to 
the synthetics than in Figure 2.8a, where a normal fau lt mechanjsm resul ts. The three 
different components of the seismograms are shown from left to right: tangential, ra­
dial , and vertical. The lower-hemjsphere projection of the P-wave raruation pattern is 
shown in the lower right along with the press ure (P) and tension (T) axis. The strike, 
rake, and dip of the two nodal planes along with the scalar seismic moment, moment 
magnitude, percent double couple (DC), compensated linear vector dipole (CLVD), 
and isotropic (ISO) of the best solution are listed on the right. 
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Figure B.5: A comparison of the data (in black) to the synthetic waveforms produced 
from our preferred focal mechanism (in red) and from that given in Revets et al . (2009) 
(in blue) for stations CP06, CP03, and LP03. The three station components are shown 
from left to 1ight as BHZ, BHR, and BHT. The synthetic waveforms have been shifted 
in time according to the number of seconds listed under "time shift" on the left of the 
waveforms. The cross correlation coefficient of each component resulting from the 
comparison of synthetic data with the data for the time interval shown is listed above 
the waveform on the left for each component for both our solution and the Revets et al. 
(2009) solution. The average cross-correlation coefficient, which is the mean of the 
three component cross-correlation coefficients for a given station , is given on the far 
left under "ave. CC Coeff'' . 
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Figure B.6: As for Figure B.5, but for stati ons CP08, CP09, CP10, CPI I , CP13 , and 
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Chapter 3 supplementary information 

What follows are figures not included in the Young et al. (2011 ) paper, yet are nonethe­
less important to the research of Chapter 3. 
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Figure C. l: Average group (left) and phase (right) velocity curves and standard devi a­
tions for the SETA and TIGGER subarrays. 
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Figure C.2: Group velocity maps and their corresponding raypath coverage maps for 
periods of 1, 2, 4, 5, 7, 8, 10, and 12 s. Period, background velocity, and number of 
ray paths are shown in the lower left comers. 
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Figure C.3: Phase velocity maps and their corresponding raypath coverage maps for 
periods of 1, 2, 4, 5, 7, 8, 10, and 12 s. Period, background velocity, and number of 
ray paths are shown in the lower left corners. 
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Figure C.4: Shear velocity sensitivity kernels for 1, 6, and 12 s period Ray leigh wave 
group and phase velocities. The upper row is for a crustal model without a surface layer 
of sediments and the lower row is calculated assuming a decrease in shear ve locity by 
I km/s in the uppermost 0.8 km of the crust. Note that the presence of a 0.8 km surface 
layer of decreased velocities does not signjfi cantl y affect the sensitivity kernels. 
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Chapter 4 supplementary information 

What follows are figures not included in the Young et al. (2013b) paper, yet are 
nonetheless important to the research of Chapter 4. Thanks are due to Daniel Bom­
bardieri and Richard Chopping for help with figure creation using Gocad (Geological 
Object Computer Aided Design) software . 
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Figure D.l: Our 30 shear velocity model on top of total magnetic intensity (courtesy 
Mineral Resources Tasmania). 
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Figure D.2: Our 30 shear velocity model on top of gravity worms for 7 km (dark 
blue), 13 km (light blue), 4 km (green), and 2 km (lime) (courtesy Mineral Resources 
Tasmania). 
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..,:._- P ----~ 
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Figure 0 .3: TASGO seismic survey (1995) lines (left) and zoom on line in northwest 
Tasmania on top of our 30 shear wave velocity model (courtesy Mineral Resources 
Tasmania and Geoscience Australia). 
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Shear '!!ave Veloc~t;' (km/ s) 

Figure D.4: Our 3D shear wave velocity model with major fault surfaces (derived from 
gravity worms (Figure D.2) and TASGO seismic lines (Figure D.3)) in transparant 
yeUow. 

Shear Wavr. Velocity (km/s) 
~ 

Figure 0.5: (left) Concealed Tyennan Block material (s traw colored), Tyennan 
metasediments at surface (blue colored), and major fault structures (yeL! ow surfaces). 
(right) Intrusive Devonian granites shown by pink structure (courtesy Mineral Re­
sources Tasmania) (Courtesy Geoscience Australia). 
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Appendix E 

Chapter 5 supplementary information 

What follows is the Auxiliary Material that was published along with the paper of 
Young et al. (2013a). 

E.1 Data analysis and inversion scheme 

The data for thi s study come from the WOMBAT transportable seismic array project. 
To produce the highest quality Green 's functions (Figure E.1 a), the noise recordings 
are divided into 40-min segments with 75% overlap (Seats et al. , 2012). Vertical­
component data are cross-correlated and stacked for all simultaneously recording sta­
tion pairs. The resulting cross-correlation functions show a strong and clearly vis­
ible signal even at relatively hi gh frequencies (see Figure E. la fo r cross-correlation 
functions filtered between 1 and 3 s). Phase velocities are measured (Figure E.l b) us­
ing a modified version of the image transformati on technique developed by Yao et al. 
(2006). To accurately measure phase velocities up to 1 Hz, we use a linear-dependence 
of the bandpass filter width on the central period as introduced by Young et al. (2011 ). 
Phase velocity dispersion curves are compared with observed group velocity measure­
ments to help resol ve the 2n phase ambiguity and ensure the correct curve is selected 
(Figure E.lb). 

A trans<limensional, hierarchical , Bayesian tomographic inversion is performed fo r 
periods between 1 and 20 s using the resulting phase velocity measurements (Figure 
E.2 and E.3). A very brief description of the method is provided here; furth er details 
can be obtained from Young et al. (2013b). This partition modelling approach divides 
the 2D phase velocity space into a mosaic of Voronoi cells of variable size, position, 
and shape. Each Voronoi cell encompasses all points of the 2D space that are closer to 
its center than to any other Voronoi cell center. The transdimensionality of the method 
enables the number of cells to vary throughout the course of the inversion. In addition 
to solving for the number of cells, the data noise is a.I sa left as an unknown. Here, 
data "noise" refers to whatever our model cannot explain (Scales and Snieder, 1998; 
Bodin et al. , 2012a), which can be attributed to ·measurement errors, shortcomings of 
the forward model, and mathematical or theoretical approximations. We assume that 
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Figure E. l: (a) Cross-correlograms calculated from the EAL! WOMBAT subarray 
with respect to station ElA2. Record sections are bandpass filtered between 1 and 3 s 
to illustrate the clear visibility of the Rayleigh waves at high frequencies. (b) Example 
frequency-time diagram for the EAL! station pair E lA2 and ElB7. The dotted black 
line represents the chosen phase curve for this pair. 

all phase veloc ity curves have the same level of uncertainty, or noi se, for each given 
period. 

As req uired by the Bayesian method, we impose prior information ; namely, we use 
a uniform prior distribution 2.4 km / s wide and centered on the average phase velocity 
observed for that period. These bounds are wide enough such that the fin al recovered 
model is not hampered by the upper and lower limits. 

A posterior probability distribution is acquired for the data noise and for each 
Yoronoi cell location (nucleus latitude and longitude), Yoronoi cell velocity, and the 
total number of cell s (Figures E.2 and E.3). These posterior probability distributions 
are generated using a generalized version of MCMC sampling caJled reversible jump 
MCMC (rj -MCMC; Green (1995) , Green (2003)) . We can extract meaningfu l quan­
tities from the posterior probability di stributions such as the mean , median, or maxi­
mum . The average models , such as we show in Figures E.2 and E.3, contains more 
detail than any one individual model but none of the artificial di scontinuities inherent 
to the base parametrizati on. Model complexity is greatest for periods between 3 and 
12 s. This is likely due to the fact that ( I) data fo r periods longer than 12 s have slightly 
hi gher noise es timates (see posterior probability distributions in Figures E.2 and E.3), 
(2) raypath coverage decreases with increasing period, since the interstation spacing 
is required to be at least three wavelengths (Bensen et aJ., 2008), (3) the short period 
stations ( I Hz sensors) will have more self-noise at longer periods, (4) data fo r peri­
ods shorter than 3 s also have higher noise estimates as a likel y result of unresolvable 
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Figure E.2: Phase velocity maps for periods of (a) 1.0 and (b) 5.0 s are shown with their 
corresponding standard deviation plots. Phase velocities are relative to the "average 
velocity" given at the top of each map. Phase velocity and standard deviation maps are 
trimmed according to the contour line when standard deviation is equal to 0.3 km/s. 
Posterior probability distribution histograms for the number of cell_s (red columns) and 
data noise (blue columns) are also shown (right). The prior distributions are indicated 
by shaded gray rectangles. 
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Figure E.3: Phase velocity maps for periods of (a) 10.0 and (b) 20.0 s are shown 
with their corresponding standard deviation plots. Phase velocities are relative to the 
"average velocity" given at the top of each map. Phase velocity and standard deviation 
maps are trimmed according to the contour line when standard deviation is equal to 
0.3 km/s. Posterior probability distribution histograms for the number of cells (red 
columns) and data noise (blue columns) are also shown (right). The prior distdbutions 
are indicated by shaded gray rectangles. 
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near-surface effects, such as topography and shallow sediments, and unmodeled wave 
behavior, such as scattering and multipathing. 

We can also extract the standard deviations of the velocity posterior probability 
distributions to gain insight into the spatial distribution of model uncertainty (Figure 
E.2 and E.3). Not surprisingly, there is the most certainty in the regions of densest 
raypath coverage. As a consequence of the partition modelling scheme, areas of strong 
velocity contrasts or discontinuities will also exhibit larger standard deviations. 

We then sample each phase velocity map at regular intervals in latitude and longi­
tude to acquire a collection of 1,572 phase velocity curves. Finer sampling produced 
essentially the same results, so we deemed more curves to be unnecessary. By also ex­
tracting the standard devi ations, we gain uncertainty information for each curve. This 
is important to note, given that most previous inversion schemes use improvised and 
ad hoc methods of estimating the uncertainty of phase velocity curves (e.g. Shapiro 
and Ritzwoller (2002) and Bensen et al. (2009)) . 

Each phase velocity curve is inverted for a ID shear velocity model using the 
Bayesian techniques described by Young et al. (2013b) (Figure E.4). The uncertainty 
of each phase velocity value is assumed to be proportional to the standard deviation 
associated with that va lue, with the constant of proportionali ty serv ing as an unknown 
in the problem. Each model is defi ned by a variable number of homogeneous hori zon­
tal layers, where the number, position , and velocity of the layers are all unknowns in 
the inverse problem. The fo rward method of calculating the phase velocity dispersion 
curves uses DISPER80, developed by Saito (1988). The prior information on shear 
wave veloc ity imposes unrestricti ve bounds of 2 and 5 km / s. A range of 2 (the min­
imum allowed by the method) and 25 layers is allowed to describe the uppermost 30 
km of the crust. 

Each ID shear model is the average of an ensemble of 100,000 model iterations, 
which take approximately 30 CPU hours to produce. From this ensemble of model 
realizations, one can extract posterior probability di stributions fo r the shear velocity 
at each depth, the estimated noi se in the data, and the number of layers (Figure E.4). 
In general, between 3 and 7 layers are requi red to explain the data. The estimated 
noi se, or errors in the phase veloc ities, is typically between 0.1 and 0.3 km/s. One 
can also extract the posterior probability distribution for model discontinuities (Figure 
E.4c). The regions with the greates t lik lihood of contai ning a velocity discontinuity 
are revealed by plotting the number of models that ex hibit a layer break at a given 
depth. From Figure E.4c, it is apparent that a di scontinuity is most probable at shallow 
depths. 

E.2 Final 3D shear wave velocity model 

Once we have inverted for the l ,572 unique ID shear velocity models, we can repre­
sent each point in our final pseudo-3D shear wave velocity model by a shear velocity 
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Figure E.4: (a.) Ensemble solutions for crustal shear veloci ty for the phase velocity 
curve corresponding to a latitude of-30.64° and longitude of 140.13°. (b.) Mean and 
maximum of the velocity distribution at each depth. (c.) Probability of a velocity 
discontinui ty. (d) Histogram representing the accompanying posterior probability dis­
tribution functions for the number of layers in the models.(e) Histogram representing 
the accompanying posterior probability distribution functions for the noise associated 
with the data.(f.) Also shown are the phase velocity curves associated with the best 
fittin g shear velocity model (black line) overl aid on the actual phase velocity values of 
the curve (small black squares). Standard deviations are shown by black error bars. 
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posterior probability distribution. To visuali ze the results , the average of the posterior 
probability di stribution at a given depth is plotted at its respective geographic loca­
tion. For aesthetic purposes , the resulting grid of velocity pixels is transformed into a 
continuous curvature surface using the generic mapping tools package of Wessel and 
Smith (1995) to smooth the pixelation. Figure E.5 shows the final shear wave veloc­
ity model over a range of depths. The same procedure can be applied to 2D slices in 
longitude and latitude as well (Figure E.6). 

The spatial variation of uncertainty can be assessed by viewing a simi lar surface of 
standard deviations (Figures E.5 and E.7). The average standard deviation increases 
with depth; this is probably related to the decreasing sensitivity of phase velocity to 
shear velocity as depth increases. At shallow depths, a small change in shear velocity 
produces a large change in phase velocity, yielding greater certainty in the inversion. 
On the other hand, decreased sensitivity is manifested by increased uncertainty esti­
mates. A depth of 30 km is the limit of our 3D shear velocity model since for a typical 
Earth model, phase velocity sensitivity to shear velocity starts to drop off around 35 
km for a period of 20 s (Yang et al., 2010). A more complete explanation of the in­
version of the phase velocity curves for lD shear velocity models, the merging of the 
resulting shear velocity models, and the creation of a pseudo-3D shear wave velocity 
model is provided by Young et al. (2013b) . 
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Figure E.5: Horizontal cross-sections showing the mean and standard deviation of the 
fin al ensemble of the pseudo-3D shear wave velocity models for depths of l , 5, l 0, 15, 
20, 25, and 30 km. 
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Figure E.6: Vertical cross-section through the 3D shear wave velocity model. The 
top of each cross-section is at the actual latitude of the section. The vertical ax is is 
stretched by three times to facilitate ease of viewing. Depths range from surface to 30 
km. 
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Figure E.7: Accompanying standard deviations fo r Figure E.6. 
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Chapter 6 supplementary information 

What follows are fi gures not included in the Young et al. (2013c) paper, yet nonetheless 
important to the research of Chapter 6. 
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Figure F.1: Comparison of observed PKPbc-df, PKPab-df, and PcP-P differential 
travel time residuals and the forward-calculated residuals using our fi nal prefered 
model from Chapter 4 (Figure 6.13). 
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Fi gure F.2: Synthetic test demonstrating the ability of the Bayes ian inversion method 
of this study to accurate ly retrieve ampli tude information. The raypaths used are the 
same as associated with the final preferred model (Figure 6. 13), which uses PKPbc-df 
(no SSI data) , PKPab-df (no SSI data), and PcP-P differential travel times). (a.) True 
model. (b.) Recovered model. (c.) Difference between true and recovered model. 
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