Image-plane fringe tracker for adaptive-optics assisted long baseline interferometry

Michael J. Ireland, Denis Defrère, Frantz Martinache, John D. Monnier, Barnaby Norris, et al.
Image-plane fringe tracker for adaptive-optics assisted long baseline interferometry

Michael J. Ireland\textsuperscript{a}, Denis Defrère\textsuperscript{b}, Frantz Martinache\textsuperscript{c}, John D. Monnier\textsuperscript{d}, Barnaby Norris\textsuperscript{e,f}, Peter Tuthill\textsuperscript{e}, and Julien Woillez\textsuperscript{g}

\textsuperscript{a}Research School of Astronomy and Astrophysics, Australian National University, Canberra, ACT 2611, Australia
\textsuperscript{b}Space sciences, Technologies & Astrophysics Research (STAR) Institute, Université de Liège, 19c allée du Six Aout, bât B5c, B-4000 Liège, Belgium
\textsuperscript{c}Université Côte d’Azur, Observatoire de la Côte d’Azur, CNRS, Laboratoire Lagrange, France
\textsuperscript{d}Department of Astronomy, University of Michigan, Ann Arbor, MI, 48109 USA
\textsuperscript{e}Sydney Institute for Astronomy and Sydney Astrophotonic Instrumentation Laboratories, School of Physics, University of Sydney, NSW 2006, Australia
\textsuperscript{f}Australian Astronomical Observatory, Faculty of Science and Engineering, Macquarie University, NSW 2109, Australia
\textsuperscript{g}European Southern Observatory, Karl-Schwarzschild-Str. 2, 85748 Garching bei München, Germany

ABSTRACT

Accurate fringe tracking is essential for sensitive long-wavelength thermal background limited operation of the current Very Large Telescope Interferometry (VLTI) and future Planet Formation Imager (PFI) facilities. We present and simulate a dual fringe tracking and low-order adaptive optics concept based on a combination of non-redundant aperture interferometry and eigenphase in asymmetric pupil wavefront sensing. This scheme can acquire fringes at many wavelengths of path length offset between telescopes, even with moderate tilt offset and pupil shifts between beams. Once locked to fringes, our technique can also be used for simultaneous low-order wavefront sensing, and has near-optimum sensitivity where there is a dominant point-source image component. This concept is part of the Heimdallr visitor instrument currently being investigated for VLTI.
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1. INTRODUCTION

Modern long baseline optical interferometers include adaptive optics systems at each telescope, a lossy beam train (with near infrared efficiencies in the range 0.2 to 0.5) followed by some combination of fringe acquisition and tracking system and scientific beam combiner. The fringe tracker can either have high residuals, finding the group delay position within the coherence envelope $\lambda^2/\Delta\lambda$ of the science beam combiner or residuals of order 1 radian of fringe phase. Reducing fringe tracking residuals below a radian of fringe phase is often seen as a way to achieve long integrations in the presence of detector noise, but measuring fringe phase with a sub-radian accuracy has a much more fundamental application in enabling coherent integration of differential quantities such as closure-phase, wavelength-differential phase and dual fringe packet astrometry.

Several future interferometer concepts, such as high-contrast imaging in the mid-infrared with VLTI, or the PFI require high accuracy fringe tracking in order to operate. In fact, recent work on the concept of kernel nulling has shown that nulling interferometry contrasts are often proportional to the cube of the fringe tracking residual, and require residuals smaller than 50 nm in order to achieve key high-contrast exoplanet detection goals.
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Table 1. Idealised adaptive optics sensitivity for H+K Fringe Tracking at 1.5 µm Strehl=0.6

<table>
<thead>
<tr>
<th>Configuration Name</th>
<th>Telescope Diameter (m)</th>
<th>Bandpass (µm)</th>
<th>Detected Flux Photons/s/m²</th>
<th>Magnitude Limit (Vega)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLTI UTs</td>
<td>8.0</td>
<td>0.6–0.9</td>
<td>$8 \times 10^4$</td>
<td>12.3</td>
</tr>
<tr>
<td>VLTI ATs</td>
<td>1.8</td>
<td>0.6–0.9</td>
<td>$7 \times 10^4$</td>
<td>12.5</td>
</tr>
<tr>
<td>PFI</td>
<td>3.0</td>
<td>0.7–1.3</td>
<td>$1.2 \times 10^5$</td>
<td>11.7</td>
</tr>
</tbody>
</table>

One of the key limitations to many fringe tracking concepts is the problem of flux dropouts in a spatially filtered system, in turn caused by wavefront aberrations. In the case of a system with tip/tilt correction, it is the higher order modes that cause drop-outs. However, an AO system with a sensor noise (rather than actuation) limit to correction is often limited by tip/tilt.\(^9\) In this paper, we propose that the adaptive optics system and fringe tracker should be seen as a more integrated system that provides a high spatial coherence beam to the science combiner, also enabling low spectral resolution science. Note that we are not considering piston reconstruction in this paper.\(^10\) which is a separate but also highly valuable reason to consider fringe tracking and adaptive optics as an integrated system.

In section 2 we describe some analytic considerations of fringe tracking sensitivity. In section 3 we describe a particular instrument concept (Heimdallr for VLTI), and in section 4 we describe the simulations and algorithms in more detail, with particular applicability to the Heimdallr concept. Finally, we discuss further work needed in section ??.

## 2. ANALYTIC SENSITIVITY CONSIDERATIONS

Prior to describing the details of the image plane fringe tracker, we will first outline some generic principles of adaptive optics and fringe-tracking sensitivity, with specific reference to the VLTI using the Auxiliary Telescopes (ATs) and the Unit Telescopes (UTs), and to the baseline Planet Formation Imager (PFI) concept using 3 m telescopes. We will show that, so long as an all-in-one fringe tracker is not limited by readout noise, the limiting sensitivity should generally be determined by the adaptive optics system (assuming 0.6–1 µm operation) and not the fringe tracker operating at 1.5–2.4 µm wavelengths.

For both adaptive optics and fringe tracking sensitivity calculations, we will use the analytic formalism of Ref. \(9\) to compute performance. In this formalism, the corrected amplitude as a function of spatial frequency (adaptive optics) or baseline (fringe tracking), telescope diameter, source brightness and parameters of atmospheric seeing is given as the quadrature sum of a phase lag and a shot-noise component. The system integration time \(\Delta t\) is roughly optimal when these two terms are equal. We will consider the seeing corresponding to the mean seeing at Paranal,\(^11\) i.e. 0.86", with \(\tau_0 = 2.0\) ms and a corresponding effective wind velocity \(\bar{v} = 18.4\) m s\(^{-1}\). This value of \(\tau_0\) has a 60-70% chance of being met on any given night. We will consider a nearly perfect detector with an excess noise factor \(\alpha = 1.25\) and detector readout noise of 0.2 e-, applicable to recent results on 72 x 72 sub-regions of a Saphira array.\(^12\)

### 2.1 Adaptive Optics Sensitivity

Recent advances in adaptive optics has shown that stable Strehl ratios in extreme AO are possible,\(^13\) without drop-outs that have plagued many installed wavefronts sensors. In order to compute the required sensitivity for adaptive optics, we will assume a shot-noise sensitivity parameter\(^9\) \(\beta\) of 2.5. This is roughly applicable to a low-modulation pyramid wavefront sensor, a Shack-Hartmann wavefront sensor operating at high spatial frequencies, or a curvature wavefront sensor operating at medium to high spatial frequencies. Note that all these typical wavefront sensors lose significant sensitivity to low order modes, especially tip/tilt. We also assume a throughput to the wavefront sensor of 40% (atmosphere plus 15 surfaces at 95% efficiency and a 90% quantum efficiency), and a deformable mirror correcting up to 3.3 cycles/m, equivalent to a 0.15 m subaperture spacing. In order to achieve an RMS wavefront error of less than 0.7 radians at a shortest fringe tracking wavelength of 1.5,\(\mu\)m, with this formalism we compute the in-principle flux requirements as shown in Table 1.

These numbers are not far from typical expectations of large telescope adaptive optics systems. Note that operating an EMCCD in the mode of NAOMI with an excess noise factor of \(\sqrt{2}\), equivalent to a 50% loss of quantum efficiency, loses an additional ~0.75 magnitudes compared to the numbers presented here.
2.2 Pairwise Fringe Tracking Sensitivity

With the same formalism, we can compute a magnitude limit for pairwise beam combination by optimising a system integration time so that servo lag error equals fringe phase noise error. In this case, we will optimise so that the quadrature sum two is 0.5 radians, and assume a warm optics efficiency (including coupling/Strehl) of 0.15 and a cold efficiency of 0.22, for a total efficiency of 3.3%. This is a conservative assumption for a sensitivity-optimised fringe tracker, and a factor of ∼2 lower than the modelled Heimdallr instrument efficiency or the PFI baseline design. We will use a background rate of 700 photons/s over a 1.5 to 2.4 μm bandpass.

The fringe phase error in an ABCD scheme is given by:

\[ \sigma_{\phi, \text{ABCD}}^2 = \frac{2(\alpha (F \times A + B) \Delta t + N_{\text{pix}} \sigma_{\text{ro}}^2)}{(F \times A)^2 \Delta \tau^2}, \]  

(1)

where \( F \) is the stellar flux in photons/s/m\(^2\), \( A \) the telescope area, \( B \) the background flux in photons/s, \( \sigma_{\text{ro}} \) the readout noise, \( N_{\text{pix}} \) the number of pixels, and \( \Delta t \) the fringe integration time. The piston two-dimensional spatial power spectrum is:

\[ \Phi(k) = \frac{0.023}{r_0^{5/3}} \left( \frac{2 J_1(\pi D |k|)}{\pi D |k|} \right)^2 |k|^{-11/3}, \]  

(2)

To obtain the frequency spectrum, we integrate this numerically along a direction perpendicular to the wind velocity:

\[ \Phi(f) = \frac{1}{\bar{v}} \int \Phi(f) \left( \frac{j}{\bar{v}} \hat{e}_\parallel + \kappa_\perp \hat{e}_\perp \right) d\kappa_\perp. \]  

(3)

Finally, the time lag error in differential fringe phase in the long baseline limit is:

\[ \sigma_{\phi, \text{lag}}^2 = 16\pi^2 \tau^2 \int_0^\infty f^2 \Phi(f) \, df \]  

(4)

For our canonical parameters, we obtain a half radian total phase error \( \sqrt{\sigma_{\phi, \text{lag}}^2 + \sigma_{\phi, \text{ABCD}}^2} \) at an optimal integration time \( t = 10 \text{ ms} \) and a corresponding flux of \( F = 3700 \) detected photons per second. This corresponds to a mean Vega target correlated magnitude over the H and K bands for the ATs of 12.3, and substantially fainter for PFI or the UTs. An ideal fringe tracker operating on typical object with solar or redder colours \((m_R - m_H > 0.8)\) should therefore be able to track fringes with low residuals on a marginally resolved source whenever an adaptive optics system can lock!

2.3 Multi-Telescope Fringe Tracking Sensitivity

In the last SPIE conference, the PFI status paper\(^{14}\) and the fringe tracking working group\(^{15}\) each compared signal-to-noise of different beam combiner architectures. When imaging over a sufficiently wide field of view, an all-in-one beam combiner architecture was preferred over pairwise combination,\(^{14}\) while when considering a detector readout-noise limited architecture, a hierarchical fringe tracker appeared preferred.\(^{15}\) In a shot-noise limited architecture, with high target visibilities and with signal-to-noise is high enough to consider combinations of baseline phases linearly, we can consider a much simpler version of fringe tracking sensitivity. When moving from a 2-telescope fringe tracker to an \( N_T \) telescope fringe tracker in an all-in-one configuration, we have \( N_T (N_T - 1)/2 \) total baselines, and therefore this many phase measurements. There are \( N_T - 1 \) phase differences we have to solve for, so the fringe tracking phase noise is \( \sqrt{2/N_T} \) times the single baseline phase noise. The shot-noise per
baseline is also increased by a factor of \( \sqrt{NT/2} \), given that the background and stellar flux both increase by a factor of \( N_T/2 \). This results in the overall fringe tracking phase sensitivity being independent of \( N_T \).

This means that fringe tracking sensitivity in the shot-noise limited regime (i.e. negligible detector noise) is no different for an all-in-one combiner, than either a single-baseline ABCD fringe tracker or the first stage of a hierarchical fringe tracker\(^\text{15} \) with 50% flux passed through (the highest fringe-tracking SNR configuration for an ideal hierarchical fringe tracker). The fringe-tracking concept described in the following section is shot-noise limited in almost all scenarios, so by this argument is not only highly versatile but a signal-to-noise optimal fringe tracker.

3. HEIMDALLR INSTRUMENT FOR VLTI

As a specific hardware example for this concept, we will describe the Heimdallr\(^\text{a} \) instrument concept currently under review for funding by the Australian Research Council, and including an initial collaboration of institutes and universities in Australia and Europe.

Heimdallr is based on a fundamentally different architecture to VLTI first generation instruments, where adaptive optics, fringe-tracking and science instrument were very separate. In Heimdallr, the science instrument and fringe tracker are integrated into a single system, which includes fast tip/tilt and slow offset feedback to the rest of the VLTI system. Simple bulk optical components result in a \( \sim50\% \) instrument efficiency, compared to <5% for other VLTI instruments which incur major losses, including in mode matching at injection into optical fibers. Heimdallr is robust to much higher fringe tracking errors due to polychromatic fringe sensing over a high bandwidth (H+K bands: 1.5–2.4 \( \mu \)m). This same class of approach has been proven at the CHARA array with the PAVO beam combiner.\(^\text{16} \)

The last few years have also brought a fundamental change in fast low noise infrared detectors, which are critical for constructing the most sensitive interferometer instrument. The technology of noiseless amplification within a pixel of a two-dimensional array of a highly structured HgCdTe array has been pioneered by Leonardo/Selex with the Saphira detector. This was first used for the Gravity and upgraded PIONIER instruments on VLTI, and has since undergone significant developments.\(^\text{12} \) Over electronically selectable sub-arrays large enough for this project, they are capable of \( \sim0.2 \) electron readout noise (including dark current effects) at 100s of Hz frame rate. With quantum efficiencies exceeding 80%, both benefit from this innovation, and extend it through they approach the ideal in detectors. Heimdallr will have the active detector control program underway at ANU.

As a multiaxial design, beams in Heimdallr are placed next to each other in a two-dimensional array with zero redundancy in separation, then brought to a common focus so that they are combined in the manner of an

\(^a\)For those who like acronyms, Heimdall could stand for the High-Efficiency Infrared Do-it-ALL Recombiner. As well as an acronym, Heimdall is the guardian of the Bifrost bridge to Asgard, who can see over a hundred leagues and see night as it were day. Heimdall is thus both a key character of Norse mythology and the first component of the long term vision of VLTI Kernel NulliNG (VIKING) within a broader European collaboration in the HI-5 framework.
aperture-mask interferometer. This innovation delivers a number of advantages over previous VLTI instrumentation:

- Retention of the full two-dimensional information contained in the interferogram, providing high-sensitivity wavefront control.\(^{17}\)
- Using this two-dimensional information to provide visibility calibration, rather than the lossy process of optical fiber injection.
- Multiple simultaneous wavelengths over a broad bandpass, avoiding the \(2\pi\) phase ambiguity in narrow wavelength fringe tracking. No previous VLTI instrument has used H+K filters simultaneously for fringe-tracking.
- Discrete filters (based on dichroic beamsplitters) instead of a spectrograph. This increases overall throughput compared to previously used designs.
- Using modern computers to their fullest by basing the real-time servo loop and analysis on 2D Fast Fourier transforms. Only 40 \(\mu\)s computation time with one dedicated core per wavelength represents a negligible servo lag.
- Broad bandwidths with by active dispersion compensation. This is enabled by thin moving ZnSe wedges as dispersion compensators.\(^{18}\)
- Accurate closure-phase for simultaneous science using the proven technology of aperture mask interferometry.

Our design process has produced comprehensive simulations of the performance of Heimdallr, summarised in Table 2 as system requirements. Like the other newest 4-telescope beam combiners at VLTI, we will be able to reconstruct images given adequate sky coverage (i.e. observation time). Heimdallr will be designed to track on much lower visibility fringes than Gravity, enabling imaging of objects that take up the full field of view.

The optical layout of the warm and cold optics is shown in Figure 2, in which every component has a specification and either a vendor quote or a suitable off-the-shelf item. We have a complete optical design with vendor quotes, a cryogenic design which is a modified copy of a previous cryostat (Figure 3), and an end to end fringe tracking simulation including all noise sources including an imperfect AO system.

### 4. FRINGE TRACKING ALGORITHMS

We will consider several variants of fringe sensing algorithms, each which has their own advantages and disadvantages.

#### 4.1 Linear Assymetric Pupil Wavefront Sensor

By directly using the assymetric pupil wavefront sensor,\(^{17}\) we can directly compute phase on a grid of discrete phases per sub-pupil per telescope. This can be converted to tilt and piston, but fails whenever piston reaches plus or minus half a wave. For targets that differ significantly from a point source, the technique also requires a prior model of the target visibility function. We have not yet added this functionality to our simulator, but it is well tested in the literature (e.g. N’Diaye paper in the adaptive optics conference of this SPIE), and as can be seen below - tilt and piston corrections can be computed and applied robustly even in the nonlinear regime, bringing higher order aberrations to the required linear regime for this additional technique.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Auxiliary Telescopes</th>
<th>Unit Telescopes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m_H) limit</td>
<td>12.5</td>
<td>15</td>
</tr>
<tr>
<td>(m_H) limit</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>(m_H) correlated</td>
<td>11.5</td>
<td>13.5</td>
</tr>
<tr>
<td>magnitude limit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td>0.8</td>
<td>1.2</td>
</tr>
<tr>
<td>(milli-arcsec)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contrast</td>
<td>1000:1</td>
<td>1000:1</td>
</tr>
<tr>
<td>Imaging Field of View</td>
<td>10–100</td>
<td>15</td>
</tr>
<tr>
<td>(milli-arcsec)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.2 Discrete Fourier Fringe Measurements

By fitting in the Fourier plane and de-modulating the fringes from each baseline, we can determine tilt and piston on each sub-aperture separately, e.g. as was done for the Keck segment-tilting experiment, and can acquire fringes at many radians of phase offset. In addition, pupil alignment drifts can be computed and corrected for by measuring the frequency of the fringes on each baseline accurately. Finally, once these main terms are locked, higher-order aberrations can be found and corrected for using the linear asymmetric wavefront sensor algorithm. Note that this algorithm requires strict redundancy between baselines in the pupil, which uses more pixels than a readout-noise optimal linear asymmetric pupil wavelength sensor. We describe the algorithm for piston, tilt and pupil position separately.

4.2.1 Piston Measurements

The key observable in measurement if piston is the complex visibility, $V_{ij}$ between telescopes $i$ and $j$, combined with its uncertainty $\Delta V_{ij}$. Within a Bayesian framework, the problem of piston estimation then becomes a problem of estimating telescope pistons given both current and past baseline visibilities:

$$P(p_1(t_{n+1}), p_2(t_{n+1}), ... | \{V_{12}(t_n), V_{13}(t_n), ..., \}, \{V_{12}(t_{n-1}), V_{13}(t_{n-1}), ..., \}, ...).$$ (5)

We approximate the complex visibility as producing a phase measurement $x_{ij} = \text{Arg}(V_{ij})$ with an uncertainty $\Delta x_{ij} = \Delta V_{ij}/|V_{ij}|$ and a non-Gaussian probability density function, approximated in our initial simulations as:
Figure 3. (left) The four bandpasses of Heimdallr, based on the coating design by Asahi Spectra, combined with the atmospheric transmission at median Paranal precipitable water vapour, and the fringe-phase after dispersion compensation by ZnSe prisms at the maximum pathlength (black). (right) The Heimdallr cryostat will be an only slightly modified version of the cryostat already in successful operation with a Saphira detector at ANU. The cryostat design will be lengthened by 100mm to fit the cryogenic optics plate.

Figure 4. (left) A typical simulator output for open-loop fringe acquisition, without noise, but showing effects of imperfect adaptive optics. (center) The same image once noise is added (150 target photons/frame. (right) Open loop optical delay (circles) compared with delay estimates (crosses) at this low flux level. It is the performance of our complete simulator that gives us confidence that the magnitude limits in Table 1 are realistic (and somewhat conservative).

\[ f_\phi(\phi_{ij}) \propto \exp\left(\frac{d(\phi_{ij}, x_{ij})^2}{2\Delta x_{ij}^2}\right) + 0.05 \exp\left(\frac{1}{2\Delta x_{ij}^2}\right), \text{ where} \]

\[ d(\phi_{ij}, x_{ij}) = ((\phi_{ij} - x_{ij} + \pi) \mod 2\pi) - \pi. \]  

With 6 differential piston measurements from 6 baselines and 4 simultaneous wavelength channels \(\lambda_k\), we then explicitly calculate the joint probability density function \(f_p\) of the telescope pistons \((p_0, p_1, p_2, p_3)\) with \(p_0\) explicitly set to 0:

\[ f_p(p_1, p_1, p_3) = \Pi_{i,j,k} f(\phi_{ij}(k)), \text{ with} \]

\[ \phi_{ij}(k) = 2\pi(p_j - p_i)/\lambda_k \]  

The maximum in the likelihood function then gives the positions of the delays. This approach also enables the results of many subsequent exposures to be used optimally, and is the approach used in the simulator shown in Figure 4. In a simple model with white piston noise, the likelihood function is convolved by a multi-dimensional
Gaussian distribution of standard deviation $\lambda_0(\Delta t/\tau_0)^{5/6}$, where $\tau_0$ is an estimate of the atmospheric coherence time at wavelength $\lambda_0$. It rapidly becomes computationally intensive for large numbers of telescopes, but appears to be well within the capabilities of a single GPU with up to 9 telescopes.

4.2.2 Tilt Measurements

Tilts can be derived in a similar way to the Keck segment tilting experiment. In short - the power from each baseline is windowed in the two-dimensional Fourier transform of the data, then inverse transformed. This produces fringes within an envelope with a centroid equal to the mean of the telescope tip/tilt centroid for the two telescopes that make up that baseline. The centroid of the square modulus of each of these fringe envelopes is found, e.g. $B_{1x}$ for the $x$ direction centroid for baseline 1, joining telescopes 1 and 2. The total intensity centroids $I_x$ and $I_y$ are also found. The telescope tilts are then found by a maximum likelihood combination of these centroids, for example for telescope 1 with uniform visibility on all baselines, we arrive at:

$$T_{1x} = \frac{1}{11} [8, 6, 6, 6, -5, -5, -5]$$

$$\cdot [I_x, B_{1x}, B_{2x}, B_{3x}, B_{4x}, B_{5x}, B_{6x}]^\top$$

In the case of unit visibility, this centroid estimate has a shot-noise limited uncertainty only $\sim 2.5$ times higher than using all the flux from each telescope in ideal tip/tilt sensors (i.e. SNR is degraded by approximately the square root of the number of telescopes). We have verified that this approach works to lock a simulated servo loop with Strehl ratios approximately 50% and $\sim 100$ photons per bandpass per frame.

4.2.3 Pupil Alignment

Metrology of the relative pupil positions within a redundant pupil fizeau beam combiner is simply a matter of measuring the positions of peak Fourier power (the “splodge” locations) for each baseline. Using a slow servo loop, these relative pupil positions can be fed back to a pupil alignment servo loop as needed (internally or externally).

5. DISCUSSION

In this paper, we introduced a simple non-redundant pupil all-in-one beam combiner detecting fringes in several filters as an efficient fringe tracker. Such a fringe tracker can also be used for alignment (image-plane and pupil-plane), low-order adaptive optics non common path correction and in some circumstances, fast tip/tilt.

A key weakness in the use of information from a fringe tracker in feeding back to adaptive optics systems at individual telescopes is that signal-to-noise is proportional to the mean fringe visibility of all baselines that include each telescope. For a well-resolved target, the individual telescope adaptive optics systems therefore become essential as sensors for all modes, including tip/tilt. However, low sensitivity in detecting well-resolved fringes is not necessarily a clear reason for changing a wavelength split between fringe tracking and adaptive optics wavefront sensing in favour of the adaptive optics system. For many applications, including spectrally resolved precision measurements of spatially resolve stellar atmospheres, the key requirement will still be that fringe phase measurement error is of order 1 radian in a coherence time for each telescope.

Further work on this concept will include a more complete simulation that includes a full adaptive optics system including sensor noise, and slow feedback from linear asymmetric wavefront sensing to correct non common path aberrations. In addition, we aim to a direct comparison to fringe tracking with single-mode fibers, to evaluate if spatial filtering by fibers has any practical advantage over spatial filtering by windowing the data in our image-plane fringe tracking algorithm, and to determine how appropriate windowing can aid fringe tracking for a longer-wavelength beam combiner which is itself spatially filtered.
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