Breather turbulence versus soliton turbulence: Rogue waves, probability density functions, and spectral features
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Turbulence in integrable systems exhibits a noticeable scientific advantage: it can be expressed in terms of the nonlinear modes of these systems. Whether the majority of the excitations in the system are breathers or solitons defines the properties of the turbulent state. In the two extreme cases we can call such states “breather turbulence” or “soliton turbulence.” The number of rogue waves, the probability density functions of the chaotic wave fields, and their physical spectra are all specific for each of these two situations. Understanding these extreme cases also helps in studies of mixed turbulent states when the wave field contains both solitons and breathers, thus revealing intermediate characteristics.
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I. INTRODUCTION

Turbulence is a common dynamical behavior of various systems in physics [1–4]. The wave turbulence theory [5,6] based on multiplicity of interacting waves provides a partially nonlinear description of fully developed turbulence. This is one of the challenging problems of modern theoretical physics. The wave turbulence theory has been applied to a diverse range of subjects including nonlinear optics, oceanography, plasma physics, and condensed matter physics. With some exceptions [6], this theory has not been applied to describe integrable systems. In particular, strongly nonlinear localized excitations such as breathers or solitons cannot be described by means of the weakly interacting wave turbulence theory. In this respect, the problem of integrable turbulence constitutes an important open issue of general interest. It cannot replace the theory of strong turbulence but may serve as an intermediate step for better understanding the concept of turbulence.

Integrable turbulence has attracted much attention in recent years [7–11]. The integrability of the governing equation provides us with the possibility to write down certain exact solutions for these systems. These solutions serve as elementary nonlinear modes of the system. Specifically, solitons and breathers can be mentioned as the modes that have a significant amplitude. This allows us to classify them as nonlinear modes. Radiation waves are also modes of the system comprising the chaotic background field but their role is less important because they have low amplitudes. The knowledge of the modes of integrable systems is the main advantage of dealing with them. Nonintegrable systems may reveal more complicated dynamics like “incoherent soliton states” [12]. However, these structures cannot be predicted directly from the initial conditions, thus making the analysis more involved even with periodic initial conditions.

Despite knowing these modes in explicit form, the complicated chaotic motion that involves a multiplicity of them interacting in a generally irregular way still remains an unsolved problem. Integrable turbulence can be analyzed mainly using numerical simulations [7,8], although the knowledge of involvement of nonlinear modes in this process can be useful [9]. The simplest chaotic pattern is formed when a multiplicity of solitons of different amplitudes move in all possible directions. Their collisions with well defined rules produce the points of high amplitude in the chaotic field. Such pattern can be called “soliton turbulence” [11,13,14].

An interesting situation arises when the chaotic motion starts with a continuous wave (cw) perturbed by a random component [7–9]. In our recent work [9], we have found that the resulting chaotic dynamics is caused not only by solitons. Breathers and their interactions are also involved into the dynamics. In the general case, the chaotic dynamics is defined by the relative number of solitons and breathers that are excited at the beginning of the process.

Clearly, the presence of the cw component in the initial conditions leads to the excitation of breathers through modulation instability. The competing process is the excitation of solitons which happens when the initial noise level is increased. A greater number of solitons in comparison to breathers results in a greater probability of generating rogue waves. This leads to the elevated tails of the probability density function (PDF) of the chaotic wave field [9]. A question arises: can we detect the presence of breathers and solitons measuring the physical spectra of these chaotic fields? The spectrum is one of the most common measurements that can be easily done experimentally both in optics and for oceanic waves. Our present work provides a detailed answer to this question and gives an elaborate description of the processes of excitation of solitons and breathers within the integrable turbulence.

II. MODEL

A classical example of integrable turbulence is based on the nonlinear Schrödinger equation (NLSE) [7–9] which is an ubiquitous equation used to describe nonlinear dynamical systems, such as nonlinear waves in optics [15–17], ocean gravity waves [18,19], Bose-Einstein condensates [20,21], waves in plasmas [22,23], and many others. Such universality makes the results obtained in one discipline applicable, with some adjustments, to other fields [24].

Despite being one of the simplest among the nonlinear partial differential evolution equations, the NLSE has provided
us with a deep understanding of how the nonlinear dynamical world operates. Importantly, it is a unique equation that combines particle and wave properties in the same description. Namely, particles in the form of solitons and waves in the form of carrier oscillations are contained in the same solutions.

Another significant property of the NLSE is its integrability [25]. This is a unique property of a selected class of nonlinear evolution equations. Integrability allows us to find solutions of this equation. More generally, it provides us with an opportunity to make a deeper analysis of what happens in wave evolution, not only in simple cases like one-soliton solution, but even in such a complicated situation as the turbulent motion. The inverse scattering technique (IST) is the main tool that can be used for at least a qualitative analysis of the phenomenon that we call “integrable turbulence.” With this aim in mind, we start with writing the nonlinear Schrödinger equation in a dimensionless form:

\[ i\psi_\xi + \frac{1}{2}\psi_{\tau\tau} + |\psi|^2\psi = 0, \]

where \(\xi\) is the evolution variable, \(\tau\) is the transverse variable, and \(\psi\) is the envelope of the function describing the physical field of interest.

As with any other evolution equations, the dynamics described by Eq. (1) is completely determined by the initial conditions. Thus, here, we are operating with the so-called deterministic chaos. However, in contrast to chaos in systems with a finite number of degrees of freedom such as the logistic map [26], the Lorenz model [27,28], or the Hénon-Heiles system [29], chaos in systems with an infinite number of degrees of freedom, including Eq. (1), is governed by different principles. Some concepts developed for simpler systems such as strange attractor, period doubling, etc. may be further broadened and applied to special solutions of systems with an infinite number of degrees of freedom [30]. However, we stress that these concepts can only be applied to specific cases, for example, when dealing with localized solutions [30]. Such solutions can be characterized by one or two evolving parameters, say, soliton amplitude and width. This trickery effectively reduces the number of degrees of freedom in the system that we are operating with. On the other hand, the chaotic motion in systems with an infinite number of degrees of freedom comprises a whole new world which acquires completely new features. One of these features is the presence of rogue waves which are either doubly localized solutions of nonlinear partial differential equations [31] or high amplitude peaks created by the collision of breathers or solitons and mutual collisions between them [32]. The rogue waves obviously do not have analogs in the case of low dimensional systems such as the logistic map.

Dealing with deterministic chaos in such systems requires a special approach to the initial conditions. Two initial conditions even having the same set of parameters of a chaotic function lead to different dynamics along the evolution variable. They could be exponentially diverging in the corresponding infinite-dimensional phase space. However, it is not the distance between these diverging trajectories that is the main point of interest as in the Lorenz model. Consequently, we do not introduce the Liapunov exponent here. A better approach is to use a variety of initial conditions to generate many realizations of chaotic dynamics. Averaging their characteristic parameters provides us with the most likely pattern of chaos that can be observed in experiments.

### III. Initial Conditions

Following our previous work [9], we use the initial conditions in the form of a constant background perturbed by a random function:

\[ \psi(\tau,0) = \frac{1}{\sqrt{Q}} [1 + \mu f(\tau)]. \]

where \(f(\tau)\) is a complex function, with its real and imaginary parts being two independent Gaussian distributed and Gaussian correlated random functions. They are characterized by the same variance \(\sigma_f^2 = 1\), same zero mean values \(\langle f \rangle = (0,0)\), and same correlation length \(L_c\). Once \(\mu\) and \(f(\tau)\) are given, the factor \(Q\)

\[ Q = \frac{1}{T} \int_0^T |1 + \mu f(\tau)|^2 d\tau, \]

is used to normalize the mean value of the field intensity to unity. Here \(T\) is the period of our numerical grid.

We have solved Eq. (1) with initial conditions (2) using a standard split step Fourier method. Our numerical method restricts us to use periodic boundary conditions in \(\tau\). Thus the initial conditions are chaotic only within this period. The larger the period, the closer are the results to the case of a chaotic field without boundaries. For this reason, we always deal with long periods. We used different step sizes and various periods, \(T\), to make sure that our results are free of numerical artifacts.

The variation of the coefficient \(\mu\) allows us to select the desired standard deviation for the function \(\psi\) and therefore for the initial field intensity \(|\psi(\tau,0)|^2\), to which we shall refer from now on as \(\sigma = \sigma(0)\), the initial standard deviation of the field intensity distribution. Namely,

\[ \sigma(0) = \sqrt{\langle I(0)^2 \rangle - \langle I(0) \rangle^2}, \]

where

\[ \langle I(\xi)^n \rangle = \frac{1}{NT} \sum_{i=1}^N \int_0^T |\psi_i(\tau,\xi)|^{2n} d\tau, \]

while \(N\) is the number of realizations, typically one thousand. Roughly speaking, \(\sigma(0)\) and the initial \(L_c = L_c(0)\) give us the estimates of the mean height and the mean width of the waves in the initial wave field, respectively.

As it was clearly demonstrated in Ref. [9], integrable turbulence is characterized by the nonlinear modes of the system that we are dealing with. These are solitons, breathers, and small amplitude radiation waves. Their numbers, once the elementary modes are created, i.e., once the initial conditions are chosen, do not change during evolution. This is one of the fundamental results of the inverse scattering technique (IST) [25]. And it is a mere manifestation of the fact that the chaotic dynamics in an integrable system is completely deterministic and entirely defined by the initial conditions. Each individual initial condition contains a fixed number of modes. These numbers vary when choosing one random function \(f(\tau)\) or another. However, the average number of excitations is fixed by the initial parameters \(\mu\) (that fixes \(\sigma\)) and \(L_c\).
There are three major mechanisms that contribute to the formation of the chaotic wave field. One is modulation instability (MI) that is responsible for the generation of breathers, the second one is the motion of solitons in all possible directions, and the third one is the interference pattern of the large number of small amplitude radiation waves. All three mechanisms contribute to the turbulent wave field of mixed type. As it was found in [9], initial conditions with small $\sigma$ generate mainly Akhmediev breathers (ABs). At larger $\sigma$, both ABs and solitons are generated. At the largest $\sigma$, mainly solitons with various velocities result from the chaotic initial conditions. These nonlinear modes with high amplitudes are always located in the sea of small amplitude radiation waves.

IV. EIGENVALUES OF THE IST

Breathers that appear as a result of modulation instability are mostly excited when $\mu$ is small or, equivalently, when the parameter $\sigma$ is small. In order to show this, we have calculated the IST eigenvalues for several initial conditions the same way as it was done in [9]. Figure 1 shows the IST eigenvalues, $\lambda$, calculated for 10 realizations of the function $f(\tau)$ in Eq. (2). In particular, Fig. 1(a) shows the results for $\sigma = 0.05$, while Fig. 1(b) shows the results for $\sigma = 0.1$. When $\psi(\xi = 0, \tau) = \text{const}$, i.e., for $\mu = 0$, all eigenvalues must be purely imaginary, i.e., located along the vertical axis, and its imaginary part must be less than 1. They correspond to ABs. Small deviations of $\sigma$ from zero leave them practically on the imaginary axis. This is clearly seen in Fig. 1(a). Small chaotic deviations from the chaotic function $\psi(\xi)$ in Fig. 1(b) for the higher value of $\sigma = 0.1$. We can also notice that, for $\sigma = 0.1$, the imaginary part of some eigenvalues exceed slightly $+i$. This part of the IST spectrum may correspond to the Kuznetsov-Ma solitons (solitons on a finite background) [33]. At the same time, a multiplicity of eigenvalues appear close to the real axis. These correspond to small amplitude radiation waves. For the values of $\sigma$ smaller than 0.05, the eigenvalue distribution is practically the same as in Fig. 1(a). Moreover, for these small values of $\sigma$, the influence of the correlation length $L_c$ is negligible.

The upper limiting point $\lambda = i$ in the IST spectrum corresponds to the Peregrine breather [34,35]. It has a peak amplitude of 3 which is the maximum possible value for breathers. The eigenvalues located below the point $\lambda = i$ on the imaginary axis correspond to ABs, which have lower amplitudes. They continuously occupy the whole interval of unstable frequencies inside the modulation instability gain curve. Discreteness in Fig. 1 is due to the use of periodic boundary conditions in our numerical scheme. Ten realizations with different numerical periods are used in each case to get a denser distribution of eigenvalues along the vertical axis. The same effect could be obtained by increasing the number of mesh points and $T$. In the eigenvalue problems, we are limited numerically to use no more than 16384 mesh points. In most cases we used 8192 points and verified that the results were virtually identical with the case of 16384 points.

Modulation instability generates breathers with all possible frequency components within the instability band, i.e., for $\omega$ in the interval $[-2,2]$. In other words, all eigenvalues below the point $i$ are excited with equal probability. Similar to solitons, individual breathers, once excited, propagate along the $\xi$ axis indefinitely. Moreover, their interaction is similar to the interaction of solitons. Breathers collide but do not change their parameters except for a phase shift along the propagation direction. This can be seen from the exact solutions for the collision of breathers [36]. A general scheme for analyzing the collision of $N$ breathers has been given in Refs. [37,38]. For a finite number of breathers, all results could be presented in analytical form. When dealing with chaotic wave fields, we assume the presence of an infinite number of breathers with slight variations of initial conditions for each of them. In this case, a similar analysis of their interaction based on general rules [38] may provide a qualitative description of the wave patterns.

The ideal breather grows exponentially from a constant background, reaches its maximum amplitude, and decays, also exponentially at $\xi \to +\infty$. The exponential growth-decay cycle of each breather with the growth rate of the MI given by $\delta = \omega \sqrt{1 - \omega^2}/4$ depends on its transverse frequency $\omega$. Thus the location of the maximum amplitude along the $\xi$ axis varies significantly from one breather to another. For smaller $\delta$, this point may be shifted far away from the initial point $\xi = 0$. On the other hand, for a finite initial perturbation, each AB starts with a small but finite amplitude. It also depends on the initial chaotic field variations, i.e., on $\sigma$. Moreover, initial amplitudes are also chaotic due to the uncertainty of a particular frequency component in the chaotic function $f(\tau)$.

In terms of nonlinear dynamics theory, the ideal AB starts from a saddle point and ends at another saddle point as explained in [39]. Due to the exponential tails, this trajectory requires an infinite amount of time for the whole cycle of evolution. On the contrary, the breather created from the chaotic initial conditions starts from one of the nearby hyperbolic orbits. These orbits are periodic rather than heteroclinic as shown in Fig. 1 of [39]. Periods of these orbits are finite. They are highly sensitive to the deviations from the heteroclinic orbits. Consequently, the points in $\xi$ where each individual breather reaches its maximum move closer to the initial point $\xi = 0$. Moreover, the points of maxima are repeated periodically. Their location depends on the growth rate $\delta$ as well as on the initial deviation from the heteroclinic orbit. The evolution of these periodic breathers amended by collisions continues indefinitely. Collisions add a phase shift to each AB [36,37] otherwise leaving them intact.

![FIG. 1. Set of complex eigenvalues of the IST, $\lambda$, calculated for ten realizations of the initial conditions given by Eq. (2) with (a) $\sigma = 0.05$ and (b) $\sigma = 0.1$. As the eigenvalues appear in complex conjugate pairs, only the upper half of the complex plane is shown in each panel. For these values of $\sigma$, the value of $L_c$ hardly makes any difference.](attachment:image.png)
All breathers excited from the initial condition (2) comprise a composite \( N \)-breather solution \([38]\), with \( N \) being the total number of breathers. As explained above, the period of the evolution along the \( \xi \) variable varies significantly from one AB to another. Moreover, these periods are incommensurate. Thus their nonlinear superposition leads to a continuous chaotic dynamics. Only the initial stage that starts from a cw has a distinctive exponential growth dominated by the maximal growth rate of the modulation instability. Once all breathers are excited, the rest of the evolution reaches a “steady” chaotic state with certain deviations around its mean value. The starting point \( \xi = 0 \) is unique in the sense that all breather modes start here from small perturbations simultaneously. This state never repeats due to the multiplicity of modes and because their periods along \( \xi \) are incommensurate.

This process is confirmed by our numerical simulations. We calculated the changes of the standard deviation \( \sigma(\xi) \) along the axis \( \xi \) for several initial values of \( \sigma \). Each curve in Fig. 2 shows the \( \xi \) dependence of the standard deviation of the field intensity calculated for one thousand realizations with the same initial statistical parameters. The period, \( T \), of each realization was taken to be 800, and sampled with 131072 points. Nine initial values of \( \sigma \) are used while \( L_c \) is kept constant (=1.2). The horizontal scales used in the left and in the right halves of the figure are different to show more clearly the initial variations and the convergence of each \( \sigma(\xi) \) curve to a stationary value.

The lowest (short dashed magenta) curve in Fig. 2 shows the result for the value of \( \sigma = 0.075 \). For this smallest \( \sigma \), nearly all IST eigenvalues correspond to ABs as can be seen from Fig. 1. Thus this case illustrates the “breather turbulence.” The initial growth of \( \sigma \) is exponential as expected from the above description with the maximal growth rate of MI. After reaching its first maximum amplitude the AB with the maximum growth rate returns to its initial stage. Correspondingly, this curve shows a few oscillations related to the periodic evolution of this component. The ABs with other frequencies also grow although with a slower rate. When most of the ABs are excited, the curve shows the signs of the “steady” chaotic state.

The increase of \( \sigma \) pushes the IST eigenvalues off the imaginary axis. One example of the eigenvalue relocations as the initial \( \sigma \) increases is shown in Fig. 3(a). A portion of the function \( f(\tau) \) used for these calculations is shown in Fig. 3(b). It is fixed but \( \mu \) increases continuously together with the initial \( \sigma \). Consequently, the IST eigenvalue relocation is also continuous and specific for this case. The eigenvalues move along certain trajectories in the complex plane which are determined by the function \( f(\tau) \). Importantly, they all move away from the imaginary axis. Different functions \( f(\tau) \) result in similar shifts of the eigenvalues but along different trajectories. As a result, for many realizations of the random function \( f(\tau) \) the IST eigenvalues would be dispersed randomly on the complex plane. The region that they occupy in the complex plane becomes wider when the initial \( \sigma \) increases.

To summarize, for small \( \sigma \) (the smallest one considered here is 0.2), the IST eigenvalues shown by magenta stars are located on the imaginary axis or very close to it. Most of them are located below the point \( i \), indicating that the nonlinear modes are mainly ABs. The growth of \( \sigma \) disperses the eigenvalues away from the imaginary axis and above the value \( i \). The latter correspond to solitons with a range of amplitudes and velocities. The net result of increasing \( \sigma \) is the split of breathers into solitons with each having individual amplitude and velocity. For better resolution, Fig. 3(a) shows only the eigenvalues contained within the interval of real parts \([-0.5,0.5]\) and with imaginary parts above 0.5.

![Fig. 2. Evolution of the standard deviation of the field intensity for nine initial values of \( \sigma \) (namely, from the lowest curve to the highest: \( \sigma = 0.075, 0.22, 0.36, 0.48, 0.62, 0.70, 0.79, 0.88, \) and 0.98) and correlation length \( L_c = 1.2 \). Each curve converges to a different steady value that corresponds to a different chaotic state that lasts indefinitely. The value of \( \sigma \) at \( \xi \to \infty \) depends on the initial value \( \sigma(0) \). Note that the horizontal scales to the left and to the right of the point \( \xi = 20 \) are different.](image)
V. CONVERSION OF BREATHER TURBULENCE INTO SOLITON TURBULENCE

Larger values of \( \sigma \) result in practically no eigenvalues left exactly on the imaginary axis. The set of eigenvalues obtained for 30 realizations of the random function \( f(\tau) \) with fixed \( L_c \) and \( \mu(\sigma) \) is shown in Fig. 4. In order to see more clearly the randomness of the eigenvalues, two specific realizations are singled out and represented by red triangles and blue circles, respectively. Increasing the number of realizations results in denser filling of the complex plane around the real and imaginary axes.

Practically all eigenvalues in Fig. 4 correspond to solitons rather than breathers. Their amplitudes are twice the imaginary part of the eigenvalue. Solitons gain velocity which is defined by the real part of the complex eigenvalue. Moreover, these solitons are located on a background that consists of a sea of radiation waves. Thus, when the perturbation is comparable to the amplitude of the initial cw, the continuous spectrum of breathers is replaced by the spectrum of solitons. Figure 4 shows clearly such a transformation, when compared with Fig. 1.

Therefore, as \( \sigma \) increases, the number of breathers decreases, whereas the number of solitons increases. Moreover, the amplitudes and velocities of solitons also grow. The chaotic dynamics is then caused by the collisions between breathers, between solitons, and between breathers and solitons. At the highest values of \( \sigma \), all breathers are completely destroyed and the chaotic behavior is fully originated by the solitons and their collisions. Thus the increase of \( \sigma \) causes the transition from “breather turbulence” to “soliton turbulence.”

Within the soliton turbulence, most of the nonlinear modes that lead to high amplitude peaks are solitons and their collisions. As we can see from Fig. 4, the imaginary part of the eigenvalues can be higher than 1 and reach a value of almost 2. Thus the soliton amplitudes may reach a value close to 4. This is higher than the maximal amplitudes that breathers can reach. In contrast to breathers, solitons do not experience an exponential growth. They are generated practically from the very beginning of the evolution at \( \xi = 0 \). Therefore, the larger the initial \( \sigma \), the sooner the stationary value of \( \sigma \) is reached. This can be seen from Fig. 2. Still existing transition to the soliton turbulence regime at higher \( \sigma \) is related to the process of

VI. PROBABILITY DENSITY FUNCTIONS

Just as any other measurable parameter of the chaotic state, the probability of having certain maximal intensities also saturates and reaches a limiting value at \( \xi = 100 \). Then the corresponding probability density function can also be considered to remain unchanged during the following evolution beyond \( \xi = 100 \) up to very high values of \( \xi \). These limiting curves calculated for the same set of initial \( \sigma \) values as in Figs. 2 and 5 are presented in Fig. 6. The larger the initial \( \sigma \), the higher is the tail of its corresponding PDF. This is expected as the increase of \( \sigma \) leads to the generation of solitons with increased amplitudes and velocities. Thus the intensity at their collision points and the number of collisions are also higher.

VII. INFLUENCE OF THE CORRELATION LENGTH

The parameter \( \sigma \) is not the only one that controls the chaotic function in the initial conditions. The second important parameter is the correlation length \( L_c \). While \( \sigma \) provides an estimate of the mean height of the chaotic wave field, the correlation length \( L_c \) gives us an estimate of the mean width

FIG. 5. Evolution of the mean highest amplitude obtained by averaging the peak amplitude over the same thousand of realizations as in Fig. 2. The mean maximum in all cases is above the value 3 which is the amplitude of the Peregrine soliton [35].
of the chaotic field variations. In other words, it shows how smooth or sharp are the initial field variations.

Numerical simulations show that at small $\sigma$ the correlation length does not influence the results. This happens because the ABs are not influenced by this parameter. The whole dynamics is determined by modulational instability. The IST eigenvalues in Fig. 1 are located on the imaginary axis no matter what is the value of $L_c$. Thus the whole AB dynamics remains the same as explained above. On the other hand, the excitations of solitons depends on the details of the initial perturbation function. In order to evaluate its influence, we have calculated the IST eigenvalues for one realization of the chaotic function with fixed high $\sigma = 0.84$ and a correlation length that increases continuously from 0.5 to 1.0. The results are shown in Fig. 7(a). As before, for the sake of clarity, we show only those eigenvalues whose imaginary part is greater than 0.5 and its real part is in the interval $[-5,5]$. We can see that the IST eigenvalues are continuously relocating on the complex plane when $L_c$ is changing, with a clear tendency to increase its imaginary part and decrease the absolute value of its real part, as $L_c$ increases. Similar results are obtained if the cw is removed from the initial conditions. This case is shown in Fig. 7(b). Here, $\sigma = 1$ and we deal with an even greater variation of $L_c$, namely from 0.5 to 1.5. The general tendency is the same in both cases: the soliton amplitudes increase while their velocities decrease.

For most of the eigenvalues, but not for all of them, the absolute value of its real part decreases when increasing $L_c$. This means that the soliton velocities change and in average they decrease. However, the most dramatic effect that the change of $L_c$ makes is the systematic increase of the imaginary part of the eigenvalues. This means that the soliton amplitudes become higher for higher $L_c$. This must lead to the increase of the rogue wave amplitudes. This conclusion is confirmed by the numerical simulations. On the other hand, the decrease of the soliton velocities reduces the number of their collisions. This second effect tends to partially compensate the growth of the amplitudes. Thus the effect of changing $L_c$ is weaker than that of changing $\sigma$.

Figure 8 shows the probability density functions calculated for various $L_c$. For small $\sigma = 0.1$, all three PDF curves are practically the same. This case is not shown here. However, for higher values of $\sigma$, namely 0.48 and 0.78, the tails of the curves are more elevated for higher $L_c$. This can be seen from Figs. 8(a) and 8(b). Our detailed calculations show that the difference in the rogue wave amplitudes can reach two orders of magnitude when increasing $L_c$ up to 1.8.

Thus the integrable turbulence provides us with two parameters in the initial conditions that allow us to control the number of extreme events in the chaotic wave field. Choosing higher values for each of them allows us to increase the amplitudes of rogue waves by orders of magnitude. Thus the control can be very efficient.

**VIII. PHYSICAL SPECTRA**

One of the main characteristics of a chaotic wave field measured in experiments is its physical spectrum. Spectra are commonly measured in optics and they are also useful in water wave studies [40]. When other parameters of the chaotic wave field are stabilized, the spectrum also gets a roughly...
fixed shape. One example is shown in Fig. 9. Spectra in this figure are averaged as in the previous cases over one thousand realizations. Here, the red dashed curve corresponds to the average initial spectrum, while the blue curve is the average spectrum at $\xi = 100$. It is almost the same spectrum as at $\xi = 10$ shown by the orange solid curve confirming that the steady spectrum is quickly reached. This specific shape of the spectrum is observed when $\sigma$ is small. Namely, $\sigma = 0.1$ in this particular case. This value of $\sigma$ corresponds to “breather turbulence” as explained above. Consequently, this shape of the spectrum is also characteristic for the breather turbulence. This spectrum is hardly influenced by the value of $L_c$.

The spectrum of the initial conditions shown in red in Fig. 9 consists of a central peak due to the cw component and a parabolic background due to the Gaussian correlated noise component. The central peak decreases in evolution spreading its energy into the multiplicity of sidebands within the MI instability band. All frequency components are amplified due to the MI. The growth rate for each frequency $\omega$ is given by $\delta = \omega\sqrt{1 - \omega^2/4}$. This growth rate is real within the interval of frequencies $[-2, 2]$. These frequencies are the only ones amplified at the beginning of the propagation. Correspondingly, the spectrum in Fig. 9 has an elevated part exactly in this interval resulting in the characteristic “onion dome” shape. This is an additional confirmation that most of the modes in the chaotic wave field are ABs. The tails of the spectrum also grow from a parabolic shape to the universal “dome” shape. This is an additional confirmation that most of the modes in the chaotic wave field are ABs. The tails of the spectrum change their shape accordingly. A sequence of such transformations is shown in Fig. 10. The onion dome shape is still in place for the lower values of $\sigma$ up to 0.2 but gradually diminishes at higher $\sigma$ showing the replacement of breathers by solitons. This specific shape completely disappears at the values of $\sigma$ close to 0.9 indicating that most, if not all, high amplitude modes are now solitons. The red dashed curve in Fig. 10 is the ultimate example of the transformed spectrum. This shape corresponds to solitons moving with nonzero velocities in all possible directions. This leads to the tails of this spectrum being elevated in comparison to the spectral tails in the breather case.

Very roughly, the spectrum of the field in the case of soliton turbulence can be estimated in the assumption that it is produced as a superposition of the spectra of the individual solitons. In doing this, we ignore soliton collisions. We consider the density of solitons to be low so that the number of collisions are much smaller than the number of solitons. Collisions transform the spectrum of individual solitons and may distort the overall spectrum. To be specific, soliton profiles are given by the expression $2b \text{sech}(2b\tau) \exp(2i\omega\tau)$, where $a$ and $b$ are the real and imaginary parts of the IST eigenvalues. The corresponding Fourier spectrum of these solitons is given by the expression $\pi \text{sech}[\pi(w - 2a)/2b]$. In the accepted approximation, the square of the sum of the individual soliton Fourier transform is the overall spectrum of the soliton turbulence.

In order to obtain the experimentally observable spectrum, these spectra must be averaged over the number of realizations. In these simulations, we used 26 realizations. Each realization consisting of 8192 points sampling the temporal interval [0, 100]. The results are shown in Fig. 11. Each curve in this figure is for a specific correlation length: dotted green ($L_c = 1$), dashed blue ($L_c = 2$), and solid red ($L_c = 0.5$). The spectra reveal some oscillations in the tails for the smallest $L_c$. This is due to the eigenvalues with imaginary parts being close to zero and due to the insufficient number of data. Otherwise, the qualitative features of the central parts of the curves are the same as for the red and orange curves in Fig. 10. A more precise comparison shows deviations due to the fact that soliton collisions and small amplitude radiation waves have been ignored in the estimates.

In contrast to the case of the breather turbulence, the spectra of the soliton turbulence strongly depend on the correlation length $L_c$. This happens because the amplitude and velocity distribution of solitons in the chaotic field strongly depends...
on the correlation length. As a result, the spectra also depend on $L_c$. This can be seen in Fig. 11. In order to demonstrate this dependence more clearly, we made simulations removing completely the breather part of the chaotic field. Namely, in these simulations, we omit the cw in the initial conditions leaving only the chaotic function $f(\tau)$. $\mu$ is then irrelevant due to the normalization factor $Q$, and the variance is therefore imposed to be unity. The results are shown in Fig. 12.

Wave fields with initial small correlation length, such as $L_c = 0.19$, show a wide spectrum with low amplitude components that do not change on propagation [see Fig. 12(a)]. The spectrum at $\xi > 100$ is almost an exact copy of the initial spectrum. This indicates that the spectral components correspond to small amplitude radiation waves, and their propagation is linear. Initial parabolic spectrum stays nearly intact during the whole evolution process. The chaotic field in this case does not contain solitons. The latter are the only nonlinear modes that have a potential to change the spectrum.

Increasing the correlation length to $L_c = 0.78$ in the initial conditions makes the initial spectrum narrower but raises the spectral components in the middle. The central part of the spectrum now reaches the zero level which is sufficient for turning on the nonlinearity and for generation of solitons. The resulting chaotic field is now a mixture of solitons and small amplitude radiation waves. Moreover, solitons may acquire velocity which is given by the real part of the IST eigenvalues shown in Fig. 4. The value of the velocity is directly proportional to the corresponding frequency component. This way, the energy is transported from the center of the spectrum to its tails. This process elevates the tails of the spectrum and depletes its middle part. This case is shown in Fig. 12(b).

Similar elevation of the tails of the initially Gaussian spectrum has been observed numerically and experimentally in Ref. [6]. However, the authors of [6] mostly concentrated on the case of fiber with normal dispersion when breathers and bright solitons do not exist. Clearly, the physical reasons for the spectrum widening in that case are different.

Further increase of the correlation length to $L_c = 1.8$ elevates the central part of the spectrum above the zero line at the expense of the tails. This, in turn, increases the number of solitons, their amplitudes, and modifies the distribution of their velocities, thus elevating the tails of the spectrum even higher. This case is shown in Fig. 12(c). The spectrum widens further due to the increased energy transport by solitons from the central area of the spectrum to its tails.

**IX. CONCLUSIONS**

In this work, we have found two regimes of chaotic wave generation that we call breather turbulence and soliton turbulence. Which one is generated depends very much on the initial conditions. There are also intermediate cases when both breathers and solitons contribute to the chaotic pattern on an equal basis. For an integrable system, the initial conditions determine the set of IST eigenvalues. Their location on the complex plane is crucial for further evolution of the wave field. Numerical simulations provide the distribution of IST eigenvalues on the complex plane that allows us to analyze the follow up dynamics.
We have found that two parameters of the initial chaotic functions are essential to fix the number of rogue waves in the resulting chaotic wave field: $\sigma$ and the correlation length $L_c$. The parameter $\sigma$ influences the relative number of breathers and solitons in the resulting chaotic wave field while the parameter $L_c$ mainly influences the amplitudes of the solitons. Both mechanisms increase the amplitudes of rogue waves. Namely, the increase of $\sigma$ leads to the increase of the number of solitons, while the increase of $L_c$ leads to the increase of soliton amplitudes but does not influence the breathers. These values, in turn, influence the measurable parameters of the chaotic wave state, such as the probability density functions and its physical spectra. The relation between the parameters of the initial conditions and the external measurable ones is essential for experimental studies of the chaotic wave states.

An additional insight on the breather versus soliton turbulence can be provided with the analysis of the Hamiltonian, $H$, for the chaotic solutions. This approach has been initiated by Connaughton et al. in [42]. As the authors of [42] noticed, the Hamiltonian plays the role of an effective “temperature” for the microcanonical statistical ensemble. Being a conserved quantity, the Hamiltonian characterizes the state of the system during its whole evolution in $\xi$. Although we have made the calculations of $H$ for all cases above, these data require a deeper analysis than we presently are able to provide and we leave these studies for a separate publication.
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