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Abstract

In this thesis, we study several non-rigid dense image registration algorithms, and a special attention is given to over-fitting and under-fitting problems, which have identified as two major causes to limit accuracy of non-rigid image registration.

In order to eliminate their impacts, two essential factors, leading to over-fitting and under-fitting, are specifically analysed in this thesis. They are **ill-posedness** and **low expression power of geometric transformation**. After that, we propose three new algorithms in this thesis, namely (a) two-phase probabilistic second-order Demons Algorithm, (b) learning varying dimension radial basis functions (LVDRBF), and (c) Cross-cumulative residual entropy (CCRE) based LVDRBF.

- **Two-phase probabilistic second-order Demons Algorithm**
  In this algorithm, a divide-and-conquer strategy is presented to reduce effects of under-fitting and over-fitting through addressing **ill-posedness** and **low expression power of geometric transformation**.

  Firstly, **ill-posedness** is successfully solved with incorporating priori information into probabilistic second-order Demons Algorithm. After that, registration errors caused by **low expression of the rectangle free-form transformation** are rectified by a two-phase deformation strategy.

  This two-phase probabilistic Second-order Demons Algorithm [54] extends the applications of Demons Algorithm from homogenous region to texture-rich image.

- **Learning varying dimension radial basis functions (LVDRBF)**
  Different from divide-and-conquer strategy in two-phase probabilistic second-order Demons Algorithm, “learning varying dimension RBF” [53], can tackle **ill-posedness** and **low expression power of geometric transformation**, simultaneously.
To achieve this purpose, a matched data-pairing set is established via Lucas-Kanade-Tomasi feature tracking algorithm to be a latent control point library. Then, the “best” RBF transformation with the optimal number and the appropriate locations of control point is found by an iterative learning process based on this latent control point library, in order to eliminate impacts of low expression of the rectangle free-form transformation. Meanwhile, ill-posedness is solved by incorporating Bayesian framework into warping parameter estimation in this iterative learning process.

This new algorithm not only increases the accuracy of image registration, but also provides a strategy to establish the “best” RBF transformation and search for optimal corresponding warping parameters.

- **Cross-cumulative residual entropy (CCRE) based LVDRBF**

Because the need for multi-modality image registration occurs in many applications including computer vision, remote sensing, and especially medical image processing, thus we present an improved “CCRE based learning varying dimension RBF” for multi-modality dense image registration. CCRE as a similarity measure not only contributes to the extension of application of learning varying dimension RBF from single-modality to multi-modality image registration, but also increases its robustness owing to property of CCRE.
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Introduction

Contents:
§1.1 Overview of Image Registration
  • The meaning of Image Registration
  • Importance and applications of image registration
  • Classification of image registration
  • Image Registration Procedure Flow
  • Nature of Geometric Transformations
    • Global Transformations (Affine transformation)
    • Local Transformations (RBF transformation)
§1.2 Literature Review
  • Optical-flow based methods
  • Information theory-based methods
§1.3 Thesis Contribution
§1.4 Thesis Outline

1.1 Overview of Image Registration

In this section, we will answer a set of questions concerning "image registration", such as what is image registration? why it is so fundamental? how to classify different types of image registration? what is the generic process flow of image registration?

Image registration is the process of transforming different sets of data into one coordinate system. Data here may be multiple photographs, taken from different modalities, from different times, or from different viewpoints. From an operational point of view, the inputs of registration are two images to be geo-
metrically registered, which are often referred to as the sensed image and the reference image. The output is a geometric transformation, which is a mathematical mapping from points in the sensed image to the corresponding points in the reference image. When all corresponding points are mapped together, the registration is successful. Thus, the determination of this correspondence is a crucial problem specific to the domain of objects being imaged.

According to the database of the Institute of Scientific Information (ISI), in the last decade, more than 1000 papers have been published on the topic of image registration [57]. Why is image registration so important that attracts so much attention? This is because image registration is a fundamental step in almost all image analysis techniques (e.g. Object Tracking [29], Appearance Active Model-AAM [28] and Structure From Silhouette-SFS [14]). Additionally, image registration methods have been applied to several applications as mentioned previously and illustrated in Figure 1.1, namely medical imaging (e.g. PET/CT - combination between PET and CT data can assist doctors to monitor tumor growth and verify treatment effects [13]), remote sensing (e.g. image mosaicing is used to create super-resolution images, monitor and detect environmental change [12]), computer vision (e.g. SFM - finding structure from motion sequence, SFS - finding structure from silhouette [14] [15]), and robotics (e.g. Simultaneous Localisation And Mapping (SLAM) - using robots and autonomous vehicles to build up a map within an unknown environment or to update a map within a known environment while keeping track of their current location at same time [17]).

1.1.1 Classification of Image Registration

Image registration, as mentioned above, is widely used in remote sensing, medical imaging, computer vision and robotics. In general, its applications can be divided into three main groups based on the way of image acquisition:

- **Different viewpoints (multi-view analysis):** Images of the same scene are acquired from different viewpoints. The aim of this kind of application is to gain a larger 2D view or a 3D representation of the scene with these aligned images from different viewpoints.

This application has been extensively used in remote sensing domain, named as image mosaicing, which is to align different surveyed areas to create a super-resolution map (Figure 1.2-a). Additionally, this technique is also
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Figure 1.1: Application domains of image registration: (a). medical imaging-PET/CT used to diagnose tumor; (b). Geographical Information System-data overlapping (Town of Chapel Hill GIS Data and Services); (c). Computer Vision (object tracking)-Vision-based cells tracking [29]; (d). Computer Vision Appearance Active Model [28]; (e). Robotics-Simultaneous Localisation and Mapping [17].
applied in 3D reconstruction, for example, Structure From Silhouette-SFS [14], where the gathering estimated 3D localisation point clouds need a pre-alignment in order to reconstruct a reliable topological 3D model (Figure 1.2-b).

- **Different times (multi-temporal analysis):** Images of the same scene are acquired at different time, often on regular basis, and possibly under different conditions. It is to find and evaluate differences in the scene which appeared between the consecutive image acquisitions.

This technique is very important and already widely applied in the modern medical imaging area. For instance, in the image-guided radiation therapy (IGRT) [16], a patient’s CT images in different time are registered and analysed to determine pathological trends of tumor and provide relevant information to guide future plan of radiation therapy (Figure 1.2-c). Another similar medical imaging technique is the digital subtraction angiography (DSA), which is able to obtain the clear visualisation of blood vessels in a bony or dense soft tissue environment through subtracting a registered pre-contrast image from the later image produced using contrast medium (Figure 1.2-d).

- **Different modalities (multi-modality analysis):** Images of the same scene are acquired by different modalities, which is also called multi-modality image registration. The aim of this type of implement is to integrate the information obtained from different source streams in order to yield a scene representation with more details. Moreover, multi-modality image registration is able to provide useful information for either industry or medicine. Therefore, there are numerous multi-modality acquisition techniques.

In medical imaging domain, the primary goal of this technique is to assist doctors to make the efficient and accurate diagnosis through combining different information of both pathology and anatomy, for example combined CT/PET scanner (CT providing human anatomy data, PET supplying human pathological data) (Figure 1.2-e). In industrial area, 3D model are usually required to align with a corresponding 2D image to make actual pose evaluation of object in 2D image (Figure 1.2-f).
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(a) GIS-Map Mosaicing  
(b) Structure From Silhouetted [14]

(c) Image-guiding Radiation Therapy (IGRT)  
(d) Digital Subtraction Angiography (DSA) of Brain

(e) Combined CT/PET image  
(f) 3D-2D Vehicle pose recovery

Figure 1.2: Classification of image registration: 1st Multi-view analysis category: (a) Map Mosaicing (CVLab, University of Bologna); (b) Structure From Silhouette [14]. 2nd Multi-temporal analysis category: (c) Image-guiding Radiation Therapy (URL:www.wordpress.com); (d) Digital Subtraction Angiography. 3rd multi-modality analysis category: (e) combined CT/PET image (New England PET Imaging System); (f) 3D-2D vehicle pose recovery.
1.1.2 Generic Processing Flow

To further understand image registration, we illustrate generic processing flow of image registration in this section. It is difficult to propose an unified definition of image registration, due to numerous image registration techniques are developed for different purpose (e.g. GIS, Medicine, Robotics and etc.). Additionally, these techniques must take registration error tolerance, application-dependent data characteristics, and even the noise corruption into consideration. Nevertheless, most image registration methods contain the following four steps:

- **Step 1. Feature detection:** Some image registration methods directly begin with point matching process (i.e. Step 2) based on all pixels of the entire image, but others rely on feature detection as the first step. Feature detection (e.g. closed-boundary regions, contours, corners, etc.) can improve computational efficiency and also make the algorithm immune to noise. For further process, these features can be represented by their point representatives, i.e. so called “control points” in the literature.

- **Step 2. Point/Feature matching:** In this step, pixel correspondences will be established between the sensed image and the reference image through minimising or maximising a similarity measure function (e.g. minimising sum of squared errors (SSE) for single-modality registration [30]; maximising mutual information for multi-modality registration [50]). Additionally, the pixel correspondences will be fitted to a specific geometric transformation, which is used to represent the deformation between the two images.

- **Step 3. Geometric transformation estimation:** Geometric transformation estimation could be referred as the most important step of all steps. As mentioned previously, an estimated geometric transformation is the output of image registration, which is actually used to align the sensed image with the reference image.

Generally, the geometric transformations can be divided into two classes, global transformations and free-form transformations, which will be reviewed in the later section. Furthermore, each kind of geometric transformations not only determine the scope of image registration, but also correspondingly affect the registration performance. This is the second reason that geometric transformation estimation is the most essential step.
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- Step 4. Image re-sampling and generation: After the sensed image aligning with the reference image via a geometric transformation, pixel values in non-integer coordinates must be computed by an appropriate interpolation technique. The choice of re-sampling technique depends on the trade-off between the demanded accuracy of the interpolation and the computational complexity. Nearest-neighbour or bilinear interpolation are sufficient in most cases. However, some applications demand better methods.

1.1.3 Nature of Geometric Transformations

An appropriate geometric transformation function should be chosen according to a priori knowledge about the image acquisition process and expected image degradations. If this priory information is unavailable, the geometric transformation should be flexible enough to handle possible degradations which might appear. Additionally, the complexity of geometric transformations is usually indicated by degrees of freedom (dof)\(^1\).

Geometric transformation is often grouped into two categories: global transformation and free-form transformation.

- Global Transformation

Global transformation could be recognized as the most fundamental of the geometric transformation, which is able to be frequently defined by bivariate polynomials of low degrees. Global transformation is simple to specify, which contains several globe components, namely translation, scaling, shearing and rotation. Additionally, there are also some important specific globe geometric transformations, such as Euclidean transformation, similarity transformation and affine transformation, which are different combinations of some global components.

- Global Components:

  The translation is a two dimensional vector \( t \) that may be specified by giving its two coordinates \( t_x \) and \( t_y \) relative to a set of \( x \) and \( y \).

\(^1\)degrees of freedom: degrees of freedom is equivalent to the number of independent parameters in geometric transformation, which is used in the formula to calculate these two values of each point.
Cartesian axes, as following:

\[
\begin{bmatrix}
x' \\
y'
\end{bmatrix} = \begin{bmatrix}
x \\
y
\end{bmatrix} + \begin{bmatrix}
t_x \\
t_y
\end{bmatrix}.
\] (1.1)

Other global components (scaling, shearing and rotation) can be represented by matrices. In linear algebra, this geometric transformation is written as \( T(x) = Mx \), where \( M \) is called transformation matrix of \( T(-) \), for rotation by angle \( \theta \) anticlockwise about the origin (denoted by \( R \)) is written as:

\[
\begin{bmatrix}
x' \\
y'
\end{bmatrix} = \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
x \\
y
\end{bmatrix}.
\] (1.2)

For scaling (that is, enlarging or shrinking, denoting as \( S' \)), we have:

\[
\begin{bmatrix}
x' \\
y'
\end{bmatrix} = \begin{bmatrix}
S_x & 0 \\
0 & S_y
\end{bmatrix} \begin{bmatrix}
x \\
y
\end{bmatrix}.
\] (1.3)

For shear mapping (denoted by \( K' \)), there are two possibilities, a shear parallel to the \( x \) axis and a shear parallel to the \( y \) axis. The matrix form are:

Parallel to axis \( x \):

\[
\begin{bmatrix}
x' \\
y'
\end{bmatrix} = \begin{bmatrix}
1 & K \\
0 & 1
\end{bmatrix} \begin{bmatrix}
x \\
y
\end{bmatrix},
\]

Parallel to axis \( y \):

\[
\begin{bmatrix}
x' \\
y'
\end{bmatrix} = \begin{bmatrix}
1 & 0 \\
K & 1
\end{bmatrix} \begin{bmatrix}
x \\
y
\end{bmatrix}.
\] (1.4)

**Euclidean Transformation:**

This type global transformation contains rotation and translation. The globe transformation metric can be written as: \( x' = Rx + t \), where \( x' = \{x',y'\}^T \) denotes transformed coordinates of \( x = \{x,y\}^T \). This global transformation preserves size, straightness and parallelism of lines and angles between lines.

**Similarity Transformation:**

This type global transformation consists of isotropic scaling, rotation and translation. Similar to Euclidean Transformation, the similarity transformation can be written as: \( x' = sRx + t \), where \( s \) is a positive scalar, sometimes known as a dilation. This transformation preserves straightness, parallelism of lines and angles between lines.
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- **Affine Transformation:**

  Affine transformation contains all of global components, and can be written as: $x' = Ax + t$, where transformation matrix $A = SRK$, a combination of scaling, rotation, and shearing. Additionally, there is no restriction on the elements $a_{ij}$ of the matrix $A$.

  Affine transformation preserves the straightness and parallelism of lines, but it allows angles between line to change. It is an important global transformation when the image may have been skewed during acquisition, for example, when the CT gantry angle is incorrectly recorded.

  Moreover, affine transformation can also be described by means of homogenous transformation. In this representation, both $A$ and $t$ are folded into one $3 \times 3$ homogenous coordinate system $M$ whose elements are defined as follows: $m_{ij} = a_{ij}$, where $(i = 1, 2, j = 1, 2)$; $m_{13} = t_x$ and $m_{23} = t_y$; rest of elements of $M$ are 0, except $m_{33} = 1$. Then, homogenous transformation is

  $\begin{bmatrix}
  x' \\
  y' \\
  1
  \end{bmatrix} = \begin{bmatrix}
  a_{11} & a_{12} & t_x \\
  a_{21} & a_{22} & t_y \\
  0 & 0 & 1
  \end{bmatrix} \begin{bmatrix}
  x \\
  y \\
  1
  \end{bmatrix}.$  

  The use of homogenous transformation does not produce any extra power or generality for global transformation, it does simplify notations.

- **Free-form Transformations**

  In addition to global transformations, free-form transformations are used to represent more complex local deformations between two images. Unlike global transformations, free-form transformations can hardly be determined by polynomials of low degrees.

  In this thesis, two types of free-form transformations will be discussed, namely rectangle free-form transformation and radial basis function (RBF) transformation.

  - **Rectangle free-form transformation:**

    This method is called as rectangle free-form transformation, because an initialised rectangle mesh-grid is used to simulate the deformation
between two images via changing the locations of corresponding knots in the mesh grid. That is why this transformation is also widely named as mesh-grid transformation.

The simplest formula to describe principle of rectangle free-form transformation is a products of univariate polynomials in the components of rectangle knot coordinate $k_{ij} = \{k_{ij}^x, k_{ij}^y\}^T [21] [31],$

$$x' = \sum_{i,j} c_{ij} k_{ij}^x k_{ij}^y,$$  \hspace{1cm} (1.6)

where $I = i + 1$ and $J = j + 1$, which consist of four nodes $(k_{ij}, k_{i+1,j}, k_{i,j+1} \text{ and } k_{i+1,j+1})$ of the $i,j$-th rectangle mesh. $c_{ij} = \{c_{ij}^x, c_{ij}^y\}^T$ is the two-element vector of coefficients for $ij$ term in this polynomial expression for any other non-node coordinate $x' = \{x', y'\}^T$, located in the $i,j$-th rectangle mesh.

Some modifications have been made in equation 1.6 [46] in order to construct an univariate polynomials, which is able to create more reliable transformation results than products of polynomials. The resulting transformations are defined by partitioning the space into a set of two-dimensional rectangles, each perpendicular to one of the Cartesian axes. Then, any other point $x'$ within each $i,j$-th rectangle can be presented as:

$$x' = \sum_{i,j} c_{ij} P^m(k_{ij}^x) P^m(k_{ij}^y),$$  \hspace{1cm} (1.7)

where each $P^m(\cdot)$ is an univariate polynomial of degree $m$ defined by over $i,j$-th rectangle. By appropriate choice of the polynomial coefficients, it is possible to ensure that the polynomials join smoothly across the rectangle interfaces. That also means the $m$-th order univariate polynomial $P^m(\cdot)$ is continuously differentiable. Such special function defined piecewise by polynomials is called spline. The properties of spline have been extensively studied in approximation theory [44].

Commonly, $m$ is set to 3 leading to a cubic spline, for which polynomial itself and its 1st and 2nd order derivatives are continuous. Additionally, the $m$-th order spline are often expressed with a set of convenient polynomial basis in same order, which is called B-spline [46]. Therefore, equation 1.7 is usually expressed with the expansion of the cubic
spline in terms of the B-spline as follows:

\[ x' = \sum_{i=0}^{I} \sum_{j=0}^{J} c_{ij} k_{ij}^x B_{i,3} \left( \frac{x - k_{ij}^x}{k_{ij}^x - k_{i0,j}^x} \right) k_{ij}^y B_{j,3} \left( \frac{y - k_{ij}^y}{k_{ij}^y - k_{i,j0}^y} \right), \quad (1.8) \]

where \( k_{ij}^x \) and \( k_{ij}^y \) are a single segment of the cubic B-spline formulation in \( x \)-direction and \( y \)-direction, respectively. (also see in [46])

The rectangle free-form transformation is simple and easy to implement, but its degrees of freedom in this entire transformation is rely on the number of knots of the initialised rectangle mesh-grid. In other words, the expression accuracy of a free-form transformation is decided by the size of each rectangle grid. This property will limit expression accuracy of a rectangle free-form transformation in describing of free-form deformations.

- **Radial Basis Functions (RBF) transformations:**

Another free-form transformation that has been widely used is Radial Basis Function (RBF) [11], with formulation as following:

\[ x' = Ax + t + \sum_{i=1}^{N} w_{ij} \phi(\|x - c_i\|), \quad (1.9) \]

where \( A \) is transformation matrix of affine transformation, \( t \) denotes translation transformation, \( w_{ij} \) is two-element vector coefficients of kernel function \( \phi(r) \) (\( r = \|x - c_i\| \)), and \( c_i \) is control point. Unlike rectangle free-form transformation, these control points of RBF transformation are placed arbitrarily.

The affine portion of equation 1.9 is a necessary part of RBF transformation. Without this component there may be no set of \( c_i \) that satisfies the equation at all \( N \) points to express some free-form transformation. With the affine part included, it is always possible, by means of enforcing a set of side conditions on the \( c_i \) to ensure that a solution exists for any arrangement of points.

For form of RBF, there are a series of kernel functions can be chosen, namely Gaussian (\( \exp(-\beta r^2) \) for some \( \beta > 0 \)), multi-quadratic (\( \sqrt{r^2 + \beta^2} \) for some \( \beta > 0 \)), and some polynomial splines [18]. Whereas, in polynomial splines, there is a special case called thin-plate-spline with form of \( r^2 \ln(r) \), which was originally called the surface spline [51].
This form was first proposed by Harder in 1972 [25] for designing aircraft wings, (their mathematical properties are explored by Duchon [32], who coined the term thin-plate-spline, and Meinguet [33]). The thin-plate splines were first employed to describe deformations within the two-dimensional plane by Goshtasby in 1988 [22], and first applied to image registration by Bookstein in 1989 [8]. But, why thin-plate-spline can be widely used as RBF to describe free-form transformation in 2-dimensional plane? This is because none of other kernel functions has compact support, which means a change in any control point has an affect on the transformation at all points. Whereas, thin-plate-spline kernel function with compact support have been employed to limit this effect to points in a neighborhood surrounding a given control point [37] [8].

1.2 Literature Review

Image registration is a crucial step in many computer vision tasks. In the last two decades, different algorithms have been presented. According to the similarity measure they used, these image registration algorithms can be divided into four categories, namely optic-flow based methods, information-theory based methods, correlation-like methods, and fourier methods [58]. In this thesis, we focus on the first two categories, i.e. optic-flow based methods and information-theory based methods.

1.2.1 Optic-flow based methods

The optic-flow based image registration methods can be traced back to Lucas and Kanade's work, published in 1988 [30]. This algorithm firstly employed optic-flow as motion force to map each point between the sensed image and the reference image. So far, numerous variants of Lucas-Kanade algorithm [26] [41] [55] [49] have been proposed.

Before addressing properties of two specific optic-flow based methods (Lucas-Kanade algorithm and Demons Algorithm), we shall firstly review the concept of optic-flow.

**Optic-flow** is used to describe the velocity field of each frame in a image sequence. For instance, in a 2D dimensional image sequence, a voxel at location \((x, y, t)\) with intensity \(I(x, y, t)\) will be moved by \(\Delta x, \Delta y\) in \(\Delta t\) time between the
two image frames, and the following optic flow equation is given as:

\[ I(x, y, t) = I(x + \Delta x, y + \Delta y, t + \Delta t). \]

Then, assuming the movements are small, the image constraint at \( I(x, y, t) \) is Taylor expanded, leading to

\[ I(x + \Delta x, y + \Delta y, t + \Delta t) \approx I(x, y, t) + \Delta x \frac{\partial I(x)}{\partial x} + \Delta y \frac{\partial I(x)}{\partial y} + \Delta t \frac{\partial I(x)}{\partial t}. \]

From these equations it follows that:

\[ \Delta x \frac{\partial I(x)}{\partial x} + \Delta y \frac{\partial I(x)}{\partial y} + \Delta t \frac{\partial I(x)}{\partial t} = 0. \quad (1.10) \]

or

\[ \frac{\Delta x}{\Delta t} \frac{\partial I(x)}{\partial x} + \frac{\Delta y}{\Delta t} \frac{\partial I(x)}{\partial y} + \frac{\Delta t}{\Delta t} \frac{\partial I(x)}{\partial t} = 0. \quad (1.11) \]

which results in

\[ u \frac{\partial I(x)}{\partial x} + v \frac{\partial I(x)}{\partial y} + \frac{\partial I(x)}{\partial t} = 0. \quad (1.12) \]

In equation 1.12, \( u = \frac{\Delta x}{\Delta t} \) and \( v = \frac{\Delta y}{\Delta t} \) denote the velocity or optic-flow of \( I(x, y, t) \) in the corresponding directions, respectively. Equation 1.12 can also be written in form of linear equations system as follows:

\[
\begin{bmatrix}
\frac{\partial I(x)}{\partial x} & \frac{\partial I(x)}{\partial y} \\
\end{bmatrix}
\begin{bmatrix}
u \\
\end{bmatrix}
=
\begin{bmatrix}
\frac{\partial I(x)}{\partial t} \\
\end{bmatrix}.
\]

(1.13)

Obviously, this is a linear equation in two unknowns (i.e. \( u \) and \( v \)) and can not be solved. This obvious constraint of optic-flow is often known as the aperture problem and will be discussed with the other constraint in the following:

- **Constraint 1**: In application of optic-flow algorithm, \( \frac{\partial I}{\partial t} \) (i.e. the derivative of image at \( (x, y, t) \) with respected to time variance \( t \)) is hard to be actually calculated. Thus, the intensity differences between two image frames (i.e. \( I(x, y, t + \Delta t) - I(x, y, t) \)) could be used to approximately indicate \( \frac{\partial I}{\partial t} \), when \( I(x, y, t + \Delta t) - I(x, y, t) \) is small enough to support this approximation processing. In the image registration, due to this constraint, the intensity differences between two images can not be too large. Additionally, because of this constraints, optic-flow based image registration methods are only able to register images of the same modality.
• **Constraint 2**: As mentioned before, this constraint is known as the *aperture problem* of optic-flow. The essence of this constraint is that one linear equation is insufficient to solve two unknown variables. Therefore, every optic-flow based image registration method must introduce additional conditions for estimating the optic-flow.

To address *constraint 1*, Lucas-Kanade algorithm adopted iterative optimisation approach to estimate optic-flow between two images. Other approaches, like coarse-to-fine strategy, were presented in [9] to build up the pyramidal Lucas-Kanade algorithm.

To address *constraint 2*, different optic-flow based image registration methods introduce different additional conditions. For example, Lucas-Kanade algorithm chooses smoothness condition, while Demons Algorithm chooses Maxwell’s demons force as its additional condition.

• **Lucas-Kanade Algorithm**

As mentioned previously, the global smoothness condition is enforced to solve the actual optic-flow by Lucas-Kanade algorithm. The global smoothness condition is an additional constraint to ensure that every point in the sensed image shares the same specific global deformation. Because of the definition of this condition, Lucas-Kanade algorithm can not work well in the free-form image registration. For details, this algorithm will be discussed as a representative of global image registration approach in chapter 2.

• **Demons Algorithm**

Demons algorithm was originally invented by Thirion [49], in order to deal with homogenous free-form image registration. Different from Lucas-Kanade algorithm, Demons Algorithm adopted Maxwell’s demons forces as an additional condition. The essence of Demons Algorithm is to apply Maxwell’s demons force to the Horn and Schunck’s optic-flow algorithm [26]. Then, this algorithm is to compute a regularised optic flow field through minimising an free energy function based on data term with Maxwell’s demons force, encouraging smoothness of this optic-flow field.

Thanks to employing Maxwell’s demons force, Demons Algorithm shows an excellent performance in homogeneous free-form image registration, especially in medical image registration. In the application of medical image
registration, objects/images of interest (e.g. brain, liver, lung and other organs) often contain numerous homogenous (uniform) grey-level or colours, which are unable to be correctly aligned by ordinary optic-flow based image registration methods. Unfortunately, adoption of Maxwell’s demons force will limit the alignment performance of this algorithm in texture-rich image registration. As a representative of free-form image registration, Demons Algorithm will be detailed in the next chapter.

1.2.2 Information-theory based methods

Information-theory based methods indicate a class of image registration approaches using information theory principle as the similarity measure, because information theory principle is a measure of statistical dependency between two data sets. Therefore, it is particularly suitable for registration of images from different modalities and has been widely used.

A famous information-theory based method is mutual information (MI) based image alignment, proposed by Viola and Wells in 1997 [50]. In this registration algorithm, mutual information is employed to measure correlation between two images of different modality. MI is maximised by using stochastic gradient descent optimisation method.

Similar to MI, cross-cumulative residual entropy (CCRE) [52] is a similarity measure based on cross-entropy [56] and will be applied by us in order to establish a multi-modality image registration in chapter 5.

1.3 Thesis Contribution

In this thesis, we study several non-rigid image registration algorithms and discuss the existing over-fitting and under-fitting problems in these algorithms. Then, we propose three improved non-rigid image registration algorithms to prevent the over-fitting and under-fitting problems, namely two-phase probabilistic second-order Demons Algorithm, learning varying dimension RBF, and learning varying dimension RBF with CCRE. There are three contributions presented for the three algorithms, respectively.

• Contribution 1: Through reviewing existing probabilistic image registration algorithms, we analyse the causes of the over-fitting and under-fitting problems for global and free-form image registration, respectively. For the
global image registration, ill-posedness significantly contributes to the overfitting or underfitting. In contrast, for the free-form image registration, low expression power of free-form transformations is the other factor that leads to the overfitting and underfitting problems, because the free-form transformation is too complicated for representation.

To eliminate effects of these two factors and prevent the overfitting and underfitting problems, we propose two-phase probabilistic second-order Demons Algorithm, which employs a divide-and-conquer strategy to resolve the ill-posedness and representative limitation, respectively. In the first phase, we utilize the probabilistic framework in warping parameter optimisation to overcome the ill-posedness. Then, in the second phase, another point-to-point matching process is adopted to correct errors of current rectangle free-form transformation. Through these two phases, we not only respectively resolve two factors for the overfitting and underfitting, but also increase the registration accuracy and make Demons Algorithm efficient with texture-rich image registration.

**Contribution 2:** After proposing two-phase probabilistic second-order Demons Algorithm, we analyse two factors (i.e. ill-posedness and representative limitation) for the overfitting and underfitting. These two factors can be resolved by integrating a probabilistic framework and another point-to-point matching process. Yet, a generic and accurate free-form transformation model needs to be proposed to overcome the representative limitation of free-form transformation rather than adding a post-error-correction step.

We study the RBF transformation and discuss advantages and disadvantages of this free-form transformation model. To perfectly present a free-form transformation, the control point selection becomes a crucial and challenging task in a specific RBF transformation establishment. This task contains the determination of the number and the locations of control points. Thus, we propose a new learning varying dimension RBF method to fulfil the control point selection, and then adaptively establish free-form transformations. To achieve this, Reversible Jump Markov Chain Monte Carlo (RJMCMC) [42] [23] is adopted to seek the optimal number and appropriate locations of these control points from a latent control points library, while warping parameters are estimated by Bayesian framework.

To sum up, through establishing a learning varying dimension RBF, we
propose a synthesised algorithm to make an arithmetic representation of free-form transformation and estimate corresponding warping parameters at the same time.

- **Contribution 3**: Multi-modality image registration approach has been widely used in many application domains, especially in medical image processing. This is because integrating different functional images obtained from different modality can provide significant diagnostic information, assisting doctors to formulate timely and effective treatment.

However, most recent research papers focused on analysis of similarity measurement, rather than establishing a complete multi-modality free-form image registration algorithm. Therefore, we extend our learning varying dimension RBF from single-modality to multi-modality domain by employing Cross-Cumulative Residual Entropy (CCRE) \[52\] \[40\] \[3\] as the similarity measure. Finally, we propose a multi-modality image registration algorithm for free-form transformations.

## 1.4 Thesis Structure

The rest parts of this thesis are organised as follows. In chapter 2, three major classical image registration algorithms will be reviewed, namely Lucas-Kanade algorithm \[30\], Demons Algorithm \[49\] and MI based image alignment \[50\]. Meanwhile, advantages and disadvantages of these three methods will also be discussed. Chapter 3 will illustrate how to overcome over-fitting (under-fitting) problem in Demons Algorithm and expand its application into texture-rich domain by incorporating Bayesian approach and two-phase deformation strategy. Chapter 4 will cover the design and construction of a new free-form image registration algorithm, named learning varying dimensional RBF. Theoretical and experimental details of this algorithm will provid in chapter 4 as well. After that, a new similarity measure for multi-modality image registration, named Cross-Cumulative Residual Entropy (CCRE), will be introduced in the beginning of chapter 5. Simulations and experiments will be conducted for comparisons between CCRE and MI in this chapter, which is used to prove the efficiency of CCRE. In the end of chapter 5, a multi-modality free-form image registration, named CCRE based learning varying dimension RBF, will be proposed. Meanwhile, relevant experimental results of this algorithm will be presented to verify its efficiency. Finally, chapter 6 will conclude this thesis.
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2.1 Introduction

In this chapter, we will review three classical image registration algorithms, namely Lucas-Kanade algorithm, Demons Algorithm and Mutual Information (MI) based image alignment. Each of these algorithms is designed to solve global image registration, free-form image registration, and multi-modality image registration, respectively. Additionally, all of these three algorithms have brought significant impacts to image processing and computer vision.

The essence of Lucas-Kanade algorithm is the optic-flow based global image registration. Inspired by Lucas-Kanade algorithm, several variations of optic-flow based method [1] [47] have been developed, and these variations constitute optic-
flow based image registration category. That is why Lucas-Kanade algorithm has now become the foundation of optic-flow based image registration category and one of the the most widely applied techniques in computer vision. Applications of this type of methods have been reported in motion tracking, mosaic construction, medical image registration and face coding. Therefore, through reviewing Lucas-Kanade algorithm, we can better understand the mechanism and common limitations of the optic-flow based image registration category.

Demons Algorithm, which is an extension of Lucas-Kanade algorithm proposed by Thirion [49], will be reviewed as a representative of free-form image registration method in this chapter. Through introducing Maxwell’s demons force as an additional condition, this algorithm successfully achieves the homogenous region free-form registration, where this task has been frequently employed by several medical imaging techniques. Thus, this algorithm and its variants have been widely applied in medical image processing to assist diagnosis and treatment [24].

MI based image alignment, proposed by Viola and Wells [50], will be detailed as a representative of information-theory based image registration category. In Viola and Well’s work, they firstly introduced mutual information as a similarity measure in order to achieve multi-modality image registration. Then, numerous approaches inspired by their idea have been proposed. Thus, as the foundation of information-theory based image registration category, the discussion of this MI based algorithm can assist us to understand mechanism and details of mutual information working in multi-modality image registration.

### 2.2 Lucas-Kanade Image Registration Algorithm

Lucas and Kanade (1981) [30] proposed a two-frame differential method for optic-flow estimation. Based on this work, Lucas-Kanade image registration algorithm was also created in that period. Briefly, Lucas-Kanade algorithm makes use of the spatial intensity gradient of the images to find a good match by using Newton-Raphson iteration. Before giving details of this algorithm, image registration task need to be formulated.

Image registration aims to align an image $I$ with a template image $T$. $I(x)$ and $T(x)$ represent the intensity of these two images at coordinate $x$, respectively. Transformation (warping) function $W(x; p)$ maps a coordinate $x$ to a new coordinate $x'$. Meanwhile, it is a function with respect to coordinate $x$ and a set of
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warping parameters \( p \), where \( p = (p_1, \ldots, p_n)^T \) is a vector of parameters. For example, if translations are only considered in this situation, \( W(x; p) \) will write as follows:

\[
W(x; p) = \begin{pmatrix} x + p_1 \\ y + p_2 \end{pmatrix}, \tag{2.1}
\]

where parameter vector \( p = (p_1, p_2)^T \) indicates the displacement field. However, for undergoing a global transformation, affine transformation (mentioned in §1.1.3) is actually adopted in practice. Thus, warping function \( W(x; p) \) becomes:

\[
W(x; p) = \begin{pmatrix} (1 + p_1) \cdot x + p_2 \cdot y + p_3 \\ p_4 \cdot x + (1 + p_5) \cdot y + p_6 \end{pmatrix} = \begin{pmatrix} 1 + p_1, & p_2, & p_3 \\ p_4, & 1 + p_5, & p_6 \end{pmatrix} \begin{pmatrix} x \\ y \\ 1 \end{pmatrix}, \tag{2.2}
\]

where \( p = (p_1, p_2, \ldots, p_6)^T \).

After addressing image registration problem, the aim of Lucas-Kanade algorithm is to minimise sum of squared errors (SSE) between two images with respect to \( p \). This procedure can be shown in the following:

\[
\arg \min_{p} \left\{ \sum_x [I(W(x; p)) - T(x)]^2 \right\}, \tag{2.3}
\]

where parameter vector \( p \) is updated with \( p \leftarrow p + \Delta p \). According to equation 2.3, Lucas-Kanade algorithm iteratively searches for the best \( p \) so that SSE between image \( I \) and template \( T \) is less than a pre-defined threshold \( \epsilon_E \), \(\text{i.e.} \sum_x [I(W(x; p)) - T(x)]^2 \leq \epsilon_E \).

The minimisation of equation 2.3 is done by performing a first order Taylor expansion at position \( x \) in the following:

\[
\sum_x \left[ I(W(x; p)) + \nabla I \frac{\partial W}{\partial p} \Delta p - T(x) \right], \tag{2.4}
\]

where \( \nabla I \) is the gradient of image \( I \), equation 2.4 starts with \( p = \bar{0} \), which means parameter vector \( \bar{0} \) will maps pixels to themselves. Taking affine transformation as an example, Jacobian \( \frac{\partial W}{\partial p} \) will present as follows:

\[
\frac{\partial W}{\partial p} = \begin{pmatrix} \frac{\partial W_x}{\partial p_1}, & \frac{\partial W_x}{\partial p_2}, & \cdots, & \frac{\partial W_x}{\partial p_6} \\ \frac{\partial W_y}{\partial p_1}, & \frac{\partial W_y}{\partial p_2}, & \cdots, & \frac{\partial W_y}{\partial p_6} \end{pmatrix} = \begin{pmatrix} x & 0 & y & 0 & 1 & 0 \\ 0 & x & 0 & y & 0 & 1 \end{pmatrix}. \tag{2.5}
\]

Differentiating and setting the result to zero gives:

\[
\Delta p = H^{-1} \sum_x \left[ \nabla I \frac{\partial W}{\partial p} \right]^T [T(x) - I(W(x; p))], \tag{2.6}
\]
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Initialization:
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Iteration: 75
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Result (Iteration: 150)
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Figure 2.1: Demonstration of Lucas-Kanade Image algorithm: The 1st row is the initialisation of image $I$ (Rotated $I$ by 30 degree), where green-line illustrates warping status driven by the warping function $W(x; p)$, template $T$ and error image $E$, obtained by $E(x) = I(x) - T(x) + 128$; The 2nd row presents the alignment status of image $I$, template $T$, and error image, when Lucas-Kanade algorithm was running at the 75th step; The 3rd row shows the final registration result between image $I$ and template $T$. In this case, the value of each pixel in error image $E$ is obviously close to 128. The convergence came out, while algorithm was running at the 150th step.

where $H$ is a $n \times n$ Gaussian-Newton approximation to the Hessian matrix:

$$H = \sum_{n} \left[ \nabla I \frac{\partial W}{\partial p} \right]^{T} \left[ \nabla I \frac{\partial W}{\partial p} \right].$$

(2.7)
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Algorithm 2.1 Pseudocode of Lucas-Kanade Image Registration

Initialisation:
1. Define variance $p = 0$
2. Calculate $\nabla I$, the gradient of image $I$

while ($\| \sum_x [I(W(x; p + \Delta p)) - T(x)] \| \leq \epsilon_F$) do

(1) Warp original image $I$ with $W(x; p)$ to generate $I(W(x; p))$
(2) Warp the gradient $\nabla I$ with $W(x; p)$
(3) Computer error image $[T(x) - I(W(x; p))]$
(4) Evaluate the Jacobian $\frac{\partial w}{\partial p}$ at $(x; p)$
(5) Compute the steepest descent images $\nabla I \frac{\partial w}{\partial p}$
(6) Calculate the Hessian matrix using equation 2.7
(7) Compute $\sum_x \left( \nabla I \frac{\partial w}{\partial p} \right)^T [T(x) - I(W(x; p))]$
(8) Compute $\Delta p$ using equation 2.6
(9) Update warping parameters $p \leftarrow p + \Delta p$

end while

Equations 2.6 and 2.7 express that parameters’ update $\Delta p$ are the steepest descent of parameters vector $p$ multiplied by the inverse of Hessian matrix $H$. Typically, the criterion of convergence is SSE between between image $I$ and template $T$ need to be below a user specified threshold $\epsilon_F$. However, for Lucas-Kanade algorithm, $\nabla I$ (the gradient of image $I$) is required to be computed with warping function $W(x; p)$ at every iteration of optimisation. Meanwhile, Jacobian matrix $\frac{\partial w}{\partial p}$ must be calculated at each iteration too.

2.2.1 Inverse Compositional Algorithm

To accelerate the convergence of Lucas-Kanade algorithm, Baker and Matthews et.al (2002) [4] proposed a new strategy, named inverse compositional. This strategy provides an efficient optimisation formulation, which has become a popular method for image alignment and extensively applied by some other papers [35] [36].

The key of idea is to switch roles between image $I$ and template $T$ in equation 2.3, the rewritten loss function presents in the following:

$$\arg \min_{\Delta p} \sum_x [T(W(x; \Delta p)) - I(W(x; p))]^2,$$  \hspace{1cm} (2.8)

where roles between image $I$ and template $T$ are reversed. Accordingly, the
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Algorithm 2.2 Pseudocode of Inverse Compositional Algorithm

**Initialisation:**
1. Define variance \( p = 0 \)
2. Calculate \( \nabla T \), the gradient of image \( T \)
3. Evaluate the Jacobian \( \frac{\partial W}{\partial p} \) at \( (x; 0) \)
4. Compute the steepest descent images \( \nabla T \frac{\partial W}{\partial p} \)
5. Calculate the Hessian matrix using Equation 2.15

**while** (\( \| \sum_x [T(W(x; \Delta p)) - I(W(x; p))]| \leq \varepsilon_E \)) **do**

1. Warp original image \( I \) with \( W(x; p) \) to generate image \( I(W(x; p)) \).
2. Compute error image \( [I(W(x; p)) - T(x)] \).
3. Compute \( \sum_x \left[ \nabla T \frac{\partial W}{\partial p} \right] ^T [I(W(x; p)) - T(x)] \).
4. Compute \( \Delta p \) using Equation 2.14
5. Update \( W(x; p) \) with \( W(x; p) \circ W(x; \Delta p) \)

**end while**

Update of warping function with \( \Delta p \) is transformed as follows:

\[
W(x; p)_{\text{new}} = W(x; p)_{\text{previous}} \circ W(x; \Delta p)^{-1}.
\]

Inverse compositional algorithm iteratively solves an incremental warp \( W(x; \Delta p) \) rather than an additive update to parameters \( \Delta p \):

\[
W(x; p) \circ W(x; \Delta p)^{-1} = \begin{pmatrix}
(1 + p_1) \cdot \Delta x + p_2 \cdot \Delta y + p_3 \\
p_4 \cdot \Delta x + (1 + p_5) \cdot \Delta y + p_6
\end{pmatrix},
\]

where \( \Delta x \) and \( \Delta y \) are estimated by inverse of warping function \( W(x; \Delta p) \). Take affine transformation in consideration, inverse of \( \Delta p \) (indicated as \( i\Delta p \)) is represented as follows:

\[
\frac{1}{(1 + \Delta p_1) \cdot (1 + \Delta p_5) - p_2 \cdot \Delta p_4}
\begin{pmatrix}
-\Delta p_1 - \Delta p_1 \cdot \Delta p_5 + \Delta p_4 \cdot \Delta p_2 \\
-\Delta p_2 \\
-\Delta p_3 - \Delta p_5 \cdot \Delta p_3 + \Delta p_2 \cdot \Delta p_6 \\
-\Delta p_3 \\
-\Delta p_5 - \Delta p_1 \cdot \Delta p_5 + \Delta p_2 \cdot \Delta p_4 \\
-\Delta p_6 - \Delta p_1 \cdot \Delta p_6 + \Delta p_4 \cdot \Delta p_3
\end{pmatrix}.
\]

Then \( \Delta x \) and \( \Delta y \) can be computed with \( i\Delta p \):

\[
\Delta x = (1 + i\Delta p_1) \cdot x + i\Delta p_2 \cdot y + i\Delta p_3
\]
\[
\Delta y = i\Delta p_4 \cdot x + (1 + i\Delta p_5) \cdot y + i\Delta p_6
\]
2.2. LUCAS-KANADE IMAGE REGISTRATION ALGORITHM

Initialization:

Figure 2.2: Demonstration of Inverse Compositional Algorithm: The 1st row is the initial situation of template $T$, warped template $T(W(x; \Delta p))$ using $\Delta p$, image $I$ (Rotated $I$ by 30 degree) and warped image $I(W(x; p))$ using $p$, where green-line illustrates warping status with transformation functions $W(x; p)$ and $W(x; \Delta p)$; The 2-nd row is alignment state of Inverse Compositional Algorithm running at the 50th step; The 3rd row is the final registration result between image $I$ and template $T$. The convergence came out, while algorithm is running at the 100th step.

The minimisation is also done by performing a first order Taylor expansion on equation 2.8 with respect to the warping parameter $p$:

$$
\sum_x \left[ T(W(x; \bar{0})) + \nabla T \frac{\partial W}{\partial p} \Delta p - I(W(x; p)) \right].
$$

Assuming without loss of generality $W(x; 0)$ is the identity warp. The solution of this least-squares problem is presented:

$$
\Delta p = H^{-1} \sum_x \left[ \nabla T \frac{\partial W}{\partial p} \right]^T [I(W(x; p)) - T(x)]
$$

(2.14)
where
\[ H = \sum_x \left[ \nabla T \frac{\partial W}{\partial p} \right]^T \left[ \nabla T \frac{\partial W}{\partial p} \right]. \] (2.15)

Since nothing in the Hessian and Jacobian depend on \( I(W(x; p)) \), they are constantly across iterations and able to be pre-computed. Due to these calculation cost reduction at every iteration, Inverse compositional algorithm significantly increases efficiency of the optimisation procedure.

### 2.3 Demons Algorithm

Demons Algorithm was proposed by Thirion et. al. [49] in 1998, and since then has become one of the most popular methods to solve free-form image registration problem. The essential idea of Demons Algorithm is inspired by Maxwell’s demons force in the field of thermodynamics. This demons force has been incorporated into the conventional optic-flow algorithm (e.g. Lucas-Kanade [30] and Horn-Schunck [26]) as an additional condition in order to compute the displacement field for free-form transformation.

To understand the mechanism of Demons Algorithm, the displacement field of free-form transformation must be formulated at the beginning. Translation of each pixel is considered as the displacement field. According to equation 2.1, \( W(x; p(x)) \) denotes the displacement field between image \( I \) and template \( T \), where \( p(x) = (p_1(x), p_2(y))^T \) is a vector of the displacement parameters for pixel at coordinate \( x \). Then we have \( W(x; p(x)) = (x + p_1(x), y + p_2(y))^T \).

Unfortunately, for optic-flow based algorithm, local displacement field \( \Delta p(x) = (\Delta p_1(x), \Delta p_2(y))^T \) can not be directly calculated, due to aperture problem (i.e. constraint 2 mentioned in §1.2.1). This constraint 2 is recalled in the following:

\[ H(x)^{-1} \left[ \nabla I(x) \right]^T \left[ T(x) - I(W(x; p(x))) \right] = \text{NaN} \quad (\text{Not A Number}), \] (2.16)

because
\[ \det \{H(x)\} = \det \left\{ \left[ \nabla I(x) \right]^T \left[ \nabla I(x) \right] \right\} = 0. \] (2.17)

where \( \det \{\cdot\} \) denotes the determinant of matrix. Apparently, in equation 2.16, \( H(x) \) is a singular matrix, because its determinant equals to 0, which means \( H(x)^{-1} \) does not exist. This is because one linear equation can not solve two unknown variables \( \Delta p_1(x) \) and \( \Delta p_2(y) \) of vector \( \Delta p(x) \).

To overcome aperture problem, instead of applying Hessian matrix \( H(x) \), Demons Algorithm employs the norm of image gradient. Thus, the displacement
2.3. DEMONS ALGORITHM

Figure 2.3: Homogeneous region registration of "Rectangle-to-Star" sequence by 2nd-order Demons Algorithm and 3rd-order pyramid Lucas-Kanade:

Field can be calculated as follows:

\[ \Delta p(x) = \frac{[\nabla I(x)]^T [T(x) - I(W(x; p(x)))]}{\| \nabla I(x) \|^2} \]  
\[ \text{(2.18)} \]

However, equation 2.18 is unstable for small norm values of \( \nabla I(x) \), which leads to infinite values for \( \Delta p(x) \). Ideally, the expression should be close to zero for small \( \nabla I(x) \). The solution is to add an extra term \( \alpha [T(x) - I(W(x; p(x)))]^2 \) (\( \alpha \) is usually set to 1) with the norm of image gradient.

\[ \Delta p(x) = \frac{[\nabla I(x)]^T [T(x) - I(W(x; p(x)))]}{\| \nabla I(x) \|^2 + \alpha [T(x) - I(W(x; p(x)))]^2}. \]  
\[ \text{(2.19)} \]

Moreover, Demons Algorithm introduces Maxwell’s demons force into equation 2.19 in order to maintain the smoothness of displacement field. The simplest Maxwell’s demons force is to convolute a Gaussian smoothing kernel \( G_{\sigma^2} \) with current displacement field \( \Delta p(x) \).

\[ \Delta p(x) = G_{\sigma^2} \otimes \left\{ \frac{[\nabla I(x)]^T [T(x) - I(W(x; p(x)))]}{\| \nabla I(x) \|^2 + [T(x) - I(W(x; p(x)))]^2} \right\}. \]  
\[ \text{(2.20)} \]

This procedure is also called regularisation, and it has been proven to be efficient in the homogenous free-form image registration, such as brain CT, MRI, PET and etc.

In practice, displacement field is directly driven by some control points (e.g. rectangle mesh-grid nodes, contour-based features, or even classified shapes). Based on these different kinds of control points, Demons Algorithm can be divided into following three groups:
• **Demons I**: The geometric transformation relies on rectangle free-form transformation (in §1.2.1).

In demons I, rectangle free-form transformation is applied as free-form transformation, where cubic B-splines is adopted to regularise displacement field and maintain its smoothness.

• **Demons II**: The geometric transformation depends on the contour features.

In demons II, the transformation is controlled by contour features. Commonly, RBF (in §1.2.1) is applied to regularise displacement field.

• **Demons III**: The geometric transformation bases on segmentations.

In demons III, free-form registration will be executed based on segmented images. The primary goal of Demons III is to seek the correspondences of different segmentations in these two images.

In this section, a synthetic free-form homogenous “Rectangle-to-Star” sequence is presented as a sample to demonstrate the performance of Demons Algorithm, and this sequence will be also used in chapter 3 to examine performance of our method. Experimental result has been illustrated in Figure 2.3. Apparently, Demons Algorithm gives accurate result than that by pyramid Lucas-Kanade algorithm.

### 2.4 Mutual Information based Image Alignment

Multi-modality image registration is to register multiple images of same scene but obtained from different modalities. The aim of this registration is to integrate different information of same scene acquired by different source streams in order to gain more useful comprehensive information. That is why multi-modality image registration is widely required in several application domains, especially medical imaging.

For example, PET-CT is a multi-modality medical image technique, which combines a positron emission tomography (PET) and a x-ray computed tomography. Specifically, a functional image obtained by PET, depicting the spatial distribution of metabolic or biochemical activity in the body, can be precisely registered with an anatomic image obtained by CT scanning. Integrating different modality images can provide more useful and comprehensive information.
than any images with single-modality. Therefore, PET-CT is capable of assisting doctors to locate tumor and examine pathological information at the same time.

Viola and Wells (1997) \cite{50} proposed a multi-modulation image registration method based on Mutual information (MI). MI, originating from the information theory, is a measure of statistical dependency between two data sets. Therefore, it is particularly suitable for registering images of different modality. If $(x_1, x_2, \cdots, x_n)$ and $(y_1, y_2, \cdots, y_n)$ indicate two sets of $N$ samples of two random variables $x$ and $y$, the probability density functions of them are denoted as $p_x(x)$, $p_y(y)$ and given in the following:

$$p_x(x) = \frac{1}{N} \sum_{i=1}^{N} \delta(x - x_i), \quad p_y(y) = \frac{1}{N} \sum_{i=1}^{N} \delta(y - y_i).$$

(2.21)

The joint probability density of these two random variables, indicated by $p(x, y)$, is presented as follows:

$$p(x, y) = \frac{1}{N} \sum_{i=1}^{N} \delta(x - x_i)\delta(y - y_i).$$

(2.22)

After defining the probability density and the joint probability density, MI can be calculated as follows:

$$E(x, y) = \sum_{x \in x} \sum_{y \in y} p(x, y) \log_2 \left( \frac{p(x, y)}{p_x(x)p_y(y)} \right).$$

(2.23)

Because MI is a quantity that is able to measure the mutual dependence of two variables $x$ and $y$, larger value of MI means more significant correlation of these two random variables. In other words, smaller value of MI indicates these two random variables are more independent. If $x$ and $y$ are independent, so $p(x, y) = p_x(x)p_y(y)$. Then we have:

$$\log_2 \left( \frac{p(x, y)}{p_x(x)p_y(y)} \right) = \log_2 1 = 0.$$

Because of above properties of mutual information, Viola et.al. employed it to measure the similarity between image $I$ and template $\hat{T}$ ($I$ and $\hat{T}$ are obtained in different modality imaging systems). Then, the goal of multi-modality image registration becomes maximising the MI between two images $I$ and $\hat{T}$ with Newton-Raphson gradient decent approach.

In probability density function equation 2.21, joint probability density function equation 2.22 and MI entropy equation 2.23, impulse function $\delta(\xi)$ is applied
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Figure 2.4: Demonstration of Image Alignment with Mutual Information: The 1st row is the initial situation of image $I(x)$ (rotated with 30 degree), the different modality template $T(x)$, the alignment statue and the joint histogram between image $I(x)$ and the template $T(x)$ ($y$ and $x$ coordinates denote discrete sets of intensities associated to image $I$ and template $T$, respectively) Mutual Information between them is: 0.7929bit; The 2nd row presents the transformed image $I(W(x; p))$, the different modality template $T(x)$, the alignment statue and the joint histogram between aligned image $I(W(x; p))$ and template $T(x)$. Mutual Information between them is: 1.3086bit.

to denote counts of sample in a random variable. According to discrete property of impulse function, MI formulation is transformed to be a discrete function. In other words, discontinuous MI formulation is non-differentiable. That is why Parzen Window is required in MI estimation.

2.4.1 Parzen Window

In statistics, Parzen window method is a non-parametric way of estimating probability density function of a random variable. If $p_x \sim \{x_1, x_2, \cdots, x_N\}$ and $p_y \sim \{y_1, y_2, \cdots, y_N\}$ are two sets of independent and identically-distributed samples of two random variables $X$ and $Y$, respectively. Then the kernel density approximation
of their probability density functions are

\[ \tilde{p}_x(x) = \frac{1}{N} \sum_{i=1}^{N} \frac{\omega((x - x_i)/\varepsilon_x)}{\varepsilon_x}, \quad \tilde{p}_y(y) = \frac{1}{N} \sum_{i=1}^{N} \frac{\omega((y - y_i)/\varepsilon_y)}{\varepsilon_y}, \]  

(2.24)

where \( \omega(\xi) \) is some continuous kernel with unit integral (\( \int_{-\infty}^{\infty} \omega(\xi) d\xi = 1 \)), \( \varepsilon_x \) and \( \varepsilon_y \) are smoothing parameters so called the bandwidth. They are strictly positive scaling factor controlling the width of kernel \( \omega(\xi) \). Quite often \( \omega(\xi) \) is taken to be a B-spline kernel or a standard Gaussian kernel.

Image \( I \) and template \( \hat{T} \) are defined on a continuous domain \( x \). \( p = (p_1, p_2, \ldots, p_n) \) indicates associated parameters of a geometric transformation (considering the affine transformation in this section, i.e. \( n = 6 \)). Let \( I_L \) and \( \hat{T}_L \) be discrete sets of intensities associated with image \( I \) and template \( \hat{T} \). \( \omega(\xi) \) denotes a separable kernel. Then, the kernel density approximation of joint histogram is given in the following:

\[ h(l,k;p) = \frac{1}{\varepsilon_I \varepsilon_T} \sum_{x} \omega \left( \frac{l - I(W(x;p))}{\varepsilon_I} \right) \omega \left( \frac{k - \hat{T}(x)}{\varepsilon_T} \right), \]  

(2.25)

where \( l \in I_L \) and \( k \in \hat{T}_L \). \( \varepsilon_I \) and \( \varepsilon_T \) are width of \( \omega(\xi) \) of image \( I \) and the template \( \hat{T} \), respectively. This joint histogram is proportional to joint probability density function \( p_{\text{m}} \) given by:

\[ p_{\text{m}}(l,k;p) = \alpha(p) h(l,k;p), \]  

(2.26)

where normalisation factor \( \alpha(p) \):

\[ \alpha(p) = \frac{1}{\sum_{l \in I_L} \sum_{k \in \hat{T}_L} h(l,k;p)}. \]  

(2.27)

This normalisation factor takes up the role of factor \( 1/N \) in equation 2.22. Then, the marginal discrete probabilities and the histograms are given by

\[ p_I(l;p) = \alpha(p) h_I(l;p) = \sum_{k \in \hat{T}_L} p_{\text{m}}(l,k;p), \]  

(2.28)

\[ p_{\hat{T}}(k;p) = \alpha(p) h_{\hat{T}}(k;p) = \sum_{l \in I_L} p_{\text{m}}(l,k;p). \]  

(2.29)

Consequently, MI between the warped image \( I(W(x;p)) \) and template \( \hat{T}(x) \) is:

\[ E(I_L,\hat{T}_L) = \sum_{l \in I_L} \sum_{k \in \hat{T}_L} p_{\text{m}}(l,k;p) \log_2 \left( \frac{p_{\text{m}}(l,k;p)}{p_I(l;p)p_{\hat{T}}(k;p)} \right). \]  

(2.30)
Warped image $I(W(x; p))$ is correctly aligned with template $T$ with parameter $P$, when $MI(I_L, \hat{T}_L)$ is maximal. Because B-spline functions $\beta^a(x)$ have many good and interesting properties, it has been extensively chosen as the kernel function. Three-order B-spline $\beta^3(x)$ is selected as the kernel function of image $I$’s histogram statistic, zero-order B-spline function $\beta^0(x)$ is employed to be the kernel function of template $T$’s histogram statistic. Then, joint probability density function (i.e. equation 2.25) between the warped image $I(W(x; p))$ and template $\hat{T}(x)$ can be re-written as:

$$p_h(l, k; p) = \frac{\alpha(p)}{\varepsilon_I \varepsilon_T} \sum_x \beta^3 \left( \frac{l - I(W(x; p))}{\varepsilon_I} \right) \beta^0 \left( \frac{k - \hat{T}(x)}{\varepsilon_T} \right).$$ (2.31)

### 2.4.2 Gradient of Mutual Information

After establishing MI function $E(I_L, \hat{T}_L)$ (i.e. equation 2.30), associated gradient $\nabla E$ is provided as follows:

$$\nabla E = \left[ \frac{\partial E}{\partial p_1}, \frac{\partial E}{\partial p_2}, \ldots, \frac{\partial E}{\partial p_n} \right].$$ (2.32)

In general, a component of $\nabla E$ is given by:

$$\frac{\partial E}{\partial p} = \alpha^2(p) \sum_{l \in I_L} \sum_{k \in T_L} \frac{\partial h(l, k; p)}{\alpha(p) \partial p} \log_2 \left( \frac{e \cdot h(l, k; p)}{\alpha(p) h_I(l; p) h_T(k; p)} \right)$$

$$+ \frac{1}{\log_e(2)} \cdot \frac{\partial h_I(l; p)}{\partial p} h_T(k; p) + \frac{\partial h_T(k; p)}{\partial p} h_I(l; p).$$ (2.33)

where $e$ is the exponential constant. Above expression can be simplified, because $h_T$ and $\alpha(p)$ do not depend on $p$ in this formulation of MI. Then, through selecting a 3rd order B-spline as the kernel, we have:

$$\frac{\partial E}{\partial p} = \sum_{l \in I_L} \sum_{k \in T_L} \frac{\partial p_h(l, k; p)}{\partial p} \log_2 \left( \frac{p_h(l, k; p)}{p_I(l; p)} \right).$$ (2.34)

According to property of B-spline function, the gradient of this 3rd-order B-spline is given by:

$$\frac{\partial \beta^3(x)}{\partial x} = \beta^2(x + 1/2) - \beta^2(x - 1/2).$$
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The gradient of joint probability density distribution can be represented:

$$\frac{\partial p_h(l, k; p)}{\partial p} = \frac{\alpha(p)}{\varepsilon_T^2} \sum_x \beta^a \left( k - \hat{T}(x) \right)$$

$$\times \left[ \beta^2 \left( \frac{l - I(W(x; p))}{\varepsilon_I} - \frac{1}{2} \right) - \beta^2 \left( \frac{l - I(W(x; p))}{\varepsilon_I} + \frac{1}{2} \right) \right] \nabla I \frac{\partial W}{\partial p}. $$

In this formulation, $\frac{\partial W}{\partial p}$ is the Jacobian matrix of warping function $W$ as same as in equation 2.5.

2.4.3 Hessian matrix of Mutual Information

Let us define the matrix of the second-order gradient of $E(I_L, T_L)$ as its hessian matrix $\nabla^2 E$:

$$\nabla^2 E = \begin{pmatrix} \frac{\partial^2 E}{\partial p_1 \partial p_1} & \frac{\partial^2 E}{\partial p_1 \partial p_2} & \cdots \\
\frac{\partial^2 E}{\partial p_2 \partial p_1} & \frac{\partial^2 E}{\partial p_2 \partial p_2} & \cdots \\
\cdots & \cdots & \cdots \end{pmatrix}. $$

(2.36)

Based on the same assumption in last section, the component of Hessian matrix can be determined by

$$\frac{\partial^2 E}{\partial p_1 \partial p_2} = - \left[ \sum_{l \in I_L} \sum_{k \in T_L} \frac{\partial p_h(l, k; p)}{\partial p_1 \partial p_2} \log_2 \left( \frac{p_h(l, k; p)}{p_1(l)} \right) \right]$$

$$+ \frac{1}{\log_e(2)} \left[ \sum_{l \in I_L} \frac{\partial p_1(l; p)}{\partial p_1} \frac{\partial p_1(l; p)}{\partial p_2} \frac{1}{p_1(l; p)} \right]$$

$$- \frac{1}{\log_e(2)} \left[ \sum_{l \in I_L} \sum_{k \in T_L} \frac{\partial p_h(l, k; p)}{\partial p_1} \frac{\partial p_h(l, k; p)}{\partial p_2} \frac{1}{p_h(l, k; p)} \right]. $$

(2.37)

The first term in equation 2.37 depends on the second-order gradient of the joint probability when a pair of registration parameters varies jointly. This term can be ignored when assuming $p_h$ with respect to $p$. Then, when the first term in equation 2.37 is vanished, the remaining terms do still contribute, and Hessian will not globally vanish at ideal registration. Finally, the simplified form of each component in hessian matrix is determined:

$$\frac{\partial^2 E}{\partial p_1 \partial p_2} \approx \frac{1}{\log_e(2)} \left[ \sum_{l \in I_L} \frac{\partial p_1(l; p)}{\partial p_1} \frac{1}{p_1(l; p)} \right]$$

$$- \frac{1}{\log_e(2)} \left[ \sum_{l \in I_L} \sum_{k \in T_L} \frac{\partial p_h(l, k; p)}{\partial p_1} \frac{1}{p_h(l, k; p)} \right]. $$

(2.38)
2.4.4 Gradient Decent Optimisation

The steepest gradient decent is a minimisation algorithm that can be described by:

\[ p^{k+1} = p^k - \lambda \nabla E^k. \] (2.39)

The converge process may be very slow. A key problem is the determination of the appropriate scaling diagonal matrix \( \lambda \).

The Quasi-Newton method can be described by

\[ p^{k+1} = p^k - (\nabla^2 E^k)^{-1} \nabla E^k. \] (2.40)

In image alignment by mutual information method, this optimisation is considered to be applied to search the maximal value of mutual information between image \( I \) and template \( T \) with respect to \( p^k \).

2.5 Discussion and Conclusion

In this chapter, three classical image registration methods have been reviewed. Lucas-Kanade was introduced as a representative of global image registration approaches; Demons algorithm was studied as a representative of free-form image registration methods; MI based Image alignment was discussed as a representative of multi-modality image registration algorithms.

Lucas-Kanade algorithm is an early proposed numerical image registration framework. By incorporating smoothness condition, optic-flow computation is applied to execute points/features matching. Then Newton-Raphson optimisation is employed to iteratively search for the best warping parameters of geometric transformation. Although incorporation of global smoothness condition makes actual optic-flow computation be possible, this condition also limits accuracy of Lucas-Kanade algorithm for free-form image registration, especially homogenous region free-form registration.

Applying Maxwell's demons force as an additional condition, Demons Algorithm successfully tackles constraint 2 of optic-flow algorithm. Additionally, incorporation of Maxwell's demons force also makes Demons Algorithm become a very popular free-form homogenous image registration algorithm. This is because Maxwell's demons force is achieved by adding a regularisation into points/features
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Matching procedure. This regularisation increases smoothness of the displacement field of image $I$. This regularisation has been proven be efficient for free-form homogenous image registration. However, in the meantime, it will also limit registration accuracy of Demons Algorithm in application of the texture-rich image registration.

Adopting MI as a similarity measure, MI based image alignment successfully achieves multi-modality image registration purpose, and has been already widely used in many different applications. Although MI theory successfully solves multi-modality image alignment problem, there are still two major limitations:

1. The computation cost of mutual information between image $I(W(x; p))$ and template $T(x)$ at each iteration is too much expensive.

2. The change of mutual information with respect to warping parameters is not very smooth, because the density functions are not regular. Irregular situation of mutual information can cause the optimisation procedure trapped into local minima, which leads to mis-alignment.
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2.5 Discussion and Conclusion

In this chapter, we have explored various classical image registration algorithms and their applications in different fields. The methods discussed include feature-based techniques, intensity-based approaches, and point-based strategies. Each approach has its advantages and limitations, and the choice of method often depends on the specific requirements of the application.

Feature-based methods have been shown to be robust against noise and illumination changes, but they require a priori knowledge about the features. Intensity-based methods are simple and efficient, but they may not always accurately align the images, especially when dealing with complex structures.

Point-based registration is particularly useful for applications that require high accuracy, such as medical imaging. However, it is computationally expensive and may suffer from convergence issues.

Looking forward, there is a need for further research into developing more efficient and accurate registration algorithms. This includes the development of hybrid methods that combine the strengths of different approaches. Additionally, the integration of machine learning techniques could provide a more adaptive and flexible solution to image registration problems.

Overall, classical image registration algorithms have made significant contributions to various fields, from medical imaging to computer vision. As technology advances, we can expect to see even more sophisticated and effective methods in the future.
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3.1 The need for probabilistic image registration

Classical image registration algorithms, such as Lucas-Kanade algorithm, inverse compositional algorithm and demons algorithm, are often suffering from unstable convergence, especially when the number of warping parameters is more than three or four. For example, Jianbo Shi et. al. noticed this instability of convergence when using affine transformation in image registration [45] [27].
Actually, this issue of unstable convergence is caused by ill-posed inverse problem, lay in warping parameters estimation. Take Lucas-Kanade algorithm as an example, warping parameter estimation can be represented in the following with the same notations used in chapter 2.

Because Lucas-Kanade algorithm is based on optic-flow, it is recalled here, which has been previously discussed in §1.2.1.

For a 2D+t dimensional case (3D), a voxel at location \((x, y, t)\) with intensity \(I(x, y, t)\) will be moved by \(\Delta x\), \(\Delta y\) and \(\Delta t\) between two frames. This image constraint can be represented as follows:

\[
I(x, y, t) = I(x + \Delta x, y + \Delta y, t + \Delta t).
\]

Assuming the movement is small, this image constraint at \(I(x, y, t)\) with Taylor series can be developed to get

\[
I(x + \Delta x, y + \Delta y, t + \Delta t) \approx I(x, y, t) + \Delta x \frac{\partial I(x)}{\partial x} + \Delta y \frac{\partial I(x)}{\partial y} + \Delta t \frac{\partial I(x)}{\partial t}.
\]

From these equations it follows that:

\[
\Delta x \frac{\partial I(x)}{\partial x} + \Delta y \frac{\partial I(x)}{\partial y} + \Delta t \frac{\partial I(x)}{\partial t} = 0. \tag{3.1}
\]

If equation 3.1 is divided by \(\Delta t\), \(u = \frac{\Delta x}{\Delta t}\) and \(v = \frac{\Delta y}{\Delta t}\) indicate velocities (i.e. optic-flow) in directions X and Y. Then, equation 3.1 can be rewritten in form of linear equations:

\[
\begin{bmatrix}
\frac{\partial I(x)}{\partial x} & \frac{\partial I(x)}{\partial y}
\end{bmatrix}
\begin{bmatrix}
u \\
v
\end{bmatrix} = - \frac{\partial I(x)}{\partial t}. \tag{3.2}
\]

Taking into account of affine transformation with associated warping function \(W(x; p)\), equation 3.2 will be represented as:

\[
\begin{bmatrix}
\nabla I(x) \frac{\partial W}{\partial p_1}, \nabla I(x) \frac{\partial W}{\partial p_2}, \cdots, \nabla I(x) \frac{\partial W}{\partial p_6}
\end{bmatrix} \cdot p = - \frac{\partial I(x)}{\partial t}, \tag{3.3}
\]

where \(p = (p_1, p_2, \cdots, p_6)^T\).

Because \(\frac{\partial I(x)}{\partial t}\) in equation 3.3 can hardly be computed in practice, \([I(x + \Delta x, y + \Delta y, t + \Delta t) - I(x, y, t)]\) is actually used to approximate \(\frac{\partial I(x)}{\partial t}\), especially when differences between these two frames are small enough to satisfy constraint 1 of optic-flow algorithms (in §1.2.1).

Unfortunately, image \(I(x)\) and template \(T(x)\) usually do not satisfy constraint 1. To solve this problem, iterative optimisation has been adopted to seek warping
parameters $\Delta p = (\Delta p_1, \Delta p_2, \cdots, \Delta p_6)^T$ stepwisely, rather than directly estimating $p = (p_1, p_2, \cdots, p_6)^T$.

Additionally, due to the aperture problem (c.f. constraint 2), equation 3.3 is unsolvable. In other words, the aperture problem can be roughly understood by the fact that one linear equation is unable to simultaneously solve six-unknown-parameter vector $\Delta p$, without additional conditions.

Thanks to the smoothness condition, parameters $\Delta p$ of affine transformation are able to be solved by Lucas-Kanade algorithm as follows.

$$\Delta p = - \left[ \sum_x H(x) \right]^{-1} \sum_x \nabla I(x) \frac{\partial W}{\partial p} [T(x) - I(x)],$$

where

$$H(x) = \left[ \nabla I(x) \frac{\partial W}{\partial p} \right]^T \left[ \nabla I(x) \frac{\partial W}{\partial p} \right] = \begin{pmatrix} \nabla I(x)^2 \left( \frac{\partial W}{\partial p_1} \right)^2, \nabla I(x)^2 \frac{\partial W}{\partial p_1} \frac{\partial W}{\partial p_2}, \cdots, \nabla I(x)^2 \frac{\partial W}{\partial p_1} \frac{\partial W}{\partial p_6} \\ \nabla I(x)^2 \frac{\partial W}{\partial p_2} \frac{\partial W}{\partial p_2}, \nabla I(x)^2 \left( \frac{\partial W}{\partial p_2} \right)^2, \cdots, \nabla I(x)^2 \frac{\partial W}{\partial p_2} \frac{\partial W}{\partial p_6} \\ \vdots & \vdots & \ddots & \vdots \\ \nabla I(x)^2 \frac{\partial W}{\partial p_6} \frac{\partial W}{\partial p_1}, \nabla I(x)^2 \frac{\partial W}{\partial p_6} \frac{\partial W}{\partial p_2}, \cdots, \nabla I(x)^2 \left( \frac{\partial W}{\partial p_6} \right)^2 \end{pmatrix}.$$  \hspace{1cm} (3.4)

In equation 3.5, the smoothness condition is actually an assumption that all pixels in image $I(x)$ must share a same global transformation, and this smoothness condition has been expressed in form of summation.

### 3.1.1 Ill-posedness in image registration

Although, the smoothness condition makes Lucas-Kanade algorithm be able to overcome the aperture problem, it also causes the ill-posed problem in the optic-flow based image registration algorithms.

The ill-posedness concept was introduced by Hadamard. He indicated that mathematical models of physical phenomena should have the properties that:

1. A solution exists;
2. The solution is unique;
3. The solution depends continuously on the data, in some reasonable topology.

Any mathematical model that does not satisfy the above three properties is called ill-posed problem. Because inverse problems are often ill-posed, they are called as ill-posedness as an abbreviation in this thesis). To some extent, according to
these criterions, the *aperture problem* is also an ill-poseness. Whereas, in global image registration, ill-poseness usually represents in modus of a over-determined system of linear equations, which means the solution of equation 3.5 is not unique.

In practice, Lucas-Kanade algorithm applied an iterative optimisation to estimate warping parameters. However, without extra constraints and with poor data, this iterative warping parameter estimation may yield some extremely unlike geometric transformations. In this respect, ill-poseness will cause unstable and unreliable convergence - inaccurate warping parameters. Then, these inaccurate warping parameters will certainly result the over-fitting and under-fitting, which severely limits the image registration performance.

### 3.2 Probabilistic Image Registration

Probabilistic image registration is established by incorporating a *priori* knowledge into the parameter estimation. One purpose of probabilistic image registration is to produce a smooth transition between fixed and fitted parameters. Because of ill-poseness, the estimation error for fitted parameters could be large and become unreliable. In this case, a *priori* knowledge will be adopted to conduct a reliable parameters estimation - a process known as regularisation.

Tikhonov regularisation [48] is the most commonly used regularisation method for solving ill-posed problems. Take an over-determined system of linear equations \( MX = b \) as an example, linear least squares and seeking minima of residual \( \| MX - b \|_2 \) are the standard approaches to estimate unknown vector \( X \), where \( M \) denotes the coefficient matrix, and \( \| \cdot \| \) is the Euclidean norm. However, in the image registration, matrix \( M \) is ill-posed yielding a non-unique solution. In order to give preference to a reliable and stable solution, the regularisation term is inserted in the minimisation, and the residual becomes \( \| MX - b \|_2 + \| \Gamma X \|_2 \), where \( \Gamma \) is called as Tikhonov matrix.

Although at first glance the choice of the solution to this regularised problem may look artificial, and indeed the matrix \( \Gamma \) seems rather arbitrary, the process can be justified from a Bayesian point of view. To overcome the ill-poseness problem, some additional assumptions must be incorporated in order to get a reliable and stable solution. Statistically, the assumption that taking \( X \) as a random variable with a multivariate normal distribution is commonly introduced as a *priori* knowledge. For simplicity, this independent and identically normal distribution is usually set as zero mean with standard deviation \( \sigma_X \). Similarly,
Figure 3.1: (a): One frame of the synthetic drifting image sequence. The normal direction of motion in the synthetic drifting image sequence was down and to the right. The drifting speed in the norm direction was 1.23 pixel/frame. (b): This is the response system to evaluate accuracy of estimated norm velocities. The center of cross-line coincides with the ground truth norm velocity 1.23 pixel/frame. An planar interception of $p(\Delta p|I(x))$ is presented with mean value marked by a yellow hexagram. This yellow hexagram also denotes the estimated normal velocity, computed by probabilistic image registration (i.e. equation 3.9) over the small $3 \times 3$ green square patch near the center of image (a). The red upward-pointing triangle marks the computed normal velocity with original Lucas-Kanade algorithm (i.e. equation 3.5).

we take the errors in given data $b$ to be also an independent normal distribution with zero mean and standard deviation $\sigma_b$. According to Bayesian theorem, the solution of Tikhonov regularisation, based on above assumptions, is the most reliable and stable solution given data $b$ and the priori distribution of $X$. The Tikhonov matrix is then $\Gamma = \alpha I$, where $I$ is the identity matrix, and Tikhonov factor $\alpha = \sigma_b/\sigma_X$. Finally, an explicit solution $X$ is given by:

$$X = (M^T M + \Gamma^T \Gamma)^{-1} M^T b. \quad (3.6)$$

After a brief introduction of Tikhonov regularisation, we will discuss how to adopt this Tikhonov regularisation to solve ill-posedness problems in Lucas-Kanade algorithm. In practice, the term of $[T(x) - I(x)]$ may fail to satisfy constraint 1 of optic-flow algorithms, because of changes in lighting or reflectance, or the presence of multiple motions. Additionally, in equation 3.3, there will be some errors in the derivative measurements of $\nabla I(x)$, due to camera and quantisation noise, aliasing, imprecision. Finally, estimation errors could yield in warping
parameters estimation, because of above two errors. To describe these errors, independent additive gaussian noise terms \( n_1 \sim N(0, \sigma^2), n_2 \sim N(0, \Lambda_2) \) and \( n_3 \sim N(0, \Lambda_3) \) of dimensionality 1, 2 and \( n \) (the dof of geometric transformation, e.g. 6 for affine transformation) are applied to illustrate these types of uncertainty.

\[
[\nabla I(x) - n_2] \frac{\partial W}{\partial p} (\Delta p - n_3) = -[T(x) - I(x)] + n_1.
\] (3.7)

Now, the goal is to compute an expression for the probability of the warping parameters \( \Delta p \) conditional on image \( I(x) \) and template \( T(x) \). For this purposes, a conditional probability based on image \( I(x) \) and template \( T(x) \) can be denoted with \( p(\Delta p|F) \), where \( F = [T(x) - I(x)] \). In order to write down the desired conditional probability, Bayesian rule has been switched the order of the arguments:

\[
p(\Delta p|F) = \frac{p(F|\Delta p)p(\Delta p)}{p(F)}.
\] (3.8)

The resulting distribution \( p(\Delta p|F) \) is gaussian, and the mean \( \mu_{\Delta p} \) and covariance matrix \( \Lambda_{\Delta p} \) can be derived using standard techniques:

\[
\mu_{\Delta p} = -\Lambda_{\Delta p} \sum_x \sigma_x^{-2} \nabla I(x) \frac{\partial W}{\partial p} [T(x) - I(x)]
\] (3.9)

\[
\Lambda_{\Delta p} = \left[ \sum_x \sigma_x^{-2} \left( \nabla I(x) \frac{\partial W}{\partial p} \right) \left( \nabla I(x) \frac{\partial W}{\partial p} \right)^T \right]^{-1},
\] (3.10)

where

\[
\sigma_x^2 = \sigma^2 + \nabla I(x) \Lambda_2 \nabla I(x)^T + \left[ \nabla I(x) \frac{\partial W}{\partial p} \right] \Lambda_3 \left[ \nabla I(x) \frac{\partial W}{\partial p} \right]^T.
\]

Then, the Maximum A Posteriori (MAP) estimate is simply the mean \( \mu_{\Delta p} \), since the distribution is gaussian.

Figure 3.1 illustrates the accuracy comparison of warping parameter estimation between probabilistic image registration and Lucas-Kanade algorithm at a single iteration. Figure 3.1-a is one frame of the synthetic drifting image sequence, where object is moving down and to the right with 1.23 pixel/frame through the sequence. Figure 3.1-b is the response system to evaluate accuracy of estimated drifting speeds produced by different algorithm, where the center of the cross-line coincides with the ground truth norm velocity (i.e. 1.23 pixel/frame). A planar interception of \( p(\Delta p|F) \) with mean value marked by a yellow hexagrams is presented in figure 3.1-b. Meanwhile, this yellow hexagram denotes the estimated
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norm velocity over a green square patch computed by probabilistic image registration. Whereas, a red upward point triangle in figure 3.1-b is used to mark the norm velocity computed by Lucas-Kanade algorithm.

Apparently, the norm velocity yielded by probabilistic image registration is much closer to the ground truth than that computed by Lucas-Kanade algorithm. Through this evaluation experiment, probabilistic image registration is proven to significantly increases accuracy of stepwise warping parameters estimation at each iteration. Thanks to this improvement, probabilistic method can produce more reliable warping parameters.

3.2.1 Limitations of probabilistic image registration with Free-form Transformation

Free-form transformations have high degrees of freedom, which means the large number of warping parameters. Due to this high degrees of freedom, free-form transformations (e.g. rectangle free-form transformation and RBF transformation) have to be driven by sufficient scattered control points.

In 2D situation, each control point can provide two degrees of freedom in the directions of \( x \) and \( y \). In fact, warping parameters of free-form transformation are used to generate motions of these control points, rather than directly expressing displacement of every pixel. After control points matching, the further point-to-point mapping processing would be executed via specific polynomials interpolation methods, e.g. cubic B-spline for rectangle free-form transformation and thin-plate-spline for RBF transformation.

In conclusion, a correct warping parameter estimation can generate an accurate measurement of displacement norms of control points. This accurate measurement is a necessary and sufficient condition for a well next point-to-point mapping processing, which is directly applied to create a dense free-form image registration.

In free-form image registration, warping parameter estimation errors are likely to be very large, because of ill-posedness in the complex over-determined linear system of equations. As described in previous section, the above errors caused by ill-posedness problem can be effectively corrected by probabilistic image registration (i.e. incorporating Tikhonov regularisation into the iterative warping parameter optimisation).

Unfortunately, in addition of errors yielded by ill-posedness, there is the other kind of errors in the warping parameter estimation of free-form transformation. In
free-form transformations, warping parameters do not directly control every pixel, but overmaster the displacement norms of scattered control points. Through these control points and corresponding polynomials interpolation, warping parameters can indirectly map every pixel between two images. However, these displacement norms of some control points have high probability of being fallaciously measured, because some control points may locate in featureless regions. Such kind of estimation errors can be interpreted as a limitation called "low expression power". This limitation can not be simply described by any zero-mean normal distribution. In other words, probabilistic image registration can do nothing to eliminate this limitation. Moreover, because of this errors, over-fitting and under-fitting will frequently occur and severely limit the performance.

In conclusion, by incorporating a priori knowledge into the iterative warping parameter estimation, probabilistic image registration can satisfactorily resolve ill-posedness problem. However, due to some incorrect measurements of displacement norms of control points, probabilistic method can not prevent the occurrence of over-fitting and under-fitting in free-form image registration.

3.3 Introduction to the Second-order Demons Algorithm

Before we establish two-phase probabilistic second-order demons algorithm, a brief introduction is required to the second-order Demons Algorithm.

3.3.1 Recall of Demons Algorithm

First of all, let us recall Demons Algorithm with the same denotation presented in chapter 2. In this section, Image $I(x)$ will deform to template $T(x)$ by a dense displacement field $P$. $W(x; p(x))$ denotes the warping function of a pixel at coordinate $x$ in image $I(x)$. Similarly, $p(x) = (p_1(x), p_2(y))^T$ is two-element local displacement vector of pixel at coordinate $x$ in image $I(x)$.

Thus the key task of Demons Algorithm is to seek an accurate dense displacement field $P = \{p(x)|x \in \mathbb{R}\}$ that minimizes SSE between image $I(x)$ and template $T(x)$. Because of constraint 1 of optic-flow algorithms, in practice, a stepwise displacement field $\Delta P = \{\Delta p(x)|x \in \mathbb{R}\}$ will be searched in each single iteration rather than directly seeking an accurate $P$. Therefore, the loss function
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For Demons Algorithm can be represented as:

$$\arg \min_{\Delta p(x)} \left\{ \sum_x \left[ I(W(x; p(x) + \Delta p(x))) - T(x) \right]^2 \right\}, \quad (3.11)$$

where

$$p(x) \leftarrow p(x) + \Delta p(x).$$

Minimizing equation 3.11 is done by performing a first order Taylor expansion repected to $\Delta p(x)$:

$$\arg \min_{\Delta p(x)} \left\{ \sum_x \left[ I(W(x; p(x))) + \nabla I(x) \frac{\partial W}{\partial p(x)} \Delta p(x) - T(x) \right] \right\}, \quad (3.12)$$

where $\nabla I(x)$ is valued of gradient of image $I(x)$ at coordinate $x$. Additionally, the translation will be only applied to present local displacement of pixels in image $I(x)$. Therefore, apparently, for the translation, $\frac{\partial W}{\partial p(x)}$ is always an $2 \times 2$ identity matrix. Equation 3.12 can be simplified as $[I(W(x; p(x))) + \nabla I(x) \Delta p(x) - T(x)]$. Equation 2.20 has been proposed to calculate stepwise $\Delta p(x)$ at each iteration, which is recalled in the follows:

$$\Delta p(x) = G_{\sigma^2} \otimes \left\{ \frac{[\nabla I(x)]^T [T(x) - I(W(x; p(x)))]}{\|\nabla I(x)\|^2 + [T(x) - I(W(x; p(x)))]^2} \right\},$$

where extra term $[T(x) - I(W(x; p(x)))]^2$ increases the stability of entire equation.

As discussed before, Demons Algorithm adopts Maxwell’s demons force to help overcome the aperture problem (i.e. constraint 2 of optic-flow algorithm). In above Demons Algorithm equation, Maxwell’s demons force is presented by a Gaussian smoothing kernel $G_{\sigma^2}$ with a variance of $\sigma^2$, where $\otimes$ indicates the convolution.

3.3.2 Concept of second-order Demons Algorithm

After recalling Demons Algorithm, concept of second-order Demons Algorithm, proposed by Pennec et al. [38] will be introduced here. As its name suggested, the second-order Demons Algorithm means minimisation of SSE is done by performing the second-order Taylor expansion expect to stepwise $\Delta p(x)$, presenting as follows:

$$\arg \min_{\Delta p(x)} \left\{ \sum_x \left[ I(W(x; p(x))) + \nabla I(x) \Delta p(x) + \frac{1}{2} \Delta p(x)^T \nabla^2 I(x) \Delta p(x) - T(x) \right] \right\}, \quad (3.13)$$
where $\nabla^2 I(x)$ indicates the second order gradient of image $I(x)$ at coordinate $x$. Then, minimization is actually executed by performing partial derivatives of equation 3.13 with respect to $\Delta p(x)$, i.e.:

$$\arg\min_{\Delta p(x)} [\nabla_{SSE}(x) + H_{SSE}(x) \cdot \Delta p(x)],$$

(3.14)

where

$$\nabla_{SSE}(x) = [\nabla I(x)]^T [I(W(x; p(x))) - T(x)],$$

$$H_{SSE}(x) = [\nabla I(x)]^T [\nabla I(x)] + [I(W(x; p(x))) - T(x)] \cdot \nabla^2 I(x).$$

Assuming that $H_{SSE}(x)$ is positive definite, the minima is obtained for a null gradient:

$$\Delta p(x) = -H_{SSE}^{-1}(x) \cdot \nabla_{SSE}(x).$$

(3.15)

Then, a trace of $H_{SSE}$ is applied to make a closest scalar matrix $\tilde{H}_{SSE}(x)$:

$$\tilde{H}_{SSE}(x) = \frac{1}{n} \left\{ \|\nabla I(x)\|^2 + [I(W(x; p(x))) - T(x)] \cdot \text{Tr}(\nabla^2 I(x)) \right\} \cdot Id,$$

(3.16)

where $n$ is the space dimension (2 for 2D and 3 for 3D), and $Id$ is a $2 \times 2$ identity matrix. Adopting closest scalar matrix $\tilde{H}_{SSE}(x)$ in equation 3.15, the $\Delta p(x)$ with regularisation step will come as follows:

$$\Delta p(x) = G_{\sigma^2} \otimes \left\{ \frac{n \cdot [\nabla I(x)]^T [T(x) - I(W(x, p(x)))]}{\|\nabla I(x)\|^2 + [I(W(x; p(x))) - T(x)] \cdot \text{Tr}(\nabla^2 I(x))} \right\}.$$

(3.17)

Compared with the traditional Demons Algorithm, the second-order Taylor expansion gives an explanation of the extra term:

$$\alpha [I(W(x; p(x))) - T(x)]^2,$$

where $\alpha$ is a normalisation factor and simply set as 1 in Demons Algorithm (i.e. equation 2.20). In contrast, this normalisation factor $\alpha$ is defined in the second-order Demons Algorithm as follows:

$$\alpha = \frac{\text{Tr}(\nabla^2 I(x))}{[I(W(x; p(x))) - T(x)]}. $$

This definition allows $\alpha$ to be adjusted adaptively at each iteration of warping parameter optimisation. On the contrary, $\alpha$ in traditional demons force is always defined and even bounded for $\alpha > 0$ by $\|\Delta p(x)\| < 1/(2\sqrt{\alpha})$. However, nothing imposes that linearised loss function (i.e. equation 3.12) decreases with such
displacements. Whereas, the second order demons algorithm is based on the assumption that $H_{SSE}(x)$ is positive definite. If this denominator becomes close to zero, the second order Demons Algorithm could switch to another non-linear gradient descent method to minimise loss function (i.e. equation 3.14), such as Levenberg-Marquardt.

### 3.4 Two-Phase Probabilistic Second-order Demons Algorithm

Demons Algorithm is fast but falls short in terms of theoretical rigority, because it is based on intuitive ideas about free-form deformation. This is why it is difficult to predict when it fails and why. Moreover, due to the over-fitting and under-fitting, Demons Algorithm is unable to align two texture-rich images with a free-form transformation.

Therefore, the understanding of Demons Algorithm and its weakness opens many new research avenues. In §3.2.1, the over-fitting and under-fitting have been previously addressed by ill-poseness in warping parameter optimisation and low expression power of free-form transformation, respectively.

To solve ill-poseness in global image registration, Reid et al. [36] proposed a probabilistic image registration through applying the Bayesian rule method, which has been reviewed in §3.2. Therefore, we incorporate a priori knowledge into our improved Demons Algorithm to eliminate estimation errors caused by ill-poseness. Then, a smooth transition between fixed and fitted parameters can be achieved. When the errors for a particular fitted parameter is known to be large, then this parameter will be based more upon the prior information. To some extent, this Bayesian approach can decrease probability that the over-fitting and under-fitting occur in the warped image.

To tackle low expression power of free-form transformation, we propose a two-phase deformation strategy for free-form image registration. Through adding an extra point-to-point matching processing, the over-fitting and under-fitting caused by low expression power can be significantly removed.

In short, by integrating Bayesian approach with two-phase deformation strategy, our two-phase probabilistic second-order Demons Algorithm is very powerful and able to register even texture-rich images with free-form transformations.
3.4.1 Bayesian approach

Demons Algorithm iteratively proceeds through computing the loss function of image intensities via a linear approximation of stepwise warping parameters $\Delta p(x)$:

$$z(x) = |I(W(x; p(x))) - T(x)| \approx \nabla I(x) \cdot \Delta p(x). \quad (3.18)$$

We wish to calculate a stable and reliable estimate of $\Delta p(x)$ by specifying uncertainty in the measurement equation, and priori information on $\Delta p(x)$, and including them in the calculation. This estimation is the posterior distribution of $\Delta p(x)$, given by Bayesian rule:

$$p(\Delta p(x)|z(x)) = \frac{p(z(x)|\Delta p(x))p(\Delta p(x))}{\int_{-\infty}^{+\infty} p(z(x)|\Delta p(x))p(\Delta p(x))d\Delta p(x)}, \quad (3.19)$$

where $p(\Delta p(x))$ is the priori probability of the standard error in the fitted displacement field $\Delta p(x)$ being true. $p(z(x)|\Delta p(x))$ is the conditional probability, where $z$ is observed given that $\Delta p(x)$ is true and $p(\Delta p(x)|z(x))$ is the Bayesian estimate of $\Delta p(x)$ being true, given that measurement $z(x)$ has been made. The expression $\int_{-\infty}^{+\infty} p(z(x)|\Delta p(x))p(\Delta p(x))d\Delta p(x)$ is included so that the total probability of all possible outcomes is unity.

The maximum a posterior (MAP) estimate for the standard error of the fitted displacement field $\Delta p(x)$ is the mode of $p(\Delta p(x)|z(x))$. For the purpose, $p(\Delta p(x))$ represents a known priori probability distribution from which the displacement field is drawn. $p(z(x)|\Delta p(x))$ is the likelihood of obtaining the displacement field given the data $z(x)$, and $p(\Delta p(x)|z(x))$ is the function to be maximised. The optimisation can be simplified by assuming that all probability distributions are multidimensional Gaussian, and can therefore be described by a mean vector and a covariance matrix.

When loss function is close to the minima, this optimisation becomes almost a linear problem. That allows us to exploit the estimated errors of the fitted displacement field $\Delta p(x)$, which can be locally approximated by a multidimensional Gaussian distribution with covariance matrix $\Lambda_{\Delta p(x)}$. We assume that the true standard error of displacement field is drawn from an underlying multidimensional Gaussian distribution of a known mean $\mu_{\Delta p_0(x)}$ and a covariance $\Lambda_{\Delta p_0(x)}$. By using the priori probability density function, we can obtain a better estimate of this true standard error of $\Delta p(x)$ by taking a weighted average of $\mu_{\Delta p_0(x)} \Delta p(x)$

$$\Delta \hat{p}(x) = \left(\Lambda_{\Delta p_0(x)}^{-1} + \Lambda_{\Delta p(x)}^{-1}\right)^{-1} \left(\Lambda_{\Delta p_0(x)}^{-1}\mu_{\Delta p_0(x)} + \Lambda_{\Delta p(x)}^{-1}\Delta \hat{p}(x)\right), \quad (3.20)$$
where $\Delta \hat{p}(x)$ is the sample mean of the standard errors of the fitted displacement field.

- **Estimation of covariance matrix $A_{\Delta p(x)}$**

In order to employ Bayesian approach, we must compute $A_{\Delta p(x)}$, which is the estimated covariance matrix of the standard errors of the fitted displacement field. If the observations are independent, and each has unit standard deviation, $A_{\Delta p(x)}$ is given by $H(x)$ in Demons Algorithm and $H_{SSE}$ in second-order Demons Algorithm, respectively. Unfortunately, in practice, the standard deviation of the observations is unknown. Therefore, an assumption of its equal for all observations has been made, and estimated it from the standard differences parameter $z(x)$ between image $I(x)$ and template $T(x)$. A more accurate version of equation 3.19 includes terms representing uncertainty in the measurement:

$$z(x) = [\nabla I(x) - \varepsilon_2] [\Delta p(x) - \varepsilon_n] + \varepsilon_1,$$  \hspace{1cm} (3.21)

where terms $\varepsilon_1$, $\varepsilon_2$ and $\varepsilon_n$ are zero mean Gaussian random variables of dimensionality 1, 2 and $n$, $n$ is the number of parameter elements.

$\varepsilon_1$ is in units of image intensity, and its variance should be set to the typical pixel intensity variance caused by noise. $\varepsilon_2$ not only represents the differences of aliasing effects between the image and the template, but also describes the errors of displacement field caused by an uncertainty estimation in gradient. The aliasing noise is represented as a small pixel offset, which is distributed by a 2D (usually isotropic) Gaussian. Meanwhile, the errors of displacement field is described by the deviation in pixel position caused by the linear approximation. $\varepsilon_2$ is 2D with units of pixels, and has components with a standard deviation similar to the average pixel location errors yielded by the differences in aliasing. Therefore, $\varepsilon_2$ could also be expressed as $\varepsilon_2 = \Omega_1 + \Omega_2$, where $\Omega_1$ and $\Omega_2$ are Gaussian random numbers with covariances $A_{\Omega_1}$ and $A_{\Omega_2}$ in order to illustrate the errors of aliasing and the errors of displacement field, respectively. The $\varepsilon_n$ represents an uncertainty proportional of $\Delta p(x)$ projected onto the intensity gradient. This error is closely related to the amount of the image smoothing, which is done before the image gradient calculation, named the intensity surface linearisation error.

Then the likelihood function $p(z(x)|\Delta p(x))$ following from this uncertainty
model is:

\[ p(z(x)|\Delta p(x)) = \frac{1}{\sqrt{2\pi\sigma_z^2}} \exp \left\{ -\frac{z(x) - \nabla I(x)\Delta p(x)}{2\sigma_z^2} \right\}, \quad (3.22) \]

where

\[ \sigma_z^2 = \sigma_1^2 + (\nabla I(x)) \Lambda_2 (\nabla I(x))^T + (\nabla I(x) \frac{\partial W}{\partial p(x)}) \Lambda_n (\nabla I(x) \frac{\partial W}{\partial p(x)})^T. \quad (3.23) \]

In equation 3.23, \( \sigma_1^2, \Lambda_2 \) and \( \Lambda_n \) are two variances and a covariance of \( \varepsilon_1, \varepsilon_2 \) and \( \varepsilon_n \) respectively. Then, covariance matrix \( \Lambda_{\Delta p(x)} \) in the second-order demons algorithm can now be estimated by:

\[ \Lambda_{\Delta p(x)} = \frac{\sigma_z^2}{n} \left\{ ||\nabla I(x)||^2 + (I(W(x;p(x))) - T(x)) \text{Tr}(\nabla^2 I(x)) \right\} \cdot \text{Id}. \quad (3.24) \]

where \( \text{Id} \) denotes a \( 2 \times 2 \) identity matrix.

- **Estimating \( \Lambda_{\Delta p_0(x)} \) and \( \mu_{\Delta p_0(x)} \)**

The priori distribution for \( \Delta p(x) \) (i.e. \( p(\Delta p(x)) \)) with mean \( \mu_{\Delta p_0(x)} \) and covariance matrix \( \Lambda_{\Delta p_0(x)} \) can be estimated as:

\[ \frac{1}{\sqrt{|2\pi\Lambda_{\Delta p_0(x)}|}} \exp \left\{ -\frac{1}{2} (\Delta p(x) - \mu_{\Delta p_0(x)})^T \Lambda_{\Delta p_0(x)}^{-1} (\Delta p_0(x) - \mu_{\Delta p_0(x)}) \right\}. \quad (3.25) \]

This priori information (which is used to describe how likely each component of the errors of displacement field is to change) is useful for stabilising. Additionally, the estimation of covariance matrix \( \Lambda_{\Delta p_0(x)} \) in this priori distribution will determine the step size of iteration. When the \( \Lambda_{\Delta p_0(x)} \) is small, the convergence will speed up. Otherwise, the speed of convergence will decrease. For the estimation of \( \mu_{\Delta p_0(x)} \), the heuristic method has been chosen in the application. The value of \( \mu_{\Delta p_0(x)} \) is set at each iteration to the errors of displacement field, which represents the differences between current displacement field \( p^n(x) \) and initial estimation of \( p^{n-1}(x) \). But in the initialisation, \( \mu_{\Delta p_0(x)} \) will be set to zero.

- **Incorporating Bayesian approach into demons-based method**

As mentioned previously, when the errors of displacement field estimation are closed to the minima, the registration problem is almost linear. Therefore, a priori information will be incorporated into the iterative optimisation scheme (i.e. steepest descent in demons-based algorithm) to calculate
second-order Demons Algorithm displacement field $\Delta p(x)$ as follows:

$$
\Delta p(x) = G \frac{1}{\sigma^2} \sum \left\{ \frac{\mu_{\Delta p_0(x)}}{\text{Tr}(\Delta p_0(x))} + \sigma_z^{-2} \left[ \nabla I(x) \right]^T \left[ I(W(x; p(x))) - T(x) \right] \right\}
$$

\[ \frac{1}{\Delta p_0(x)} + \sigma_z^{-2} \left\{ \left\| \nabla I(x) \right\|^2 + \left[ I(W(x; p(x))) - T(x) \right] \right\} \text{Tr}(\nabla^2 I(x)) \}

(3.26)

3.4.2 Two-phase deformation strategy

As mentioned in the beginning of §3.4, after generating registration result by probabilistic second-order Demons Algorithm, a second-phase point-to-point matching processing will be used to justify registration errors, which is caused by low expression power.

Although probabilistic second-order Demons Algorithm significantly improves registration accuracy through successfully overcoming ill-posedness problem. Because of low expression power, the over-fitting and under-fitting still frequently occurs, and seriously limits registration performance.

In fact, the essence of this point-to-point matching processing is very simple. Every point in registration result $R(x)$ will iteratively match to template $T(x)$ again, with a non-regularised stepwise displacement field. This non-regularised stepwise displacement field is given in the following:

$$
\Delta p(x) = \frac{1}{\text{Tr}(\Delta p_0(x))} \left\{ \frac{\mu_{\Delta p_0(x)}}{\text{Tr}(\Delta p_0(x))} + \sigma_z^{-2} \left[ \nabla R(x) \right]^T \left[ R(W(x; p(x))) - T(x) \right] \right\}
$$

\[ \frac{1}{\text{Tr}(\Delta p_0(x))} + \sigma_z^{-2} \left\{ \left\| \nabla R(x) \right\|^2 + \left[ R(W(x; p(x))) - T(x) \right] \right\} \text{Tr}(\nabla^2 R(x)) \}

(3.27)

Cooperating with probabilistic second-order Demons Algorithm, this two-phase deformation strategy can reliably prevent the occurrence of the over-fitting and under-fitting in free-form image registration.

That is why our two-phase probabilistic second-order Demons Algorithm is not only able to more accurately align homogeneous images with free-form deformation, but also can register texture-rich images with free-form deformation.

3.5 Experiment Results

We examine homogeneous image registration performance based on the “synthetic rectangle-to-star image sequence”, which has been used to illustrate homogeneous image registration performance of Demons Algorithm in §2.3. To study texture-rich image registration performance, a “deformable cloth live sequence” and a
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Figure 3.2: Homogeneous registration comparison for the synthetic rectangle-to-star: (a). Result by Pyramids Lucas-Kanade, (b). Result by the traditional Demons Algorithm, (c). Result of the second-order Demons Algorithm, (d). Result of two-phase probabilistic second-order Demons Algorithm.

"back-yard image sequence" are chosen in this section, where the "deformable cloth live sequence" is offered by Mathieu Salzmann (EPFL), which have been used to test convex optimisation [43], and the "back-yard image sequence" is downloaded from optic-flow database (URL: http://vision.middlebury.edu/flow/) which is built by Baker et al [5].

All of these experiments are initialised with the same set of parameters. The rectangle free-form transformation is used to present the free-form transformation in the phase 1, where the rectangle size of control points is kept as $20 \times 20$. Meanwhile, for the comparison, this same rectangle free-form transformation will be applied in second-order Demons Algorithm and Demons Algorithm. To assess the quality of image registration results, we will calculate SSE between the registered image and the ground truth. Additionally, we will also compute MI them. Moreover, the registered result yielded by our approach will be compared with other results produced by Demons Algorithm, second-order Demons Algorithm and Pyramid Lucas-Kanade, respectively.

Figure 3.2 and Table 3.1 present the registered results obtained by different four registration methods. Obviously, second-order demons algorithm and our algorithm can provide more accurate registered images than the 4-level pyramid Lucas-Kanade algorithm and Demons Algorithm. Additionally, the registered image yielded by our approach is much smoother than that generated by second-order Demons Algorithm.

Figure 3.2-a shows the registered result aligned by the 4 level Pyramid Lucas-Kanade algorithm, proposed by Jean Yves Bouguet [9]. Although the coarse-to-fine strategy can partially improve registration accuracy and overcome the large motions between images, pyramid Lucas-Kanade algorithm still can hardly align
### 3.5. EXPERIMENT RESULTS

<table>
<thead>
<tr>
<th>Method</th>
<th>Sum Squared Error</th>
<th>MI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-phase Probabilistic 2nd Order Demons Algorithm</td>
<td>4.3955</td>
<td>1.4142</td>
</tr>
<tr>
<td>2nd Order Demons Algorithm</td>
<td>4.4302</td>
<td>1.9595</td>
</tr>
<tr>
<td>Original Demons Algorithm</td>
<td>14.7144</td>
<td>1.8797</td>
</tr>
<tr>
<td>4 Level Pyramid Lucas-Kanade</td>
<td>18.9373</td>
<td>1.8570</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison for homologous region registration among two-Phase probabilistic 2nd order Demons Algorithm, 2nd order demons algorithm, original Demons Algorithm and 4 Level Pyramid Lucas-Kanade

![Figure 3.3: Deformable cloth live sequence registration procedure](image)

(a) (b) (c) (d)

Figure 3.3: Deformable cloth live sequence registration procedure: from top to bottom, Column (a) image $I(x)$ and template $T(x)$; Column (b) includes alignment result after phase 1 registered and the final result of phase 2 registered; Column (c) present error image between the phase 1 registration and the template, and the final error image between phase 2 result and the template; Column (d) shows regularisation transformation mesh grid of phase 1 and displacement field of phase 2.

two homogeneous images (quality of registration: SSE: 18.9373; MI: 1.8570bit).

Figure 3.2-b is generated by Demons Algorithm. Compared with figure 3.2-a, registration performance of Demons Algorithm is better, due to the contributions of Maxwell's demons force (SSE: 14.7144 and MI: 1.8797bit).

In figure 3.2-c, second-order Demons Algorithm provides more reliable and
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Figure 3.4: Top (A-D): Alignment results generated by four different registration algorithms: A. 4 Level Pyramid Lucas-Kanade, B. The original Demons Algorithm, C. Second order Demons Algorithm, D. Two phase probabilistic second order Demons Algorithm; Bottom (A-D): Registration interpolate errors of each corresponding algorithm.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sum Squared Error</th>
<th>MI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-phase Probabilistic 2nd</td>
<td>21.2557</td>
<td>6.6756</td>
</tr>
<tr>
<td>Order Demons Algorithm</td>
<td>0.4104</td>
<td>1.0150</td>
</tr>
<tr>
<td>2nd Order Demons Algorithm</td>
<td>23.9358</td>
<td>0.4054</td>
</tr>
<tr>
<td>Original Demons Algorithm</td>
<td>24.4735</td>
<td>0.3994</td>
</tr>
<tr>
<td>4 Level Pyramid Lucas-Kanade</td>
<td>14.6105</td>
<td>0.9565</td>
</tr>
</tbody>
</table>

Table 3.2: Comparison for cloth deformation live sequence registration among two-phase probabilistic second order Demons Algorithm, second order Demons Algorithm, original Demons Algorithm and 4 level pyramid Lucas-Kanade.

Accurate registration result, where SSE is 4.4302 and MI rises to 1.9595bit.

Compared with above results, the registered result of the synthetic “rectangle-to-star sequence” is improved by two-phase probabilistic second-order Demons Algorithm, where SSE is 1.4142 and MI is 1.9988bit.

This experiment provides a solid evidence to support our two-phase probabilistic second order Demons Algorithm works well in homogeneous registration.
3.6. CONCLUSIONS

Then, we conduct a texture-rich image registration experiment by using the “deformable cloth live sequence”, where the 144-th and 174-th frames are chosen. Figure 3.3 shows the registration procedure done by our approach. The top image in figure 3.3-a is the input image cropped from the 144-th frame. The bottom image in figure 3.3(a) is the template cropped from the 174-th frame. The top image and the bottom image in figure 3.3-b present the registered result of phase 1 and phase 2, respectively. Similarly, the top image and the bottom image in figure 3.3-c show the corresponding registration errors, respectively. In the top image in figure 3.3-c, we can find the outer contours between the input image and the template have been moved as close together as possible, while the texture registration errors (i.e. internal contour) is still large. The bottom image in figure 3.3-c shows the phase 2 (i.e. point-to-point matching processing) can magnificently reduce the registration errors in texture regions. Finally, the top and bottom images in figure 3.3-d are the regularised deformable mesh grid of phase 1 and the point-to-point displacement field of phase 2, respectively. The evaluation results of SSE and MI are represented in Table 3.2, the increased performance of our approach versus original and second order Demons Algorithm. Our approach improves both SSE measure and MI evaluation in each phase.

Additionally, the “back yard sequence” has been used to test our approach. Figure 3.5 illustrates this free-form image registration procedure between the 10-th frame (i.e. figure 3.5-a) and the 11-th frame (i.e. figure 3.5-b). The initial SSE and MI measures are 25.8704 and 0.9936bit, respectively. After phase 1 running, SSE and MI are getting into 11.7939 and 1.0525bit, respectively. Then, in phase 2, SSE and MI are turned to 3.5541 and 1.6831bit. This experiment proves that our algorithm is able to register general free-form images.

3.6 Conclusions

Incorporating priori knowledge into second-order Demons Algorithm and combining with two-phase deformation strategy, Demons Algorithm has been extended to the application domain of free-form homogeneous image registration to free-form texture-rich image registration. The phase 1 probabilistic second-order Demons Algorithm is able to move outer contours between the image and the template as close as possible. Then the phase 2 point-to-point matching processing is used to eliminate most texture registration errors between them. Integrating stabilising effect of prior knowledge and two-phase deformation strategy, the two-phase prob-
abilistic second-order Demons Algorithm does not only improve stabilisation and provide reliable convergence of warping parameters, but also extend the application domain of the traditional Demons Algorithm from free-form homogeneous image registration to free-form texture-rich image registration.

Our new algorithm achieves significant image registration accuracy in the free-form image alignment. However, the two phase probabilistic second order demons algorithm can not prevent the occurrence of over-fitting and under-fitting. To address this issue, a learning varying dimension RBF method will be proposed in the next chapter.
Figure 3.5: Backyard sequence registration procedure: (a) The image, (b) The Template, (c) Result of Phase 1, (d) Result of Phase 2, (e) Error image of phase 1, (f) Error image of Phase 2, (g) Regularised mesh grid, (h) Displacement Field.
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4.1 Introduction

In chapter 3, we have discussed reasons for the occurrence of the over-fitting and under-fitting problems (i.e. issues that crucially limit the accuracy of image registration). To overcome such problem, we reviewed an existing probabilistic image registration method and proposed our two-phase probabilistic second-order demons algorithm for free-form image registration.

For global image registration, the over-fitting and under-fitting are caused by ill-posedness in warping parameter optimisation procedure, because the estima-
CHAPTER 4. LEARNING VARYING DIMENSION RADIAL BASIS FUNCTIONS

Estimation of warping parameters is actually based on an over-determined system of linear equations. Whereas, ill-posedness can be significantly eliminated by this probabilistic image registration.

Unfortunately, in free-form image registration, reasons for the occurrence of the over-fitting and under-fitting are more complex than that in global registration. Ill-posedness in warping parameter estimation is not the only reason contributing to the over-fitting and under-fitting in free-form registration. Because of the complexity, the over-fitting and under-fitting can also be caused by low expression power. Therefore, incorporating a priori knowledge can not resolve the mis-alignment caused by the over-fitting or under-fitting.

In this chapter, we will study how to establish an effective RBF transformation with a probabilistic warping parameters estimation to express the appropriate free-form deformation. Then, free-form image registration can prevent the over-fitting and under-fitting with this well estimated RBF transformation. To achieve this goal, the selection of control points has become a crucial yet challenging step.

### 4.1.1 Selection of control point

In rectangle free-form transformation, control points are four knots of each rectangle, and they have been uniformly distributed in the whole image. Therefore, control point selection is implicitly determined by size of the rectangle. This is because it actually determines the number and locations of control point. Then, these control points directly contribute to the expression power of rectangle free-form transformation. Rectangle free-form transformation has been widely applied, because it is simple to implement and easy to understand.

However, most general free-form deformations can not be effectively expressed by rectangle free-form transformation, because most of them are not uniform. Therefore, a set of uniformly distributed control points is insufficient to express the non-uniform deformations. Moreover, some control points may be located in certain featureless regions, which would cause low expression power. In addition to ill-posedness, this low expression power is the other reason contributing to the over-fitting and under-fitting in free-form image registration.

In contrast, control points of RBF transformation are selected manually and adaptively based on the image information. The locations and the number of control points will directly determine a specific RBF. Theoretically, with appropriate control points, RBF transformation can express any free-form transformation. However, in practice, how to select these control points is crucial and
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Figure 4.1: Illustration of affine optic-flow model of order six

Recently, Bartoli and Zisserman et. al. presented a dynamic center insertion strategy [6] to help seek the appropriate control points. In this strategy, a latent control point library is established based on the sort of residual between images. Then, the minimal distance between adjacent control points is used as criterion to determine which potential point in the latent library should be inserted as a new control point. Meanwhile, a model selection criterion, e.g., Akaike Information Criterion (AIC), has been chosen as the stopping criterion in order to seek the 'best' number of control points.

However, taking the minimal distance between adjacent control points as selection criterion can not locate control points. This is because the minimal distance still need to be manually predefined. In other words, different minimal distance can produce different RBF transformation to express one free-form transformation.

After addressing the issue of control point selection, we will present a learning approach, which is used to determine the appropriate control points from the talent library. Then, through combing this learning approach with a probabilistic warping parameter estimation, a learning varying dimension RBF algorithm will be able to convincingly resolve the over-fitting and under-fitting in free-form image registration.

4.2 Recall of RBF Transformation

RBF transformation is concerned with the deformation expression as a regression of target variable $Y$ on input set of covariates $X$, and give observations data pairings $D = \{(y_1, x_1), (y_2, x_2), \ldots, (y_n, x_n)\}$. The regression curve or surface is assumed to be the conditional mean function $m(x) = E[Y | X = x]$ and the recorded observations $Y$ corrupted by gaussian noise $\epsilon$, so that we have

$$y_i = m(x_i) + \epsilon_i, \quad i = 1, \ldots, n,$$  \quad (4.1)
where \( \epsilon_i \) is an independent and identically distributed norm \( \sim N(0, \sigma^2) \). In this section, we concern the approximation of \( m(x) \) to be an estimated \( \hat{m}(x) \) as follows:

\[
\hat{m}(x_i) = \sum_{j=1}^{K} w_j \phi_j(x_i),
\]

(4.2)

where \( \{\phi_j(x)\}_{j=1,...,n} \) represents a kernel function. \( w \) is the output coefficient, which is also considered as warping parameters.

RBF transformation has been proved as a popular approach for approximating of free-form transformation, and a review can be found in [39]. This free-form transformation is feed-forward model of RBF, where each kernel function is parameterised by the position vector \( \mu \) of a control point, which is located in the \( d \)-dimensional covariance space \( \mathbf{X} \) (i.e. 2D location vector of control points in free-form image registration). Conventionally, there are as many kernel functions as data points to be approximated with the position vectors. Output \( m(x) \) of this RBF transformation could be rewritten as a linear combination of these kernel function responses and an extra low-order polynomial term as follows:

\[
m(x) = \sum_{j=1}^{K} w_j \phi_j(||x - \mu_j||) + \sum_{m=0}^{p} a_m q_m(x),
\]

(4.3)

where \( || \cdot || \) denotes a distance metric (e.g. Euclidean or Mahalanobis), \( q_m(x) \) represents a polynomial with degree \( m \). Warping parameters \( w \) and \( a \) are calculated by least squares, where constraint \( \{\sum_{i=1}^{N} w_j q_m(x_i) = 0\}_{j=0,...,p} \) is imposed to ensure the uniqueness of this solution.

In RBF transformation, the low-order polynomial terms in equation 4.3 can be interpreted as an affine transformation, which has been used successfully for estimating and representing several global components and incorporated in as much literatures, e.g. [30]. Then, this low order polynomial term \( \sum_{m=0}^{p} a_m q_m(x) \) could be rewritten as a displacement field \( u(x) \) over coordinate \( x = (x, y) \):

\[
u(x) = \sum_{m=1}^{6} c_m b_m(x),
\]

(4.4)

where \( \{b_m(x)\}_{m=1,...,6} \) are six basis sets, while affine model required, encoding horizontal and vertical translation, shearing and scaling, respectively. \( c = \{c_1, ..., c_6\} \) is the vector containing the scalar coefficients. Meanwhile, as mentioned in §1.2.1, the affine transformation is also able to be modelled by \( 2 \times 2 \) matrix \( \hat{\mathbf{A}} \) and two-element vector \( \mathbf{d} = (d_x, d_y)^T \). A better alternative is to enrich
the description of motion, that is to define a set of possible optic-flow functions \( u(x) = \{u^x(x), u^y(x)\}^T \). Then, a pixel located in coordinate \( x \) in sensed image \( I \) is mapped to the corresponding coordinate \( x' \) in template \( T \). This affine transformation can be summarized by the following equation:

\[
u(x) = \begin{pmatrix} u^x(x) \\ u^y(x) \end{pmatrix} = Ax + d. \tag{4.5}
\]

RBF transformation defines a mapping from \( \mathbb{R}^d \) to \( \mathbb{R} \), where \( d \) is the dimension of data space \( X \). A 2D displacement field \( u(x) \) is defined by \( \mathbb{R}^2 \rightarrow \mathbb{R} \) with a series of kernel functions \( \{\phi_i(||x - \mu_i||)\}_{i=1,...,K} \). However, in image registration, the image and the template need be mapped from \( \mathbb{R}^2 \rightarrow \mathbb{R}^2 \). Therefore, the common way to construct this mapping \( m \), is to stack 2 same sets of kernel functions with different coefficients \( (\delta^x(x) \text{ and } \delta^y(x)) \). Then the deformation between two images can be expressed by following equation:

\[
m(x) = \begin{pmatrix} \delta^x(x) \\ \delta^y(x) \end{pmatrix} = Ax + d + \sum_{j=1}^{K} \left( \begin{pmatrix} w^x_j \\ w^y_j \end{pmatrix} \phi_j(||x - \mu_j||) \right), \tag{4.6}
\]

where \( \{\delta^x(x), \delta^y(x)\}^T \) and \( (w^x_j, w^y_j)^T \) represent encoding horizontal and vertical displacement fields and related coefficients, respectively.

The theory of radial basis functions indicates that many permissible forms of the kernel function \( \{\phi_j(||x - \mu_j||)\}_{j=1,...,K} \) can be taken. In this chapter, thin-plate-spline \( \phi(z) = z^2 \log z \) are chosen, which has an elegant algebra expressing the dependence of physical bending energy of a thin plate on points [8].

In free-form image registration, to efficiently resolve ill-posed problems and increase convergence stability, we need to remove the unnecessary degree of freedom. In neural networks community, it is to control complexity by the number of centers, which is less than the number of data points, which is advocated by Broomhead and Lowe [10]. The elimination of the dimension leads to the simple model with less variances but greater bias.

Improving convergence stability can also be achieved by adding a small, positive regularisation term \( \Gamma \) to the diagonal terms in the designed matrix of the least-squares solution of \( \{w_j\}_{j=1,...,K} \), which is known as Tikhonov regularisation [48] and has been discussed in probabilistic image registration. The larger value of \( \Gamma \) is, the smoother the warping parameters of RBF transformation will be.

These two approaches share a common motivation: to resolve ill-posed problems and increase the convergence stability of warping parameters estimation of
RBF transformation. However, these regularisation methods may be still too restrictive in many regions in image (i.e. over-fitting) and too loose in others (i.e. under-fitting). For example, when tracking a face, deformation of the jaw are much more likely than deformations of the nose. Moreover, as mentioned previously, ill-posed problems are not the only reason to cause over-fitting and under-fitting. Low expression power of transformation also contributes to the occurrence of the over-fitting and under-fitting. Therefore in the next section, we will propose a Bayesian learning framework of RBF transformation, which is able to resolve ill-posed problems and establish appropriate RBF transformation via appropriate control points.

### 4.3 Bayesian RBF with Varying Dimension

According to equation 4.2, these observation points between two images are fitted under data pairing \( D \):

\[
y_i = \tilde{A}x_i + d + \sum_{j=1}^{K} \begin{pmatrix} w_j^x \\ w_j^y \end{pmatrix} \phi_j(||x_i - \mu_j||) + \epsilon_i, \quad (4.7)
\]

where \( \epsilon_i \) is 2D zero-mean gaussian noise with covariance \( \Lambda = \sigma^2 \text{Id} \), and \( \text{Id} \) is \( 2 \times 2 \) identity matrix.

In our context, Bayesian framework is the calculation of a probability distribution on unknown warping parameters vector \( \theta \). Meanwhile, we also need to take into account of uncertainty transformation shifting among a set of latent RBF transformations \( \mathcal{M} \) with varying dimensions. Thus, we make this free-form image registration explicit by writing the expectation as follows

\[
E(Y|x, D) = \sum_{k=0}^{K} \int m(x|\theta_k, M_k) p(\theta_k|M_k, D)p(M_k|D) d\theta_k, \quad (4.8)
\]

where \( \mathcal{M} = \{M_0, \ldots, M_K\} \) is the set of latent RBF transformations entertained, while \( M_k \) is a defined RBF transformation with the determined locations and the determined number of control points \( M_k = \{k, \mu_k\} \), and \( \theta_k \) is to represent warping parameters \( w_k \) and affine parameters \( A_k \). Posterior distribution \( p(\theta_k, M_k|D) \) is given as a combination of likelihood and priori. Now, the aim of Bayesian radial basis functions of varying dimension is to make the Maximum A Posteriori
4.3. BAYESIAN RBF WITH VARYING DIMENSION

estimation (MAP).

\[ p(\theta_k, M_k|\mathcal{D}) = \frac{p(\mathcal{D}|\theta_k, M_k)p(\theta_k, M_k)}{\int_{-\infty}^{\infty} p(\mathcal{D}|\theta_k, M_k)p(\theta_k, M_k)d\theta_k} = \frac{p(\mathcal{D}|\theta_k, M_k)p(\theta_k, M_k)}{\int_{-\infty}^{\infty} p(\mathcal{D}|\theta_k, M_k)p(\theta_k, M_k)d\theta_k} \]

\[ [M_k, \theta_k] = \arg\max_{M_k \in \mathcal{M}, \theta_k \in \Theta_k} p(M_k, \theta_k|\mathcal{D}) \]

\[ [M_k, \theta_k] = \arg\max_{M_k \in \mathcal{M}, \theta_k \in \Theta_k} \int_{-\infty}^{\infty} p(\mathcal{D}|\theta_k, M_k)p(\theta_k, M_k)d\theta_k \]

\[ [M_k, \theta_k] = \arg\max_{M_k \in \mathcal{M}, \theta_k \in \Theta_k} p(\mathcal{D}|\theta_k, M_k)p(\theta_k, M_k), \]

(4.9)

where \( p(\mathcal{D}|\theta_k, M_k) \) is the likelihood function and \( p(\theta_k, M_k) \) is the prior density.

Assuming a normally distribution noise term in equation 4.7, we can obtain the following log-likelihood of the \( p(\mathcal{D}|\theta_k, M_k) \), up to an additive constant,

\[ \mathcal{L}[p(\mathcal{D}|\theta_k, M_k)] = -n \log \sigma - \frac{1}{2\sigma^2} \sum_{i=1}^{n} [y_i - m(x_i; M_k, \theta_k)]^2. \]

(4.10)

Then, the location of each control point can be denoted by position vector \( \mu_k \). \( k \) indicates the number of control points. Now, any RBF transformation can be found from the latent RBF transformation, which is denoted as \( \mathcal{M} = \{M_k|\mu_k, k\} \). After RBF transformation determined, the flexibility of this RBF transformation is controlled through a priori on \( \theta_k \). Typically, this priori will be a form of shrinkage priori \( p(\theta_k|M_k) \sim N(\theta_k|\hat{\theta}_k, \sigma^2_m I) \) that penalizes large values. The priori is controlled through precision parameter \( \sigma^2_m \), which shares the same smoothness effect provided by regularisation matrix \( \Gamma \).

The analysis here accounts for the additional uncertainty present in the model selection of \( M_k \). We place a proper priori over the entire set of latent RBF transformations library \( \mathcal{M} \). Typically, a Poisson priori on \( k \) and an uniform priori on \( \mu_k \) should be chosen, meanwhile setting the mean of this Poisson priori to be a small value penalises networks with a large number of control points, e.g. control points of a predefined rectangle free-form transformation overlapping the sensing image. However, this Poisson priori on \( k \) and uniform priori on \( \mu_k \) will fail to concern the solution of ill-posed problems in warping parameters optimisation, which is already being achieved by the set a \( \sigma^2_m \) on the output coefficients \( \theta_k \) in the shrinkage priori. Therefore, we design a function \( \Psi_k \) integrating about \( k, \mu_k \) and \( \sigma^2_m \), which is readily computable and measures the amount of fitting that the model achieves. The details of function \( \Psi_k \) will be described in next subsection.

Then a Gamma prior distribution is placed on \( \theta_k \), thus:

\[ p(\theta_k, M_k) = p(\theta_k, \mu_k, k) = p(\theta_k|M_k)p(\mu_k, k) = N(\theta_k|\hat{\theta}_k, \sigma^2_m I)\Gamma(\Psi_k|\alpha, \beta), \]

(4.11)
where $\alpha$ and $\beta$ are Gamma priori parameters, the mean of this Gamma distribution is $\alpha/\beta$, and the variance is $\alpha/\beta^2$. Additionally, in $d$-dimensions, setting the mean equal to $d + 1$ indicates a preference for a linear fit. Then, $\hat{\theta}_k$ is the mean of conditional probability density $p(\theta_k|M_k)$, which will be reset at each iteration. However, at the beginning of the iteration, $\mu_k$ will be set to 0.

4.3.1 Function $\Psi_k$

Considering the typical system of linear equations, let $\psi_k$ denote the coefficients matrix given by observation data points $\{x_1, \ldots, x_n\}$, while $\theta_k$ denotes the warping parameters of RBF transformation $M_k$. Then, this system of linear equations can be written as: $y = \psi_k\theta_k$. However, to overcome ill-posed problems, regularisation matrix $\sigma_m^2 I$ is incorporated into coefficients matrix $\psi_k$. This regularisation procedure can be represented by a transformation matrix $R$, like $\hat{y} = Ry$. Then the least-square approximation should be:

$$\hat{y}_k = (\psi_k^T\psi_k + \sigma_m^2 I)^{-1}\psi_k^Ty,$$  \hspace{1cm} (4.12)

where $\sigma_m^2$ is the regularisation parameter mentioned in Tikhonov regularisation. Then, according to $\hat{y} = \psi_k\hat{\theta}_k$, $\hat{y}$ can be written as:

$$\hat{y} = \psi_k(\psi_k^T\psi_k + \sigma_m^2 I)^{-1}\psi_k^Ty,$$  \hspace{1cm} (4.13)

and hence

$$R = \psi_k(\psi_k^T\psi_k + \sigma_m^2 I)^{-1}\psi_k^T.$$  \hspace{1cm} (4.14)

In accordance with Generalized Additive Model (GAM), we can define function $\Psi_k$ as follows:

$$\Psi_k = tr(R).$$  \hspace{1cm} (4.15)

This is the sum of the eigenvalues of $R$, which gives a measurement of amount of fitting that $R$ the expected regularisation matrix for our model.

After all, the goal of this Bayesian RBF of varying dimension is to find appropriate RBF transformation (a RBF transformation with appropriate control points) and well estimated corresponding warping parameters, through making maximum a posteriori estimation. Unfortunately, those traditional fixed dimensional optimisation methods are not able to find maximum value of a posterior density equivalence $p(D|\theta_k, M_k)p(\theta_k, M_k)$, because the dimensions of this term will shift during optimisation. Thus, the Reversible Jump Markov Chain Monte Carlo (RJMCMC), presented by Green 1995 [23], will be applied to seek the maximum value of equation 4.9.
4.4 Introduction of RJMCMC

RJMCMC is a variation of traditional Markov Chain Monte Carlo (MCMC) method, thus MCMC method will be introduced at the beginning of this section.

4.4.1 MCMC

In fixed dimension situation, \( \theta \) denotes a parameter vector belonging to a latent parameter library \( \Theta \). This parameter vector will be used in a possible probability distributions \( p(\mathcal{D}|\theta) \) to express observations data pairing \( \mathcal{D} \). Assuming \( p(\theta) \) is a prior probability density describing \( \theta \), Bayesian formula will correspondingly give a posterior \( \pi(\theta|\mathcal{D}) \) in terms of likelihood and priori:

\[
\pi(\theta|\mathcal{D}) = \frac{p(\mathcal{D}|\theta)p(\theta)}{\int p(\mathcal{D}|\theta)p(\theta)d\theta}.
\]  

(4.16)

In traditional MCMC, a Markov Chain is constructed. In this Markov Chain, the latent parameter library \( \Theta \) is as its state space. Whereas, \( \pi(\theta|\mathcal{D}) \) is its limiting stationary distribution. In the other words, this Markov Chain constructs an approach of sampling values from posterior distribution \( \pi(\theta|\mathcal{D}) \). Then Monte Carlo inference about \( \theta \) is applied to make estimates of sample averages and densities.

Above Markov Chain can be described by a transition kernel procedure. This transition kernel will describe the state shifting procedure that each state \( \theta_t \) in relevant probability distribution for the chain moves to the next state \( \hat{\theta}_{t+1} \) by step size \( d\theta \), where \( t \) denotes the state number. For ease of exposition, it is assumed that the corresponding density function exists and denotes the transition density as \( p(\theta, \hat{\theta}_{t+1}) \) for each distribution. MCMC methods produce the chain that are aperiodic, irreducible and fulfill a reversibility condition, also called the balance equation:

\[
\pi(\theta_t|\mathcal{D})p(\theta_t, \hat{\theta}_{t+1}) = \pi(\hat{\theta}_{t+1}|\mathcal{D})p(\hat{\theta}_{t+1}, \theta_t).
\]  

(4.17)

This equation means if \( \pi(\theta_t) \) is the initial distribution of the starting state, the intensity of going from state \( \theta_t \) to \( \hat{\theta}_{t+1} \) is the same as that of going from \( \hat{\theta}_{t+1} \) to \( \theta_t \). Meanwhile, the reversibility could directly lead to:

\[
\int \pi(\theta_t|\mathcal{D})p(\theta_t, \hat{\theta}_{t+1})d\theta = \pi(\hat{\theta}_{t+1}|\mathcal{D}),
\]  

(4.18)

which means that \( \pi(\theta_t|\mathcal{D}) \) is in fact the stationary distribution of the chain. Then, we can use any sample from this chain as a random sample from distribution
Therefore, according to Metropolis-Hastings algorithm, presented by Metropolis, Rosenbluth et al. (1953) [34], above described Markov Chain with transition density can be generated in the following:

\[ p(\theta_t, \tilde{\theta}_{t+1}) = q(\theta_t, \tilde{\theta}_{t+1}) \alpha(\theta_t, \tilde{\theta}_{t+1}). \]  

(4.19)

For the proposal density \(q(\theta^t, \tilde{\theta}^{t+1})\) is commonly chosen to be \(N(\theta, \Sigma)\), where \(\Sigma\) is covariance matrix sharing the same dimensions with \(\theta\). Then, for acceptance probability \(\alpha(\theta_t, \tilde{\theta}_{t+1})\) can be described in the following:

\[ \alpha(\theta_t, \tilde{\theta}_{t+1}) = \min \left\{ 1, \frac{\pi(\tilde{\theta}_{t+1})q(\tilde{\theta}_{t+1}, \theta_t)}{\pi(\theta_t)q(\theta_t, \tilde{\theta}_{t+1})} \right\}. \]  

(4.20)

If the proposed state \(\tilde{\theta}_{t+1}\) was accepted, the \(\tilde{\theta}_{t+1}\) is set to \(\theta_{t+1}\) as the new state in the chain. Otherwise, the new state of the chain will be unchanged and stay in \(\theta_{t+1} = \theta_t\). Now, the new state \(\theta_{t+1}\) will form as the starting state for the next proposed state. This Metropolis-Hastings algorithm is iterated until a large number of samples have been drawn. Each updated state is just a function of previous state, and they are hence referred to as Markov Chains.

However, traditional MCMC method are restricted to densities of fixed dimensions. Whereas, the posteriori density \(p(\theta, M_k|D)\) is a density of varying dimensions in equation 4.10. Therefore, traditional MCMC method can hardly be adopted to find the maximisation of the posteriori density. To extend traditional MCMC method to be available in densities of varying dimensions, the RJMCMC was developed.

### 4.4.2 RJMCMC

The key idea of reversible jump algorithm is to augment the usual proposal step in a conventional Metropolis-Hastings algorithm \(i.e.\) equation 4.20 with a number of other possible shifting types surrounding a change in the dimensions of the densities.

In our RBF of varying dimensions, in addition to the possibility of moving within a latent warping parameters subspace \(\Theta_k\) \(i.e.\) Metropolis-Hastings algorithm, equation 4.20, the sampler can propose to switch dimension at each iteration, either up or down, by adding or removing a control point from the recent RBF transformation.

However, different from MCMC in the RJMCMC method, the state space will be defined in the following:

\[ E_k = \{ M_k, \theta_k | M_k \in \mathcal{M}, \theta_k \in \Theta_k \}. \]  

(4.21)
where $M$ is latent RBF transformations library and $\Theta_k$ is the corresponding latent warping parameter subspace of a RBF transformation $M_k = \{k, \mu_k\}$. The dimension of $\theta_k$ is denoted by $k$.

To improve the convergence speed in free-form deformable image alignment, we implemented the birth and death proposition kernel, presented by Garcin et. al. [20]. The probability of attempting a birth or death step are respectively given by $b_k$ and $d_k$, when the current RBF transformation has $k$ control points. Additionally, $d_1 = 0$, $b_n = 0$, and $b_k = d_k = 0.1$ will be set for all other values of $k$, where $n$ is the total number of the observation data pairing $D$.

Commonly, the current state $E_k$ (defined in equation 4.21) will jump between dimensions to form $E_{k+1}$ with some random vector $dE$. We can generally use $E_{k+1} = E_k + dE$ to express this procedure. For a birth step, this vector $dE$ is a datum vector drawn at random from those points in observation data pairing $D$ that has not already become a control point. The jump move between dimensions is accepted with probability:

$$\alpha(E_k, E_{k+1}) = \min \left\{ 1, \frac{p(E_{k+1}|D)\tau_m(E_k)}{p(E_k|D)\tau_m(E_k)q(dE)} \left| \frac{\partial(E_{k+1})}{\partial(E_k, dE)} \right| \right\}, \quad (4.22)$$

where $\tau_m(E)$ is the probability of choosing a jump of type (i.e. the birth step or the death step), when the current RBF transformation is $E_k$. $q(dE)$ is the density function of $dE$. The final term, a Jacobian arises from the change of variables from $(E_k, dE)$ to $E_{k+1}$. For the RBF transformation, the above accepting probability (i.e. equation 4.22) can be interpreted as (likelihood ratio) $\times$ (prior ratio) $\times$ (proposal ratio).

- **Likelihood Ratio**

To illustrate this accepting probability, the likelihood ratio is $p(D|\theta_k, M_k) p(\theta_k, M_k)$, as given in equation 4.9.

- **Prior Ratio**

To describe the prior ratio, we take the birth step for example. In the birth step, we need consider the RBF transformation shifting from $E_k = \{M_k, \theta_k\}$ to $E_k = \{M_{k+1}, \theta_{k+1}\}$. Then, the prior ratio for the birth step is:

$$\frac{\Gamma(\Psi_{M_{k+1}}|\alpha, \beta)}{\Gamma(\Psi_{M_k})} \frac{[(k + 1)!/(n - k + 1)!/n!]}{[(n - k)!/n!]} \frac{p(\theta_{k+1}|M_{k+1})}{p(\theta_k|M_k)}, \quad (4.23)$$

where $\Gamma(\Psi_k)$ and $p(\theta_k|M_k)$ are taken from equation 4.11, and the term $k!(n - k)!/n!$ represents the probability of choosing the $k$-th control point from $n$ data pairing points (i.e. observation data pairing $D$).
Additionally, the prior ratio for the death step is just an inversion of the prior ratio for the birth step:

\[
\frac{\Gamma(\Psi_{M_k}) [k!(n-k)!/n!] p(\theta_k)|M_k}{\Gamma(\Psi_{M_{k+1}}|\alpha, \beta) [(k+1)!(n-k+1)!/n!] p(\theta_{k+1}|M_{k+1})}. \tag{4.24}
\]

- Proposal Ratio

Finally, the proposal ratio for the birth step can be given by:

\[
d_{k+1} p(\theta_k|M_k)/(k+1) / b_{k+1} p(\theta_{k+1}|M_{k+1})/(n-k), \tag{4.25}
\]

where the full conditional of \( p(\theta_k|M_{k+1}) \) is used as the proposed distribution for \( \theta_k \), which is presented by warping parameters calculation in function \( \Psi_k \) (i.e. equation 4.12):

\[
p(\theta_k|M_k) = N(\hat{\theta}_k, \sigma^2_m I)
\]

where \( \sigma^2_m \) is the prior precision for \( \theta_k \).

Now, the RJMCMC optimisation seeking the maximisation of the posteriori density \( p(D|\theta_k, M_k)p(\theta_k, M_k) \) has been established as above. The appropriate locations and the best number of control points can be automatically determined by RJMCMC optimisation. The detailed procedure of this iterative algorithm could be written in pseudo-code in algorithm 4.1. In algorithm 4.1, MOVE, BIRTH and DEATH steps are simple. MOVE selects a control point at random and resets its location vector to another datum drawn randomly from data set \( D \). BIRTH adds a new control point at a randomly selected point in the data set \( D \) that does not already contain one. DEATH selects just a control point at random and removes it.

### 4.5 Generation of Observations Data Pairing \( D \)

We have established the whole RJMCMC algorithm to automatically estimate accurate warping parameters \( \theta_k \) of an appropriate RBF transformation \( M_k \) for free-form image registration. However, this learning varying dimension RBF is established based on an assumption that observations data pairing \( D \) has been obtained. In this section, we will discuss how to generate this observations data pairing set from image \( I \) and template \( T \).

Generation of observations data pairing set \( D \) is actually an image feature extraction and tracking problem. There are some existing well-studied feature
Algorithm 4.1 Pseudo-code of RJMCMC for Bayesian RBF transformation

**Input:** Problem equation 4.8, data pairings set $\mathcal{D}$

**Output:** Stationary distribution of Markov Chain: $p(\theta_k, M_k|\mathcal{D})$

**Initialisation:**

1. Define variance $\sigma^2_m$ from its prior probability: $\Gamma(\sigma^{-2}_m|10^{-3}, 10^{-3})$
2. Draw the output coefficients $\theta$ by using the full conditionals of $\theta$ probability $\pi(\theta|\mathcal{D})$ (i.e. equation 4.16)

while do

(1). Draw an uniform random variable $dE \sim U(0,1)$.
(2). Propose the next state of the chain as follow:

if $dE < b_k$ then
    perform BIRTH step. $dE < b_k + d_k$
    Perform DEATH step.
else
    Perform MOVE step.
end if

(3). Redraw the coefficients $\theta'$ as initialisation step 2.
(4). Draw an uniform random variable $dE \sim U(0,1)$.

if $dE < \alpha(E, E')$ (i.e. equation 4.23) then
    Accept the proposed state.
else
    Set the next state to be the current state.
end if

(5). Draw the variance $\sigma^2_m$ from its prior probability:
$\Gamma(\sigma^{-2}_m|10^{-3} + n/2, 10^{-3} + \epsilon^2/2)$, where $n$ is number of data points and $\epsilon^2$ is the sum of squared residuals for the current model.
(6). Until convergence is assumed.

end while
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Figure 4.2: Three different kinds of deformable surface: 1. (a) and (d) are the 144th and the 159th frame of the warping texture cloth with folding motion, respectively; 2. (b) and (e) are the 55th and the 57th frame in the Clair Speech Sequence, respectively, where contains the motion include lips motion and head pose change; 3. (c) and (f) are the 12th and the 23rd frame of the heart beating sequence. (The warping texture cloth sequence is provided by Mathieu Salzmann, EPFL; The Clair Speech Sequence and the heart beating sequence are downloaded from OSU/SAMPL Database-URL http://sampl.ece.ohio-state.edu)

In our learning varying dimension radial basis functions, Kanade-Lucas-Tomasi feature tracking method, has been adopted to generate the observations data pairing $D$. Then, the warping parameters $\theta_k$ and RBF transformation $M_k$ are learned from this observation data pairing $D$ by RJMCMC. Therefore, the accuracy of this method is dependent of the accuracy of feature extraction and tracking. The more accurate features have been tracked, the better the free-form image registration we can get.

Because we have already estimated accurate warping parameters $\theta_k$ and established an appropriate RBF transformation $M_k$, then the free-form image registration has become a missing data points filling procedure. RBF transformation equation 4.6 with given parameters $\theta_k$ and $M_k$ will be recalculated at each pixel of input image $I$ to get dense displacement field.
4.6 Experiments

This section reports experimental results on three real motion sequences with different types of deformation.

The warping cloth sequence, figure 4.2-a and 4.2-d, contains free-form deformation warped by hand, this sequence is provided by Salzmann. This sequence will be used to illustrate the performance of deformable texture-rich image alignment via our learning varying dimension RBF algorithm.

The Clair speech sequence, figure 4.2-b and 4.2-e, and the heart beating sequence, figure 4.2-c and 4.2-f are both downloaded from OSU/SAMPL Database. The movements in the Clair speech sequence are able to divided into the global motion of her head pose and the free-form deformation of her lips during speech. This sequence here is employed to evaluate the capability of our algorithm to resolve global and free-form deformations at the same time. The heart beating sequence contains numerous homogenous regions. Thus, this sequence can be applied to verify the homogenous image alignment performance of our algorithm.

The goal of these experiments is to validate learning varying dimension RBF approach and compared with three existing image registration algorithms, such as Demons Algorithm (i.e. Demon I in [49]) and Direct Estimation Radial Basis Mapping with Dynamic Centers Insertion (using the D.C.I. as abbreviation), presented by Bartoli et.al. in [6].

Our alignment results and quantitative evaluations in terms of SSE are presented in figure 4.3 and Table 4.1, respectively. Compared each algorithms in the first row of figure 4.3, we can find out learning varying dimension RBF can give more satisfied registration results than those yielded by others. It is easy to see that our approach is the best of three for warping cloth sequence. Meanwhile, we note there is a massive over-fitting appearing in the result generated by Demons I, due to Demons Algorithm focused on contours alignment by Maxwell demon force. Therefore, for complex texture-rich cloth folding motion, it can hardly handle this situation.

In the Clair speech sequence, the second row of figure 4.3, under-fitting and over-fitting appear in the lips motion area of Demon I and Direct Estimation Radial Basis Mapping with dynamic centers insertion method. But for head pose recovery, excellent performance has been given by above two methods. The reason for under-fitting in Demons I is caused by low expression power, because of featureless homogeneous regions in human face. Therefore, the local deformation, especially lips moving, is hardly described by Demons I. Although Direct
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Figure 4.3: The templates and aligned images of all three approaches, three images in (a) column are templates of warping cloth, claire speech and heart beating, respectively. Images in (b) column are registered results of Demons I, as same, images in (c) and (d) columns are alignment results of dynamic centers insertion method and learning varying dimension RBF, respectively.

Table 4.1: Results of alignment error (measured by mean square error over 256 grey-levels).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Warping Cloth</th>
<th>Clair Speech</th>
<th>Heart Beating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demons Algorithm I</td>
<td>23.37</td>
<td>8.12</td>
<td>11.18</td>
</tr>
<tr>
<td>Dynamic Centers Insertion</td>
<td>15.36</td>
<td>6.48</td>
<td>9.97</td>
</tr>
<tr>
<td>Learning Varying RBF</td>
<td>12.17</td>
<td>6.03</td>
<td>9.21</td>
</tr>
</tbody>
</table>

Estimation Radial Basis Mapping method dynamically insert control points into image to solve low expression power problem, without quantitative determination of control points' density, it is also easy to cause the under-fitting with sparse
control points, and over-fitting under dense control points' distribution. Whereas, with incorporating priori information and learning framework, our approach can easily balance global transformation and local deformation by appropriate control points determination.

Finally, for the heart beating sequence, all of three deformable image alignment approach provide satisfied registered results. In this case, dynamic centers insertion and our algorithm can be interpreted as that they have degenerate to be equivalent to Demon II [49], because almost all of control points have been located near contours of ventricular and atrial. This is why all of these three algorithms make such similar alignment results in this sequence.

4.7 Conclusions

In this chapter, we have proposed a learning varying dimension RBF algorithm, which can solve the occurrence of over-fitting and under-fitting in the free-form image registration. This algorithm is able to simultaneously determine an appropriate RBF transformation as well as its best warping parameters, through integrating a learning processing from the observations data pairing with a probabilistic estimation. We will further extend our idea to multi-modality image registration. This will be detailed in next chapter - such issue has not been fully attended to in literatures.
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5.1 Introduction

In this chapter, learning varying dimension RBF is further extended to multi-modality free-form registration domain through incorporating a novel similarity measure - Cross-Cumulative Residual Entropy (CCRE). Learning varying dimension RBF formulation, proposed in chapter 4, is the method that aligns the image and the template by using an adaptive control points selection and a probabilistic warping parameter estimation [48]. Unfortunately, this algorithm is designed for single-modality registration.

Single-modality algorithms usually achieve image registration through minimising sum of squared errors (SSE) between two images. This is because SSE
has several advantages as a similarity measure. It is fast. It is simple to implement. It has a wide basin of convergence, which means make convergence easily. Its gradient is simple to derive, and it is well understood. Disadvantages of SSE include limited robustness to noise and variations in lighting conditions. Additionally, its wide basin of convergence can also make the result ambiguous. However, tracking multiple features and the use of models of appearance can significantly improve robustness, this is why our learning varying dimension RBF algorithm is able to partially robust to noise. In addition to above disadvantages, SSE has another crucial limitation that it can be only a similarity measure for single-modality image registration.

In multi-modality image registration, mutual information [50] is a popular similarity measure, which has been well described in chapter 2. Mutual information is applicable to multi-modality registration and robust to noise. However, mutual information also has a disadvantage limiting its performance as a similarity measure. The change of mutual information respecting to parameters is not smooth, because the density functions is not regular, even in the case that probability density function has been approximated by Parzen window. This irregular property can cause the optimisation frequently trapped into local minima, and this will lead to mis-alignment. To overcome this disadvantage, CCRE is applied as a similarity function as opposed to mutual information.

CCRE, developed by Wang and Vemuri [52], is based on a recently introduced information theoretic matching criterion to measure the similarity between two images. This new measure (dubbed cumulative residual entropy) unlike the well known Shannon entropy was shown to be consistently valid across discrete and continuous domains. Since it is based on cumulative distribution functions (CDFs) rather than probability densities. Compared with probability density functions, cumulative density functions are more regular and more robust in the presence of noise than probability densities.

5.2 Cross-Cumulative Residual Entropy

Wang and Vemuri [52] presented a novel registration criterion for multi-modality image registration. This criterion is based on an information theoretic measure called the cumulative residual entropy (CRE) [40], which is a measure of entropy defined using cumulative distributions. Let $X$ indicate a random variable in $\mathbb{R}$, and $F(\lambda) := P(|X| > \lambda)$ is the cumulative residual distribution. The cumulative
residual entropy of $X$, is defined as follows:

$$\varepsilon(X) = -\int_{R_+} F(\lambda) \log F(\lambda) d\lambda, \tag{5.1}$$

where $R_+ = (X \in R; X \geq 0)$. The essential idea in this definition is to use the cumulative distribution to replace the density function in Shannon’s definition of entropy. The cumulative distribution function is regular, because it is defined in an integral form unlike the density function, which is defined as the derivative of the distribution. This definition also preserves the well established principle that the logarithm of the probability of an event should represent the information content in the event. CRE can be related to the well-known concept of mean residual life function, which is defined as:

$$m_F(t) = E(X - t|X > t) = \frac{\int_t^\infty F(X)dX}{F(t)}. \tag{5.2}$$

$m_F(t)$ is often used to measure departure from exponentiation. CRE can be shown to be the expectation of $m_F(t)$: $\varepsilon(X) = E[m_F(X)] [3]$. Based on CRE, CCRE between two random variables is created, and it has been applied to solve multi-modality image alignment problem.

Now, we have sensed image $I(m(x; M_k, \theta_k))$ and template $T(x)$, $M(x; M_k, \theta_k)$ in equation 4.7 is a linear combination of the kernel functions in which $M_k = \{k; \mu_k\}$ is a defined RBF transformation including the number and the locations of kernel functions, and $\theta_k = \{w_k, A_k\}$ is used to represent kernel functions coefficients $w_k$ and affine parameters $A_k$. Then, we define a similarity metric $S(I(m(x); M_k, \theta_k))$ and maximise or minimise $S(\cdot)$ over RBF transformation $m(x)$. Mutual information for two random variables $x$ and $y$ can be defined like equation 2.23

$$I(x, y) = \sum_{x \in x} \sum_{y \in y} p(x, y) \log_2 \left( \frac{p(x, y)}{p_x(x)p_y(y)} \right),$$

where $p(x, y)$ is the joint probability density function between random variables $x$ and $y$. The reason for defining mutual information in terms of differential entropy as opposed to Shannon entropy is to facilitate the optimisation of mutual information with respect to warping parameters using any gradient based methods.

Whereas, the cross-CRE (CCRE) using CRE defined in equation 5.1 is defined as:

$$C(X, Y) = \varepsilon(X) - E[\varepsilon(X/Y)]. \tag{5.3}$$
This quantity becomes a similarity criterion in image alignment problem. Consequently, image $I(m(x; M_k, \theta_k))$ and template $\hat{T}(x)$ have been incorporated into equation 5.3 RBF transformation $m(x; M_k, \theta_k)$ describes the deformation, where $\theta_k$ is a set of warping parameters need to be determined. Now, the task of image registration becomes an optimisation problem. To align sensed image $I(m(x; M_k, \theta_k))$ with template $\hat{T}(x)$, we need seek a set of warping parameters $M_k$ and $\theta_k$, which maximises $C(I(m(x; M_k, \theta_k)), \hat{T}(x))$ over the space of smooth transformations. This procedure is expressed in the following:

$$\arg \min_{(M_k, \theta_k)} C(I(m(x; M_k, \theta_k)), \hat{T}(x))$$ (5.4)

Then, the CCRE $C(I(m(x; M_k, \theta_k)), \hat{T}(x))$ can be computed as follows:

$$C(I(m(x; M_k, \theta_k)), \hat{T}(x)) = E[I(I(m(x; M_k, \theta_k)))] - E[E[I(I(m(x; M_k, \theta_k)))]/\hat{T}(x))]$$

$$= - \sum_{\lambda \in I_L} \left[ \int_\lambda^\infty p_t(l; M_k, \theta_k)dl \right] \log_2 \left[ \int_\lambda^\infty p_t(l; M_k, \theta_k)dl \right]$$

$$+ \sum_{\lambda \in I_L} \sum_{s \in T_L} \left[ \int_\lambda^\infty p_h(l, s; M_k, \theta_k)dl \right] \log_2 \left[ \int_\lambda^\infty \frac{p_h(l, s; M_k, \theta_k)}{p_t(s)}dl \right],$$

where $I_L$ and $\hat{T}_L$ are two sets of discrete intensities associated to sensed image $I(x)$ and template $\hat{T}(x)$. Let $P_t(l > \lambda; M_k, \theta_k)$ and $P_h(l > \lambda, s; M_k, \theta_k)$ respectively denote $\int_\lambda^\infty p_t(l; M_k, \theta_k)dl$ and $\int_\lambda^\infty p_h(l, s; M_k, \theta_k)dl$, equation 5.5 can be simplified as

$$C(I(m(x; M_k, \theta_k)), \hat{T}(x))$$

$$= - \sum_{\lambda \in I_L} P_t(l > \lambda; M_k, \theta_k) \log_2 P_t(l > \lambda; M_k, \theta_k)$$

$$+ \sum_{\lambda \in I_L} \sum_{s \in T_L} P_h(l > \lambda, s; M_k, \theta_k) \log_2 \left( \frac{P_h(l > \lambda, s; M_k, \theta_k)}{p_t(s)} \right)$$

$$= - \sum_{\lambda \in I_L} P_t(l > \lambda; M_k, \theta_k) \left[ \log_2 \left( \frac{P_h(l > \lambda, s; M_k, \theta_k)}{p_t(s)} \right) \right]$$

$$+ \sum_{\lambda \in I_L} \sum_{s \in T_L} P_h(l > \lambda, s; M_k, \theta_k) \log_2 \left( \frac{P_h(l > \lambda, s; M_k, \theta_k)}{p_t(s)} \right)$$

$$= - \sum_{\lambda \in I_L} \sum_{s \in T_L} P_h(l > \lambda, s; M_k, \theta_k) \frac{P_h(l > \lambda, s; M_k, \theta_k)}{p_t(s)}$$
5.2. **CROSS-CUMULATIVE RESIDUAL ENTROPY**

Figure 5.1: Plot of CCRE and mutual information for a multi-modality image registration between MR-T1 and MR-T2, where misalignment is generated by rotation of the MR-T1 image about an arbitrary axis in 3D. First column: MR-T1 and MR-T2 image pair distorted by zero-mean gaussian noise (Standard deviation 0.01). Second column: Plotted of different mutual information value over $-5^\circ$ to $5^\circ$. The top figure presented the misaligned image pair without gaussian noise distortion, the bottom one is result under distorted by gaussian noise. Third column: Plotted of different CCRE value over $-5^\circ$ to $5^\circ$. Top and bottom figures present results without gaussian noise and with gaussian noise, respectively.

Compared with mutual information, there are three major advantages of CCRE as shown in figure 5.1. Firstly, the maxima value of CCRE appears at $0^\circ$ of rotation either with or without gaussian noise distortion. Whereas, maxima value of mutual information appears closed to $0^\circ$ of rotation, but disturbance occurs at exact $0^\circ$ of rotation. Disturbance of mutual information is getting much severer under gaussian noise distortion. This property confirms that the CCRE measure is able to find optimum transformation parameters between two images. Secondly, the change of CCRE with respect to parameters is much more smoother than that of mutual information. This feature empirically validates that CCRE is more regular than mutual information. Theoretically, this justification stems from the fact that CCRE is based on cumulative density functions. Finally, in the same warping parameters range, CCRE shows much larger range of values than that of mutual information (CCRE: 72 bit to 87 bit within $-5^\circ$ to $5^\circ$; Mu-
tual Information: 1.62 bit to 1.81 bit). This property plays an important role in the numerical optimisation, since it would lead to a more stable numerical implementation by avoiding cancelation round off, which often plagues arithmetic operations with smaller numerical values.

5.2.1 Parzen Window for CCRE

In statistics, Parzen window method is a non-parametric way of estimating the probability density function of a random variable. Therefore, Parzen window technology is also implemented to estimate the cumulative residual function in CCRE.

In this section, a cubic and a zero-order B-spline window functions have been adopted as kernel functions in Parzen window. Then, the joint histogram between image $I(x)$ and template $T(x)$ can be rewritten as:

$$h(l, s ; M_k, \theta_k) = \frac{1}{\varepsilon_l \varepsilon_T} \sum_x \beta^3 \left( \frac{I(l; m(x; M_k, \theta_k))}{\varepsilon_l} \right) \beta^0 \left( \frac{s - T(x)}{\varepsilon_T} \right). \quad (5.7)$$

Consequently, the joint probability function is expressed based on $h(l, s ; M_k, \theta_k)$

$$p_h(l, s; M_k, \theta_k) = \alpha(M_k, \theta_k) h(l, s; M_k, \theta_k), \quad (5.8)$$

where $\alpha(M_k, \theta_k)$ is a scalar coefficient to keep $\int_{-\infty}^{\infty} p_h(l, s; M_k, \theta_k) = 1$, and it is defined in the following:

$$\alpha(M_k, \theta_k) = \frac{1}{\sum_{l \in I} \sum_{s \in T} h(l, s; M_k, \theta_k)}. \quad (5.9)$$

The fully form of joint probability density function is presented:

$$p_h(l, s; M_k, \theta_k) = \frac{\alpha(M_k, \theta_k)}{\varepsilon_l \varepsilon_T} \sum_x \beta^3 \left( \frac{l - I(m(x; M_k, \theta_k))}{\varepsilon_I} \right) \beta^0 \left( \frac{s - T(x)}{\varepsilon_T} \right). \quad (5.10)$$

According to the definition of cumulative residual function, we have

$$P_h(l > \lambda, s; M_k, \theta_k) = \int_{\lambda}^{\infty} p_h(l, s; M_k, \theta_k)dl$$

$$= \frac{\alpha(M_k, \theta_k)}{\varepsilon_l \varepsilon_T} \sum_{l=\lambda}^{\infty} \sum_x \beta^3 \left( \frac{l - I(m(x; M_k, \theta_k))}{\varepsilon_I} \right) \beta^0 \left( \frac{s - T(x)}{\varepsilon_T} \right)$$

$$= \frac{\alpha(M_k, \theta_k)}{\varepsilon_l \varepsilon_T} \sum_x \int_{\lambda}^{\infty} \beta^3 \left( \frac{l - I(m(x; M_k, \theta_k))}{\varepsilon_I} \right)dl \beta^0 \left( \frac{s - T(x)}{\varepsilon_T} \right) \quad (5.11)$$
where the cubic B-spline kernel is an integrable piecewise function, which is expressed as follows:

$$
\beta^3(x) = \begin{cases} 
(3|x|^3 - 6|x|^2 + 4)/6 & 0 \leq |x| < 1 \\
(2 - |x|)^3/6 & 1 \leq |x| < 2. \\
0 & \text{elsewhere}
\end{cases}
$$

(5.12)

Then, the cumulative residual function of this cubic B-spline kernel is presented:

$$\Phi(\lambda) = \int_\lambda^\infty \beta^3(x)dx = \begin{cases} 
1 & x < -2 \\
1 - \frac{(x+2)^4}{24} & -2 \leq x < -1 \\
\frac{1}{2} - \frac{2}{3}x + \frac{x^3}{3} + \frac{x^4}{8} & -1 \leq x < 0 \\
\frac{1}{2} - \frac{2}{3}x + \frac{x^3}{3} - \frac{x^4}{8} & 0 \leq x < 1 \\
\frac{(x-2)^4}{24} & 1 \leq x < 2 \\
0 & x \geq 2
\end{cases}
$$

(5.13)

Figure 5.2 plots the differences among cubic B-spline, cumulative residual function, and cumulative density function. Now, with cumulative residual function \(\Phi(x)\), the joint cumulative residual function between image \(I(x)\) and template \(T(x)\) is defined as follows:

$$P_h(l > \lambda, s; M_k, \theta_k) = \alpha(M_k, \theta_k) \sum_x \Phi \left( \frac{l - I(m(x; M_k, \theta_k))}{\varepsilon_I} \right) \beta^0 \left( \frac{s - T(x)}{\varepsilon_T} \right).
$$

(5.14)

Using the same theory, cumulative residual function \(P_I(l > \lambda; M_k, \theta_k)\) is:

$$P_I(l > \lambda; M_k, \theta_k) = \alpha(M_k, \theta_k) \sum_x \sum_{s \in T_k} \Phi \left( \frac{l - I(m(x; M_k, \theta_k))}{\varepsilon_I} \right) \beta^0 \left( \frac{s - T(x)}{\varepsilon_T} \right).
$$

(5.15)

### 5.2.2 Derivatives of CCRE

In learning varying dimension RBF, the free-form transformation will be determined with the appropriate locations and the best number of control points, i.e. \(M_k = \{k, \mu_k\}\). Meanwhile, relevant warping parameters \(\theta_k = \{w_k, A_k\}\) of this
determined RBF need be determined via seeking the maxima of CCRE between image $I(x)$ and template $T(x)$. To achieve this purpose, the derivatives of CCRE are required.

- **Gradient of CCRE:**

Let us define gradient $\nabla C(I(m(x;M_k,\theta_k)), \hat{T}(x))$ as:

$$\nabla C(I(m(x;M_k,\theta_k)), \hat{T}(x)) = \frac{\partial C(I(m(x;M_k,\theta_k)), \hat{T}(x))}{\partial \theta_k}$$

$$= - \sum_{\lambda \in \ell_k} \sum_{s \in T_k} \frac{\partial P_h(l > \lambda, s; M_k, \theta_k)}{\partial \theta_k} \log_2 e \cdot P_l(l > \lambda; M_k, \theta_k)$$

$$+ \sum_{\lambda \in \ell_k} \sum_{s \in T_k} \frac{\partial P_h(l > \lambda, s; M_k, \theta_k)}{\partial \theta_k} \log_2 e \cdot P_h(l > \lambda, s; M_k, \theta_k) P_T(s)$$

$$= \sum_{\lambda \in \ell_k} \sum_{s \in T_k} \left[ \frac{\log_2 e \cdot P_h(l > \lambda, s; M_k, \theta_k)}{P_T(s)} - \log_2 e \cdot P_l(l > \lambda; M_k, \theta_k) \right]$$

$$\times \frac{\partial P(l > \lambda, s; M_k, \theta_k)}{\partial \theta_k}$$

$$= \sum_{\lambda \in \ell_k} \sum_{s \in T_k} \frac{\partial P(l > \lambda, s; M_k, \theta_k)}{\partial \theta_k} \log_2 \frac{P(l > \lambda, s; M_k, \theta_k)}{P_T(s) P_l(l > \lambda; M_k, \theta_k)}, \quad (5.16)$$

where $e$ is the exponential constant. We note the gradient formula of CCRE.
is similar to CCRE formula itself. They share a same \( \log_2(\cdot) \) term in their own formulas. This property will make efficient in the computation. This means only partial differential term need to be addressed. According to chain rule of differential computation, the partial differential term can be get:

\[
\frac{\partial P(l > \lambda, s; M_k, \theta_k)}{\partial \theta_k} = \alpha(M_k, \theta_k) \sum_x \beta^3 \left( \frac{s - \bar{I}(x)}{\varepsilon_T} \right) \frac{\partial I(t)}{\partial t} \bigg|_{t=m(x; M_k, \theta_k)} \frac{\partial m(x; M_k, \theta_k)}{\partial \theta_k},
\]

(5.17)

where \( \Phi'(\lambda) = -\beta^3(\lambda) \). Then equation 5.17 is:

\[
\frac{\partial P(l > \lambda, s; M_k, \theta_k)}{\partial \theta_k} = \alpha(M_k, \theta_k) \sum_x \beta^3 \left( \frac{s - \bar{I}(x)}{\varepsilon_T} \right) \frac{\partial I(t)}{\partial t} \bigg|_{t=m(x; M_k, \theta_k)} \frac{\partial m(x; M_k, \theta_k)}{\partial \theta_k},
\]

(5.18)

where \( \frac{\partial I(t)}{\partial t} \) is the gradient value of image \( I(t) \) at position \( t = m(x; M_k, \theta_k) \), and \( \frac{\partial m(x; M_k, \theta_k)}{\partial \theta_k} \) is the Jacobian matrix upon the determined RBF transformation. Recalling equation 4.7 in chapter 4, RBF transformation is expressed as follows

\[
m(x) = \begin{pmatrix} \delta_x(x) \\ \delta_y(x) \end{pmatrix} = \bar{A}x + d + \sum_{j=1}^{K} \begin{pmatrix} w^x_j \\ w^y_j \end{pmatrix} \phi_j(||x - \mu_j||).\]

Then \( \frac{\partial m(x; M_k, \theta_k)}{\partial \theta_k} \) is:

\[
\frac{\partial m(x; M_k, \theta_k)}{\partial \theta_k} = \begin{pmatrix} a_1, a_2, a_3, \phi_1(||x - \mu_1||), \cdots, \phi_K(||x - \mu_K||), 0_{1 \times (K+3)} \\ 0_{1 \times (K+3)}, a_4, a_5, a_6, \phi_1(||x - \mu_1||), \cdots, \phi_K(||x - \mu_K||) \end{pmatrix}
\]

(5.19)

It is a \( 2 \times (2K+6) \) matrix, where \( a_1, a_2, \cdots, a_6 \) are the parameters of affine transformation.

• Hessian matrix of CCRE:
Let us define the matrix of second derivative of $C(I(m(x; M_k; \theta_k)), \tilde{T}(x))$ as its hessian matrix $\nabla^2 C(I(m(x; M_k; \theta_k)), \tilde{T}(x))$

$$\nabla^2 C(I(m(x; M_k; \theta_k)), \tilde{T}(x)) = \begin{pmatrix} \frac{\partial^2 C}{\partial \theta_1 \partial \theta_1} & \frac{\partial^2 C}{\partial \theta_1 \partial \theta_2} & \cdots \\ \frac{\partial^2 C}{\partial \theta_2 \partial \theta_1} & \frac{\partial^2 C}{\partial \theta_2 \partial \theta_2} & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix}.$$  \hspace{1cm} (5.20)

Hessian is obtained using chain and product rules:

$$\frac{\partial^2 C(I(m(x; M_k; \theta_k)), \tilde{T}(x))}{\partial \theta_k^2} =$$

$$- \left[ \sum_{\lambda \in I_L} \sum_{s \in T_L} \frac{\partial^2 P_h(l > \lambda, s; M_k, \theta_k)}{\partial \theta_k^2} \log_2 \left( \frac{P_h(l > \lambda, s; M_k, \theta_k)}{p_T(l > \lambda; M_k, \theta_k)} \right) \right]$$

$$+ \frac{1}{\log_2(2)} \left[ \sum_{\lambda \in I_L} \left( \frac{\partial P_i(l > \lambda; M_k, \theta_k)}{\partial \theta_k} \right)^T \frac{\partial P_i(l > \lambda; M_k, \theta_k)}{\partial \theta_k} \right]$$

$$- \frac{1}{\log_2(2)} \left[ \sum_{\lambda \in I_L} \sum_{s \in T_L} \left( \frac{\partial P_h(l; M_k, \theta_k)}{\partial \theta_k} \right)^T \frac{\partial P_h(l; M_k, \theta_k)}{\partial \theta_k} \right].$$

$$\hspace{1cm} (5.21)$$

In equation (5.21), based on the second order variation of the joint cumulative residual function, when a pair of registration parameters varies jointly, this term could be eliminated, which amounts to linearisation the variation of $P_h(l > \lambda, s; M_k, \theta_k)$ with respect to $\theta_k$. Another motivation for ignoring the first term of equation 5.21 aries when one considers the situation at ideal registration of two dependent images. In this case, $P_h(l > \lambda, s; M_k, \theta_k) = p_T(s)P_i(l > \lambda; M_k, \theta_k)$. Then, the partition of unity condition implies:

$$\sum_{\lambda \in I_L} \sum_{s \in T_L} \frac{\partial^2 P_h(l > \lambda, s; M_k, \theta_k)}{\partial \theta_k^2} \log_2 \left( \frac{P_h(l > \lambda, s; M_k, \theta_k)}{p_T(s)P_i(l > \lambda; M_k, \theta_k)} \right)$$

$$= \sum_{\lambda \in I_L} \sum_{s \in T_L} \frac{\partial^2 P_h(l > \lambda, s; M_k, \theta_k)}{\partial \theta_k^2} \log_2(1) = 0.$$  \hspace{1cm} (5.22)

After first term of equation 5.21 vanished, the remain terms do still contribute, and the Hessian does not globally vanish at ideal situation. This is important to keep super-linear convergence near the optimum. Finally, the
5.2. CROSS-CUMULATIVE RESIDUAL ENTROPY

<table>
<thead>
<tr>
<th>Name</th>
<th>Update</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newton Decent</td>
<td>$p^{(t+1)} \leftarrow p^{(t)} - H^{-1}G$</td>
</tr>
<tr>
<td>Quasi-Newton Decent</td>
<td>$p^{(t+1)} \leftarrow p^{(t)} - \tilde{H}^{-1}G$</td>
</tr>
<tr>
<td>Steepest Decent</td>
<td>$p^{(t+1)} \leftarrow p^{(t)} - \delta G$</td>
</tr>
<tr>
<td>Levenberg Marquardt</td>
<td>$p^{(t+1)} \leftarrow p^{(t)} - ((1 + \delta I)\tilde{H})^{-1}G$</td>
</tr>
</tbody>
</table>

Table 5.1: Updates for four Newton-type optimisation methods. (1 is a matrix of ones). Although not explicitly indicated, several $\delta^2$ values may be tested.

The following simplified form of CCRE Hessian matrix is adopted.

$$
\frac{\partial^2 C(I(m(x; M_k, \theta_k)), \hat{T}(x))}{\partial x^2} \approx
\frac{1}{\log_e(2)} \left[ \sum_{\lambda \in I_L} \left( \frac{\partial P_l(l > \lambda; M_k, \theta_k)}{\partial \theta_k} \right)^T \frac{1}{P_l(l > \lambda; M_k, \theta_k)} \frac{\partial P_l(l > \lambda; M_k, \theta_k)}{\partial \theta_k} \right]
- \frac{1}{\log_e(2)} \left[ \sum_{\lambda \in I_L} \sum_{s \in T_L} \left( \frac{\partial P_h(l, s; M_k, \theta_k)}{\partial \theta_k} \right)^T \frac{1}{P_h(l > \lambda, s; M_k, \theta_k)} \frac{\partial P_h(l, s; M_k, \theta_k)}{\partial \theta_k} \right].
$$

(5.23)

Apparently, the every term needed in Hessian has been already pre-computed in the determination of the gradient. Thus, another consequence of ignoring the second order term in equation 5.21 is that Hessian $\nabla^2 C(\cdot)$ comes at essentially no additional computational cost with respect to that of the gradient $\nabla C(\cdot)$.

5.2.3 Maximal Optimisation for CCRE

Many optimisation algorithms exist, but a particular group so-called Newton-type method is most common and popular. These methods assume locally parabolic topology and seek the minimum using gradient information: $p^{(t+1)} \leftarrow p^{(t)} - H^{-1}(p^{(t)})G(p^{(t)})$. Here $H$ is the Hessian of the loss function with respect to $p^{(t)}$, $G$ is the gradient of loss function with respect to $p^{(t)}$, and $t$ indicates the iteration number. There are several variants of standard Newton type optimisation, mentioned in the Table 5.1.

In table 5.1, the convergence to an optimum of these top three methods is not guaranteed: it may converge to a saddle point, which means at the same time a maximum for some parameters and a minimum for another parameters in the set $\theta_k$. Even worse, it diverges from the desired solution when the problem is not...
convex. In return, it is extremely efficient when the criterion is locally quadratic convex, for in this case it finds the optimum after a single criterion evaluation.

Levenberg Marquardt strategy is a convenient way to combine the advantages of the gradient method with those of the Newton method, preserving the efficiency of the latter when the conditions are nearly optimal, and robustness of the former when they are not. Depending on the value of $\delta$, one can distinguish two extreme cases. When $\delta \to 0$, one sees that Levenberg Marquardt formula and Newton descent formula are identical. When $\delta \to \infty$, the diagonal terms of $(1 + \delta I)\hat{H}$ dominate, and the formula degenerates to steepest descent method. Note that although the magnitude of the update is adapted to each component by the virtue of the normalising term $H^{-1}$ are vanishingly small in the second case. Then $\delta$ can be adapted between these two extremes in order to achieve a good compromise between the efficiency but lack of robustness of the Newton-type approach, and the size of the steps of robust but generally inefficient gradient approach.

- **CCRE Summary:**

The procedure of CCRE based registration algorithm with determined RBF transformation $M_k = \{\mu_k, k\}$ is presented as follows:

1. For the current transformation model $M_k$ and initialisation of coefficients $\theta_k^0$ of this model $M_k$, interpolate the image by $I(m(x; M_k, \theta_k^0))$. Calculate $P_h(l > \lambda, s; M_k, \theta_k)$, $P_l(l > \lambda, M_k, \theta_k)$, and $\frac{\partial P_h(l > \lambda, s; M_k, \theta_k)}{\partial \theta_k}$ using the equation 5.14, equation 5.15, and equation 5.18.

2. Compute common term $\log_2\left(\frac{P_h(l > \lambda, s; M_k, \theta_k)}{P_l(l > \lambda, M_k, \theta_k)}\right)$ in both CCRE and the gradient of CCRE.

3. Compute the gradient and hessian of the CCRE using equation 5.16 and equation 5.23. Then, adopting Levenberg Marquardt approach to get $\delta \theta_k^0$ of model $M_k$.

4. Update warping coefficient by $\theta_k^{i+1} \leftarrow \theta_k^i + \delta \theta_k^i$, till find optimum coefficient $\hat{\theta}_k$ of RBF transformation $M_k$. Then, stop this registration process, otherwise go to **Step 1**.
5.3 CCRE based Learning Varying Dimension RBF

The above section provides us with a generic CCRE image registration processing flow. However, only CCRE is not adequate to resolve multi-modality free-form image registration, without an appropriate RBF transformation. Therefore, we consider to incorporate learning varying dimension RBF into CCRE to deal with this task.

However, to achieve this purpose, there are two major changes during learning varying dimension RBF implementing in the multi-modality image alignment:

1. In multi-modality case, Observation data pairing set $\mathcal{D}$ can not be pre-obtained by Kanade-Lucas-Tomasi feature tracking algorithm. Therefore, instead of this observation pairing data set, some feature points with high gradient values have been extracted from image $I(x)$ and to compose a latent control point library $\mathcal{D}_{cp}$.

2. Due to invalid data pairing set $\mathcal{D}$ for multi-modality image registration, the warping parameter estimation must be and only be based on CCRE similarity measure between image $I$ and template $T$.

In conclusion, if we want to incorporate CCRE similarity measure into learning varying dimension RBF, there are several modifications need to be made.

Firstly, equation 4.9 will be changed with latent variable preference of probability rule. In order to simplify the expression, we have $y = m(x; M_k, \theta_k)$. Then, take account of uncertainty among RBF transformation set $\mathcal{M}$, the CCRE explicit by writing the expectation as:

$$E \left[ C(I(y), \hat{T}(x)) \right] = \sum_{k=0}^{K} \int_{-\infty}^{\infty} C(I(y), \hat{T}(x)) p(y|M_k, \Delta \theta_k) p(\Delta \theta_k|M_k) p(M_k) d\Delta \theta_k,$$

(5.24)

where $M_k = \{k, \mu_k\}$ is a determined RBF transformation, and $\theta_k$ represents its coefficients $w_k$ and $A_k$. Because the coefficients of $M_k$ can not be directly obtained by closed-form least square linear equations, the iterative approach is employed to compute $\theta_k^{t+1} \leftarrow \theta_k^t + \Delta \theta_k$, where $t$ indicates the number of iterations.

In singular-modality image registration, the aim of learning varying dimension RBF is to seek the MAP estimation based on training data pairing set $\mathcal{D}$, i.e.
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Equation 4.9:

\[
p(M_k, \theta_k|D) = \frac{p(D|M_k, \theta_k)p(M_k, \theta_k)}{\int_{-\infty}^{\infty} p(D|M_k, \theta_k)p(M_k, \theta_k)d\theta_k}
\]

\[
[M_k, \theta_k] = \underset{M_k \in M, \theta_k \in \theta_k}{\text{arg max}} \quad p(M_k, \theta_k|D)
\]

\[
[M_k, \theta_k] = \underset{M_k \in M, \theta_k \in \theta_k}{\text{arg max}} \quad \frac{p(D|M_k, \theta_k)p(M_k, \theta_k)}{\int_{-\infty}^{\infty} p(D|M_k, \theta_k)p(M_k, \theta_k)d\theta_k}
\]

However, without generating training data pairing set \(D\), the aim of multimodality is transformed based on CCRE measurement \(C(I(y), \hat{T}(x))\) as following:

\[
p(M_k, \Delta \theta_k|C(I(y), \hat{T}(x))) = \frac{p(C(I(y), \hat{T}(x)|M_k, \Delta \theta_k)p(M_k, \Delta \theta_k)}{\int_{-\infty}^{\infty} p(C(I(y), \hat{T}(x)|M_k, \Delta \theta_k)p(M_k, \Delta \theta_k)d\Delta \theta_k}
\]

\[
[M_k, \Delta \theta_k] = \underset{M_k \in M, \Delta \theta_k \in \Delta \theta_k}{\text{arg max}} \quad p(M_k, \theta_k|C(I(y), \hat{T}(x)))
\]

\[
[M_k, \Delta \theta_k] = \underset{M_k \in M, \Delta \theta_k \in \Delta \theta_k}{\text{arg max}} \quad \frac{p(C(I(y), \hat{T}(x)|M_k, \Delta \theta_k)p(M_k, \Delta \theta_k)}{\int_{-\infty}^{\infty} p(C(I(y), \hat{T}(x)|M_k, \Delta \theta_k)p(M_k, \Delta \theta_k)d\Delta \theta_k}
\]

\[
[M_k, \Delta \theta_k] = \underset{M_k \in M, \Delta \theta_k \in \Delta \theta_k}{\text{arg max}} \quad p(C(I(y), \hat{T}(x)|M_k, \Delta \theta_k)p(M_k, \Delta \theta_k),
\]

(5.25)

where \(p(\Delta \theta_k, M_k)\) can be expressed as multiply between a gaussian prior distribution and a gamma prior based on \(\Delta \Psi\), which is modification version of function \(\Psi\), \((i.e. \text{equation}\) ).

\[
p(\Delta \theta_k, M_k) = N(\Delta \theta_k|\Delta \theta_k, \sigma_0^2 I)\Gamma(\Psi_H|\alpha, \beta).
\]

(5.26)

The value \(\mu_k\) is set at each iteration to update coefficients \(\Delta \theta_k\), which represents the differences between current coefficients \(\theta_k\) and initial estimate of \(\theta_k\), set solely from the priori information. This ensures when \(\theta_k\) is being updated, the priori estimation of \(\theta_k\) is always effective for the set of starting \(\theta_k\). Additionally, \(\alpha\) and \(\beta\) are Gamma parameters, the mean of the Gamma distribution is \(\alpha/\beta\), and variance is \(\alpha/\beta^2\). In \(d\)-dimensions, setting the mean equal to \(d + 1\) indicates a preference for a linear fit. Then the CCRE is:

\[
\tilde{y} = m(x; M_k, \theta_k^p + \Delta \theta_k) + m
\]

\[
C(I(y), \hat{T}(x)) = C(I(\tilde{y}), \hat{T}(x)) + c,
\]

(5.27)
where \( m \) and \( c \) are zero-mean gaussian vectors with variance \( \Lambda_m^2 \) and \( \sigma_c^2 \), respectively.

\[
\Lambda_m^2 = \left[ \frac{\partial m(x; M_k, \theta_k)}{\partial \theta_k} \right] \begin{bmatrix} \sigma_c^2 \end{bmatrix} \begin{bmatrix} \frac{\partial m(x; M_k, \theta_k)}{\partial \theta_k} \end{bmatrix}^T
\]

\[
\sigma_c^2 = \left[ \frac{\partial I(t)}{\partial t} \right] \begin{bmatrix} \frac{\partial m(x; M_k, \theta_k)}{\partial \theta_k} \end{bmatrix} \begin{bmatrix} \sigma_c^2 \end{bmatrix} \begin{bmatrix} \frac{\partial m(x; M_k, \theta_k)}{\partial \theta_k} \end{bmatrix}^T \begin{bmatrix} \frac{\partial I(t)}{\partial t} \end{bmatrix}^T
\]

where,

\[
t = m(x; M_k, \theta_k).
\]

(5.28)

Then, we obtain the log-like maximum likelihood estimation entails minimising the following least-squares objective with respect to the unknowns:

\[
\mathcal{L}[p(C(I(y), \hat{T}(x)) | \Delta \theta_k, M_k)] = \ln p(C(I(y), \hat{T}(x)) | \Delta \theta_k, M_k)
\]

\[
= - \ln(2\pi \sigma^2) - \frac{1}{2\sigma^2} \left[ C(I(y), \hat{T}(x)) - C(I(y), \hat{T}(x)) \right]^2.
\]

(5.29)

- **Function \( \Psi_{\hat{H}} \):**

After that, the function \( \Psi_{\hat{H}} \) need be redesigned. As mentioned in the CCRE section, update coefficients \( \Delta \theta_k \) is computed like \( \Delta \theta = \hat{H}^{-1} \nabla \mathcal{C} \), where \( \hat{H} = (1 + \delta_1) \nabla^2 \mathcal{C} \). Then, the regularised least-square approximation should be:

\[
\Delta \theta = \left( \sigma_c^{-2} \hat{H} + \sigma_\theta^{-2} \mathcal{I} \right)^{-1} \left( \sigma_\theta^{-2} \mathcal{I} \mu_r + \sigma_c^{-2} \nabla \mathcal{C} \right).
\]

(5.30)

Inserting \( \hat{\theta}_k \) into equation \( \Delta \theta_k = \hat{H}^{-1} \nabla \mathcal{C} \), we can get:

\[
\nabla \mathcal{C} = \hat{H} \left( \sigma_c^{-2} \hat{H} + \sigma_\theta^{-2} \mathcal{I} \right)^{-1} \left( \sigma_\theta^{-2} \mathcal{I} \mu_r + \sigma_c^{-2} \nabla \mathcal{C} \right).
\]

where mean \( \mu_k \) will be initially set as zero, during determination of RBF transformation. Therefore, the above equation can be simplified with elimination of \( \mu_k \) term:

\[
\nabla \mathcal{C} = \left( \sigma_c^{-2} \hat{H} \right) \left( \sigma_c^{-2} \hat{H} + \sigma_\theta^{-2} \mathcal{I} \right)^{-1} \nabla \mathcal{C},
\]

In accordance with generalized additive model (GAM), we can define function \( \Psi_{\hat{H}} \) of RBFs, by using \( R_{\hat{H}} \) to denote \( \sigma_c^{-2} \hat{H} \left( \sigma_c^{-2} \hat{H} + \sigma_\theta^{-2} \mathcal{I} \right)^{-1} \):

\[
\Psi_{\hat{H}} = tr(R_{\hat{H}}).
\]

(5.31)

This is the sum of the eigenvalues of \( R_{\hat{H}} \), which gives a measure of amount of fitting \( R_{\hat{H}} \), the expected regularisation matrix for multi-modality learning varying dimension RBFs model.
After modifying learning varying dimension RBFs to fit CCRE, the Reversible Jump Markov Chain Monte Carlo (RJMCMC), detailed described in section 4.5, is applied to determine transformation model parameter $M_k = \{\mu_k, k\}$. The pseudo-code of multi-modality learning varying dimension RBFs strategy is described in algorithm 5.1.

5.4 Experiments

Because multi-modality image registration is dominantly applied in medical image processing, in this section we choose two groups of neuroscience images to verify the performance of our CCRE based learning varying dimension RBF. These two groups of neuroscience images are provided by the southern medical university. Additionally, because computation of CCRE, its derivative and its second order terms are very expensive, stochastic image alignment strategy has been applied to reduce the cost of computation in the implementation of the CCRE. There are 49 $15 \times 15$ patches extracted from image $I(x)$ as sub-image $sI(x)$, meanwhile same located patches are also extracted from template $T(x)$ as sub-template $sT(x)$. Then, entire learning varying dimension RBF is executed based on these sub-image and the sub-template.

In this section, there are two kinds of experiments will be executed, namely global transformation matrix recovery and free-form alignment evaluation.

- Global Transformation Matrix Recovery

In this experiment, an initial 6 degree-of-freedom affine transformation matrix has been used to warp image $I(x)$. Then, we run CCRE based leaning varying RBF to find the correct alignment of two MR images, provided in figure 5.4. These two original images are components of a double-echo
Algorithm 5.1 Pseudo-code of RJMCMC for multi-modality learning varying dimension RBFs based on CCRE.

**Input:** Image $I(x)$ and template $\tilde{T}(x)$

**Output:** The model parameter $M_k$ and coefficients $\theta_k$

**Initialisation:**
1. Define variance $\sigma_\theta^2$ from its prior probability: $\Gamma(\sigma_\theta^{-2}|10^{-3},10^{-3})$
2. Draw the output coefficients $\theta$ by computed $\Delta \hat{\theta}$ equation 5.30 and Levenberg Marquardt optimisation, mentioned in section 5.5.

**while** do

(1). Draw a uniform random variable $dE \sim U(0,1)$.

(2). Propose the next state of the chain as follows:

if $dE < b_k$ then

perform **BIRTH** step. $dE < b_k + d_k$

Perform **DEATH** step.

else

Perform **MOVE** step.

end if

(3). Redraw the coefficients $\theta'$ as initialisation step 2.

(4). Draw an uniform random variable $dE \sim U(0,1)$.

if $dE < \alpha(E, E')$ (i.e. equation 4.23) then

Accept the proposed state.

else

Set the next state to be the current state.

end if

(5). Draw the variance $\sigma_\theta^2$ from its prior probability:

$\Gamma(\sigma_\theta^{-2}|10^{-3} + n/2,10^{-3} + \epsilon^2/2)$, where $n$ is number of control points and $\epsilon^2$ is the sum of squared residuals between current cross-cumulative residual entropy and previous value.

(6). Until convergence is assumed.

**end while**
Figure 5.4: Global transformation matrix recovery test image-pairs result: The 1st row shows the situation of proton density image and T-2 weighted image initialised by affine transformation matrix 1 in table 5.2. The 2nd row presents the alignment result between them. Where 1st column contains image $I_1(x)$ and the template $\hat{T}_1(x)$; the 2nd column is sub-image $sI_1(x)$ and corresponding sub-template $s\hat{T}_1(x)$, which are generated with 49 $15 \times 15$ patches (Green squares indicate 49 patches in the image and the template); The 3rd column consists of the alignment evaluation of both whole image pair ($I_1(x)$ and $\hat{T}_1(x)$) and sub-image pair ($sI_1(x)$ and $s\hat{T}_1(x)$).

Figure 5.5: Global transformation matrix recovery test image-pairs result: The 1st row shows the situation of proton density image and T-2 weighted image initialised by affine transformation matrix 2 in table 5.2. The 2nd row presents the alignment result between them. Where 1st column contains image $I_2(x)$ and the template $\hat{T}_2(x)$; the 2nd column is sub-image $sI_2(x)$ and corresponding sub-template $s\hat{T}_2(x)$, which are generated with 49 $15 \times 15$ patches (Green squares indicate 49 patches in the image and the template); The 3rd column consists of the alignment evaluation of both whole image pair ($I_2(x)$ and $\hat{T}_2(x)$) and sub-image pair ($sI_2(x)$ and $s\hat{T}_2(x)$).

MR scan and obtained simultaneously by T1-weighted and T2-weighted, proton-density image and T2-weighted image, respectively.
5.4. EXPERIMENTS

Figure 5.6: Synthetic deformable warped image of free-form image alignment evaluation

<table>
<thead>
<tr>
<th>No.</th>
<th>Affine Matrix</th>
<th>T1-T2</th>
<th>PD-T2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.0738 -0.4098 69.1023</td>
<td>-0.0739 -0.4097 69.0965</td>
<td>-0.0738 0.4098 69.1022</td>
</tr>
<tr>
<td></td>
<td>0.3998 -0.1338 -26.8388</td>
<td>-0.3997 -0.1338 -26.8359</td>
<td>0.3998 -0.1338 -26.8383</td>
</tr>
<tr>
<td>2</td>
<td>-0.0002 -0.4319 -48.0457</td>
<td>-0.0002 -0.4319 -48.0417</td>
<td>-0.0003 0.4320 -48.0576</td>
</tr>
<tr>
<td></td>
<td>-0.4419 -0.0602 71.4689</td>
<td>-0.4419 -0.0603 71.4831</td>
<td>-0.4421 0.0604 71.5088</td>
</tr>
</tbody>
</table>

Table 5.2: Results of alignment affine transformation matrix.

The experiment results is shown in table 5.2. From table 5.2, the affine transformation matrix recovery shows that our method can be used to accurately compute the parameters of global transformation. Compared with ground truth, the errors of estimations are really small. Figure 5.4 represents multi-modality global image registration procedure between proton density image $I_1(x)$ and T-2 weighted image $\tilde{T}_1(x)$, which is initialised by affine transformation matrix 1 in table 5.2. As mentioned before, stochastic image alignment strategy is applied to maximise CCRE with CCRE based learning-varying dimension RBF. The sub-image $sI_1(x)$ is generated with 49 $15 \times 15$ patches extracted from image $I_1(x)$, while corresponding sub-template $s\tilde{T}_1(x)$ is extracted from template $\tilde{T}_1(x)$ with same located
patches. In figure 5.4, specifications of initialisation (Unit: Bit) MI: 1.0182; CCRE: 73.6405; MI of sub-image-pair: 1.3983, CCRE: 16.7582. While these specifications of result are MI: 1.8584; CCRE: 107.2888; MI of sub-image-pair: 2.5047, CCRE: 60.3360.

Figure 5.5 shows the multi-modality image registration procedure between T-1 weighted \( I_2(x) \) and T-2 weighted image \( \hat{T}_2(x) \), which is initialised by affine transformation matrix 2 in table 5.3. In Figure 5.5, specifications of initialisation (Unit: Bit) MI: 0.7219; CCRE: 48.8317; MI of sub-image-pair: 1.0211, CCRE: 6.0029. While these specifications of result are MI: 1.3579; CCRE: 87.1345; MI of sub-image-pair: 1.6715, CCRE: 42.1710.

In global transformation case, each patch of sub-image \( sI(x) \) will execute the same estimated affine transformation with entire image \( I(x) \). This approach can fix the value of gradient matrix of each patch, to make it as an constant matrix and pre-computable out of iterations. Obviously, the differences between image \( I_2(x) \) and initialized template \( \hat{T}_2(x) \) by affine transformation matrix 2 are much larger than that of affine that between image \( I_1(x) \) and template \( \hat{T}_1(x) \). Figure 5.4 and the Figure 5.5 show the accuracy and robustness advantages of CCRE based learning varying dimension RBF.

- **Free-form Alignment Evaluation**

In this section, we present the results of applying our CCRE based learning dimension RBF. The experimental results are presented for synthetic as real data. The two sets of experiment were done with synthetic free-form motion, which are shown in figure 5.6.

Figure 5.7 and 5.8 represent the registration procedure between the proton density image \( I_1(x) \) and warped T-2 weighted template \( w\hat{T}_1(x) \), the T-1 weighted image \( I_2(x) \) and warped T-2 weighted template \( w\hat{T}_2(x) \), respectively.

In figure 5.7, specifications of initialisation between image \( I_1(x) \) and \( \hat{T}_1(x) \) (Unit: Bit) MI: 1.2109; CCRE: 82.6299; MI of sub-image-pair: 1.5675, CCRE: 21.7667. These specifications of result are MI: 1.8399; CCRE: 108.3385; MI of sub-image-pair: 2.6897, CCRE: 62.7284.

In figure 5.8, specifications of initialisation between image \( I_2(x) \) and \( \hat{T}_2(x) \) (Unit: Bit) MI: 0.9669; CCRE: 36.0361; MI of sub-image-pair: 1.2763, CCRE: 11.3373. These specifications of result are MI: 1.3702; CCRE: 48.5333; MI of sub-image-pair: 1.8012, CCRE: 23.4690.
5.4. EXPERIMENTS

Figure 5.7: The procedure of synthetic free-form transformation between the proton density image \( I_1(x) \) and the warped T-2 weighted template \( w\tilde{T}_1(x) \): The 1st row shows the situation of proton density image and warped T-2 weighted image initialised by the synthetic warping grid in figure 5.6-c. The 2nd row presents the alignment result between them. Where 1st column contains image \( I_1(x) \) and the template \( w\tilde{T}_1(x) \); the 2-nd column is sub-image \( sI_1(x) \) and corresponding sub-template \( sw\tilde{T}_1(x) \), which are generated with 49 \( 15 \times 15 \) patches (Green squares indicate 49 patches in the image and the template); The 3-rd column consists of the alignment evaluation of both whole image pair \( (I_1(x) \) and \( w\tilde{T}_1(x) \)) and sub-image pair \( (sI_1(x) \) and \( sw\tilde{T}_1(x) \)).

Figure 5.8: The procedure of synthetic free-form transformation between the T-1 weighted image \( I_2(x) \) and the warped T-2 weighted template \( w\tilde{T}_2(x) \): The 1st row shows the situation of proton density image and T-2 weighted image initialised by the synthetic warping grid in figure 5.6-g. The 2nd row presents the alignment result between them. Where 1st column contains image \( I_2(x) \) and the template \( w\tilde{T}_2(x) \); the 2-nd column is sub-image \( sI_2(x) \) and corresponding sub-template \( sw\tilde{T}_2(x) \), which are generated with 49 \( 15 \times 15 \) patches (Green squares indicate 49 patches in the image and the template); The 3-rd column consists of the alignment evaluation of both whole image pair \( (I_2(x) \) and \( w\tilde{T}_2(x) \)) and sub-image pair \( (sI_2(x) \) and \( sw\tilde{T}_2(x) \)).
5.5 Conclusions

By incorporating CCRE into learning varying dimension RBF as a similarity measure, we have presented this CCRE based learning RBF algorithm for multi-modality free-form image registration. Through the combination between CCRE and learning RBF, our algorithm inherits advantages from both. Incorporation of CCRE increases robustness of this multi-modality image registration algorithm and makes it more efficient to seek the optimal warping parameters. Meanwhile, adoption of learning varying dimension RBF can significantly eliminate over-fitting and under-fitting in free-form transformation and increase the accuracy of parameter estimation at each iteration of optimisation.
Chapter 6

Conclusion

The primary goal of this Master thesis research is to improve the accuracy of non-rigid dense image registration through alleviating the over-fitting and under-fitting issues in image registration.

After reviewing classical image registration algorithms in chapter 2, we respectively addressed causes for the over-fitting and under fitting in global image registration and the non-rigid registration in chapter 3.

In global image registration, the over-fitting and under-fitting are essentially caused by the ill-posed problems during the warping parameter estimation procedure. To satisfy two constraints of optic-flow estimation, the warping parameter estimation becomes an optimisation for an over-determined system of linear equations. Thus, least-square method is adopted in this warping parameter optimisation. However, due to the ill-posedness, warping parameter may be estimated incorrectly at each optimisation iteration. The unreliable iterative warping parameter will cause an unstable convergence. In other words, optimisation may be trapped in a local minimum. Furthermore, an unstable convergence will directly lead to the over-fitting or under-fitting.

To resolve the ill-posed problems, Tikhonov regularisation is commonly used as the first choice. This regularisation improves the conditioning of the least-square optimisation, thus enabling an explicit numerical solution. Through incorporating Tikhonov regularisation into traditional Lucas-Kanade image registration, the probabilistic image registration successfully overcomes the ill-posedness and increases stability of optimisation convergence, thus producing an accurate registration result for global image registration.

However, for non-rigid image registration, ill-posedness in warping parameter estimation is merely one reason to cause the over-fitting and under-fitting. The
limitation of non-rigid geometric transformation is the other cause of the occurrence of over-fitting and under-fitting. This limitation manifests as the non-rigid geometric transformation is incapable to produce a perfect non-rigid displacement field by a set of control points to express the real non-rigid transformation between the sensing image and the template. Displacements of some control points are estimated incorrectly, because they are located in the featureless regions. Accordingly, these incorrect control point displacements will produce some local misalignments. These local misalignments are caused by the over-fitting and under-fitting.

Therefore, if we want to prevent the occurrence of the over-fitting and under-fitting in the non-rigid image registration, the ill-poseness and the low expression power of certain transformations have to be resolved altogether.

- **Two-phase probabilistic second-order Demons Algorithm**

  In chapter 4, we first addressed above over-fitting and under-fitting in Demons Algorithm, and then provided our improved Demons Algorithm to solve the problem.

  For Demons Algorithm, it is observed that this algorithm is particularly successful in dealing with non-rigid registration with images having many homogenous regions. However it fails often in handling texture-rich non-rigid image registration. The limitation of Demons Algorithm in texture-rich non-rigid image registration illustrates that Demons Algorithm tends to over-fit the many spurious edges inside the texture-rich regions. This limitation will lead to erroneous thermodynamic "forces", thus making misalignments.

  To overcome these drawbacks, we adopted the divide-and-conquer strategy to resolve ill-posed problems and remove the limitation of geometric transformation, thus enabling our two-phase probabilistic second-order Demons Algorithm to increase performance. Firstly, incorporating prior information into the second-order demons is used to establish a probabilistic second-order demons algorithm to resolve ill-posed problems and reliably estimate warping parameters for the rectangle free-form transformation. Consequently, two-phase deformation strategy is utilised to overcome the limitation of the rectangle free-form transformation. By adding a dense displacement field estimation, our two-phase probabilistic second-order Demons Algorithm can recover the misalignment caused by incorrect
displacements of some control points. Additionally, thanks to preventing occurrence of the over-fitting and under-fitting, our two-phase second-order Demons Algorithm can not only deal with non-rigid image registration with homogenous regions, but also tackle the registration for texture-rich image.

- **Learning varying dimension RBF**

The two-phase probabilistic second-order Demons Algorithm has provided a successful divide-and-conquer strategy to prevent the over-fitting and under-fitting issues. However, the above algorithm has not yet proposed a reliable non-rigid transformation to interpret deformation between the sensed image and the template.

In order to develop a reliable non-rigid transformation model, we proposed learning non-rigid image registration based on radial basis transformation to avoid occurrence of the over-fitting and under-fitting. Traditional radial basis function transformation is mainly based on a fixed dimension parametric transformation model. Thanks to RBF, technically, this transformation is also able to express any non-rigid transformation with the appropriate number and locations of control points. Unfortunately, how to find these appropriate control points is a difficult task. Moreover, the over-fitting and under-fitting usually occur in the non-rigid image registration with inappropriate radial basis transformation.

In order to provide a means to determine an appropriate radial basis transformation and prevent the over-fitting and under-fitting, we proposed an efficient learning varying dimension RBF. Different from the two-phase probabilistic second-order Demons Algorithm, learning varying dimension RBF simultaneously completes warping parameter estimation and radial basis transformation establishment. To resolve ill-posed problem, the Bayesian framework is applied in this image registration algorithm. Yet, the control points of this radial basis transformation will be inserted by a learning procedure from a latent control points set. Learning approach is capable of finding the best number and the locations of control points. This means that an appropriate non-rigid can be adaptively established to represent any non-rigid transformation by this way. Thus the limitation of non-rigid geometric transformation can be fundamentally overcome by an appropriate transformation. In short, this approach can establish a numerical transformation model to interpret any deformation between the sensing image and
the template.

- **CCRE based Learning varying dimension RBF**

After successfully providing a non-rigid transformation model determination approach, we then integrate this transformation determination approach with a similarity measure named CCRE to deal with non-rigid multi-modality image registration.

For multi-modality image registration, mutual information is the commonly used similarity measure. Mutual information utilises the joint probability distribution functions of intensities between the sensing image and the template and the independent probability distribution functions of intensities in each of them to measure the similarity between the sensing image and the template. The larger value of mutual information between the sensing image and the template means higher similarity between these two images. Therefore, the optimal warping parameter of transformation can be estimated through maximising mutual information. However, the change of mutual information corresponding to warping parameters is not smooth. This makes the multi-modality image registration based on mutual information usually trapped into local minima and fail to register the two images.

To overcome this disadvantage of mutual information, CCRE was proposed. Similar to mutual information, the optimal warping parameters of transformation can be obtained via maximising CCRE. However, compared with mutual information, CCRE used cumulative distribution functions instead of probability distribution functions in mutual information. Because cumulative distribution function is smoother than probability distribution function. CCRE as a similarity measure can be optimised easily without some annoying ambiguities. Therefore, we choose this CCRE to integrate with learning varying RBF to successfully conduct non-rigid multi-modality image registration.

Learning varying dimension RBF with CCRE can achieve non-rigid multi-modality image registration. However, the computation cost of CCRE is expensive, and it needs to be calculated at each iteration. Therefore, how to accelerate computation will be a critical problem in application. To further reduce the running time, exploiting the potentials of graphics processing units (GPUs) for speeding up multi-modality learning varying dimension RBF with CCRE is a possible future work [7] [19] [2].
Bibliography


