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Real-time Visual-Inertial SLAM for Multirotor Platforms

This thesis presents the theoretical and practical development of a framework that enables small-scale aerial vehicles to autonomously explore and map unknown environments. A crucial point to achieve such capability is to construct a map, partially or fully, of GPS-denied environments and to determine its location relative to the built map, thus called Simultaneous Localisation and Mapping (SLAM).

The increased demands of all-terrain navigational capability and full 6 Degrees-of-Freedom (DOF) solutions have driven the usage of Inertial Measurement Unit (IMU) and related Inertial Navigation System (INS), which algorithmically computes the position and orientation (or pose) of the robotic platform. Unfortunately, the INS is a highly unstable system, containing three integrator loops coupled with the presence of gravity, causing errors to accumulate cubically as time increases. To constrain these errors effectively, a reliable and constant stream of aiding signals is crucial for the success of inertial applications.

Therefore to utilise the aiding information at higher rates (for inertial system stability), this work proposes a novel visual non-holonomic constraint. These relative pose constraints are estimated from the consecutive monocular image sequence and capable of providing the ego-motion estimates at frame-rate to inertial sensor. The basic concept is the tangential velocity components of INS along the direction of visual-flow motion should be zero, that is similar to the non-holonomic constraint (or non-skidding assumption) in the wheeled robots [1, 2]. We mainly address two key challenges in achieving robust and efficient performance: a) the computational complexity issue in the monocular feature-based SLAM [3] and related scale-ambiguity problem [4] ¹ b) the depth dropout problem in RGB-D (Kinect or Stereo) sensors [5, 6]. The contributions of this thesis are as follows.

Firstly, the monocular SLAM using the concept of Visual-Inertial non-holonomic constraint is investigated and analysed. The monocular SLAM generally estimates the pose of the vehicle and landmarks jointly. The fundamental problem with these

¹The fusion of visual translation from monocular vision (scale ambiguous measurements) with the inertial sensor (metric measurements).
approaches is that the computational requirements scale quadratically in the number of landmarks. Therefore, this limits the number of visual features to only a few hundred (hence a compromise on the available information to constrain the vehicle’s pose) and small-scale environment. We fused the visual non-holonomic constraints (using hundreds of features available from the consecutive images) at high update rates with an inertial sensor for large scale environments. In this way, by using these constraints the on-board IMU/INS can be calibrated and corrected accurately without maintaining a large number of features on the map.

Secondly, a depth dropout problem in RGB-D (Kinect or Stereo) SLAM is addressed and researched. Depth data from the RGB-D or stereo sensors [5, 6] can be easily unavailable or partially available in many outdoor environments due to limited range or sunlight interference. In the case of aerial vehicles, which at times have enough clearance from the environment, the 3D sensors would act virtually as monocular vision. The unavailability of reliable depth data makes the existing RGB-D approaches inapplicable for many outdoor environments. We resolved the depth dropout issue of the RGB-D sensor by providing either full 6DOF (rotation and translation RGB-D constraints) or partial 5DOF visual non-holonomic constraints (rotation and scale-ambiguous translation) to the inertial sensor. A computationally efficient map management method is also developed by utilising a loosely-coupled Visual-Inertial integration framework.

Thirdly, the convexity structure of an Inertial-SLAM was investigated by analysing the number of local minima, which is important to understand the pseudo-optimality of the SLAM system. This sheds light on solving the non-linear SLAM problem without resorting to the exhaustive search techniques in global optimisation (which are typically computationally demanding). We analysed the number of local minima of a two-pose 5DOF Inertial SLAM system by utilising stationary point analysis and hence proved that, when one of the orientation angles is assumed known, there exist a maximum of four local minima in the system.

Lastly, the proposed methods are implemented in an embedded computer on the hexarotor platform and its real-time performance is demonstrated in challenging outdoor environments. A customised, low-cost IMU is developed in-house, which is calibrated statically in the laboratory and dynamically during the flight. The real-time on-board implementation of the proposed framework is performed with modularity and robustness in mind. A demonstration of the developed framework is evaluated with hovering control. For the purpose of demonstration, an attitude and position controller is also developed through an open-source autopilot system. The accuracy and performance are demonstrated against the precise ground truth data (from VICON 2) and benchmark datasets.

2The VICON motion capture system is an infrared marker-tracking system that offers sub-degree and millimetre level accuracy.
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Chapter 1

Introduction

Autonomous localisation and navigation has drawn significant interest from the mapping and robotics community, as it enables the robotic vehicles to be deployed in a fully autonomous way for a wide variety of robotic missions such as environmental monitoring and exploration [7, 8, 9, 10]. Autonomy is an important property of the robotic vehicle as it reduces the requirement of human attention in the control of the vehicle. One of the key aspects of autonomous vehicles is the ability to localise themselves. For localisation, the knowledge of their position with respect to the environment is necessary. It’s not always possible to have prior knowledge about the environment. A crucial element of achieving robust navigation for these autonomous vehicles is the construction of a map of the environment, and the simultaneous determination of the vehicle’s location in the build map (SLAM).

The future of reconnaissance in cluttered and constrained environments has made the use of aerial vehicles important in robotics applications [4, 11, 12]. Consequently, the autonomous operation of aerial vehicles has been extensively investigated. Given SLAM based navigational capability, a flying vehicle can perform such tasks as patrolling, search and rescue, package delivery, and environmental or bush fire monitoring in unknown environments [13]. The aerial vehicles offer a huge advantage over traditional ground vehicles in terms of deployment to inaccessible environments; for example, in search and rescue missions the rubble can confine the areas that are
accessible to ground vehicles while aerial exploration is still possible.

In recent years, a palette of approaches for aerial vehicle based SLAM has been introduced; however many implementations still rely on indoor motion capture system [14] or use downward looking cameras to do SLAM in outdoor environments [12] \(^1\) or map based delayed filter approaches [8] \(^2\). In this thesis, the primary focus is the investigation of precise and efficient autonomous localisation that enables the robotic aerial vehicle to navigate in challenging outdoor environments. We particularly focus on the use of forward-looking vision sensors to provide the cues to aid and calibrate a low-cost inertial sensor for the localisation, mapping and control of the aerial vehicle\(^3\).

In addition, we have designed and developed an in-house inertial sensor (which costs less than $50) and we assembled it along with its payload. All the processing is performed in real-time on-board with a closed-loop controller (partially through an autopilot) enabling the autonomous hovering of an aerial vehicle. Furthermore, we have analysed the highly non-linear structure of the 3D SLAM system and provided an upper bound on the number of local minima along with a global optimal optimisation approach.

In the remaining chapter, we will discuss the existing navigation algorithms for aerial vehicles, followed by the motivation and objective section. Lastly, an overview of the contributions will be presented, followed by the details of the thesis structure.

1.1 Autonomous Navigation for Aerial Vehicles

Recently the availability of inexpensive small size platforms has pushed the research thrust into small-scale aerial vehicles. Multirotor vehicles have become an extremely

\(^{1}\)These approaches rely on a strong assumption that the depth of the scene changes smoothly; however this assumption is not valid for the front-looking camera [15, 16, 17]. Another important point to note for these approaches [12, 16] is that they require an excitation motion at the start of filter convergence.

\(^{2}\)3D map generation is intrinsically a delayed process, as resolving the 3D depth requires enough parallax across multiple views, thus reducing the aiding availability.

\(^{3}\)We provide a vision based seamless approach to aid the low-cost inertial sensor at higher update rates, discussed in Chapter 3.
1.1 Autonomous Navigation for Aerial Vehicles

Figure 1.1: Aerial platforms (a helicopter and a hexacopter) developed in-house during this thesis, the helicopter is equipped with a PC104 and a Stereo Camera and an autopilot system. The hexacopter contains a Kinect and an in-house IMU as a payload with a dual-core Atom board.

A popular platform due to their increased agility and manoeuvring capability in contrast to their fixed-wing counterparts (which have the compensating advantage of being able to fly for extended periods of time). They are ideal for confined environments due to their hovering mechanism, where they can observe the environment from multiple vantage points. In recent years, there have been various examples in which multirotor aerial vehicles have been used for critical missions/applications; for example, the inspection of the Fukushima nuclear reactor [19]. Figure 1.1 shows the in-house developed multirotor platforms (a helicopter and a hexacopter system) developed during this thesis. The hexacopter system is mechanically much simpler than the helicopter due to its smaller diameter and fixed pitch of the rotors. Moreover, the hexacopter platform can be enclosed by a safety protection ring and its rotors store less kinetic energy, which makes it a much safer platform than helicopters. In this thesis, we have used the hexacopter platform to demonstrate the developed SLAM framework for autonomous hovering control. Figure 1.2 shows the estimated trajectory and map of the environment build using our SLAM framework on a hexacopter.

In the literature, most of the proposed SLAM algorithms were developed and tested on 2D robotic vehicles with odometry estimates (for motion estimates) and other exteroceptive aiding sensors. However, precise odometry information is not available in the case of aerial vehicles, as they operate in 3D space. The increased demands
of 6DOF solutions have driven the usage of an Inertial Measurement Unit (IMU) [1, 20, 21] and the related Inertial Navigation System (INS) which algorithmically computes the position and orientation of the robotic platform at high data rates. Unfortunately, the INS is a highly unstable system containing three integrator loops coupled with the presence of gravity, causing the errors to accumulate cubically as time increases. To constrain these errors effectively, a reliable and constant stream of an aiding signal is crucial for the success of inertial applications. As an INS error can grow beyond the acceptable bounds before receiving the next aiding information, potentially destabilising the inertial system [1].

Therefore, a multiple sensor fusion approach with inertial sensors is required using various sensors such as laser range finders, cameras, sonar, radar and a Global Positioning System (GPS) [11, 17, 22, 23]. The integrated approaches with inertial sensors for aerial navigation are therefore explained further in the upcoming subsections.

1.1.1 GPS Integrated Approaches

Almost 20 years ago, Conway [24] introduced the GPS integrated approach for autonomous control of a small-scale aerial platform. Afterwards, there was extensive
research work on the INS and GNSS\footnote{Global Navigation Satellite System (GNSS) is the satellite navigation system with global coverage (such as GPS, GLONASS, Galileo and Beidou positioning systems).} integration for dynamic pose estimation of the autonomous vehicle\cite{25, 26, 27, 28}. These approaches are suitable for long-term autonomy. However, the dependency on external signals which can be jammed by intentional interference or limited by urban canyons or indoor environments (GPS-denied environments) is a potential drawback.

### 1.1.2 Motion Capture System based Aiding

To simulate the GPS-like measurements in the indoor environment, various studies\cite{14, 29, 30, 31} have used the motion capture system for aerial vehicle navigation. Motion capture systems such as VICON\cite{29} help the flying vehicle to operate autonomously by performing the task of localisation (with centimetre accuracy). The VICON system consists of multiple infrared cameras and it requires that some markers with reflecting infrared tags are mounted on the vehicle (to estimate the pose of the aerial vehicle). There are various applications in which the VICON system was used for highly precise and fast flight manoeuvres (such as the work of Kumar et al.\cite{29} for aggressive manoeuvres). In recent years, the motion capture system have been used for applications such as cooperatively grasping and transporting as well as swarm formations of small-scale aerial vehicles\cite{14, 30, 31}.

The motion capture system has also been used for evaluation purposes (as ground truth data)\cite{32} but their applicability to large-scale areas and outdoor environments is very limited. One important aspect of the pose estimation from the VICON system is that it requires tedious work of multiple-camera calibration, which becomes more laborious as the number of cameras increases\cite{29}.

### 1.1.3 Vision and Laser Based Integrated Approaches

Cameras and laser scanners are two well-known exteroceptive sensors which have been integrated with inertial sensors to provide autonomous navigational capability
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These sensors relieve the dependence on the external infrastructure for navigation and control (such as VICON cameras or GPS satellites).

1.1.3.1 Laser based Aiding

An alternative approach to the VICON and GPS system for localisation are laser-scanner based SLAM algorithms [34]. The miniature form-factor of 2D laser sensors enables its use for flying vehicles while 3D scanners (like Velodyne [36]) are still bulky [37]. Recently with 2D the Hokuyo laser scanner, in the work of [34, 37] in an unstructured indoor environment, had performed 2D SLAM on an inertial-stabilised aerial platform. While laser scanners are popular with the robotics community, they can only measure range values along a plane, making them more appropriate for structural environments.

1.1.3.2 Computer Vision based Aiding

The visual sensing modality, in particular, has drawn great attention due to its passiveness, light-weight and rich information content, coupled with the advances in embedded computing technology. Over the last decade, a lot of attention has been focused on camera based SLAM solutions [35, 38]. The integration of inertial sensor data with visual information curtails various limitations in vision-only systems, hence making both the sensors complimentary to each other. IMU observations provide high-frequency information corrupted with low-frequency noise, helping to predict the high dynamics of the platform (or camera). The visual sensor compliments this data by providing low-frequency information with high-frequency noise for drift correction. Traditionally, vision-inertial integrated approaches can be categorised into artificial beacon/markers [39, 40, 41] and natural feature based approaches [42, 43, 44].

In the first category, artificial markers [40, 41] are used for the autonomous navigation of the aerial vehicle. The earlier work of Kim et al. [41] used the range and bearing

---

5The limitations are fast feature tracking, handling the low parallax of features for depth estimation (monocular camera) and low output data-rates for pose estimation.
information of artificial markers for the Inertial SLAM (where the problem of re-localisation was made simpler by knowing the relative 3D position of the markers hence minimising the inertial error). In another work [40], the 5DOF pose estimation of the aerial vehicle was performed using two concentric circles. The approaches in this category required a-priori knowledge about the environment or needed to intervene with the environment (hence making their use limited).

In the second category, the environment is completely unknown and natural geometric features are used for autonomous navigation. The recent work in monocular integrated based approach is from Engel et al. [43]. They used the popularly used SLAM algorithm (PTAM [42] in which the camera information was fused with the IMU data for multirotor pose estimation along with altimeter data for metric map estimation. They demonstrated that their approach was robust to the temporary loss of visual tracking (due to the incorporation of inertial data) and did not require any external sensors or markers. However, it required external processing of the video information and therefore it was not a self-contained system. Another notable work on the monocular integrated approach was from Weiss et al. [44], using PTAM to autonomously control and navigate the vehicle. They performed on-board estimations of vehicle state and used those estimates to control the aerial multirotor platform. An Extended Kalman Filter (EKF) was used to estimate the pose of the vehicle along with the scale factor to determine the metric information from the monocular camera.

Various authors have used stereo cameras for the natural feature-based integrated approach [6, 45, 46, 47, 48]. In the work of Kelly et al. [48], they used the stereo imagery to fuse the pose estimates with inertial measurements for a small-scale helicopter using EKF. The processing was done off-board on the acquired flight data so the vehicle is not fully autonomous. Recently, the Kinect sensor has offered real-time 3D sensing capability, which is crucial for high-speed, manoeuvrable vehicles operating in 3D environments. The real-time accessibility of three-dimensional point clouds from the Kinect has been used for navigation, path planning, and collision avoidance [5, 32]. The work of Huang et al. [49] used the Kinect sensor to enable 3D the flight

6The video was transmitted to a ground based computer for processing and the final control commands were sent back to the aerial vehicle
of a quad-rotor vehicle using only on-board sensor data. An EKF filter fusing visual and IMU measurements was used to determine the real-time position and velocity estimates, which were used by a PID position controller to maintain the stable flight.

1.2 Research Challenges

The existing navigation algorithms [7] that have been a huge success in ground based vehicles are not easily transferable to the aerial vehicles due to the unstable nature of an aerial platform working in a 6DOF environment. As with ground-based vehicles, the zero velocity command means that the aerial vehicle will decelerate until it comes to a complete stop. However the aerial vehicle cannot smoothly stop and, depending upon the uncertainty in the state estimate, it may end up oscillating instead (requiring continuous counteracting movements commands to hover rather than stopping completely, hence making the navigation algorithms more complex).

It is vital to consider the operational and theoretical challenges to come up with a robust and efficient 3D SLAM solution. The situational/theoretical constraints are mentioned in this section, considering a real-time SLAM algorithm that can be used for autonomous control of small-scale aerial vehicles for both indoor and outdoor environments.

1.2.1 Environmental Constraints: GPS-denied and Unstructured Environment

As stated earlier, GPS based navigation has been widely used to aid inertial measurements in various civilian/military applications. However, when the aerial vehicles have to be operated in a dense and close proximity environment (urban canyons), the utility of conventional GPS is limited [20] (and unavailable in indoor environments). In addition to the GPS-denied scenario, the environment of interest is mostly unstructured (such as an outdoor forest environment). Hence, it is highly desirable to
have a navigational approach that can aid the inertial sensor (to minimise the inertial drift). However, the GPS/laser integrated approaches discussed earlier fall short of satisfactory performance in a cluttered and unstructured environment.

These environmental constraints inspire us to look into the Visual-Inertial integrated approaches, which are the cornerstone of autonomous navigation. However, there are still various unresolved challenges, ranging from software (Section 1.2.3) and hardware (Section 1.2.2) to pure theoretical problems (Section 1.2.4).

### 1.2.2 Low-Cost Aerial Vehicle and Payload System

One of the challenges is to design and build the hardware structure of a small-scale aerial vehicle with off-the-shelf hobbyist grade components. Recently, low-cost aerial platforms such as AR. Drone [50]) have become readily available, but the problem with them is that they are incapable of carrying a payload system for on-board processing to achieve fully autonomous navigation. In addition to the requirement of a customised aerial platform, another important factor is to build a low-cost and lightweight payload system. Generally, ground vehicles don’t have payload limitations; however, a lightweight payload is an important consideration for the aerial platform to remain airborne for a sustained period of time. The low cost of the payload system can be achieved by using a MEMS based inertial sensor along with an easily accessible low-cost vision sensor (such as Microsoft’s Kinect sensor). Hence, our motivation is to build a low-cost in-house multirotor platform with a lightweight payload system.

### 1.2.3 Computational Efficient On-board Approach

SLAM algorithms have presented many computational problems in the recent literature on autonomous control of robotic vehicles, especially aerial vehicles [7]. Aerial platforms, due to their highly dynamic behaviour, require real-time algorithms for autonomous stable flight. Various studies [29, 43, 48] has offloaded the computation to
powerful ground stations by transmitting the sensor data through a wireless medium (doing off-board processing) or using an external tracking system (VICON) for control purposes, as discussed earlier (not fully autonomous approaches). A data or remote-control communication link requires a stable connection (line-of-sight communication) for the continuous control of the aerial vehicle. However, the communication is subject to distortion and it’s sometimes impossible to fit the environment with a camera tracking system. We are motivated by this constraint to implement real-time on-board computation for the fully autonomous behaviour of the aerial vehicle using a Visual-Inertial computationally efficient approach.

1.2.4 Seamless Integration of Visual Inertial System

By fusing vision and inertial sensors with an on-line generated map, Visual-Inertial SLAM has enabled full 6-DOF navigation without relying on external navigational aids [4, 40]. Although successful, Visual Inertial-SLAM still faces several challenges in achieving stable and robust performance, which largely stem from the limited availability and reliability of visual aiding [38].

The monocular camera has been extensively studied for navigational and mapping purposes by many researchers [42, 44]. One of the challenges with the monocular based approaches is that the environment scale cannot be determined in metric form because the monocular camera observes the 2D projection of the physical world. Therefore, sensor fusion approaches have to either work with scale ambiguous information [44, 51], estimate the scale alongside the vehicle’s pose/map information [4] or use a-priori calibration objects in the environment [40, 41]. If the inertial sensor is of low quality, as in the case of this work, the estimated scale can diverge quite quickly, potentially destabilising the system [52]. The challenges faced in this thesis for monocular based Inertial aiding are:

- **Inconsistency**: When a feature is first observed in the vision sensor, its unknown depth should be properly resolved to aid the inertial system [4, 44]. 3D map
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(a) Input image  
(b) Corresponding depth image

(c) Input image at time $k+1$  
(d) Corresponding depth image at time $k+1$, demonstrating depth dropout

Figure 1.3: Flight data of an aerial vehicle showing a visual/depth images from the RGB-D sensor. The aerial vehicle is flying high above the ground and far from the objects resulting in the unavailability of depth data (d).

generation is intrinsically a delayed process as resolving the 3D depth requires enough parallax across multiple views, thus reducing the aiding availability. Existing monocular based Inertial SLAM approaches [4, 44] have computational benefits, but the rate of visual aiding becomes highly environment dependent. Coupled with the low-grade sensors, the INS error can grow beyond the acceptable bounds before receiving the next update from the visual sensor, potentially destabilising the inertial system.

- **Non-optimal usage**: Incremental visual motion (also called visual odometry)
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[21, 23], can provide highly valuable vehicle motion information to inertial systems but has not been fully considered due to the scale ambiguity problem. That is, the translation output from the visual odometry has an arbitrary scale while the inertial output is represented in a metric space, thus hampering direct integration.

The projective nature and the lack of scale of the environment make it very challenging to avoid scale drift [54] over longer trajectories. In contrast, 3D sensing approaches (stereo vision or Kinect) avoid the arbitrary scale assumption or drift problems. In recent years, vision based 3D sensing devices (such as Kinect or stereo camera) have been very successful for indoor applications but there are still many challenges for them to operate in 3D outdoor environments.

- **Partial or no depth information**: Depth data from these sensors is unavailable or only partially available for many outdoor environments due to limited range or sunlight interference. In the case of aerial vehicles, which at times have enough clearance from the environment, the 3D sensing sensor would act virtually as a monocular camera, which causes a depth drop-out problem, thus further degrading the performance. The unavailability of depth data makes the existing Stereo/RGB-D approaches inapplicable for outdoor environments [4, 5, 32]. Figure 1.3 show visual/depth images from the Kinect sensor, showing the aerial vehicle flying high above the ground and far from the objects (Figure 1.3 (d)), depicting the unavailability of the depth information (depth drop out case).

Hence, the motivation is to look into the robust visual approaches that can use monocular/stereo cues to seamlessly aid the inertial sensor in an optimal way.

---

7The two frequent terms used in this thesis are SLAM and Visual Odometry (VO). SLAM based approaches [17, 35] provide drift free tracking relative to a persistent map with the capability of place recognition. In contrast to SLAM, VO approaches can track hundreds of visual features in consecutive images without considering a persistent or global map [35, 47, 53].
1.2.5 Optimality Analysis of the 3D SLAM

In the context of the 3D SLAM problem which is a highly complex non-linear estimation problem, it is vital to understand the hidden theoretical structure (in regard to the optimality of the solution). Therefore, understanding the convex structure of the 3D SLAM problem is of much interest to robotics community. SLAM is a high dimensional estimation problem, which means that it should be expected to have a lot of local minima. Earlier work has shown that if the initial guess provided to optimisation based SLAM is bad, then the algorithm generally results in a divergence of the solution [55, 56].

The maximum number of local minima remains a vital question when devising the algorithms to find a global optimal solution. This issue motivates us to analyse the number of local minima in the 3D SLAM problem and formulate a methodology to solve the SLAM problem optimally.

1.3 Contributions

In this thesis, we will present a real-time on-board Visual-Inertial estimation framework for the localisation, mapping and control of the multirotor platform in a 3D GPS-denied environment. The core of this thesis considers the seamless integration of visual and inertial sensors to obtain the precise motion estimates using monocular and stereo cues. We have demonstrated a real-time developed framework in an outdoor environment and validated the accuracy against precise ground truth data (VICON). Figure 1.4 shows the hardware developed in-house (multirotor platform, IMU, 3D vision-laser scanner) during the course of this thesis. Furthermore, we have also investigated and formed a theoretical foundation for 3D SLAM by analysing the structure and formulating an optimal methodology to solve the SLAM problem. Figure 1.5 shows the overall framework of our contribution along with the associated chapter. We summarise the key contribution of our work as follows:
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(b) Inertial Measurement Unit  
(c) 3D Laser-Vision system

Figure 1.4: In-house developed hardware for SLAM applications. Please note that for the 3D Laser-Vision system, the interested readers are refereed to our earlier work [57].

- Seamless visual aiding using a concept of non-holonomic constraints. The vision node for non-holonomic constraints is developed which can provide partial 5DOF (rotation and scale-ambiguous translation) vehicle pose measurements. The visual translation in 5DOF mode is treated as a directional constraint of the motion rather than estimating the depth from inertial output. Consequently, the vision output can be seamlessly fused with the low-cost inertial system without involving the delay to resolve the feature depth [11] or overloading the estimator with the arbitrary scale factor estimation. With these constraints, we address the depth dropout problem by proposing a novel Visual-Inertial fu-

---

8A thorough comparison for Visual-Inertial seamless integration and the depth dropout case will be provided in Chapter 4.
Figure 1.5: Overall framework of our system in which real-time on-board Visual-Inertial estimation framework for the localisation, mapping and control of the multi-rotor platform is developed.

- A computational efficient approach using a loose coupling framework [38] where vision based measurements (6DOF and 5DOF constraints) are treated separately from the main filter. The real-time on-board implementation of the Visual-Inertial framework is developed using a direct filtering approach. The architecture of our implementation was developed with modularity and robustness in mind. A demonstration of the developed framework is evaluated on an in-house multirotor platform with hovering control. For demonstration purposes, an attitude and position PID controller were developed through an open-source autopilot system.

- The hardware development of the low-cost IMU using MEMS sensors (with gyroscope, accelerometer, and magnetometer). Furthermore the static and dy-
nanic calibration of the in-house IMU is performed with the vision sensor for accelerometer and gyro biases.

- Finally, we analysed the theoretical foundation of the 3D SLAM problem by investigating the structure of the problem (number of local minima). The analysis conducted in this work helps to understand the highly non-convex nature of 3D SLAM and provides an upper bound for the number of local minima in the SLAM problem. Furthermore, we have provided the theory behind a practical approach for finding a globally optimal solution to the 3DOF SLAM problem.

1.4 Thesis Structure

This thesis comprises eight chapters including this introduction. We have provided a general overview of the navigational approaches for aerial vehicles. However, the relevant literature review for any particular topic will be found where that topic is presented.

Chapter 2, provides the statistical background for the estimation approaches. We have presented the basic theory behind the Bayesian estimation, Kalman and extended Kalman filter. We have also provided the details of the inertial navigation algorithms, and the inertial aiding architecture is discussed.

Chapter 3, formulates the theory behind the non-holonomic visual constraints for monocular inertial SLAM. The approach is based on a novel two-stage integration of visual odometry and feature-based SLAM. The proposed approach is evaluated using simulation and a benchmark dataset available on-line. The results show that the visual non-holonomic constraints relieve the burden on SLAM, aiding loop and thus opening up the possibility of reduced map size while maintaining the inertial stability and performance.

Chapter 4, shows that we developed a modular approach and followed a loosely coupled architecture for sensor fusion. Firstly, the work of visual constraints from the monocular camera is extended to the RGB-D sensor. We provide the related work
and depth drop-out problem in the 3D sensing sensor. Then we discuss the details of the developed approach to estimate the 6DOF and 5DOF motion constraints from the vision sensor. These extracted motion constraints are used in the fusion framework of vision and inertial sensors in a probabilistic framework. The inertial sensor drives the process model of EKF and visual 6DOF/5DOF constraints are used as a measurement model to minimise the inertial drift.

Chapter 5, gives the details of hardware development and real-time on-board implementation. Firstly, we describe the in-house development of a multicopter platform and inertial measurement unit. We also present the avionics and payload system for autonomous control. Afterwards, we describe the real-time Visual-Inertial implementation with a position and attitude controller for autopilot system.

Chapter 6, experimental results are presented. We describe the experimental set-up with the static sensor calibration of the inertial sensor and its relative calibration with the vision sensor. The first set of results provides validation for the developed approach by comparing it with the centimetre/0.5° ground truth data (VICON). The second set of results was generated in an outdoor environment and a complete analysis of the gyro/accelerometer biases is provided.

Chapter 7, details the conducted analysis on the 3D SLAM problem using stationary point analysis where the SLAM is formulated as a non-linear least square problem. The mathematical derivation is also provided with the proof on the maximum number of local minima. A simulation study is carried out to provide the analytical results. Afterwards, the theoretical limit on the number of local minima is exploited to solve the SLAM problem optimally. The results are provided in the simulation and real dataset to prove the global convergence.

Finally Chapter 8, provides the conclusion of this thesis by summarising the contribution along with future directions.
Chapter 2

Background

2.1 Introduction

This chapter presents the background for the Bayesian estimation theory and inertial navigation system. The chapter first provides a brief overview of the Bayesian theory, which forms the basis of sensor fusion in this thesis. The chapter also discusses the inertial navigation system and aiding architectures which are used to estimate the 6DOF motion of the autonomous vehicle.

Firstly, the chapter provides the foundation for the discrete Gaussian based Bayesian filtering. Two versions of this filter, linear and non-linear Kalman filters, are also discussed.

Secondly, the details of the IMU which is used as a dead-reckoning system for the autonomous platform are provided. The high-date rates of the inertial system play a key part in estimating the 6DOF pose of the highly dynamic vehicle (such as aerial vehicles). In addition the different coordinate systems used in this thesis for measuring the sensor measurements are discussed. The theory of inertial differential equations is also presented to estimate the position/velocity/attitude of the inertial platform.

Finally, the inertial aiding mechanism with different architecture (in the context of estimation theory) is provided. The concepts of loosely and tightly coupled modes
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Many problems in robotics require the estimation of the state of the dynamic system that evolves over time using a sequence of noisy measurements. Bayesian estimation is a probabilistic technique used to estimate the unknown probability density function in an iterative fashion (over time) using the process and measurement model [7].

The process model, is the state transition model and describes the evolution of the state of the system. On the other hand, the measurement model (observation model) explains the relationship between state and observations. In Bayesian estimation the assumption is that both of these models are probabilistic in nature. In contrast to classical estimation literature, the Bayesian philosophy is to exploit the prior information with noisy measurements in order to estimate the state of the system.

The state vector $x(k)$ to be evolved over time $k$ with its probabilistic model $P(x(k))$ is assumed to be an unobserved Markov process [7]. The observations $z(k)$ are the observed states in the hidden Markov model as shown in Figure 2.1. The set of all of

![Figure 2.1: The Hidden Markov Model (HMM) where the true state is assumed to be an unobserved Markov process, and the measurements are the observed states.](image)
these observations are defined as

\[ Z^k = \{ z(1), z(2), \ldots, z(k-1), z(k) \} = \{ Z^{k-1}, z(k) \} . \] (2.1)

The process model is considered as a Markov process, in which the state \( x(k) \) depends only on the previous state \( x(k - 1) \) given the input control \( u(k) \) as

\[
P(x(k) \mid x(k - 1), x(k - 2), \ldots, x(0), u(k)) = P(x(k) \mid x(k - 1), u(k)). \] (2.2)

Here the Markov assumption makes the probability of the current state conditionally independent of the earlier state. The \( x(0) \) is the (initial) prior state with its respective probability distribution \( P(x(0)) \). It can be also observed from the above form that the process model is independent of the observation \( z(k) \). The observation model defined as: given the current state \( x(k) \), what's the probability of making an observation \( z(k) \)

\[
P(z(k) \mid x(k), x(k - 1), \ldots, x(0)) = P(z(k) \mid x(k)) \] (2.3)

Similarly, the measurement at the time step \( k \) is conditionally independent of all the other states given the current state due to Markov assumption.

The Bayes theorem [7] defines a relationship between the prior and observation density to estimate the posterior density. The posterior density of the state \( x(k) \) is the conditional probability that is assigned after the relevant observation \( z(k) \) has taken place.

\[
P(x(k) \mid Z^k) = \frac{P(z(k) \mid x(k))P(x(k) \mid Z^{k-1})}{P(z(k) \mid Z^{k-1})} \] (2.4)
Where the denominator is a normalisation factor (a constant value with respect to x). In practice, the numerator can be calculated first and then simply normalised (since its integral must be unitary) defined as

\[
\eta = \frac{1}{\int P(z(k) | x(k))P(x(k) | Z^{k-1})dx(k-1)}
\]  

Substituting Equation 2.5 into Equation 2.4 leads to Equation 2.6 (also known as the update step). Upon arrival of a new observation at time k it calculates the posterior density from the prior density at time k - 1. Thus the equation 2.4 simplifies to

\[
P(x(k) | Z^k) = \eta \cdot P(z(k) | x(k)) P(x(k) | Z^{k-1}).
\]  

This is the core of the Bayesian estimation and leads to two major steps of measurement likelihood (update) and prior density (prediction). The prediction \( P(x(k)|Z^{k-1}) \) of the current state \( x(k) \) can be defined in terms of the marginalisation of the joint probability of the current and previous state using the total probability law [7]:

\[
P(x(k) | Z^{k-1}) = \int P(x(k), x(k-1) | Z^{k-1})dx(k-1)
\]  

In addition to that, by using the chain rule the joint probability can be represented as:

\[
P(x(k) | Z^{k-1}) = \int P(x(k) | x(k-1), u(k))P(x(k-1) | Z^{k-1})dx(k-1)
\]  

Finally we have
Bayes filtering in this form is exact and can be used on any kind of system for which the Markov assumption holds. Unfortunately, in the above equations there are some integrations over the state space (Equation 2.9). In many cases the state space is high dimensional, and the Bayes filtering cannot be directly implemented. For instance, in the SLAM problem the dimension of the system state contains the pose and map information, which is in the order of hundreds (or thousands). A straightforward evaluation of Equation 2.4 would require an integration over the entire state space. For this reason, approximated techniques are needed where the probability functions are being represented as Gaussian (such as Kalman filters).

### 2.2.1 Kalman Filter

The Kalman filter is named after Rudolph Kalman, whose seminal paper in 1960 has provided a recursive solution to the discrete-time linear filtering problem [58, 59]. It is the optimal minimum mean square error estimator to the linear systems based upon the observation and state transition model.

Consider a linear process represented in state-space form by the equation

\[
x(k) = F(k)x(k-1) + B(k)u(k) + G(k)w(k)
\]

where \(F(k)\) is a state transition model relating the state vector \(x(k)\) at time \(k-1\) to \(k\), \(B(k)\) is a control-input model mapping the control inputs \(u(k)\) to the states, and \(G(k)\) is a noise model mapping the process noise vector \(w(k)\) to the states.

The process noise \(w(k)\) is assumed Gaussian with zero mean and strength
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\[ Q(k) : \]

\[
E[w(k)] = 0
\]

\[
E[w(k)w^T(j)] = Q(k)\delta(j)
\]  \hspace{1cm} (2.11)

where \(\delta(j)\) is the Dirac delta function \[58\].

The linear observation model is assumed to be represented by

\[ z(k) = H(k)x(k) + D(k)v(k) \]  \hspace{1cm} (2.12)

where \(H(k)\) is a matrix mapping the state vector to observation space and \(D(k)\) is a matrix mapping the observation noise \(v(k)\) to observation space. The process noise \(v(k)\) is assumed Gaussian with zero mean and strength \(R(k)\):

\[
E[v(k)] = 0
\]

\[
E[v(k)v^T(j)] = R(k)\delta(j)
\]  \hspace{1cm} (2.13)

Further, it is also assumed that the process and observation noises are uncorrelated

\[
E[v(k)w^T(j)] = 0 \quad \forall \; k, j
\]  \hspace{1cm} (2.14)

Following from the earlier definition of the Kalman filter \(^1\),

\[
\dot{x}(k) = F(k)\dot{x}(k) + B(k)u(k) + K(k)[z(k) - H(k)\dot{x}(k)]
\]  \hspace{1cm} (2.15)

where \(\dot{x}(k)\) is the estimate of the state vector \(x(k)\), and \(K(k)\) is the Kalman gain.

The filter innovation is defined as \([z(k) - H(k)\dot{x}(k)]\), which provides the difference between the observation \(z(k)\) and the predicted observation \(H(k)\dot{x}(k)\). This innovation term is generally represented by the symbol \(v(k)\).

\(^1\)For the Kalman filter derivation details, interested readers are encouraged to explore the work of \[60\].
The measure of uncertainty in the system is given by the covariance update equation, and is given by the solution of the Riccati equation [60]:

$$P(k) = F(k)P(k) + P(k)F^T(k) + G(k)Q(k)G^T(k) - K(k)H(k)P(k)$$  \hspace{1cm} (2.16)

where $P(k)$ is the covariance matrix. The covariance matrix $P$ provides a representation of the uncertainty in the state estimate due to the fact that both the sensor observations and the process model predictions are corrupted by noise. The Kalman filter minimises this uncertainty in a minimum mean squared error sense.

The Kalman gain $K(k)$ is given by

$$K(k) = P(k)H^T(k)R^{-1}(k)$$  \hspace{1cm} (2.17)

Equations 2.15 and 2.16 are differential equations and in general are solved by integrating forward from some initial conditions

$$\dot{x}(0) = \dot{x}_0, \quad \dot{P}(0) = \dot{P}_0$$  \hspace{1cm} (2.18)

where $\dot{x}_0$ is the initial value of the state vector and $\dot{P}_0$ is the initial value for the covariance matrix (generally the initial covariance is made large enough to account for the uncertainty in the initial state estimate [7]).

### 2.2.2 Extended Kalman Filtering

The extended Kalman filter is the non-linear version of the Kalman filter in the estimation theory [58]. Many common applications cannot be adequately represented using linear models due to their non-linear nature. In those cases non-linear models must be used. However, the Kalman filter is explicitly derived for the linear state transition and measurement models. The adapted technique of Taylor series expansion (from calculus) become the working solution for Kalman filter to be used for the
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non-linear systems hence called the extended Kalman filter\(^2\).

Consider a non-linear process represented in state space form by the equation

\[
x(k) = f(x(k - 1), u(k)) + G(k)w(k)
\]  

(2.19)

where \(f(\cdot)\) is a non-linear function mapping the control inputs \(u(k)\) and state \(x(k - 1)\) to the state \(x(k)\).

The observation equation is also a non-linear function given by

\[
z(k) = h(x(k)) + D(k)v(k)
\]  

(2.20)

where \(h(\cdot)\) is a non-linear function mapping the state to observation space. The matrix \(D(k), G(k)\), and the noise sources \(v(k), w(k)\) retain their definitions from the earlier Section 2.2.1.

The main EKF equations for the estimation of the non-linear system [58] are given as

\[
\dot{x} = f(\hat{x}(k), u(k)) + K(k)[z(k) - h(\hat{x}(k))]
\]  

(2.21)

with covariance and gain equations as

\[
P(k) = F'(k)P(k) + P(k)F'^T(k) + G(k)Q(k)G^T(k) - K(k)H'(k)P(k)
\]

\[
K(k) = P(k)H'^T(k)R^{-1}(k)
\]  

(2.22)

The above equations are functionally similar to the linear Kalman filter, however the linear state transition \(F(k)\) and \(H(k)\) are replaced by \(F'(k)\) and \(H'(k)\) respectively. The model \(F'(k)\) and \(H'(k)\) are calculated as linearisation about the state estimate of the functions \(f(\cdot)\) and \(h(\cdot)\) as

\(^2\)Other approaches like the Monte-Carlo methods (such as Particle filters) are also employed for non-linear estimation however they are more computationally expensive for any moderate or greater size state-space [61].
The Jacobians $F'(k)$ and $H'(k)$ are the result of a Taylor series expansion by neglecting the higher order terms. Therefore EKF provides the approximation of the true state of the non-linear system. This approximation in the state estimator is not valid for systems where the sample time is larger than the rate of change of non-linear functions (called linearisation errors). To avoid the linearisation error in the literature, smoothing based approaches are generally employed \[62\]. However the smoothing based methods adds a level of computational overhead not suitable for real-time implementation \[44\].

2.3 Inertial Navigation System

Inertial navigation determines the pose of the robotic vehicle at high data-rates. Therefore, it is considered to be a vital part of airborne navigation \[3\] as a dead-reckoning system \[64\]. The inertial system works on a principle of inertia \[4\] and measures the exerted force and rotation rate of an inertial unit.

The sensor module in the inertial system, which measures the acceleration generated by an external force is called an accelerometer \[65\]. It measures the total acceleration encountered, that is, both the acceleration due to gravity and all other due to external forces (hence the free-fall accelerometer has no detectable input to measure). To compensate the component of acceleration due to gravity, the attitude of the accelerometer needs to be known with respect to the local vertical. Once the

$$F' = \frac{\partial f(x(k), u(k))}{\partial x} \bigg|_{x=x(k)}$$

$$H' = \frac{\partial h(x(k), k)}{\partial x} \bigg|_{x=x(k)}$$

Inertial sensors are also very popular in various land and underwater applications \[8, 9, 11, 63\].

\(^3\)Inertial sensors are also very popular in various land and underwater applications \[8, 9, 11, 63\].

\(^4\)Inertia is defined as the tendency of an object to remain in constant motion until disturbed by an external force or a torque.
effect of gravity is compensated, the mathematical integration of acceleration yields the velocity and position information.

The inertial sensor which is used to measure the angular rate is known as a gyroscope (or gyro), which is based on the principal of angular momentum [64]. The mathematical integration of the angular rate yields the attitude information. Another inertial sensor which is used alongside with gyros (to estimate the heading information) is the magnetometer. The magnetometer works on the principal of measuring the direction and magnitude of the Earth’s magnetic field. To estimate the heading information, the magnetometer must be level to the earth’s surface and it should not be affected by magnetic disturbance of the nearby devices.

2.3.1 Inertial Measurement Unit

The IMU is an electronic instrument and its structure is a combination of power supplies, micro-controller and the inertial sensors. IMUs have many different designs but they generally fall into two major categories, strapdown or traditional gimbaled system [65].

In the gimbaled system, the inertial sensors are mounted on a gimbaled table which is kept level and mechanically isolated from the rotational motion of the platform. This category of IMU can provide more accurate estimates and is used in high-precision applications [65]. However they are expensive to build and much heavier than its counterparts.

The second category is the strapdown IMU, which has recently gained a lot of attention due to MEMS based sensors (which offer lower cost and reduced size). On these type of systems the inertial sensors are fixed with respect to the body frame, therefore the mechanical complexity is much simpler than the earlier systems. The major drawback of strapdown IMUs (as compare to traditional gimbaled system) is that they require more computational resources and are less precise.

\(^5\)Heading is the angle measured clockwise from a true North direction.

\(^6\)There are some high-cost strapdown versions as well, which uses fibre-optic or ring-laser gyroscope [66] to provide more accurate attitude estimates.
In this thesis, we focused on the low-cost strapdown tri-axial IMU, which is comprised of three orthogonally arranged accelerometers, gyroscopes and magnetometers. The computational controller with the mathematical integration algorithms (on the IMU data) forms the INS (which is used to estimate the position, velocity and attitude information). The MEMS based inertial sensor typically is not compensated for instrumental errors (such as bias and scale factors) \(^7\) \(^8\). These instrumental errors cause the inertial drift (the error accumulation during the mathematical integration of position, velocity and attitude information). Chapter 6 describes the static/dynamic calibration method to obtain the bias and scale factor information in order to minimise the impact of these error. In addition to these error, some other high level errors such as a random noise \(^9\) and misalignment errors are also the cause of the unbounded drift in the low-cost IMU sensors.

### 2.3.2 Coordinate Systems for Navigation

The transformation methods are required to convert and express different sensor measurements in a common reference frame. Depending upon the application and their context, different coordinate systems can be formulated for sensor measurements or navigation equations. Generally the transformation involves rotation and translation, where translation is used to represent different origin coordinates and rotation to represent different axis direction. The knowledge of the following coordinate systems (essential for this thesis) is explained as

- **Inertial Coordinate Frame**: An inertial frame is a non-accelerating reference frame in which the Newton's first law of motion is valid. It is defined as a reference frame with arbitrary origin and orientation. The inertial sensor measures the force and rotation rate with respect to this frame of reference.

\(^7\)Bias is simply an offset in the sensor output that varies randomly from time to time.

\(^8\)The scale factor errors are proportional to the output measurements and hence the effect of the error is worse when the input acceleration/gyro values are large (it is defined as a ratio between the measured output and change in sense input) [67].

\(^9\)These error causes due to temperature variation and non-linear characteristics of the sensors.
• Earth-Centered Earth-Fixed Frame: This frame rotates with the earth and its origin is fixed to the centre of the earth. The x-axis is along the Greenwich meridian and z-axis is along the rotational axis of the earth, where y-axis follows the right-hand rule. The vehicle's position in this frame can be represented in Cartesian or geodetic (latitude, longitude and height) coordinate frame.

• Earth-Fixed Local-Tangent Frame: This frame has a origin defined on a local reference point while its x-axis points to north, y-axis points to east and z-axis points down. A frame with the mentioned arrangement is called north-east-down (NED) system. It does not rotate with the earth and is often suited to the small area applications (where the curvature of the earth can be ignored). This is the most popular reference frame used for low-cost IMUs, where the application is not sensitive to the Earth's rotation.

• Body Frame: This frame is rigidly attached to the navigation platform with its origin coinciding with the platform's centre of gravity and moving/rotating with the platform. The body frame consist of a set of three orthogonal axes where the x-axis points forward with respect to the platform, the z-axis point down and the y-axis is defined by the right hand rule 10.

• Sensor Frame: In general, the observations from the different sensors are represented in their own respective frame. The origin is at the location of the sensor and the axes are typically defined according to the type of the sensor. In this thesis, the IMU and vision sensor are being used and each of them has its own sensor frame to represent the measurements. The calibration routine to estimate the inter-transformation between different coordinate frames will be presented in the Chapter 6 (in order to consider different observations in a common reference frame).

10Note that the mentioned definition is not unique, but the dominant approach typically deployed in various platforms.
2.3 Inertial Navigation System

The inertial navigation equations refers to the set of differential equations which are used to relate the inertial frame measurements (such as velocity, attitude and position) to the corresponding navigation measurements in the desired common reference frame. The set of equations may vary depending upon the selection of reference frame, type of the application and category of IMU (Gimbaled or strap-down). In addition, the complexity of the equations varies depending upon the coriolis force and effects of coning/sculling [41]. In this thesis, we are using a low-cost strap-down IMU so it is acceptable to use the simplified navigation equation while ignoring the coriolis/coning effect 11.

11The effect of coning/sculling is insignificant unless the platform experience vibration with frequency around the sampling rate of the inertial sensor. As the application area covers a small area so the effect of curvature of the earth is considered to be negligible.
2.3.3.1 Position/Velocity Algorithm

The accelerations measured from an IMU are in a body frame and it is necessary to transform them into the navigation frame as discussed earlier. This is achieved by using the rotation matrix (generally denoted by $C$) as shown below:

$$f^n(k) = C^n_b(k)f^b(k)$$  \hspace{1cm} (2.25)

Where, the $C^n_b$ is the rotation matrix from body frame to navigation frame (detail to estimate the rotation matrix can be found in the Section 2.3.4) and $f^b$ is the acceleration measured from the accelerometer in the body frame at time $k$. This transformation is required to evaluate the acceleration vector in the desired navigation frame, given the acceleration vector in the body fixed frame. However as the acceleration also contains the gravity vector, so the acceleration in the navigation frame $f^n$ is compensated as

$$\dot{v}^n(k) = C^n_b(k)f^b(k) + g$$ \hspace{1cm} (2.26)

Where $g$ is the gravity vector defined as $g = [0, 0, 9.8\text{m/s}^2]^T$. The $\dot{v}^n(k)$ is the rate of change of velocity, which is integrated to lead to velocity as

$$v^n(k) = v^n(k-1) + \int_{k-1}^{k} \dot{v}^n(\tau) \, d\tau$$ \hspace{1cm} (2.27)

Finally the position is computed as

$$p^n(k) = p^n(k-1) + \int_{k-1}^{k} v^n(\tau) \, d\tau$$ \hspace{1cm} (2.28)

---

12 The gravity value varies from place to place and the gravitational model for the sensor cannot be modelled exactly hence approximated value is used here. The axes convention used for IMU is x-axis pointing forward, y-axis pointing left and z-axis facing down.
2.3.4 Attitude Equations

When the platform is rotating with respect to the navigation frame, the gyro information is used continuously to update the rotation matrix $C_{bn}$. The main approaches used to propagate the attitude of the platform are Euler, direction cosine matrix and quaternion algorithms [41].

The selection of the attitude update approach is based upon the application and processing requirement, however regardless of the type of the approach implemented, the analytical form provided by these algorithm yield similar results. Among all the approaches, the Euler approach is conceptually easy to understand, however it has the problem of gimbal lock \footnote{The degeneration of the system from 3D to 2D space when one degree of freedom is lost due to the parallel alignment of two rotational axes[63].}. The gimbal lock problem can be avoided by either using quaternion or DCM approach or making sure that the system remains inside the bounds of the Euler angle (in case of aerial vehicle, if the application does not involve the flipping (upside down) operation, then the system can avoid the gimbal lock situation). In this section we will discuss the attitude algorithms (Euler and quaternion \footnote{More description about the direction cosine matrix can be found in our earlier work [68].}) relevant to this thesis for attitude propagation.

2.3.4.1 Euler Approach

The attitude of the platform in the 3D Euclidean space is represented by Euler angles, which is the mathematical similar form of the gimbal system. The rotation of an inertial frame can be understood as a combination of three successive elemental rotations described by the Euler angles (such as roll $\phi$, pitch $\theta$ and yaw $\psi$). The Euler angles used to represent the rotations from navigation to body frames are placed in a rotation matrix $C_{bn}$. This rotation matrix can be decomposed as the product of three basic rotations using ZYX-convention (that is, the navigation frame is rotated and matched with the body frame in a sequence of yaw, pitch and then roll [69]) as...
2.3 Inertial Navigation System

\[
C_n^b(k) = \begin{bmatrix}
1 & 0 & 0 \\
0 & C_\phi & S_\phi \\
0 & -S_\phi & C_\phi \\
\end{bmatrix}
\begin{bmatrix}
C_\theta & 0 & -S_\theta \\
0 & 1 & 0 \\
S_\theta & 0 & C_\theta \\
\end{bmatrix}
\begin{bmatrix}
C_\psi & S_\psi & 0 \\
- S_\psi & C_\psi & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\]
(2.29)

Where \(S(\cdot)\) and \(C(\cdot)\) represents the \(\sin(\cdot)\) and \(\cos(\cdot)\) trigonometric functions respectively.

The transformation matrix from body to navigation \(C_n^b\) can be obtained by taking the inverse of \(C_n^b\) or its transpose (as the rotation matrix is orthogonal)

\[
C_n^b = (C_n^b(k))^{-1} = (C_n^b(k))^T
\]
(2.30)

The angular measurements from the gyro are used to update the attitude transformation matrix dynamically which cause the Euler angles to change as well. Based on the sequence of rotation from navigation to body frame, Euler rates can be obtained from the transformation of the output angular rate from the gyro measurements. Where the roll rate \(\dot{\phi}\) is the angular rate along the x-axis of the body frame of gyro \(\omega_b^x\). However the pitch rate \(\dot{\theta}\) is transformed according to the roll angle and the yaw rate \(\dot{\psi}\) according to roll and pitch angle. The summation of these three Euler rates will result in the following angular rates when expressed in the body frame:

\[
\begin{bmatrix}
\omega_b^x \\
\omega_b^y \\
\omega_b^z \\
\end{bmatrix}
= \begin{bmatrix}
1 & 0 & 0 \\
0 & C_\phi & S_\phi \\
0 & -S_\phi & C_\phi \\
\end{bmatrix}
\begin{bmatrix}
0 \\
\dot{\phi} \\
0 \\
\end{bmatrix}
+ \begin{bmatrix}
1 & 0 & 0 \\
0 & C_\theta & S_\theta \\
0 & -S_\theta & C_\theta \\
\end{bmatrix}
\begin{bmatrix}
0 \\
\dot{\theta} \\
0 \\
\end{bmatrix}
+ \begin{bmatrix}
C_\psi & S_\psi & 0 \\
- S_\psi & C_\psi & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
\dot{\psi} \\
\end{bmatrix}
\]
(2.31)

The inverse of the Equation 2.32 reveals the rate of change of angle estimated from the gyro measurements as
The integration of the angular rates yields the Euler angles as

$$
\begin{bmatrix}
\phi(k) \\
\theta(k) \\
\psi(k)
\end{bmatrix} = \begin{bmatrix}
\phi(k-1) \\
\theta(k-1) \\
\psi(k-1)
\end{bmatrix} + \int_{k-1}^{k} \begin{bmatrix}
\dot{\phi}(\tau) \\
\dot{\theta}(\tau) \\
\dot{\psi}(\tau)
\end{bmatrix} d\tau
$$

(2.33)

2.3.4.2 Quaternion Approach

This approach provides a convenient mathematical notation for representing the attitude of the platform [69]. The quaternion approach can be utilised to propagate the attitude from one frame to the other frame by using a single rotation about a unit vector \([q_0, q_1, q_2, q_3]\) with a magnitude \(q_0\). The quaternion vector is represented by these four components as

$$
q(k) = [q_0, q_1, q_2, q_3]
$$

(2.34)

For the attitude propagation, the half angle increment approach is used for the Equation 2.34, as done in the method presented by [70]. The method provides the relationship between the input angular information and the attitude quaternion as

$$
q(k) = \frac{1}{2} [q\otimes] w^b
$$

(2.35)

Where the symbol \(\otimes\) represents the product between two quaternions, the notation \([q\otimes]\) is defined as
The quaternion from the gyro angular information is formed as

$$[q_{\infty}] = \begin{bmatrix}
q_0 & -q_1 & -q_2 & -q_3 \\
q_1 & q_0 & -q_3 & q_2 \\
q_2 & q_3 & q_0 & -q_1 \\
q_3 & -q_2 & q_1 & q_0
\end{bmatrix} \tag{2.36}$$

For the transformation of acceleration (Equation 2.25) from the body to navigation frame, the quaternion is converted into the rotation matrix representation $C_\theta^B$ as

$$\dot{w}^B = \begin{bmatrix}
0 \\
\dot{w}_x^B \\
\dot{w}_y^B \\
\dot{w}_z^B
\end{bmatrix} \tag{2.37}$$

For the transformation of acceleration (Equation 2.25) from the body to navigation frame, the quaternion is converted into the rotation matrix representation $C_\theta^B$ as

$$C_\theta^B = \begin{bmatrix}
q_0^2 + q_1^2 - q_2^2 - q_3^2 & -2(q_0q_3 - q_1q_2) & 2(q_0q_2 + q_1q_3) \\
2(q_0q_3 + q_1q_2) & q_0^2 - q_1^2 + q_2^2 - q_3^2 & -2(q_0q_1 - q_2q_3) \\
-2(q_0q_2 - q_1q_3) & 2(q_0q_1 + q_2q_3) & q_0^2 - q_1^2 - q_2^2 + q_3^2
\end{bmatrix} \tag{2.38}$$

2.4 Architectures of Inertial Aided Navigation

Earlier the concepts of probabilistic filtering and the inertial navigation system were introduced. However in this section, we will discuss how the aided inertial sensor problem is formulated and solved using the filtering concept. In the aided navigation approach, the aiding source can be considered as providing the navigational data (position, velocity or attitude) or a raw sensor information. For example, in the vision sensor, the information is the relative range, bearing and elevation. Furthermore the inertial component can be in the state transition model as either IMU (raw data) or INS (navigation data). The aiding source and inertial component along with the state vector in the filter decides the architecture of the aided navigation. In literature, the
aided navigation system can be categorised into loosely coupled or tightly coupled modes.

- Tightly Coupled Mode: The tightly coupled mode is also known as the centralised approach, in which all the processing of the estimated quantities is undertaken in the integrated statistical filter [38, 71, 72]. The mode treats all the information required to estimate a solution in a single EKF filter and requires the raw (or intermediate) data of inertial and aiding sensors. In this mode the feedback is also provided to the aiding source to have a tighter configuration, which in turn provides the overall system integrity. This mode offers the advantage to the system designer of allowing work with the algorithms and operation of both aiding and inertial sensors. The inertial and aiding sensors
both provide the raw data, where inertial data usually incorporates the kinematics data. Figure 2.3 shows a tightly coupled mode in which the auxiliary aiding sensor provides the raw measurement along with IMU data (providing accelerometer and gyro data) to estimate the state of the filter. The statistical filter (in our case EKF filter) estimates the states of the platform and uses these estimates to aid the auxiliary sensor in obtaining new measurements.

In relevance to this thesis, the vision aided inertial example is shown in Figure 2.4 (Our earlier work [17]). The integrated EKF uses the raw measurements from the vision sensor (image geometric features) to correct the drift in the IMU system. The IMU provides the acceleration and rotation rates to perform the prediction of position, velocity and attitude information through the INS navigation equations. The predicted platform states are used to predict the new feature measurements from the vision sensor. The feature map is maintained within the filter along with the platform states (position, velocity and attitude) to perform the SLAM estimation. As it is clear that the number of features increases the dimension of the system states, thereby increasing the overall complexity of the system.

The tightly coupled approach provides more robustness than its counterpart. However, it is more difficult to implement and computationally heavy. In addition, the model and implementation has to be changed significantly if a new type of aiding sensor is introduced (so it lacks the software modularity).

• Loosely Coupled Mode

The loosely coupled mode is also known as the decentralised approach. In it, the inertial and auxiliary aiding sensor operate independently and provide separate navigation solutions to a statistical filter for state estimation [38, 71].
2.4 Architectures of Inertial Aided Navigation

2.4.1 Direct Implementation

Figure 2.5: The direct implementation of a loosely coupled mode in which position, velocity and attitude states of EKF filter are estimated.

![Direct Implementation Diagram]

2.4.2 Loosely Coupled Architecture

Figure 2.6: The loosely coupled architecture of vision and inertial sensor aiding to estimate the position, velocity and attitude states of the EKF filter.

![Loosely Coupled Architecture Diagram]

2.5 shows the loosely coupled system in which the EKF uses acceleration and rotation rate in a prediction model through the INS equation (to estimate the states of the platform). At each update step, the EKF uses the navigation solution (such as position, velocity or attitude states) from the auxiliary aiding system to minimise the inertial error. The main advantage the loosely coupled mode offers is the redundancy and simplicity of the system.

In relevance to this thesis, the vision aided example is shown in Figure 2.6 (Our earlier work [73]). The integrated EKF uses the navigation solution of the vision sensor (camera position and attitude) to correct the IMU system. The IMU predicted platform states (position, velocity and attitude) are corrected...
Earlier, the tightly and loosely coupled modes in which the filter directly estimates the state of interest were discussed. This type of implementation is called direct filtering. In it, the non-linear filter is driven by the inertial sensor (where the evaluation of the prediction equation is performed for each sample), which results in computational overhead. To overcome the computational complexity, the INS equations have to be applied external to the filter whereas the filter estimates the error in these states instead of actual states (known as indirect filtering). Figure 2.7 shows a loosely coupled example of an indirect filtering in which an observed error is provided to the filter (feed-forward method). As the indirect filter estimates the error in the inertial navigation system, the model results in a linear error model (leading to Kalman

---

18 The term vision based navigation (such as Visual-SLAM and Visual Odometry) will be discussed in more detail in Chapter 3.
filter based estimation). The indirect filtering offers the advantage of decoupling the main loop of inertial sensor from the main filter (therefore the prediction stage can run at the same rate as the INS sampling time). However the unbounded error in the INS can cause a huge correction term in the filter, therefore destabilising the filter. To eradicate that problem in the indirect filtering a feedback method is generally implemented (where the estimated error is fed back to the INS system to minimise the inertial drift). The Figure 2.8 shows a loosely coupled indirect feedback filtering approach. Although the indirect approach provides computational efficiency, the direct implementation is generally preferred due to the ease of representation to understand the navigation system [70].

### 2.5 Summary

This chapter provides the Bayesian filter theory as a probabilistic technique to estimate the unknown probability density function using the process and measurement model. The Kalman filter as an optimal estimator for the linear system is discussed along with its extension to the non-linear systems (EKF).

After discussing the statistical filtering, the details of inertial navigation system and design categories of the IMU (gimbaled and strapdown) are provided. This is followed
by the presentation of the different coordinate frames. In addition to inertial sensors, we detail the differential equations known as inertial navigation equations, which are used to estimate the position/velocity and attitude information.

Finally, the integration architecture is provided where the theory of statistical filtering and inertial sensor is utilised to formulate a filter to estimate the states of interest. Each architecture is followed by an example of inertial sensor and visual information aiding. Lastly, the implementation strategies of tightly/loosely coupled modes are presented, and the advantages and disadvantages are discussed.
Chapter 3

Monocular Vision aided Inertial Navigation

3.1 Introduction

Precise localisation with map estimates of an unknown environment is an essential part of autonomous navigation. Inertial sensors are promising systems to obtain continuous 6DOF information and can track the vehicle's position by integrating the rotational rate and linear acceleration. The pure INS process is inherently unstable due to the integration of noise and bias errors and therefore requires constant assistance (as discussed earlier in Chapter 2). In recent years, the vision sensor has proven to be a complimentary aiding sensor and has appealed to many researchers for Visual-Inertial SLAM [9, 15, 38, 52, 77]. The availability of low-cost inertial and vision sensors and a light-weight and accurate mapping system could be achieved for many robotic tasks such as land/aerial explorations.

Although successful Visual-Inertial approaches exist with monocular [11, 44], stereo [48] sensors, they still face several challenges regarding the availability of reliable and constant aiding information [52] (to correct the inertial system which is intrinsically unstable). The limitations of visual approaches [11, 78] to aid the inertial system
include the handling of the low parallax of features for depth estimation (monocular camera) and the low output data-rates (computational complexity) of the processing algorithm (stereo approaches). The inability of the visual approaches to provide timely updates induce instability in the inertial sensor, hence resulting in the growth of attitude and sensor errors.

In using monocular visual information to aid INS, it is well known that the translational motion from the monocular sensor has a scale-ambiguity problem, providing only the directional information of the motion and not the magnitude [79]. The depth can be resolved by triangulation (if a certain parallax between the two camera views exists). It is generally a delayed process [47] to resolve the feature depth and, therefore, prohibits its fusion with INS unless the depth is resolved at a high frequency. The existing monocular Visual-Inertial SLAM methodologies have been relying on feature based maps [15, 44], which require an accurate depth-resolution process to correct the inertial units properly, and the aiding rate is highly dependent on the map density. In the case of stereo/RGB-D cameras, the possibility of implicit availability of metric scale eliminates some of the challenges encountered when relying only on a monocular camera. However, these sensors act like a monocular when the features exist away from the detection ranges of these cameras (i.e. stereo/RGB-D) or sunlight illumination (i.e. RGB-D).

There were several efforts made in integrating visual flow (or monocular visual odometry) constraint to the inertial systems. One of bottleneck challenges of monocular vision has been the scale ambiguity in its translational motion due to its projective nature in sensing, preventing it from being fused with other metric navigational sensors such as IMU. That is, a monocular vision system can only provide translational motion up to scale. To relieve this problem, additional information could be used, such as known camera height from the ground [9], use of pressure sensors [18] or feeding the initial scale information by hand [12] in land/aerial vehicle navigation. In [21], navigation is performed in topological scale space rather than in a metric space using monocular vision, whereas rotational information from the inertial sensor is used for vision based pose estimation. Earlier works [1, 2] have exploited the
non-holonomic constraints for land vehicles in inertial aiding. However, in all-terrain or aerial applications the non-holonomic conditions are violated or unavailable.

Therefore to utilise the aiding of information at higher rates (for inertial system stability), this work proposes a novel visual non-holonomic constraint 1. The basic concept is that the tangential velocity components of INS along the direction of visual-flow motion should be zero (this is similar to the non-skidding constraint in wheeled robots [1, 2] 2.

The vision based non-holonomic constraints from a monocular camera are useful to the monocular-SLAM to solve the computational problem for EKF monocular SLAM [80, 81]. The monocular SLAM generally estimates the position of the vehicle and landmarks jointly. The fundamental problem with these approaches is that the com-

---

1These visual non-holonomic constraints are called visual directional constraints hereafter in this thesis. These constraints are estimated from consecutive image sequence and are capable of providing the ego-motion estimates at frame-rate.

2Earlier works have exploited the non-holonomic constraints for land vehicles in inertial aiding. However in all-terrain or aerial applications the non-holonomic conditions are violated or unavailable whereas our proposed visual directional constraint could be utilised in a similar context.
3.1 Introduction

Figure 3.2: Multiple loop aiding architecture with a VDC aiding inner loop to stabilise inertial system and an outer SLAM loop with a periodic feature updates.

Computational requirements scale quadratically in the number of landmarks \([81]\). Therefore, this limits the number of visual features to only a few hundreds and hence creates a compromise on the available information to constrain the vehicle’s pose. This work estimates the visual directional constraints at frame rate (using hundreds of features from the consecutive images – visual odometry) in conjunction to few inverse depth features (monocular SLAM). Figure 3.1 provides the use of the visual non-holonomic constraints fusion with monocular SLAM constraints.

In this chapter, we will be discussing a monocular inertial SLAM approach, improving the stability and robustness of the inertial system. The approach is based on a novel two-stage integration of visual constraints and feature based SLAM. The unknown scale problem is resolved by firstly fusing the visual direction constraint in a seamless way and then a sparse feature map is used to further constrain the errors along the longitudinal direction. The proposed approach is evaluated with a SLAM benchmark dataset available on-line and with simulations. The result shows that inertial errors can be constrained effectively using VDC, which relieves the burden of SLAM, aiding loop and thus opening up the possibility of reduced map size while maintaining the inertial stability and performance. Figure 3.2 shows the multi-loop aiding architecture where a VDC based inner loop enables constant updates to stabilise the inertial
Figure 3.3: Perspective projection of 3D feature for two camera views defining an epipolar geometry.

system while the outer SLAM loop provide aperiodic feature updates. In our work we have focused on the challenging indoor/outdoor environments with a front-facing camera, [15] where depth variations vary frequently, making the overall problem more challenging.

3.2 Monocular Pose Estimation

In computer vision, the corresponding pixel coordinates of the features in the scene (from two or more cameras) are used to estimate the relative pose information. For relative pose estimation techniques, it is generally sufficient to use a single camera which could move or a single static camera which looks at a scene involving moving objects. A camera creates a 2D representation of a 3D scene by way of imaging a projection of the light emitted or reflected from objects in the scene. The simplest of cameras can be described as a pinhole camera. Such a camera is described as having a focal plane at a fixed distance $T$ (the focal length) in front of an image plane. A pinhole, referred to as the optical centre $O$, is made such that rays of light arriving at the camera from the scene form an inverted image of the scene on the image plane. Thus, for each point on the object, there is a corresponding point made on the image
plane. This manner of projection from the 3D scene to the 2D image plane is referred to as perspective projection.

Let $M$ be a 3D point $(M_x, M_y, M_z)^T$, its projection in camera 1 is $m (m_x, m_y)^T$, the mapping from the coordinates of a 3D point $M$ to the 2D image coordinates of the point’s projection onto the image plane, according to the pinhole camera model is given by

$$
\begin{bmatrix}
m_x \\
m_y 
\end{bmatrix} = \frac{\Gamma}{M_z} \begin{bmatrix} M_x \\
M_y 
\end{bmatrix}
$$

(3.1)

where $(M_x, M_y, M_z)$ are the 3D coordinates of $M$ relative to a camera centered coordinate system, $(m_x, m_y)$ are the resulting image coordinates for which we assume $\Gamma > 0$.

To derive the camera matrix this expression is rewritten in terms of homogeneous coordinates. Instead of the 2D vector $(m_x, m_y)$ we consider the projective element (a 3D vector) $\hat{m} = (m_x, m_y, 1)^T$ and $\hat{M} = (M_x, M_y, M_z, 1)^T$. Instead of equality we consider equality up to scaling by a non-zero number (denoted as $\simeq$). First, we write the homogeneous image coordinates as expressions in the usual 3D coordinates.

$$
\hat{m} \simeq \begin{bmatrix} 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \frac{1}{\Gamma} & 0 
\end{bmatrix} \hat{M}
$$

Which can be simplified by replacing intrinsic parameters matrix with $k$ as

$$
\hat{m} \simeq k\hat{M}
$$

(3.2)
However for performing an analysis on multiple images of the same scene that have been taken from different viewpoints, it is necessary to ensure that the scene's origin is constant across all images. In order to achieve this, it is necessary to know the extrinsic camera parameters for a set of two images. These consist of the translation of the camera and the rotation of the relative to the origin of the world coordinate system. As rotation and translation can be expressed simply in linear algebra, it is convenient to rewrite the relationship as:

$$M_{\text{cam}} = R^T(M_{\text{world}} - t)$$

(3.3)

Where $M_{\text{cam}}$ is the 3D camera coordinate and $M_{\text{world}}$ is the world coordinate. Note that $t \in \mathbb{R}^3$ and $R \in SO(3)$.

So far, we have described how a camera is able to map points from a 3D world coordinate system, to a 2D image coordinate system - taking into account how the camera lies in relation to the scene (the extrinsic parameters). Now we will consider how this relates to a series of two images of the same scene - where the images are taken by the same camera that has undergone a translation and rotation around a scene. The geometry of how these images relate to one another, and how the 3D coordinates of a scene are represented by two 2D images is known as the epipolar geometry of a scene. Considering a two calibrated cameras viewing a rigid scene, it is possible to estimate the relative rotation and translation, only using the five image feature point correspondence. Consider two cameras, one at the origin and the other has a relative rotation $R$ and translation $t$ as shown in the Figure 3.3, with camera centres $O_1$ and $O_2$. Then the vectors between $M$ and the two camera centres are $(O_1 - M)$ and $(O_2 - M)$. Because all vectors lie in the same plane, the cross product between $t$ and $(O_2 - M)$ (the normal of the plane) is perpendicular to $(O_1 - M)$ as

$$\left((O_1 - M)\right)^T (t \times (O_2 - M)) = 0$$

(3.4)
By using the knowledge that $m_1$ is parallel to $(O_1 - M)$ and $R_m$ is parallel to $(O_2 - M)$, it is possible to write the above Equation 3.2 as using the earlier projection Equation 3.2

$$m_1^T \ (t \times R m_2) = 0 \quad (3.5)$$

By introducing the antisymmetric matrix $T$

$$T = \begin{bmatrix} 0 & -t_z & t_y \\ t_z & 0 & -t_x \\ -t_y & t_x & 0 \end{bmatrix}$$

for the cross product yields $(t \times s) = \hat{T} \ s$. Plugging this in the above equation yields

$$m_1^T \ (\hat{T} \ R \ m_2) = 0 \quad (3.6)$$

Where the $\hat{T} R$ are the essential matrix constraint [79]. The rotation matrix has 3DOF and translation can only have recovered up to an unknown scale factor. Setting the length of translation vector to some arbitrary unit gives two DOF for the $\hat{T}$, overall resulting in 5DOF. Each correspondence point among the pair of 5 feature points yield one constraint. For 5 unknowns there are five points corresponding points are required. The epipolar constraint is simply a co-planarity constraint where the point $m_1, m_2$ is the 2D image points of the 3D point M in the scene from two different views. The points $e_1$ and $e_2$ are referred to as the epipoles of their respective images, and can be described as the image of the projection centre $(O)$ of one camera in the other. Epipoles are therefore intersections of the line $O_1$ from $O_2$ (which can be referred to as the baseline) with the respective image planes.
To estimate the pose from the monocular camera image, firstly the Harris features [53] and SURF descriptors [32] are extracted. The feature points from the current image are matched with those of the previous image using a 5-point algorithm with RANSAC processing [79]. The inliers are then used to extract delta rotation and translation over two consecutive images. Figure 3.4 shows a relative pose estimation using 5-point RANSAC based algorithm. The vision node outputs rotational rate and translational velocity (up to scale) in the camera coordinates (the calibration between inertial and camera is performed using [52], which helps to covert all the camera coordinate measurements into the inertial/body coordinates). Without loss of generality, we assume the camera and body coordinates are aligned each other.
3.3 General Motion

To fuse these with the inertial sensor outputs, which operate in a metric space, both inertial and visual velocities are converted into unit velocities.

**Algorithm 1** Relative pose estimation using 5 point RANSAC algorithm

inputs: point correspondence

while iterate till max iteration are not reached do

Randomly select 5 points from the correspondence set

Estimate the essential matrix using [79]

For estimated essential matrix estimate the projection error for all the other corresponding points to select supported inliers

if Supported Inliers are > max-inliers then

max – inliers = supportedinliers

Store all the inliers

end if

end while

Estimate essential matrix from all the stored supported inliers with selection of correct solution using [79]

return $R, T$

3.3 General Motion

The general motion of a vehicle in a 3-dimensional space can be described by

$$\dot{x} = f(x, u)$$  \hspace{1cm} (3.7)

where the state vector $x = [P^T, V^T, \phi, \theta, \psi]^T$, and the measurement $u = [f^T, \omega^T]^T$.

The kinematic equation can be written

$$\dot{P}^n = V^n$$  \hspace{1cm} (3.8)

$$\dot{V}^n = C^a_b f^b + g$$  \hspace{1cm} (3.9)
3.4 Motion of a Vehicle with Visual Constraint

There have been three approaches to deal with this unknown scale:

- The pose can directly be used for navigation but in the unknown scale-space as in many pure vision-based approaches such as Visual-SLAM or Rat-SLAM [82].

- The unknown scale value can be recovered by observing any a priori infrastructural information such as visual markers or known vehicle height [83].

- The unknown scale can be estimated using other aiding sensors such as pressure sensor [18] or inertial sensors which integrate the sensor measurements to provide the scale information [4, 44]. The work of [4] used visual inertial measurements in an EKF filter to estimate the scale in addition to the pose information of the platform. Their approach depends upon the external SLAM (PTAM) approach which assumes smooth depth variation [15] and requires initial excitation motion for filter convergence.

- Explicit scale resolution by treating the visual translation (with unknown scale) as a directional constraint of the motion (this section and our earlier work [17]).

The third and fourth option seems most relevant to our system. In the third option the initial visual scale needs to be known, \(^3\) Whereas our work [17] enables the direct fusion of inertial and vision output (without any a-prior knowledge about the scale).

\(^3\)Two major issues are 1) assumption of smooth depth variation and 2) filter convergence for depth estimation.

\[
\dot{\phi} = \frac{\omega_y \sin \psi + \omega_z \cos \psi}{\cos \theta} \\
\dot{\theta} = \omega_y \cos \psi - \omega_z \cos \psi \\
\dot{\psi} = \omega_x + (\omega_y \sin \psi + \omega_z \sin \psi) \tan \theta
\]
As discussed earlier that due to perspective projection of the 3D into 2D image plane, the recovery of the absolute depth is not possible. Hence the translation estimated from the monocular vision is normalised or unit vector (only providing directional information with unit magnitude). To fuse the visual (non-metric) and inertial (metric) information, in this section we have devised an approach which expresses both the translation of inertial and visual as unit vector for fusion without explicitly estimating the scale of visual magnitude. In this work we utilised the directional constraint of the motion for our loosely coupled framework to integrate the monocular pose measurements with inertial information.

The unit velocity in the body frame $\mathbf{V}^b = [V_x, V_y, V_z]$ is related to the velocity in the navigation frame by

$$
\mathbf{V}^b = [R^b_n]^T \mathbf{V}^n
$$

where $R^b_n$ is re-written here for clarity

$$
R^b_n =
\begin{bmatrix}
C_\theta C_\psi & S_\theta S_\psi C_\psi - C_\theta S_\psi & C_\theta S_\theta C_\psi + S_\theta S_\psi \\
C_\theta S_\psi & S_\theta S_\theta S_\psi + C_\theta C_\psi & C_\theta S_\theta S_\psi - S_\theta C_\psi \\
-S_\theta & S_\theta C_\theta & C_\theta C_\theta
\end{bmatrix}
$$

Thus the velocity equation becomes

$$
\begin{bmatrix}
V_x \\
V_y \\
V_z
\end{bmatrix}
= 
\begin{bmatrix}
C_\theta C_\psi V_N + C_\theta S_\psi V_E + (S_\theta S_\psi - S_\theta V_D \\
(-C_\theta S_\psi + S_\theta S_\theta C_\psi)V_N + (C_\theta C_\psi + S_\theta S_\theta C_\psi)V_E + S_\theta C_\theta V_D \\
(S_\theta S_\psi + C_\theta S_\theta C_\psi)V_N + (-S_\theta C_\psi + C_\theta S_\theta S_\psi)V_E + C_\theta C_\theta V_D
\end{bmatrix}
$$

The unit velocity vector, thus becomes

$$
\mathbf{U}^b = \frac{\mathbf{V}^b}{||\mathbf{V}^b||}.
$$
3.4 Motion of a Vehicle with Visual Constraint

Unlike the ground non-holonomic constraint, the visual motion can constrain the motion to general 2D surface. For example, if the vehicle moves only in forward direction in the body frame, and assuming the camera frame is aligned to the body frame, the lateral unit velocities becomes zero which are related to the vehicle state

\[
\begin{bmatrix}
U_y \\
U_z
\end{bmatrix} = \frac{1}{\sqrt{V_y^2 + V_z^2}} \begin{bmatrix}
C_\theta S_\psi V_N + (C_\phi C_\psi + S_\phi S_\psi) V_E + (S_\phi C_\psi + C_\phi S_\psi) V_D \\
S_\theta V_N + S_\psi C_\theta V_E + C_\phi S_\psi V_D
\end{bmatrix}
\] (3.17)

It can be observed that

- This case is analogous to the non-holonomic constraint, restricting the lateral motions to zero (or skidding is not allowed).
- The vision measures the forward velocity up to scale, the forward velocity \( V_x \) is not directly recoverable. It is somewhat similar that a mobile robot experiences wheel slippages, thus unable to measure the forward velocity.
- These effects on the vehicle uncertainty ellipsoid is illustrated in Figure 3.5, in which the lateral uncertainties are constrained, whilst the longitudinal direction diverging. Using other methods, such as mapped landmarks, the longitudinal error can be estimated. Figure 3.5 shows that the VDC does not rely on
3D depth estimation or scale information of the environment and thus can be seamlessly integrated into inertial system. As the constraint provides only the directional information without the magnitude, the error will eventually grow across the vehicle's longitudinal direction. This error can be further observed by maintaining the sparse 3D map in the inertial loop but at lower update rates.

If the vehicle moves to positive vertical direction

\[
\begin{bmatrix}
U_x \\
U_y
\end{bmatrix} = \frac{1}{\sqrt{V_x^2 + V_y^2}} \begin{bmatrix}
C_\psi C_\phi V_N - (C_\phi S_\psi + S_\phi S_\theta C_\psi) V_E + (S_\phi S_\psi + C_\phi S_\theta C_\psi) V_D \\
C_\theta S_\phi V_N + (C_\phi C_\psi + S_\phi S_\theta C_\psi) V_E + (S_\theta C_\psi + C_\phi S_\theta S_\psi) V_D
\end{bmatrix}
\] (3.18)

- It is clear that the visual directional measurement can constrained the horizontal motion \((V_x, V_y) = 0\). Thus it is possible to direct the vehicle in general to suppress the uncertainties normal to the direction of motion. For example, the reduce the uncertainty in horizontal direction under the visual measurement, the robot can undergo any vertical motions.

- This is important in that the vehicle can be aided in high data rate, without estimating the unknown scale factor (or resolving the depth of features).

If the vehicle motion is constrained to the ground, the so called non-holonomic constraint could be applied [64]. For example the unit \(y\) and \(z\) velocity components are set to zero \((\ddot{v}_y = 0, \ddot{v}_z = 0)\). In the general case, such as hovering flying vehicles, this type of constraints cannot be applied. However the vision system can still provide such motion constraints: the lateral and normal velocities are constrained by the visual velocity.
3.5 Visual Constraint Aiding

The incremental rotation matrix $R_{i-1}^I$ is directly measurable from the monocular vision. The incremental Euler angles can be computed as from Equation 3.4,

$$
\Delta \phi = \arctan 2(R_{31}, R_{32}) \\
\Delta \theta = \arccos (R_{33}) \\
\Delta \psi = \arctan 2(R_{13}, R_{23})
$$

(3.19)

(3.20)

(3.21)

The directional information puts a bound on the motion of camera and helps in limiting the inertial prediction errors of camera motion by periodic updates.

3.5.1 Accelerometer and Magnetometer Aiding

IMU as an inclinometer provides independent measurements of the accelerometers to obtain roll and pitch angles, referred as gravity normal [53]. As the accelerations have zero-mean in the long run, the absolute information about the direction of gravity provides the roll $\phi$ and pitch $\theta$ angles

The gravity vector in navigation frame $g = [0, 0, -g]^T$ where $g = 9.8m/s^2$ is measured by accelerometers in the body frame

$$
f^b = [R^n_b]^T \cdot g^n
$$

(3.22)

In component form,

$$
\begin{bmatrix}
    f_x \\
    f_y \\
    f_z
\end{bmatrix} =
\begin{bmatrix}
    C_\theta C_\psi & C_\theta S_\psi & -S_\theta \\
    -C_\phi S_\psi + S_\phi S_\theta C_\psi & C_\phi C_\psi + S_\phi S_\theta S_\psi & S_\phi S_\theta \\
    S_\phi S_\psi + C_\phi S_\theta C_\psi & -S_\phi C_\psi + C_\phi S_\theta S_\psi & C_\phi C_\theta
\end{bmatrix}
\begin{bmatrix}
    0 \\
    0 \\
    -g
\end{bmatrix}
\begin{bmatrix}
    g \sin \theta \\
    -g \sin \phi \cos \theta \\
    g \cos \phi \cos \theta
\end{bmatrix}
$$

(3.23)
From these equations, the roll angle $\phi$ can be recovered by dividing $y-$component by $z-$component

$$\phi = \arctan(-f_y/f_z) \quad (3.24)$$

For the pitch angle $\theta$, first eliminate the $\phi$ by squaring and summing $y$ and $z$ components gives $f_y^2 + f_z^2 = g^2 \cos^2 \theta$. Dividing the $x-$component by this yields

$$\theta = \arctan\left(\frac{f_x}{\sqrt{f_y^2 + f_z^2}}\right) \quad (3.25)$$

The magnetometer measures the Earth magnetic field $b = [o_x, o_y, o_z]^T$ in the body coordinate system. The heading angle $\psi$ can be found from this measurement first by transforming the measurement into a Local-Level vector $G_{LL} = [G_x, G_y, G_z]^T$,

$$G_{LL} = R_{b}^{LL}b \quad (3.26)$$

where $R_{b}^{LL}$ is a transformation from the body to Local-Level frame which can be obtained by setting $\psi = 0$ in $R_\psi$ (thus no change in the heading during the transformation)

$$R_{b}^{LL}(\phi, \theta, \psi = 0) = \begin{bmatrix} C_\theta & S_\phi S_\theta & C_\phi S_\theta \\ 0 & C_\phi & -S_\phi \\ -S_\theta & S_\phi C_\theta & C_\phi C_\theta \end{bmatrix} \quad (3.27)$$

Thus, Equation 3.26 becomes

$$\begin{bmatrix} G_x \\ G_y \\ G_z \end{bmatrix} = \begin{bmatrix} o_x \cos \theta + o_y \sin \phi \sin \theta + o_z \cos \phi \sin \theta \\ o_y \cos \phi \sin \theta - o_z \sin \phi \\ -o_x \sin \theta + o_y \sin \phi \cos \theta + o_z \cos \phi \cos \theta \end{bmatrix}. \quad (3.28)$$

The $z-$component of the magnetic field in the local-level frame is due to the magnetic
inclination which becomes 90° (or straight down) at the North magnetic pole. The heading with respect to the true North can be found from the horizontal magnetic components with a declination angle $\psi_D$

$$\psi = \arctan \left( \frac{G_y}{G_x} \right) - \psi_D$$ (3.29)

where the declination angle in Australia/Canberra region is approximately 5.4° East (the magnetic pole deviates towards East from the true North).

From Equations 3.24, 3.25 and 3.29, the estimated rotation angles constraints are estimated (the usage of these constraints is described in Section 3.7).

### 3.6 3D map integration

Monocular camera provides only bearing information so multiple observation are required to localise a feature in 3D space. Initialisation of features without any delay is particularly challenging due to the requirement of large baseline (or enough parallax) but with limited field-of-view and short observation time. To initialise the features smoothly in all depths without any delay, we integrate the Inverse Depth Parameterisation (IDP) method [35] with the visual directional constraints.

Direct integration of inertial sensor with Inverse Depth Parameterisation (IDP) faces with a challenge of filter update time, which scales quadratically with the number of features whereas by using the visual directional constraints as a prior aiding step to IDP integration suggests that, we can afford to maintain sparse number of features in our framework. The representation of the features in the SLAM filter contains the feature’s IDP encoding [35] scheme as:

$$\tilde{m} = \begin{bmatrix} p_m & \varphi & \beta & \alpha \end{bmatrix}$$ (3.30)
where $\mathbf{p}_m^\prime$ is the position of platform, at the time when feature $\hat{m}$ is firstly observed, $\varphi^n$ is the azimuth and $\beta^n$ elevation of optical ray. $\alpha^n$ represents the inverse distance of the camera and measured feature.

The observed point on the image sensor defines a directional ray in the camera reference frame. The directional ray can be calculated from the information present in the state vector and inverse depth features as:

$$
\mathbf{h}^\prime = \left[ R_x R_y^T \left( \mathbf{p}_m^\prime + \frac{1}{\alpha^n} \eta(\varphi^n, \beta^n) \right) - \mathbf{p}^n \right]
$$

where $\mathbf{h}^\prime = (h_x^\prime, h_y^\prime, h_z^\prime)$ is directional ray and the translation offset between camera and body frame is assumed to be negligible/zero. The unit vector pointing from the camera’s optical centre to feature $\mathbf{m}$ is defined as follows:

$$
\eta(\varphi^n, \beta^n) = \begin{bmatrix}
\cos(\varphi^n) \\ 
\sin(\varphi^n) \\ 
\sin(\beta^n)
\end{bmatrix}
$$

The observation for inverse depth in relation to state vector is defined as:

$$
\mathbf{p}(x_k | \mathbf{z}^{MAP}) \Leftrightarrow \mathbf{z}^{MAP} = h^{MAP}(\mathbf{x}, \mathbf{m}) + \mathbf{v}^{MAP}_k
$$

Where $\mathbf{v}^{MAP}_k$ is a zero-mean measurement noise with covariance $\mathbf{R}^{MAP}$. The observation vector for compatible undistorted feature matches $\mathbf{u}, \mathbf{v}$ are estimated as:

$$
\tilde{\mathbf{z}}^{MAP} = \begin{bmatrix}
\tan^{-1}\left(\frac{u_x - u_x}{f_x}\right) \\ 
\tan^{-1}\left(\frac{v - v_x}{f_y}\right)
\end{bmatrix}
$$

Where $u_x, v_x, f_x, f_y$ are intrinsic parameters of a camera.

The work of [35] is modified to predict features position based upon inertial aiding. Data association is based upon feature matching with outlier removal [84] using in-
Filter Updates for 6DOF and 5DOF Constraints

A single random measurement which supports maximum number of hypothesis is selected by RANSAC to update the inertial-EKF filter by estimating the innovation vector from the predicted feature positions. The innovation vector for 3D map features for EKF filter update is as follows:

\[ \nu_{\text{MAP}} = \left[ \bar{z}_{\text{MAP}} - h_{\text{MAP}}(\bar{x}_k, \mathbf{m}) \right] \] (3.35)

3.7 Filter Updates for 6DOF and 5DOF Constraints

The state covariance is propagated using the Jacobian of the state transition model and process noise matrix by,

\[
P(k|k-1) = \nabla f_x(k)P(k-1|k-1)\nabla f_x^T + \nabla f_w(k)Q(k)\nabla f_w^T(k),
\]

When an observation occurs, the state vector and its covariance are updated according to

\[
\bar{x}(k|k) = \bar{x}(k|k-1) + W(k)\nu(k)
\]
\[
P(k|k) = [I - W(k)\nabla h_x(k)]P(k|k-1)
\quad \times [I - W(k)\nabla h_x(k)]^T + W(k)R(k)W^T(k),
\]

where the innovation vector, Kalman gain, and innovation covariance are computed as,

\[
\nu(k) = z(k) - h(\bar{x}(k|k-1))
\]
\[
W(k) = P(k|k-1)\nabla h_x^T(k)S^{-1}(k)
\]
\[
S(k) = \nabla h_x(k)P(k|k-1)\nabla h_x^T(k) + R.
\]
\( \nabla h_x(k) \) is the Jacobian of the non-linear state transition function \( h(\cdot) \) with respect to the predicted state \( \hat{x}(k|k-1) \).

The multi-loop aiding architecture is used for EKF filter update as shown in Figure 3.2. The VDC based inner loop (Section 3.4) enables constant updates to stabilise the inertial system while the outer SLAM loop (Section 3.6) provide aperiodic feature updates. If the inverse depth features are visible then 3D map constraints are used for EKF-update step (otherwise monocular VDC constraints are utilised). We have bounded the absolute attitude error of flying vehicle by using the gravity normal (Section 3.5).

\[ \text{3.8 Simulations Evaluation} \]

The proposed approach is evaluated using a simulation scheme in which a camera is mounted in a forward-looking way so that it can observe the features at far distance. The vehicle trajectory is generated using the inertial process model with a linear acceleration of \([0.004, 0, 0]\) m/sec\(^2\) and an angular rate of \([0, 0, 0.45]\) deg/sec during turning with standard deviations of respective noise (to simulate noisy measurements) as \([0.003, 0.003, 0.003]\) m/sec\(^2\) and \([0.03, 0.03, 0.03]\) deg/sec. The noise is added to mimic a camera of 640 x 480 pixels is assumed with fixed radial distortion parameters. A total of 73 features are simulated and the inverse depth method was used to initialise and map as shown in Figure 3.6a. Initially the prior depth of feature is unknown and thus all the features are considered to be close to infinity and the inverse depth parameter was set to 0.1 as an initial approximation with standard deviation of 0.5 including infinity at its range. The VDC constraints are simulated using these features by estimating the essential matrix. The comparison of the proposed approach is evaluated against the work of [85] and simulated ground truth. Figure 3.6b compares the positional errors of conventional inertial-SLAM approach [85] with proposed approach. The difference in vehicle position from the ground truth position is taken for

\[ \text{These constraints are only added when static or near static state of flying platform is detected} \]

[73]
3.8 Simulations Evaluation

- **Landmarks**
  - **Vehicle**

(a) Simulated Environment

(b) Vehicle/Camera Euclidean Position Error from GT
(c) Landmark Position Error from GT

Figure 3.6: Simulation Environment, with Vehicle Pose and detected Landmarks.
complete simulation time. The positional error increases as we explore the new environment whereas the drop in error starts occurring when the features are re-observed again (closing the loop by manually simulating the loop closure event). It can be observed that the decrease in error is rather gradual than abrupt due the inverse depth parameterisation. This is due to the lower weighting in depth compared to the bearing for features at far distance. The errors of the estimated position of features from the ground truth is shown in Figure 3.6c.

### 3.9 Public Dataset evaluation

Publicly available dataset [86] has been chosen to prove the validity of proposed approach. We have used two different sequence to evaluate the performance of proposed procedure against the ground truth of 1.0 cm, 0.5° pose accuracy. During sequence evaluation, we have reduced the resolution of monocular imagery to 640 × 480 for real time performance.

The proposed approach is tested on 2102 images of Campus-0L (4.53 minutes) in which vehicle has travelled trajectory of 1001m with ground truth available for complete sequence with 2 sharp turns along the trajectory. Figure 3.7 illustrates the vehicle localisation results against the ground truth on Campus-0L datasets. Attitude comparison is also shown in Figure 3.8. Where mean attitude error is [0.274°, 0.805°, 0.678°]. Due to road like scenarios, it can be easily observed that roll/pitch standard deviations are in small magnitude along the way whereas yaw angle has depicted two sharp turns.

Parking-0L sequence is also tested for 1022 images (3.16 minutes) for 324m trajectory, in which ground truth is not available at smaller portion as shown in the Figure 3.7b where ground truth position’s are missing.

Overall the proposed approach shows resilience to high speed and sharp turns due to inertial dynamic model with stable integration to visual information.
3.9 Public Dataset evaluation

(a) Campus-0L Sequence: Mean Error (24m E, 15m N)

(b) Parking-0L Sequence: Mean Error (11m E, 7m N)

Figure 3.7: Estimated vehicle trajectory for SLAM benchmark dataset of 1001m and 324m length respectively, with mean positional error between estimated and ground truth trajectories.
Figure 3.8: Comparison of the estimated attitude with ground-truth, mean attitude error (0.274°, 0.805°, 0.678°).
3.10 Discussions and Summary

In this chapter, we proposed a monocular inertial SLAM approach, improving the stability and robustness of the inertial system. The approach is based on a novel two-stage integration of visual constraints and feature-based SLAM. The unknown scale problem was resolved by fusing the visual direction constraint in a seamless way and then a sparse feature map was used to further constrain the errors along the longitudinal direction. The proposed approach was evaluated with a SLAM benchmark dataset available on-line and with simulations. The result shows that inertial errors can be constrained effectively using VDC, which relieves the burden of SLAM aiding loop thus opening up the possibility of reduced map size while maintaining the inertial stability and performance.
Chapter 4

RGB-D aided Visual-Inertial SLAM

4.1 Introduction

RGB-D sensors have revolutionised robotic mapping and navigation research. These sensors are capable of providing RGB and depth data which has various application in 3D reconstruction, gaming, indoor localisation and mobile robotics. Its depth sensor consists of a projector that emits a known pattern, which is detected by an infrared camera (structure light based depth estimation [87]). Although quite successful, their usage is significantly hampered due to the unavailability of depth data. The problem of insufficient or no depth data from the sensor is called here a depth dropout problem, hence making the RGB-D sensor act as a monocular camera. The degeneration of the RGB-D sensor into a monocular camera is either due to the features being beyond the range or because of intensive sunlight interference.

In the RGB-D depth dropout case, the vision system can still provide 5DOF pose information: the rotation and translation with an unknown scale \((R, \hat{T})\). The monocular vision in conjunction with RGB-D/Stereo visual cues provides a broader observability of features (the linear/angular information available at frame-rates) \([47, 88]\).
Figure 4.1: Proposed Approach able to tackle both indoor and outdoor environments.

Visual directional constraints from a monocular camera provide a systematic integration with the colour-depth sensors when the depth information is not available (Our earlier work [73]).

This work addresses the depth dropout problem by proposing a novel mechanism that can switch to 2D sensing mode (monocular cues) in case of the unavailability of 3D information. The contributions of this work are twofold. Firstly, a vision node is designed which can provide either full 6DOF (rotation and translation) or partial 5DOF (rotation and scale-ambiguous translation) vehicle pose measurements to the
inertial sensor in an Extended Kalman Filter (EKF)\textsuperscript{1}.

Secondly the visual translation from monocular vision (5DOF non-metric measurements) is fused with the inertial sensor (metric measurements) without explicitly resolving the ambiguous scale. Therefore, this fusion mechanism ensures the inertial sensor to be aided without delay or under small parallax motion. We have tested our proposed approach on a low-cost inertial sensor\textsuperscript{2}, Kinect sensor and a custom built hexacopter platform. In addition, we have dynamically calibrated the accelerometer/gyro biases of the low-cost inertial sensor using the proposed pose estimator. In our work we adopted the concept of gravity normal\textsuperscript{3} at the hovering state of the aerial vehicle to bound the overall attitude error for stable autonomous flight. Our approach is applicable to active/passive RGB-D sensors (stereo and Kinect both providing depth and colour data). Here we opted to use the Kinect sensor (active RGB-D) due to its computational efficiency in getting depth data for on-board real-time processing and it is more challenging to deal with outdoor environments (as it is known to fail regularly under sunlight interference).

In this chapter, the theoretical and practical development of an approach that can handle the 3D to 2D degeneration of the RGB-D sensor using Visual-Inertial monocular constraints is being discussed. The depth-drop out problem in the RGB-D sensors (Kinect/stereo) which has never been addressed elsewhere is used in this work to calibrate the low-cost IMU seamlessly at higher rates, which is crucial for the success of inertial based SLAM. In our work, we have focused on the challenging indoor/outdoor environments with a front-facing camera,\textsuperscript{15} where depth variations vary frequently, hence making the overall problem more challenging. The Figure 4.1 shows the output of our developed system capable of working in indoor/outdoor environments using monocular and depth based cues.

\begin{itemize}
\item \textsuperscript{1}Google’s RGB-D sensor (Tango) works in indoor and outdoor environments by using the Visual-Inertial odometry; however, the approach has not been made public knowledge yet\textsuperscript{89}.
\item \textsuperscript{2}customised in-house developed IMU costing 40USD.
\item \textsuperscript{3}During static or near-static states of the inertial platform, the absolute roll and pitch angles can be estimated using the direction of gravity\textsuperscript{73}.
\end{itemize}
4.2 Related Work

Since there is a large amount of literature on SLAM, this section is devoted to RGB-D/stereo SLAM and its inertial-integrated variants. For monocular approaches, please refer to the previous chapter for monocular inertial SLAM.

Previous work on RGB-D based SLAM has used full depth-colour for aerial vehicles [49] or depth-only information [90] for hand-held scenarios. The work of [49] uses RGB-D information by detecting features from the image and their corresponding depths are used to build 3D feature points. The feature points are then matched with the key-frame features to estimate the camera pose. The work is based on a multi-threaded approach and graph optimisation is performed for the global consistency of the map as an off-line process. They have demonstrated their approach in the indoor environment on an aerial vehicle. The work of [90] relies on depth-only information and hence used the Iterative Closest Point (ICP) approach to exploit the structural properties of the environment. Recent work [87], which emphasises real-time performance, considers the visual keypoints to initialise the ICP for the depth odometry pipeline and maintains a constant size feature map. Another study has been dedicated to using depth information in the monocular SLAM framework [91]. Depth information is used to solve the drawbacks of the monocular Parallel Tracking and Mapping (PTAM) algorithm; for instance, automatic bootstrapping and 3D feature initialisation. Recently there is another work [92] in which 3D visual odometry is integrated with the ICP-based SLAM approach. The underlying methodology for the existing stereo SLAM [47, 88, 93] also relies on the fusion of colour information and geometry information (similar to the RGB-D approaches).

The aforementioned state-of-the-art techniques in RGB-D/stereo rely heavily on the availability of the depth data [94] and hence are deemed to fail in depth dropout cases. The depth dropout issue was recently considered by [95], in which they treated this problem as an off-line optimisation problem in an indoor environment. The approach is based upon heuristically combining monocular constraints and RGB-D constraints with local mapping problems in an offline way. In the offline setting the scale of
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the monocular camera can be recovered easily; however for online processing, the scale is not easily recoverable. Our work focuses on the online real-time probabilistic approach by utilising visual directional constraints in conjunction with the inertial sensor.

Considering the work in the Visual-Inertial domain, the two well known paradigms are loosely and tightly coupled architectures \(^4\). In a tightly coupled paradigm, the work of \([76, 85, 96]\) fused visual and inertial information using a single EKF and maintained the cross-correlations between the poses and visual features in the filter. However, as mentioned before, the computational complexity of these approaches is high, hence a compromise has to be made on the total number of features (visual constraints) that can be maintained in the filter.

An alternative option is a loose coupling approach in which the visual and inertial information is treated as a separate entity and visual constraints are used to update/aid the inertial sensor \([38, 53]\). A stream of work in which the inertial (gyro based rotation) information is aided to the depth based pose estimator includes \([97, 98]\). In \([97]\) gyro information is used as an initialisation for the pose estimator in ICP \([99]\). The work of \([100]\) used an IMU and vision integration system where gyroscopes were used to estimate the rotation of the cameras, and the main target of the fusion was to interpret the visual measurements. In another series of work \([4, 12, 44]\), the vision sensor was treated as a global positioning sensor for inertial aiding \(^5\). Their system was designed using an indirect Kalman filter that is based on the errors in the estimated measurements instead of the direct measurements from camera and IMU systems. The work estimates the scale of the monocular camera motion estimate in the filter with the assumption of a downward looking camera (the scale of the scene changes smoothly). Earlier, our work \([52]\) and recently the work of \([15]\) highlighted the issue of forward-looking camera where the assumption of smooth variation in the scale is not valid, hence making the filter diverge. Our work is based upon the loosely coupled

\(^4\)The generic architecture details were discussed earlier in Chapter 2, however here we discuss these architectures with respect to the fusion of visual and inertial information.

\(^5\)The work has used the state-of-the-art visual SLAM framework Parallel Tracking and Mapping \([42]\).
4.3 Visual-Inertial SLAM Framework with RGB-D sensors

We followed a loosely coupled direct architecture (features are not maintained in the SLAM filter), as in the EKF-tightly coupled approach \(^7\) has a bottleneck due to the scalability issue \([17]\). SLAM systems generally consist of front-end and back-end subsystems. The front-end provides the initial vehicle state (filtering) and loop closure constraints \([53]\) whereas the back-end turns the initial solution into a maximum

\(^6\)The advantage of the loosely coupled approach is a constant time processing, which is suitable for real-time application

\(^7\)Presented earlier in Chapter 3.
4.4 Processing RGB-D Measurement

In this section, we will discuss the 6DOF pose constraints estimated from the RGB-D sensor (when both the depth and colour information is available). In SLAM theory the map of the environment is generally represented by a collection of landmarks (for 6DOF constraints we maintained a constant size map in order to obtain real-time performance). In this thesis, a features is a two-dimensional location in the Kinect frame, while the corresponding three-dimensional position will be referred to as a landmark (3D feature). The distinctive features help to identify unique landmarks in the environment and maintaining the set of these 3D landmarks help to identify motion/pose information (more details in Section 4.4.2).

To obtain the accurate pose information from the Kinect sensor, it is vital to correct the systematic errors present in the sensor (accounting for the calibration and depth to distance relation). In order to analyse the linearity of the depth sensor, we pointed the sensor to the planar object (checker board) at known distance. We estimated the depth provided

\[ \text{https://youtu.be/0h6vmi2xwjk} \]
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Figure 4.3: Kinect measured depth compared to ground truth distance.

from the Kinect sensor for a region of interest (where the object is present) and average it. The raw output from the Kinect is an image that corresponds to the depth of the scene. Rather than providing the actual depth of the scene, Kinect returns the inverse depth. The Figure 4.3 shows the estimated disparity to actual known distance (indirectly proportional) relation for multiple observations at different distances. The relationship is calibrated along with camera calibration using the approach of [102] to obtain optimal disparity estimation results.

4.4.1 3D Feature Detection and Matching

In SLAM system the features are used to model the geometric information and are used to build the map of the environment. The two important aspects regarding the features are: detection and description. The detection phase identifies the area of interest (typically a region with strong variation in intensity or corner [103]) and its characteristics are modelled using descriptor (typically considering scale space and orientation information of the neighbouring pixels [104]). The use of features in our work is motivated by the fact that the complete processing of the image is computationally expensive whereas the feature presents a represent the small set of distinguishable information.
To estimate the ego-motion between the two Kinect frames, the features need to be detected and tracked. In order to detect the distinguishable features, corners [103] are easier to detect and to manipulate than lines/edges [104], hence simplifying the implementation/computation. In this work, the Harris corners [103] are initially detected on the grayscale image from the Kinect frame. The corners for which the corresponding depth is not available are discarded. The spatial location of the feature in the pixel coordinates with depth gives \((u, v, d) \in \mathbb{R}^3\), which can be converted into 3D Euclidean feature position, \((X, Y, Z) \in \mathbb{R}^3\) (in camera coordinate frame). Figure 4.4 shows the feature detection and matching process on the acquired aerial imagery using a hexacopter. The mapping function
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Figure 4.5: Kinect measured depth compared to ground truth distance.

\( g: (u, v, d) \rightarrow (X, Y, Z) \) becomes where raw depth \( d \) is converted into 3D feature points as:

\[
Z = \frac{z_{\text{ref}}}{1 + \left( \frac{z_{\text{ref}}}{f_b} \right) \delta} \\
X = \frac{Z(u - u_0 + \delta u)}{f} \\
Y = \frac{Z(v - v_0 + \delta v)}{f}
\]

(4.1) (4.2) (4.3)

Where \( z_{\text{ref}} \) is the distance of reference plane to the sensor, \( f \) is the focal length, \( (u_0, v_0) \) are the principal point, \( b \) is the baseline in meters and \( (\delta u, \delta v) \) are the lens distortion terms. Applying the Equation 4.3, the relation between Kinect observed depth and ground truth calculated depth is shown in Figure 4.5.

The related covariance matrix \( W \) of the transformed Euclidean 3D position can be computed by using Jacobian of the mapping and assuming independent noises in pixel
(\( \sigma_u, \sigma_v \)) and depth measurements (\( \sigma_d \)) as:

\[
W = J \begin{pmatrix} \sigma_u^2 & 0 & 0 \\ 0 & \sigma_v^2 & 0 \\ 0 & 0 & \sigma_d^2 \end{pmatrix} J^T
\]

where, \( J = \frac{\partial g(X,Y,Z)}{\partial(u,v,d)} \) (4.4)

After feature detection phase, the selection of feature descriptor approach plays an important role to achieve robust solutions. Among the well known local descriptors such as SIFT (Scalar Invariant Feature Transform), SURF (Speeded Up Robust Feature) [104], NARF (Normal Aligned Radial Feature) [105], BRIEF (Binary Robust Independent Elementary Feature) [106], FAST/Harris with patches as descriptors [107, 108]. These descriptors exploit the characteristic of image by using intensity, gradient, curvatures and colour information for robust matching.

The local features are evaluated earlier by [109] in which they found that the SIFT features are highly discriminant but relatively slow to compute and match. This really affects the performance of real-time SLAM approach as various features have to maintained in the map. BRIEF features are faster to compute but lack the discriminator power required for accurate feature matching, however the SURF features provide faster computation while preserving the discriminative power of SIFT. The prefix (Speeded-up) is used to denote the computational efficiency of SURF against the SIFT features (by using fast approximation of SIFT algorithm [106]).

In our work, SURF descriptors [104] are estimated from the detected features for matching purpose. The SURF descriptor finds a circular region against the detection feature locations. SURF also relies on local gradient histogram like SIFT whereas the computation speed-up is achieved by using integral images [110].

The covariance of each 3D feature is estimated using [111] approach where \( \rho \) is treated
as random variable with standard deviation as $\sigma_\rho$ as:

$$\sigma_Z = \frac{1}{f_b} Z^2 \sigma_\rho$$  \hspace{1cm} (4.5)

$$\sigma_X = \frac{u}{f_b} Z^2 \sigma_\rho$$  \hspace{1cm} (4.6)

$$\sigma_Y = \frac{v}{f_b} Z^2 \sigma_\rho$$  \hspace{1cm} (4.7)

With a $3 \times 3$ covariance matrix ($\Omega$) for a 3D feature point is estimated from them.

In order to reduce the short term drift, we maintained a map of 3D features with their covariance and descriptors in a ring buffer. The buffer has a constant memory size and thus enables the front-end to perform in constant time.

### 4.4.2 Pose Estimation using RANSAC and Fine Adjustment

After the extraction of feature descriptors, the next vital step is to match the features to obtain the 6DOF pose estimates. The general approach for descriptor matching is to assumed that the Euclidean distance in feature space can be used for scoring the pair-wise matches (i.e. to set a fixed threshold on the Euclidean distance for declaring a match). The first frame features are declared as part of the map ($M$) defined in the local navigational frame. All the subsequent feature measurement data ($D$) are matched with the existing map features using the SURF descriptors. The comparing score is based on the sum-of-absolute-difference and if the score is within a specified threshold then it is declared as a matched-pair (details can be found in the implementation Chapter 5).

To determine the 6DOF pose information, RANSAC [112] is used with Horns approach [113]. RANSAC is capable of smoothing the noisy data (outliers) to find the correct correspondences using the model fitting approach. The RANSAC approach estimates the model with the Horn approach [113] and then fits this model to data points that agree with it. This procedure of model fitting is repeated with randomly selected set of features (among all the features) until the maximum number of iterations or condition of termination has reached.
4.5 Front-end Processing: EKF-SLAM Prediction

The fixed number of iterations will ensure to return the least bad solution among the considered set of features (selected randomly) but not necessarily the optimal. Many enhancements to RANSAC has been suggested in research community (such as PROSAC, MSAC and MLESAC [114]) but this fundamental problem still remains a challenge. To get more accurate solution, we refine the results of the RANSAC with ICP. The rigid body transformation \((R, T)\) of the vehicle is obtained by weighted ICP for fine refinement.

\[
\arg\min_{R, T} \left( \frac{1}{n} \sum_{i \in A} W_i ||M_i - (R D_i + T)||^2 \right)
\]

(4.8)

where \(i\) is the index of inlier feature set \(A\) and \(W\) is the weighting matrix given in (4.4).

The rigid body transformation is used to transform the feature data with their associated covariance to update or add new features into the map. The points which are within a predefined Euclidean vicinity are declared as update-points, whereas others are declared as new-points. The existing points are updated using a weighted averaging method whilst the inverse covariances are added together. The map feature descriptors are updated with the new ones (a different update scheme can be employed and researched but that was not the focus of this work). The new-points are added to the map with their descriptors and covariances. If the limit of ring buffer is reached then the old features are deleted.

4.5 Front-end Processing: EKF-SLAM Prediction

The estimation process of SLAM is based upon the inertial dynamic model and the relative observations of vision sensor to the environmental features. In this work, EKF is used as the state estimator whereas Inertial Measurement Unit (IMU) acts as a driver for the dynamic motion model. An IMU is comprised of tri-axial gyros and ac-

\(^{9}\) Retaining the most spatially informative features in the map can further enhance the performance which is currently left for future investigation.
celsomaters arranged orthogonally and provides 6DOF measurements of the attached platform. The angular rate from the IMU's gyros is measured in the body frame and subsequently integrated to form the attitude (or orientation) of the platform. The calculated attitude is then used to transform the accelerometer measurements into the navigation frame quantity. The procedure used to estimate the position and velocity of the platform in the navigation frame is called the INS algorithm [83].

The process model includes the vehicle dynamic model and can be written in a discrete time as a first-order differential equation,

\[ x(k) = f(x(k-1), u(k), w(k), k) \]  \hspace{1cm} (4.9)

where \( f(\cdot, \cdot, k) \) is a non-linear state transition function (at time \( k \)) which forms the current vehicle state, \( x(k) \), from the previous state, \( x(k-1) \), and the current control input, \( u(k) \). \( w(k) \) is the process noise vector.

In this work, the navigation frame is considered to be fixed (defined as a right-handed coordinate frame based on Newtonian mechanics) whereas the IMU is considered to be the sensor/body frame. It is assumed in this work that the position and orientation...
of the navigation with respect to the real world is known e.g. the initial pose of navigational frame coincides with the body frame. The relative position and rotational parameters between the camera-frame and the body frame is actually estimated (calibration details are provided in Chapter 6). Figure 4.6 shows the relation between the navigation, inertial and the camera reference frames.

In this work the orientation in the navigation frame is is mechanised with Euler angle parameterisation at discrete time k. The state vector yields a 15 element state $\bar{x}$ as:

$$\bar{x}_k = \begin{bmatrix} P^{n}(k), V^{n}(k), \Psi^{n}(k), b^{b}_{a}, b^{b}_{\omega} \end{bmatrix}^T$$

where $\Psi(k)$ represents the Euler angles: roll ($\phi$), pitch ($\theta$) and yaw ($\psi$). $f^{b}(k)$ and $\omega^{b}(k)$ are acceleration and rotation rates measured in the body frame. The control input $u$ consists of linear acceleration $f^{b}$ and angular velocity $\omega^{n}(k)$ and $g$ is the gravity vector. Where $g = [0, 0, 9.8m/s^2]^T$ is the gravity vector, $(bias^{a}_{a}, bias^{b}_{a})$ are accelerometer and gyro biases respectively and $[\omega^{b}]_x$ is a skew-symmetric form of the angular velocity vector. The dynamics of the accelerometer and gyro biases are modelled as random walk process with white Gaussian noise $\eta$:

$$\dot{b}^{b}_{a} = \eta_{a}$$
$$\dot{b}^{b}_{\omega} = \eta_{\omega}.$$ 

The $C^{b}_{a}$ is the direction cosine matrix and $E^{b}_{a}$ is the matrix that transforms the rotation rates in the body frame to the Euler angle rates.
\[ C^e_k = \begin{bmatrix} C_\theta C_\psi & -C_\phi S_\psi + S_\phi S_\theta C_\psi & S_\phi S_\psi + C_\phi S_\theta C_\psi \\ C_\theta S_\psi & C_\phi C_\psi + S_\phi S_\theta S_\psi & -S_\phi C_\psi + C_\phi S_\theta S_\psi \\ -S_\theta & S_\phi C_\theta & C_\phi C_\theta \end{bmatrix} \]

\[ E^e_k = \begin{bmatrix} 1 & S_\phi S_\theta / C_\theta & C_\phi S_\theta / C_\theta \\ 0 & C_\phi & -S_\phi \\ 0 & S_\phi / C_\theta & C_\phi / C_\theta \end{bmatrix} \]

where \( S(.) \) and \( C(.) \) represents \( sin(.) \) and \( cos(.) \) respectively.

The Jacobian \( \nabla f_x(k) \) of the non-linear vehicle model with respect to the vehicle state in equation 4.11 can be computed as,

\[
\nabla f_x(k) = \begin{bmatrix} \frac{\partial \mathbf{P}(k)}{\partial (\mathbf{x}_k-1)} \\ \frac{\partial \mathbf{P}(k)}{\partial \mathbf{V}(k)} \\ \frac{\partial \mathbf{P}(k)}{\partial (\mathbf{V}(k-1),\mathbf{\Psi}(k-1),\mathbf{bias}_x(k-1))} \\ \frac{\partial \mathbf{P}(k)}{\partial (\mathbf{V}(k-1),\mathbf{\Psi}(k-1),\mathbf{bias}_x(k-1))} \\ \frac{\partial \mathbf{P}(k)}{\partial b^x(k)} \\ \frac{\partial \mathbf{P}(k)}{\partial \mathbf{V}(k-1),\mathbf{\Psi}(k-1)} \\ \frac{\partial b^x(k)}{\partial \mathbf{\Psi}(k-1)} \\ \frac{\partial \mathbf{P}(k)}{\partial \mathbf{V}(k-1),\mathbf{\Psi}(k-1)} \\ \frac{\partial b^x(k)}{\partial \mathbf{\Psi}(k-1)} \end{bmatrix}
\]

(4.11)

The Jacobian of the important terms in Eq. 4.11 are as follows:

\[
\frac{\partial \mathbf{P}(k)}{\partial (\mathbf{x}_k-1)} = \begin{bmatrix} I & \Delta t I & 0 \end{bmatrix}
\]

(4.12)

\[
\frac{\partial \mathbf{V}(k)}{\partial (\mathbf{x}_k-1)} = \begin{bmatrix} 0 & I & \frac{\partial \mathbf{C}_x^e(k)\mathbf{r}_x^e(k) - \mathbf{bias}_x^e(k))}{\partial \mathbf{\Psi}(k-1)} \Delta t \end{bmatrix}
\]

(4.13)
\[
\begin{align*}
\frac{\partial \Phi(k)}{\partial (\bar{x}_{k-1})} &= \begin{bmatrix} 0 & 0 & 0 
\end{bmatrix} + \frac{\partial (E_b^k(\omega^k(k) - \text{bias}_b^k(k)))}{\partial \Phi(k-1)} \Delta t \\
\end{align*}
\]

(4.14)

where the sub-matrix can also be computed by using Jacobians of \( C_b^a \) and \( E_b^a \) with respect to the Euler angles \((\rho, \psi, \theta)\). They are three element matrices and are computed as,

\[
\begin{align*}
\frac{\partial C_b^a}{\partial (\rho, \psi, \theta)} &= \begin{bmatrix} \frac{\partial C_b^a}{\partial \rho} & \frac{\partial C_b^a}{\partial \psi} & \frac{\partial C_b^a}{\partial \theta} 
\end{bmatrix} \\
\frac{\partial E_b^a}{\partial (\rho, \psi, \theta)} &= \begin{bmatrix} \frac{\partial E_b^a}{\partial \rho} & \frac{\partial E_b^a}{\partial \psi} & \frac{\partial E_b^a}{\partial \theta} 
\end{bmatrix}
\end{align*}
\]

(4.15)

(4.16)

where,

\[
\begin{align*}
\frac{\partial C_b^a}{\partial \rho} &= \begin{bmatrix} 0 & S_\psi S_\theta + C_\psi S_\theta C_\psi & C_\psi S_\theta - S_\psi S_\theta C_\psi \\
0 & -S_\psi C_\theta + C_\psi S_\theta C_\psi & -C_\psi C_\theta - S_\psi S_\theta S_\psi \\
0 & C_\psi C_\theta & -S_\psi C_\theta 
\end{bmatrix} \\
\frac{\partial C_b^a}{\partial \psi} &= \begin{bmatrix} -S_\psi C_\psi & S_\psi C_\theta C_\psi & C_\psi C_\theta C_\psi \\
-S_\psi S_\theta & S_\psi C_\theta S_\theta & C_\psi C_\theta S_\theta \\
-C_\psi & -S_\psi S_\theta & -C_\psi S_\theta 
\end{bmatrix} \\
\frac{\partial C_b^a}{\partial \theta} &= \begin{bmatrix} -C_\psi S_\psi & -C_\psi C_\psi - S_\psi S_\theta S_\psi & S_\psi C_\psi - C_\psi S_\theta S_\psi \\
C_\psi C_\psi & -C_\psi S_\psi - S_\psi S_\theta S_\psi & S_\psi S_\psi + C_\psi S_\theta S_\psi \\
0 & 0 & 0 
\end{bmatrix}
\end{align*}
\]
The Jacobian $\nabla f_w(k)$ of the non-linear vehicle model with respect to the input noise (or inertial sensor noise) in equation 4.11 is obtained by,

$$
\begin{align*}
\frac{\partial E^a_w}{\partial \phi} &= 
\begin{bmatrix}
0 & C_\phi S_\theta/C_\theta & -S_\phi S_\theta/C_\theta \\
0 & -S_\phi & -C_\phi \\
0 & C_\phi/C_\theta & -S_\phi/C_\theta
\end{bmatrix} \\
\frac{\partial E^b_w}{\partial \theta} &= 
\begin{bmatrix}
0 & S_\phi/C_\theta^2 & C_\phi/C_\theta^2 \\
0 & 0 & 0 \\
0 & S_\phi S_\theta/C_\theta^2 & -C_\phi S_\theta/C_\theta^2
\end{bmatrix} \\
\frac{\partial E^c_w}{\partial \psi} &= 0
\end{align*}
$$

4.6 Front-end Processing: EKF-SLAM Update

Given that the Kinect dropout can happen, we allow the EKF filter to update dynamically by switching between the monocular or RGB-D measurements. The monocular mode pipeline is similar to RGB-D pipeline by feature detection and matching phase except that the depth information is not available and visual directional constraints are estimated as explained in the chapter 3. The switching criteria is based upon the presence of the depth features and their spatial geometry. If the number of depth features are greater than a pre-specified threshold and uniformly distributed over the image, then RGB-D measurements are used to update the filter. Otherwise monocular measurements are utilised. The measurement uncertainty related to the visual pose output is dynamically scaled with the number of inliers to gauge the quality of the RGB-D/monocular motion estimation. The measurement delay involved in the
vision processing should also be handled carefully within the integration filter. The measurement update has to be synchronised in time with the inertial based prediction step.

Therefore we maintain time stamps with the predicted states within the ring buffer. When the measurement is obtained, the past EKF state with matching time is retrieved and updated accordingly. The corrected state is then propagated to the current state (by utilising the past states store in the ring buffer for EKF update).

Given that the Kinect drop-out can happen, we allow our EKF update step to dynamically switch between monocular or RGB-D constraints. The integration switching criteria is based upon presence of depth features and geometry of the features. If the depth features are greater than pre-specified threshold and uniformly distributed over the image (geometric property) then RGB-D innovation constraints are used for EKF-update step (otherwise monocular constraints are utilised (Chapter 3, Section 3.2)).

The measurement covariance matrix (R) for the RGB-D and monocular odometry constraints are estimated from the motion estimation data of ground truth data against the proposed approach. The measurement covariance is dynamically scaled with number of inliers (to gauge the quality of the RGB-D/monocular motion estimation) before doing EKF update.

One aspect that is very important during EKF update step is; handling the measurement delay. The occurrence of the delay is usually due to the computational cost of vision processing. The measurement update has to be synchronised in time with the EKF-prediction step. We maintain a ring buffer of past states of EKF prediction with time information (a global time-stamp of IMU is used during inertial-vision data acquisition). When the measurement is obtained, the exact time of the past EKF state is retrieved and updated. The corrected state in then propagated to the recent state (current time) to propagate the error forward.

The EKF is implemented for the estimation of both the vehicle and map states. The state and its covariance are predicted using the control input which typically runs at
high-frequency to track the manoeuvring aircraft. Whenever a landmark is observed, a data association process is conducted which checks to see if the landmark has been previously observed. If the landmark has been previously registered in the filter, the observation is used to update the state and covariance, and if the landmark is a new one then a new landmark state is augmented to the filter state.

The state covariance is propagated using the Jacobian of the state transition model and process noise matrix by,

\[ P(k|k-1) = \nabla f_x(k) P(k-1|k-1) \nabla f_x^T + \nabla f_w(k) Q(k) \nabla f_w^T(k), \]

function with respect to the state and sensor noise respectively.

When an observation occurs, the state vector and its covariance are updated according to

\[ \bar{x}(k|k) = \bar{x}(k|k-1) + W(k) \nu(k) \]
\[ P(k|k) = [I - W(k) \nabla h_x(k)] P(k|k-1) \]
\[ \times [I - W(k) \nabla h_x(k)]^T + W(k) R(k) W^T(k), \]

where the innovation vector, Kalman gain, and innovation covariance are computed as,

\[ \nu(k) = z(k) - h(\bar{x}(k|k-1)) \]
\[ W(k) = P(k|k-1) \nabla h_x^T(k) S^{-1}(k) \]
\[ S(k) = \nabla h_x(k) P(k|k-1) \nabla h_x^T(k) + R. \]

\( \nabla h_x(k) \) is the Jacobian of the non-linear state transition function \( h(\cdot) \) with respect to the predicted state \( \bar{x}(k|k-1) \).
4.7 Back-end Processing: Graph Optimisation

Loop closure within the vision node provides a global consistency of the system. A common approach is to represent the pose as a node and their relations as edges in a graph. This section provides the details of graph optimisation utilised in this work for completeness of the system however a comprehensive analysis on the back-end optimisation is presented in Chapter 6.

In this work, we have adopted the keyframe-based graph optimisation method as in [101]. The pose estimated from the EKF is fed to the back-end graph optimiser. Keyframe selection mechanism is carried out by applying a threshold to the accumulated relative ego-motion. The loop closure (or place recognition) approach has been extensively researcher, various authors used visual approaches [78, 80, 115], however other rely on the geometry of the environment [116, 117]. Loop closure is detected using the matching of the SURF feature descriptors (using the adopted approach [115]) between the current image and the existing keyframes. Once the loop is detected a new constraint (rigid transformation) is added to the graph and subsequently optimised till convergence. On convergence the EKF state (against the measured time-stamp) is updated with the help of the state ring buffer.

The dimension of the SLAM problem is very high when it is formulated as a non-linear least square [118] because all vehicle poses and feature locations are considered as parameters to be determined. The non-linear least square formulation is to minimise an objective function as follows:

$$F(x) = \arg \min_x \left( \sum (||E_o||_2^2 + ||E_m||_2^2) \right)$$

(4.18)

where the state vector is $x$, $E_o$ is the error term for IMU based process model with $E_m$ error term for measurement model and $U,V$ are corresponding covariance matrices considering the models have Gaussian noise. The error term for the process model is expanded as:
\[ E_\alpha = \mathbf{x}(k) - \mathbf{f}[\mathbf{x}(k-1), \mathbf{u}(k), \mathbf{w}(k), k] \quad (4.19) \]

and the error term for observation model is defined as

\[ E_m = \mathbf{z}(k) - \mathbf{h}(\mathbf{x}(k), \mathbf{M}) \quad (4.20) \]

whereas the \( \mathbf{M} \) is the map of the features maintained in the front-end (4.4.2).

The Mahalanobis distance for both relative errors in the cost function with zero-mean Gaussian noise with covariance \( U, V \) can be written as

\[
F(\mathbf{x}) = \sum [\mathbf{x}(k) - \mathbf{f}(\mathbf{x}(k-1), \mathbf{u}(k), \mathbf{w}(k))]^T U^{-1} (\mathbf{x}(k) - \mathbf{f}(\mathbf{x}(k-1), \mathbf{u}(k), \mathbf{w}(k))]
+ \sum [\mathbf{z}(k) - \mathbf{h}(\mathbf{x}(k), \mathbf{M})]^T V^{-1} (\mathbf{z}(k) - \mathbf{h}(\mathbf{x}(k), \mathbf{M})].
\quad (4.21)
\]

The measurement and process models are both non-linear functions, and thus the non-linear objective function is linearised multiple times to reach local minima. Generally local approaches solve the objective function \( F(\mathbf{x}) \) as

\[
F(\mathbf{x} + \delta \mathbf{x}) = F(\mathbf{x}) + J \delta \mathbf{x},
\quad (4.22)
\]

where \( J = \partial F(\mathbf{x})/\partial \mathbf{x} \). Let \( \mathbf{w} = (F(\mathbf{x} + \delta \mathbf{x}) - F(\mathbf{x})) \), then it becomes

\[
J \delta \mathbf{x} = \mathbf{w},
\quad (4.23)
\]

The solution can be found using pseudo-inverse of \( J \)

\[
J^T J \delta \mathbf{x} = J^T \mathbf{w}
\]

\[
\delta \mathbf{x} = (J^T J)^{-1} J^T \mathbf{w}
\quad (4.24)\]
By including the covariance estimates \((U, V)\) as \(\xi\), Equation 10 becomes

\[
\delta x = (J^T J^{-1}) J^{-1} (J^T \xi^{-1}) x.
\]

Where the Equation 4.25 is solved only once by an optimisation based approach [62], it yields a similar result like the EKF or Extended information filter [119]. The advantage in optimisation based approach comes with repeatability of solution for Equation 4.25 with different linearisation points.

The error is fed-back to the EKF filter to improve the front-end results \(^{10}\). As the front-end is based upon the EKF filter so linearisation errors build up however the graph optimisation helps to minimise the effect of linearisation error using repeatability of solution in Equation 4.25. On the converge of the graph the results are used as an update to the EKF filter. One important thing to note is, if the update to the EKF filter is to the earlier state, then the error is propagated forward to the latest state using the ring-buffer approach (as mentioned earlier in section 4.6).

4.8 Summary and Discussion

This chapter addressed the theoretical and experimental development of monocular visual-inertial constraints for an RGB-D sensor to handle the depth dropout problem. We proposed an on-board approach based upon EKF, which fuses the full 6DOF pose or partial 5DOF from the Kinect sensor with dynamic bias estimation. Indoor and outdoor results were demonstrated for an autonomous aerial vehicle to evaluate robustness against the depth dropout problem. We followed a loosely coupled direct architecture, as in the EKF-tightly coupled approaches [17] (their scalability is a bottleneck). The front-end of the system is based on the decoupling of the two core modules: the state estimator and Kinect based pose estimator (RGB-D and monocular). The back-end of the system is based on the graph optimisation, which

\(^{10}\)The idea is adaptation from the work of [120], however they have used tightly coupled EKF filter with the feature/pose based optimisation.
tries to compensate for the effect of covariance decoupling (of the features with the state vector) in the front end.
Chapter 5

Real-time Implementation

5.1 Introduction

In this chapter, we will describe the hardware development of the aerial vehicle and implementation of the algorithms that are needed for localisation, mapping and control. This chapter is the theoretical realisation of the concepts presented earlier in Chapters 3 & 4. The goal of this work was to develop a low-budget multicopter system capable of carrying a sensor payload (customized landing gear and powerful motors), which is truly self-contained for the autonomous navigation and flight control.

The overall framework is shown in Figure 5.1, with four main components that include: a multicopter system, an autopilot system, a ground station and a payload system (SLAM and position controller). It also shows the communications architecture of the system between the different components using the IEEE 802.11 and 915MHz radio channel. The payload system consists of a Pico-ITX computer, inertial sensor and Microsoft Kinect.

The brain of the whole system is located in the payload module which contains a real-time implementation of the localisation, mapping and position controller on the Pico-ITX board. Furthermore, the autopilot system provides the stabilisation and various navigational functionalities to the aerial platform. There are two sources of
position data, only one of which is used by the position controller at any one time. The VICON system can only be used in an appropriately configured indoor environment (ground truth), while the Kinect-SLAM algorithm can provide position data in any environment that is appropriately feature-dense (indoor & outdoor). The autopilot can also receive a signal from the R/C transmitter (2.4GHz) which is used to override manual flying commands. There are three lithium batteries used to power the Kinect, multicopter platform and Pico-ITX computer. The telemetric ground station is used to monitor the flight data using a personal computer over a 915MHz radio channel.

Firstly, the hardware development of the aerial vehicle, (in our case) the hexacopter platform, will be discussed. The development target is a low-cost platform with commodity-level components easily available in the market. The hardware assembly involves the machining, soldering, design and construction of new components for the hexacopter system.

Secondly, the hardware development of the inertial unit will be discussed with the designing and manufacturing process. The autopilot system that provides the navigation and control capability to the aerial vehicle will also be presented. The in-house
5.2 Developed Multicopter Platform

A custom build low cost hexacopter is the flying platform used in this thesis. The rotary-wing aerial vehicle with six (or more) rotors is gaining popularity due to its manoeuvrability and payload carrying capabilities. As compared to quadcopters (which are currently the most common form of aerial platform), the hexacopter provides the extra motors as redundancy and higher power/lift [123]. The technology of multicopters is made possible due to the enhanced performance of Electronic Speed Con-
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Figure 5.3: The hexacopter platform with its major components.

trollers (ESC), brush-less motors and the increased capacity of lithium batteries. In addition to this, the different material used for the frame also improves the performance and efficiency of these flying vehicles.

The 3D model of the developed hexacopter with its axes convention is shown in Figure 5.3. The mode of the hexacopters are defined by the orientation of the rotors and arms relative to the x,y axes in the body fixed frame [123, 124]. In this thesis, we have used the -I- mode where the positive x-axis of the body fixed frame is aligned with one of the arms (blue colour). The positive y-axis is defined by the standard right-hand rule while positive z-axis is considered to be in the skyward direction.

Hexacopter flies in the 3D environment (6DOF) but it needs 4 DOF for its control i.e. roll, pitch, yaw and thrust [124]. The 6 motors are fixed pitch and produce thrust and torque when powered. The lift of the multicopter is controlled by speeding and slowing of the multiple motors (to change its net force). Higher speeds mean more thrust, and vice versa. The net torque of the flying vehicle is made zero by using three counter rotating pairs of rotors as shown in Figure 5.4. This helps maintain the platform to maintains its yaw angle. The yaw of the platform can be adjusted by the speed of the clockwise and counter-clockwise motions of the motors (changing the
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Figure 5.4: The motor angular configuration for the hexacopter platform.

Angular velocity of the motors). In short, a net thrust helps to change the altitude while a net torque helps to rotate the aerial vehicle along z-axis. Meanwhile the roll is controlled by varying the speeds of the motors on either side of the y-axis. In addition, the Pitch is also controlled in the same manner, but by adjusting the speeds of the motors along the x-axis. An increase in the speed of the motors on the positive x-axis side, with a corresponding decrease in the speed of the motors on the opposite side, results in the hexacopter "pitching" backwards.

Figure 5.5: The parts for the hexacopter assembly [122].
5.2 Developed Multicopter Platform

During the development phase, the assembly of the 6-armed Hexa-B kit (designed by 3D robotics [125]) was used. The frame was made of aluminium arms with different components as shown in Figure 5.5. Instead of 850Kv motors (which were default), we used more powerful 880Kv motors, with 11 inch propellers to provide increased lifting capability to the platform. The motors were soldered with the ESC, which were powered by a single 4-cell (14.8V) lithium-polymer battery with a capacity of 3300 mAh. The maximum flight time was limited by the battery capacity and was typically 10 minutes. It was realised during the testing that the force from the landing procedure had the potential to loosen the joints hence damaging the frame/payload system. The conventional landing gear was replaced with the 200mm landing gear.

Figure 5.6: The design and laser printing of safety supports for hexacopter platform.
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(a) Hexacopter with safety support

(b) Close-up view of safety support

Figure 5.7: The safety ring for the hexacopter platform.

[126] for more durability and additional space to mount the payload. Moreover, the landing gear was encased with K-Flex elastomeric tubes to dampen the force of landing.

Early test flights also revealed that when landing, the hexacopter had a tendency to tip over and come to rest with part of its weight supported by its arms and propellers. As this resulted in the chipping or snapping of the propellers, it was necessary to design a safety ring encircling the propellers. This ring would also provide the additional benefit of protecting the propellers and objects in the environment should any mid-flight collisions occur. The ring of a 2D template was designed in CAD software to be
5.3 Developed Payload and Avionics System

The payload system consisted of a Microsoft Kinect RGB-D sensor, an in-house build IMU, a small Pico-ITX on-board computer, and two lithium-ion batteries (one to power the Kinect, and other to power the on-board computer). A Kinect unit was disassembled to make it lightweight by taking out the extra components i.e. pan motor, microphone and plastic covers. It was also rewired to accept the power from a lithium-ion battery, instead of its own AC wall socket lead. The on-board computer used for SLAM and position controller was the Pico-ITX (LP-170C) industrial single board computer. It was powered by a 1.66GHz Dual-core Intel Atom CPU with 2GB of RAM. The on-board computer required a 12V DC input with a peak current draw of up to 3A. The Atom board's power requirements were not compatible with the 4-cell 14.8V lithium-ion batteries available. To convert the power supply, a DE-SWADJ3 adjustable switching voltage regulator was used. The regulator has a very high efficiency of up to 96% and can provide 3—13V output at up to 3A from a 5-35V input voltage. However, its maximum power output is 25W, which means that at the required 12V output, the supplied current is only 2.08A. While this does not meet the maximum requirements of the Pico-ITX (with reported tests from the manufacturer drawing up to 2.65W at 12V DC), in practice it was found that this was sufficient to
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Figure 5.8: The payload system attached to the hexacopter platform (Kinect and its battery is placed above the base plate, while the on-board computer is attached below.)

run the Pico-ITX reliably.

The individual components were all mounted on a baseplate that was designed as a CAD template and cut out of 3mm MDF with the Trotec laser engraver. It was designed to allow the entire assembly to fit neatly into the space beneath the hexacopter and to be easily secured to the landing frame with zip-ties [127]. The payload was placed underneath the hexacopter and close to its centre of gravity (to avoid stability issues due to shift in centre of gravity). The Kinect was powered directly with a 3-cell lithium-ion battery with 1350mAh while a USB cable was connected to the Pico-ITX board for data transfer.

The assembled and mounted payload system is shown in Figure 5.8. As depicted, the Kinect and its battery are mounted above the baseplate, while the on-board computer
Figure 5.9: The conceptual layout of the in-house build IMU.

is attached below. The weight of the payload without batteries is approximately 0.7 kilograms, with the batteries bringing the total weight up to 1.2 kilograms. This makes the total flight ready weight of the combined hexacopter and payload system 3.2 kilograms.

5.3.1 In-house Built Inertial Measurement Unit

In this section, a low-cost customised inertial unit is presented with the details of its design and manufacturing process (our earlier work [68]). IMU plays a vital role in tracking the attitude of the flying vehicle due to its high data rates and is mostly used for attitude stabilisation. In our work, we have used the IMU pose information fused with the vision pose to autonomously control the aerial platform and perform SLAM. A prototype IMU board using Atmel micro-controller and MEMS sensors was designed and manufactured with a C++ embedded implementation (to process the raw inertial data and utilise customised attitude controller).

The developed IMU is a combination of gyroscope (LPR530AL and LY530AL), accelerometer (ADXL345), magnetometer (HMC5843), micro-controller (ATmega328), voltage regulator circuit, LEDs, FTDI basic, and an AVR SPI interface as shown in the Figure 5.9. The developed design allows the user to communicate with FTDI basic device for serial communication and ISP for programming/reprogramming of IMU firmware. The operating voltage in this system is 3.3 VDC. The maximum supply
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Figure 5.10: The design and manufacturing process involved for prototype build IMU.

 Voltage for this system is 16 VDC however, we have used the regulator to provide the required voltage.

ATmega328, an eight bit micro-controller was used in the developed IMU and a green LED was connected to indicate a serial communication. In the proposed design, the micro-controller got the clock source from 8MHz resonator. Five ADC pins were connected to gyroscope, two pins to the accelerometer and magnetometer (for I2C), three pins to the gyroscope, and two pins to the FTDI Basic interface and three pins to the AVR SPI interface.

In the gyroscope circuit, an external low pass filter was used in order to allow a band limiting output rate response. Resistor and capacitors were added to the gyroscope to implement a low pass filter. Digital output from the accelerometer was formatted as 16 bit 2's complement and in this design, it was accessible through I2C digital interface. In the developed IMU system, the magnetometer was also connected to the same I2C bus. The electrical connection of the magnetometer was based on single supply reference design [68]. In this case, the magnetometer was I2C slave and the ATmega328 was I2C master. The control of HMC5843 is carried out via the I2C bus and it used a 7-bit serial address (hence supporting the standard and fast modes i.e. 100kHz and 400kHz respectively).
In addition, the FTDI basic interface was added in the system for Universal Asynchronous Receiver Transmitter (UART). It was used for communicating serial data (text, number, etc.) between the ATmega328 and a computer via FTDI basic breakout board. AVR SPI interface was added for In-System Programming, which allowed the programming/reprogramming of the ATmega328 controller. For ISP, a programmer socket was connected to the ATmega328 using six-wire interface. The Serial Peripheral Interface consisted of three wires which were Master In Slave Out (MISO), Master Out Slave In (MOSI), and Serial Clock (SCK). In our case, ISP was operated as the Master and the ATmega328 was operated as the Slave. The schematic diagram of the designed IMU is shown in Figure A.2 (Appendix 1).

In the designing process of the IMU, there were two main processes involved: drawing the IMU schematic circuit and a PCB layout. Figure 5.10 shows the flow of designing and manufacturing process. The designing process was performed using EAGLE (Easily Applicable Graphical Layout Editor) software. All the components were added to the top side of the PCB layout. The accelerometer was mounted in a location close to a hard mounting point of the PCB in order to avoid measurement errors (due to the vibrations). Dual-axes gyroscope were placed as close as possible to single-axes gyroscope to get good result for roll, pitch, and yaw. After all components were added in board editor, the next step was routing the PCB. Manual routing was opted instead of auto-routing in-order to take care of the critical signals.
while designing. When the routing process was finished, the next step was printing the PCB. Gerber files (file format used by PCB industry to describe the images of a PCB for milling, drilling, solder mask, copper layers) was generated from EAGLE software for the manufacturing process. The milling/drilling/manufacturing process has been done by Erasmo (technician in Research School of Engineering, ANU). The manufactured IMU was double sided and its dimension was 70mm x 39.5mm x 1.5mm.

Finally the circuit board was tested for continuity measurement by using multimeter. To ensure that each component was connected properly to each other, the probes were placed across the two points of the tested circuit. The value of the multimeter indicate the resistance (in ohms) and if no connection was present (open circuit) then 1 was shown as output. After the successful connectivity test of all the major components of IMU, then the voltage measurements were tested. The voltage output (3.3 VDC) from the voltage regulator was measured by powering it with 12 VDC power supply and using voltage meter. The black probe of the meter was placed on Ground (GND) and red probe was placed on the voltage output. The value of 3.3 VDC on the voltage meter indicates the successfully working of the IMU. After completing the connectivity and voltage measurement checks, the IMU was programmed with the firmware developed earlier in our work [68]. The in-house developed IMU is shown in Figure 5.11.

5.3.2 Autopilot System

The autopilot system is arguably the important piece of hardware in the multicopter system. It is responsible for attitude estimation, processing sensor data, controlling the aerial platform, flying on pre-defined waypoints and reporting/handling communications with the ground station. The core function of the autopilot system is to control the aerial platform using: the internal estimated states for stabilisation, the user-programmed mission files and the pre-defined fail-safe procedure.

The avionics system was based upon the open-source autopilot named ArduPilot-Mega (APM) 2.5 [125]. The purpose of using an open-source autopilot is to improve
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Figure 5.12: The autopilot was mounted onto the hexacopter platform and was placed on a the foam for vibration dampening.

the functionality and easily integrate with the customised payload system (for autonomous control purpose). The APM was designed for semi-autonomous control of both fixed-wing and rotary-wing powered aircraft. It acted as a bridge between the hexacopter sensors, motors, radio control receiver, ground based telemetry and the payload system. It offered both remote control and autonomous flying capabilities. For the manual flying, a 2.4GHz radio control receiver was attached to the autopilot system to follow the commands from the radio transmitter. The radio transmitter was operating in the Mode II (the left joystick controls the thrust and yaw, while the right joystick controls the roll and pitch) and was controlled by human pilot.

The heart of the APM is the low power Atmel 8-bit ATMega2560 micro-controller [122]. The micro-controller has 256KB ISP flash memory and achieves a throughput of 16 MIPS at 16 MHz. The sensor suit attached with the micro-controller contained: a 6-axis IMU (MPU-6000), GPS receiver (GTPA010), magnetometer (HMC58831), barometric (MS5611-01BA) and sonar sensor (MB1240XL). The MPU-6000 provided the attitude estimates of the aerial platform, while the altitude information was provided by the MS5611 sensor (with a resolution of 10cm). A sonar sensor (resolution 1cm) for more accurate altitude measurements, as well as a GPS unit (4Hz) for position information outdoors were also attached. However, neither of these two sensors were used as the 3D vehicle pose information was provided from the SLAM/VICON system (will be discussed in section 5.4.2). Figure 5.12 shows the autopilot mounted
onto the hexacopter platform and was placed on the foam for vibration dampening.

The autopilot was loaded with the modified version of the open-source Arducopter code ver. 2.9.1 [122]. The modification was done to communicate with the developed position controller and interface it with the autopilot attitude controller. The autopilot ran a series of loops, performing different tasks at specific frequencies. The main loop consisted of the core algorithms of the autopilot system, sensor data collection, our customised attitude estimation [68], and PI controller (discussed in section 5.4.2). The main loop was executed more frequently than any other algorithms of the autopilot code and executed at a rate of approximately 100 Hz as shown in the Figure 5.13.

Another important loop is the communication link between the autopilot and ground control station via Micro Air Vehicle Link (MAVLink). MAVLink is a protocol designed for communication, first released in 2009 [128]. Implemented as a header-only message library, it has only 8 bytes overhead per packet. Due to the low overhead, it can be used for both User Datagram Protocol (UDP) and Universal Asynchronous Receiver/Transmitter (UART) transport layers. The autopilot system communicates with the ground control station via an open-source 3DR radio modem (915MHz) at 50Hz. The MAVLink protocol [129] was used to send all the data to the ground
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The on-board implementation imposes a great challenge to handle the computation complexity and performed all the operation in real-time (for critical activities like autonomous control of dynamic flying vehicle). The airborne SLAM algorithm (theory described in Chapter 3 & 4) and position controller were implemented in real-time on

control station. The ground control station allowed the on-board sensors to be monitored and calibrated. The screen shoot of the ground control software [122] is shown in Figure 5.14.

During the flight test, it was also realised that the logging of the flight data plays important part to analyse the flight dynamics. The log files were recorded using two ways: using on-board 16Mb dataflash memory in a 1Hz loop and using the ground control software in a 50Hz loop. In addition to that, the real-time flight data was also used by the position controller running on Pico-ITX (details are provided in section 5.4.2).
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Figure 5.14: The ground control software [122] monitoring the sensor data while vehicle is flying near ANU building.
5.4 On-board Real-time Implementation

the developed payload of the developed hexacopter platform. The implementation was
done in C++ using ROS framework [130] (which provides flexibility and modularity).

The algorithms that run on ROS are normally composed of independent nodes (algorithms), each of which publish (send) or subscribe (receive) to information topics (data message structure) that are controlled by the operating system. Once a topic has been initialised, any node can publish values to it, or use values from it (via subscribing). This allows for the construction of modular systems where any node can be replaced, as long as the values required by other nodes are still being published by the replacement. In our real-time implementation, each program/node (data-acquisition node, vision node, EKF-prediction node, EKF-update node, Position-controller-node) was intended to be entirely self-contained and had the ability to pass the message/output to other node without knowing the implementation details of that node. For example, the acquisition of Kinect node passed the ROS messages to the vision processing node without knowing its implementation details (standard data structures passing procedure).

All computations were performed on a Pico-ITX board running Ubuntu 10.04. ROS latest version Fuerte was used as a framework for the on-board implementation. All the hardware components (VICON, Kinect, Inertial unit, Autopilot) communicated with each other via ROS pre-defined messages. ROS also provides access to standard packages across different hardware configurations i.e. the VICON_bridge driver package [131] was used to acquire the VICON data at 100Hz.

5.4.1 Real-time Implementation of Visual-Inertial SLAM

The IMU and vision data were processed in real-time in a fusion framework based on
an Extended Kalman Filter. The 6DOF pose estimate of the vehicle and the map of
the environment were estimated along side the accelerometer and gyrooscope biases.
The idea (in chapter 4) was to have a SLAM node which offered the loosely coupled integration approach, where the vision and inertial measurements were fused together in a probabilistic framework. The framework was divided into two steps, prediction
and update. The prediction was performed with the inertial sensor (process model) and the update was based on vision & Gravity/Magnetometer measurements (theory proposed in chapter 3 & 4) to reduce the overall error.

The Visual-Inertial fusion framework was build considering the modularity concept in mind as discussed earlier, where the EKF-prediction, EKF-update were also separated from other nodes. As the message passing was done using ROS message so each node did not have any information about the variables/implementation details of other node (modularity). The key advantage it offered was that different acquisition sensor and update sensor could be used while the main Visual-Inertial framework remain unchanged (durability). The libraries/ROS-packages used for this implementation are as follows:

- **OpenNI [132]**: to acquire the Kinect data.
- **ROS Messages [133]**: geometry_msgs (for vehicle poses), sensor_msgs (for image, camera calibration, point cloud, IMU), nav_msgs (for odometry), std_msgs (contain different data-types).
- **OpenCV [134]**: open source library to compute the feature detection/matching and image conversion to ROS messages vice-verse, image related visualisation.
- **TF [133]**: Keep track of multiple coordinate frames. It contains the relationship between different coordinate frame as a tree-structure.
- **roscpp [133]**: C++ implementation in ROS, the core library to use the ROS functionality in C++ code.
- **rosbag [133]**: set of tools for recording and playing back the ROS messages for data logging/playback purpose.
- **Eigen3 [135]**: for the matrices inversion and manipulation, mostly used in the EKF implementation and image storage types.
- **Point Cloud Library [136]**, Storing 3D data and visualisation of the 3D point clouds.
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- Boost [137]: support library, used to access the file-system and bind functionality, STL circular buffers (for ring-buffer implementation).

In the Visual-Inertial framework, firstly, the inertial acquisition node is presented which collected the raw data from the in-house build IMU. The inertial data was received at 50Hz on a serial port at 115200 baud rate. A wrapper code (written in C++) checked the checksum error for the validity of the data and if valid, then it was converted into the IMU ROS message (sensor_msgs). The time stamp form the Pico-ITX board was also embedded into the IMU message.

The EKF node was always listening for the new IMU message. As soon as new IMU message arrived, the EKF-prediction step took place. The state vector was defined using the geometry_msgs message containing the position, velocity and orientation in the form of quaternion (quaternion to Euler method was implemented as discussed in chapter 2, where-ever the Euler angles are required). The bias values for accelerometer \( (bias_a^b) \) and gyroscope \( (bias_g^b) \) in Equation 4.10 were defined as Vector3 [135]. The matrix manipulation for the prediction equations presented in Chapter 4 was implemented using Eigen [135] and the ring-buffer concept was implemented with the Boost library [137]. In the implementation, one of the key factor was the filter initialisation. The filter position and velocity were initialised to be zero (assuming the vehicle is stationary at the start) and attitude was initialised with the start-up calibrated attitude of the IMU (detailed provided in the calibration Section in Chapter 6).

The EKF update procedure was dependent upon the 6DOF or 5DOF constraints from the vision sensor and pose estimates from the gravity/magnetometer pose measurements. To estimate the visual measurements, the Kinect data stream was acquired using openni_driver [132, 133] at 22Hz data-rate. The data stream contained the registered depth and RGB image as well as camera calibration parameters (detailed provided in the calibration Section in Chapter 6). The feature extraction for Shi-Tomasi [103] was performed using GoodFeatureToTrack in Opencv library [134]. The feature matching was done using SURF descriptor [134] based on FLANN matcher [134].
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The number of features to be selected on the image plays a vital part in the computational complexity of the algorithm. It can be observed in the Figure 5.15 that when the number of features are increased then the computation time of the vision-node decreases. Considering the on-board real-time capability in mind the number of features were selected to be 200 per Kinect frame for matching. The input image resolution also affect the processing time as shown in Figure 5.16.

For the 6DOF constraints, the depth data and gray-scale image along with calibration data were converted into the 3D features (chapter 3 Equation 3.10). The relative transformation between the current Kinect frame features and map features (constant-size circular buffer) was estimated using Besl et al. approach [138] with RANSAC. The circular buffer [137] is used for the map features (the map update procedure is described earlier in Chapter 3). The benefit of using RANSAC for matching of the 3D features was to reduce the effect of false matches and to overcome the left-over imprecision, ICP was used. The relative transformation earlier was provided to the ICP for further refinement. For the ICP, the 3D features from the current Kinect frame and feature-map were matched using the KD-Tree nearest neighbour [134] approach. The matched points were declared as inliers, if the pair distance was less than
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0.01m. The relative transformation using the weighted mean square error (details in chapter 3) was estimated. The algorithm was stopped, if the percentage of inliers was higher than 60% of the input features or the number of maximum ICP iterations reached. The relative transformation was transformed into 6DOF constraints as described earlier (in Chapter 4). Moreover, the 5DOF constraints had the same implementation of feature detection and matching as before. The major difference is that the formation of 3D feature step is not possible (unavailability of depth), so 2D-2D features were used to estimate the relative transformation. The relative transformation was estimated using the FundamentalMat [134] using RANSAC and were converted to 5DOF constraints (described in Chapter 3). The parameters selected for the experimentation are provided in Table 5.1.

The rigid transformation estimated from the vision node (6DOF and 5DOF constraints) were timestamped according to input Kinect frame. The status flag was also used to indicate the type of constraints to be used in the EKF-update step (to select the respective measurement function for 6DOF or 5DOF, described earlier in Chapter 4). During fusion as there can be significant time delay between multiple
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Table 5.1: Vision-node Selected Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinect Max Range</td>
<td>5.5m</td>
</tr>
<tr>
<td>Number of Detected Features</td>
<td>200</td>
</tr>
<tr>
<td>Minimum Feature Matching</td>
<td>50</td>
</tr>
<tr>
<td>RANSAC Convergence Threshold</td>
<td>85%</td>
</tr>
<tr>
<td>RANSAC Minimum Acceptable Percentage</td>
<td>25%</td>
</tr>
<tr>
<td>Max. RANSAC iterations</td>
<td>100</td>
</tr>
<tr>
<td>Number of ICP correspondences</td>
<td>400</td>
</tr>
<tr>
<td>Max. ICP correspondence distance</td>
<td>0.3m</td>
</tr>
<tr>
<td>Max. ICP iterations</td>
<td>10</td>
</tr>
<tr>
<td>Average ICP pair distance for convergence</td>
<td>0.01m</td>
</tr>
<tr>
<td>KNearestNeighbour[134]</td>
<td>4</td>
</tr>
<tr>
<td>Image Resolution</td>
<td>320 x 240</td>
</tr>
<tr>
<td>Map Feature Circular Buffer Size</td>
<td>7000</td>
</tr>
</tbody>
</table>

sensors, so the previous 20 vehicle states and their respective covariance matrix were kept in a circular buffer [137].

When the visual measurements were received as a ROS message, the EKF-update node performed the update procedure. In the update procedure, firstly the timestamps of the visual measurements were matched with the nearest neighbour from the circular buffer (experimentally the vision time delay was found to be less than 120 msec, so within 8 slots of ring-buffer the match was found). The covariance inversion was performed using the cholesky implementation found in the Eigen library [135]. After the EKF update was performed then the error was propagated to all the state stored in ring-buffer until the current state. The overall processing of the vision-node and EKF-update was provided in the in the Table 5.2. It can be seen that the feature matching is the most expensive part (can be speeded-up by using the GPU implementation of Opencv [134]).

The gravity/magnetometer measurements were estimated using the formulation provided in Chapter 4 (Equation 4.33) when-ever the IMU data was available. The weighted low-pass filter was implemented on the gravity/magnetometer measurements to avoid the abrupt jumps in the measurements (noise). As the aerial vehicle is dynamic in nature, so before EKF update, we make sure that the vehicle was in
Table 5.2: Front-end overall processing time on an embedded computer (Kinect update rate is 10Hz, whereas Front-end outputs at IMU rate 50 Hz

<table>
<thead>
<tr>
<th>Module</th>
<th>Processing time per frame (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data acquisition</td>
<td>0.860</td>
</tr>
<tr>
<td>Feature detection and matching</td>
<td>43.17</td>
</tr>
<tr>
<td>Motion estimation</td>
<td>28.92</td>
</tr>
<tr>
<td>Pose update</td>
<td>19.05</td>
</tr>
</tbody>
</table>

approximate hover mode. For that situation, we had experimented with the norm of the gravity (less than 12g) and with the vision based relative translation (less than 0.4m for 6DOF measurements) for a decision criteria for the EKF update. The update procedure is similar to the earlier vision based update, however instead of full pose update, here we do only orientation update.

The front-end provides the vehicle pose and map (constant-size) estimates in real-time while the back-end node take care of global consistency. The key-frame selection implementation was based on distance/angular separation [139] between temporal frames. If the pose estimated from the front-end was greater than threshold (0.10m/0.174Rad/sec) then the key-frame was selected. The pose information was added into the SE3 array [135]. The RANSAC-SURF feature matching (as implemented earlier) was used to estimate relative transformation between the the current Kinect frame and earlier key-frames. If a valid relative transformation was found between them then the edge was created and the information was stored into SE3 array [135]. The edge between the non-consecutive poses were called loop closure constraints and other were called incremental constraints. The implementation of cholesky spare optimiser [101] was used to do the graph optimisation and to generate the consistent 3D trajectory. The update rate of the optimiser was approx 1Hz.

5.4.2 On-board Real-time Implementation of Position Controller

In this section the design and implementation details of the position controller for autonomous hovering is presented (that uses the SLAM output). There can be two
types of controller: one is a feedback controller, which estimate the error between measured output and expected output. The other is an open-loop controller, which act on a system without measuring the output of the system. In general, feedback controllers are used for autonomous platforms [18] and well known for their simplicity of implementation. So we have implemented a feedback PID controller as a proof of concept that Visual-Inertial SLAM is capable of controlling the vehicle autonomously.

One of the distinctive advantage of the PID controller is that, two controllers can be used together to yield another controller, called cascaded controller. The cascaded controllers yields better performance as compare to single PID controller. Considering the dynamic nature of the hexacopter system, we have implemented the cascaded controller with two loops. The loops are

- **Inner Loop**: A attitude PI controller (100Hz) to control the attitude of the flying vehicle based upon gyro/accelerometer. This controller was implemented in the autopilot for vehicle stabilisation. It also contained a PI rate-controller to send the commands to the motors for stabilisation. The set point of this controller was controlled by outer loop (Visual-Inertial SLAM based Position Controller).

- **Outer Loop**: A position PID controller (50Hz) for autonomous hovering and based upon the 6DOF pose estimated from visual-inertial SLAM system.

The attitude controller provided a good foundation for the stable flight however the drift occurred (over time) due to IMU noises. The cascaded nature of the outer loop provided the position hold (drift-free flight) capability using the inner attitude controller (for flight stability).

Before going to the implementation details of the position controller, the foundation of the position controller are provided here. The aerial vehicle flies in the 3D environment (6DOF) but it requires 4DOF control commands i.e. roll, pitch, yaw and thrust [124]. Position control requires the hexacopter to be kept in place over a desired location. A position controller has four inputs, namely the desired position and
the desired yaw angle ($\psi$). Movement in the $x-y$ plane is performed by tilting the hexacopter ($\phi, \theta$), so that the thrust vector had a component in the desired direction. The hexacopter’s orientation in the plane was kept fixed on the original take-off heading. Altitude control refers to maintaining the height ($z$) of the hexacopter above the ground at a desired value. This is accomplished by controlling the magnitude of the thrust vector. The conversion from the input position information to the Euler angles commands i.e. roll, pitch and yaw commands ($U_{\phi}, U_{\theta}, U_{\psi}$ respectively) was achieved with this formulation:

$$
U_{\phi} = P_{\phi\theta} \times E_y + I_{\phi\theta} \times \int E_y dt + D_{\phi\theta} \times \frac{d}{dt} E_y
$$

$$
U_{\theta} = P_{\phi\theta} \times E_x + I_{\phi\theta} \times \int E_x dt + D_{\phi\theta} \times \frac{d}{dt} E_x
$$

$$
U_{\psi} = P_{\psi} \times E_z
$$

where $E_x, E_y, E_{\psi}$ are the errors in the $x, y, \psi$ axes, calculated with respect to a home position ($Home_x, Home_y, Home_{\psi}$) which is the vehicle position $P$ (Equation 3.3) at reference hovering point. The current position $P$ at time $k$ is defined as ($Curx, Cury, Curr_{\psi}$
The errors are:

\[ E_x = H_{ome} - C_{urr} \]
\[ E_y = H_{ome} - C_{urr} \]
\[ E_\psi = H_{ome} - C_{urr} \]

\( P_{\delta \theta}, I_{\delta \theta}, D_{\delta \theta} \) are the controller gains for roll and pitch; and \( P_\psi, I_\psi, D_\psi \) are the controller gains for yaw. The proportional term \( P_{\delta \theta} \) represents the present error. While too high values of this cause a system to turn unstable, low values affect the responsiveness of the system. The \( I_{\delta \theta} \) accumulates the past errors and thus eliminates steady-state errors of purely proportional controllers. However, setting this too large causes overshoots. Finally, the differential term \( D_{\delta \theta} \) predicts future errors and thus can improve settling time and stability. The differential term is sensitive to noise, so large amounts of noise and a high value of this can turn the controller unstable as well.

The operation of the PID controller for the roll command is depicted in Figure 5.17. The y-axis corresponds to sideways movement of the hexacopter, and is therefore the direction in which error is measured. During the implementation, the integral term was calculated as a discrete running sum of all the error values since the algorithm was first initialised. To prevent the term from causing unstable control, the ceiling was placed on the absolute value of the integral term. The time derivative of the error was approximated as the difference between the present and previous error, divided by the time between updates. To place a maximum limit on the speed of the hexacopters movement, the absolute value of the sent roll command also was ceiling with 15\(^\circ\).

The pitch controller worked identically to the roll controller, with the exception that error is measured in the x-direction. The yaw controller also worked similarly, with two exceptions. The error for the yaw controller was measured in radians. During experimentation it was also found that the yaw angle can be controlled by a proportional controller alone without resulting in oscillations or overshoot so it was a purely proportional controller and capped with 0.26 rad.
The inner loop of the cascaded position controllers was written in python on Pico-ITX using ROS framework. To be used for autonomous flight, some modifications were made to the Autopilot code. The most significant change was made to the MAVLink message processing module, to allow it to receive commands from the position controller i.e. the MAVLink packet (set_roll_pitch_yaw_thrust_send) was implemented in the autopilot code. It was able to retrieved the hexacopter position and orientation message that had been published by either the Visual-Inertial SLAM or VICON system. The first set of data it read from the topic was stored as the hexacopter’s home position \((Home_x, Home_y)\) and heading \((Home_\omega)\). After this, it operated in a loop wherein it received a pose update. Then it calculated the appropriate error \(E_x, E_y, E_\omega\) for estimating the roll, pitch, and yaw commands using PID controllers described earlier. The commands were sent to the autopilot and then the loop was repeated.

The inner loop of the cascaded controller was implemented on the hexacopter’s autopilot. We implemented the attitude PI controller, keeping the hexacopter tilted at the desired angles sent from the position controller as shown in Figure 5.18. The attitude estimator implemented earlier [68] provided the actual angle of the flying platform however the desired angle was provided by the position controller. The error was fed to the PID gains and then earth to body transformation was carried out to send it to body frame controller. The body frame controller used the desire rate against the gyro rate to estimate the motor output signal.

Many theoretical methods for estimating the PID parameters exist [124], but in
practice the parameters are often found experimentally. The process of choosing these parameters appropriately is called tuning the controller. Given some knowledge (transfer function) of the system, it is possible to systematically choose the values through the Zieger-Nichols method [140], or to manually estimate the parameters by trail and error. However, in our case due to the absence of any knowledge of transfer function, the parameters were tuned experimentally.

5.5 Cost Comparison of the Developed System

Table 5.3: Cost breakdown of a hexacopter and Payload System (less than $1300)

<table>
<thead>
<tr>
<th>Item</th>
<th>Qty</th>
<th>Overall Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>3DR ArduCopter Hexa-B Frame Kit [125]</td>
<td>1</td>
<td>$130</td>
</tr>
<tr>
<td>Hexa Power Distribution Board [125]</td>
<td>1</td>
<td>$13</td>
</tr>
<tr>
<td>APC Propellers 11x47 Push-Pull Set</td>
<td>3</td>
<td>$14</td>
</tr>
<tr>
<td>Propeller Fastener and Shaft Kit</td>
<td>6</td>
<td>$36</td>
</tr>
<tr>
<td>200mm clearance landing legs [126]</td>
<td>1</td>
<td>$95</td>
</tr>
<tr>
<td>Autopilot system [125]</td>
<td>1</td>
<td>$68</td>
</tr>
<tr>
<td>ESC 20 Amp</td>
<td>6</td>
<td>$68</td>
</tr>
<tr>
<td>880Kv AC2836-358 Motor [125]</td>
<td>6</td>
<td>$144</td>
</tr>
<tr>
<td>Turnigy 3300 mAh 4 Cell 14.8V LiPo Pack</td>
<td>2</td>
<td>$65</td>
</tr>
<tr>
<td>Mega Power 1350 mAh 3 Cell 11.1 Lipo</td>
<td>1</td>
<td>$28</td>
</tr>
<tr>
<td>DE-SWADJ3 Voltage Regulator</td>
<td>1</td>
<td>$30</td>
</tr>
<tr>
<td>IMU</td>
<td>1</td>
<td>$45</td>
</tr>
<tr>
<td>Microsoft Kinect</td>
<td>1</td>
<td>$102</td>
</tr>
<tr>
<td>LP-170C Atom Board</td>
<td>1</td>
<td>$279</td>
</tr>
<tr>
<td>32GB CompactFlash Memory</td>
<td>1</td>
<td>$97</td>
</tr>
</tbody>
</table>

A major motivation behind the development of the hexacopter platform and in-house build IMU, was to produce a low-cost alternative to the commercially available systems. The complete breakdown of the developed system is presented below in Table 5.3.

The total cost of the hexacopter system is under $US800, meaning that the entire hexacopter + payload system can be assembled for less than $US1300. It should also be noted that the prices for many items have dropped since the original items were
purchased, and that many equivalent parts are now available through third-party distributors (such as HobbyKing [141]). For example, an equivalent Frame-kit can also be purchased for US$80, almost half of the paid cost [141]. The components for the combined hexacopter and payload could likely be purchased for under US$1000 today.

<table>
<thead>
<tr>
<th>Model</th>
<th>Price (AUD)</th>
<th>Weight (kg)</th>
<th>Payload (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Custom</td>
<td>$1,252</td>
<td>2.0</td>
<td>1.2</td>
</tr>
<tr>
<td>ASC Tech Firefly [121]</td>
<td>$9,100</td>
<td>1.0</td>
<td>0.6</td>
</tr>
<tr>
<td>Droidworx XM-6 [142]</td>
<td>$10,660</td>
<td>3.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Cinestar 6 [143]</td>
<td>$6,600</td>
<td>2.6</td>
<td>2.0</td>
</tr>
</tbody>
</table>

The total price of the system is far cheaper than the alternatives, as shown below in Table 5.4. Although there is not much difference in the functional lifting ability of the different hexacopter models. However the difference become apparent, when we considered the autopilot and payload system. The autopilot and payload processing board is much inferior to its counter-parts [121], for an example, the Pico-ITX board is a dual-core atom board however the ascending technologies Firefly [121] supports the Intel i7 board, hence can afford more intensive data processing.

5.6 Summary and Discussion

In this chapter, we described the hardware development of the aerial platform and the implementation of the Visual-Inertial SLAM and attitude/position controller algorithms. The motivation behind this hardware and software development was to build a low-cost aerial platform with an efficient real-time SLAM pipeline (a theory developed in Chapters 3 & 4) to control the flying vehicle (position hovering).

Firstly, we described the developed hardware of the hexacopter system. The payload and autopilot system were also discussed. Furthermore, we provided the design and manufacturing process of the customised IMU development.
Secondly, a major portion of the chapter was devoted to the on-board real-time implementation. The Visual-Inertial SLAM implementation and parameter details were discussed. How the computational factor was considered while deciding some parameters was also discussed. Then the controller design and implementation were presented. All these provide the autonomous capability to the bare hardware of the hexacopter system.

Finally, the cost breakdown was provided and a comparison to a state-of-the-art off-the-shelf system was provided. The results of the implemented modules discussed here will be provided in the next chapter.
Chapter 6

Experimental Results

6.1 Introduction

This chapter provides the experimental results of the Visual-Inertial SLAM system (which was developed in Chapters 3 and 4). Firstly, the flight test environment and the ground station setup will be described, which are used for both real-time demonstrations. Secondly, the real-time results of the Visual-Inertial navigation system for an indoor environment with real-time hovering control are given. Finally, the results of the outdoor navigation system will be presented.

The dataset includes the Kinect frames (RGB-D) taken at 22 Hz and inertial data acquired from the in-house developed IMU at 50 Hz. The ground truth data (VICON data of less than 1 cm and 1° error) is also acquired at 100 Hz for evaluation purposes in the indoor environment. All the data is processed in real-time on a dual-core Atom board (Pico-ITX computer) running the Robot Operating System (ROS) framework. All the data is synchronised with the time-stamp generated during the data acquisition of each respective sensor.

During the flight experiments, all the sensor data is published to ROS topics, which is recorded via bag format [130]. This allows all commands, the VICON pose

\[ ^1 \text{A built in data-recording package of ROS.} \]
6.2 Experimental Setup

The indoor environment (at the Research School of Information Sciences and Engineering (RSISE) at ANU) is a lab with a volume of roughly 8m × 6m × 4m, cordoned off with a net to provide a safe and isolated flying environment. In this lab, a state-of-the-art VICON motion capture system is installed. The VICON system is an infrared marker-tracking system that can track 3D spatial displacement with 6DOF. The system uses an arbitrary arrangement of cameras outfitted with infrared (IR) optical filters and IR-LEDs in conjunction with an asymmetrical set of reflective markers placed on a subject. Due to the IR filters, the cameras only recognise the reflections from the markers. The indoor environment at RSISE has nine tripod-mounted VICON cameras distributed at different heights in three corners of the flying space. The windows are covered with plastic sheets to reduce ambient IR radiation during the

---

2The rate of the autopilot to send the messages back to the ground station was limited to 10Hz (in order to avoid extra computation for message parsing).
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Figure 6.2: Outdoor unstructured forest environment.

day, as well as to protect the glass in the event of a crash. This indoor environment is shown in Figure 6.1.

Five reflective IR markers were fixed to the arms of the hexacopter, allowing the VICON cameras to estimate its pose. These markers are small balls that have been covered in reflective tape and are tracked by the VICON cameras using an on-board processor. Note that for an object to be tracked, the configuration of the markers must not be collinear or symmetrical. Although only three markers are strictly required for tracking, it is better to have more to prevent the loss of tracking in the event of the object becoming occluded. The quantitative comparison of the proposed work against the highly precise VICON reveals a robust approach in different challenging environments.

The outdoor flight tests were performed in a cluttered tree environment (i.e. forest) at the Australian National University, where depth dropouts happen due to limited range and ground clearance by the flying vehicle. A typical flight test time was around 5-10 minutes and the nominal flight height was 10m above the ground. The maximum ground speed was approximately 5-7m/s. The environment was challenging due to a lack of GPS aid and the unstructured nature, as shown in Fig 6.2. The unconstrained forest-like environment is different from indoor and outdoor urban environments, as specific assumptions regarding the structures (e.g. walls, roads and building) cannot be made. The outdoor environment provides a good test-bed for our framework to be evaluated for the RGB-D and depth dropout cases. Please note that for the
in an indoor environment the depth dropout case is simulated by intentionally dropping the depth frames (discussed in Section 6.3). However, for the outdoor environment, the depth dropout happens frequently due to aerial vehicle ground clearance or sunlight interference.

### 6.2.1 Sensor Calibration

Calibration is the process of determining sensor systematic errors. Before the evaluation of the proposed approach, the calibration of the IMU and Kinect must be known precisely. The 6DOF transformation between the IMU and visual sensor also needs to be known in order to fuse the measurements of the complimentary sensors. This section provides the details of the calibration procedure carried out during the experiments.

For IMU calibration, the deterministic errors (such as the fixed bias and scale factor error) are estimated initially when the IMU is in static condition. The stochastic errors (such as random-walk) are calibrated dynamically using the online estimation of accelerometer and gyro biases (discussed in chapter 3). The calibration procedure which was proposed in our earlier work is adopted here [68]. The raw data samples were collected from IMU when it was left unchanged on the flat surface of table for 5 seconds. The data was acquired at 50Hz and only 2500 data samples were collected in order to determine the mean bias for gyroscope and accelerometer. The ideal gyroscope will produce an angular rate when a known rate of rotation is applied to it. This output is free from noise, perfect and no bias. However, a low cost sensor such as MEMS based IMU developed in this thesis is not perfect and needs calibration. Figure 6.2.1 illustrates the angular rate and acceleration along the three axes (x, y, z) of a stationary IMU without the calibration. In this experiment, the unit for angular rate of rotation is degrees per second and for acceleration is meter per second squared. Table 6.1 shows the mean bias of angular rate and acceleration along the three axes.

The following equations provide a simple calibration model for a MEMS based gyroscope and accelerometer bias (Eq. 6.1) and scale factor (Eq.6.3 6.4).
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Figure 6.3: Un-calibrated IMU for Accelerometer and Gyro data along its three orthogonal axes.
Table 6.1: Mean value of Acceleration and Angular rate for Un-calibrated IMU

<table>
<thead>
<tr>
<th></th>
<th>Angular Rate (deg/s)</th>
<th>Acceleration (m/s²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>x-axis</td>
<td>6.0517</td>
<td>0.6967</td>
</tr>
<tr>
<td>y-axis</td>
<td>6.0643</td>
<td>0.4105</td>
</tr>
<tr>
<td>z-axis</td>
<td>5.8570</td>
<td>10.3795</td>
</tr>
</tbody>
</table>

\[ f^b = (\hat{f} - \beta_f)S_f \]  
\[ \omega^b = (\hat{\omega} - \beta_\omega)S_\omega \]  

where \( f^b \) and \( \omega^b \) are the calibrated values of the quantity, and \( \hat{f}, \hat{\omega} \) are the direct reading from the sensors, and \( S_f, S_\omega \) are the scale factor for the accelerometer and gyro respectively. The fixed biases associated with accelerometer \( \beta_f \) and gyro \( \beta_\omega \) are estimated for static IMU experiments using Table 6.1.

The scale factor of the gyroscope is measured by using the information from the gyroscope's data sheet [144]. Scale factor of gyroscope is calculated:

\[ S_\omega = \frac{\hat{\omega} \pi}{\chi 180} \]  

where

\[ \chi = \frac{Re_fx}{2^n - 1} \]  

where \( \hat{\omega} \) is the sensitivity of gyroscope, \( \chi \) is the ADC steps, \( n \) number of ADC bits of gyroscope, and \( Re_fx \) is the ADC reference voltage. The scale factor readings for gyros are in radians per second.

The scale factor of the accelerometer is measured by using the information from the accelerometer's data sheet [145]. Scale factor of accelerometer is calculated:
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Acceleration along x, y, & z axes (calibrated)

\[ S_j = g/t_s \]  

(6.4)

Where \( t_s \) are total steps for 1g that \( t_s = \frac{1000mg}{S_{acc}} \). The \( S_{acc} \) is the sensitivity of the accelerometer and is used as \( S_{acc} = 4mg/LSB \) from the data sheet [145].

Figure 6.5.6.4 shows the angular rate and accelerometer reading along the three orthogonal axes of IMU after a stationary calibration. As can be seen that the angular rates and acceleration after the calibration are approximately fixed. Table 6.2 shows the average angular rate and acceleration values after calibration.

Table 6.2: Mean value of Acceleration and Angular rate for calibrated IMU

<table>
<thead>
<tr>
<th></th>
<th>Angular Rate (deg/s)</th>
<th>Acceleration (m/s²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>x-axis</td>
<td>0.0262</td>
<td>0.0104</td>
</tr>
<tr>
<td>y-axis</td>
<td>-0.0315</td>
<td>-0.0100</td>
</tr>
<tr>
<td>z-axis</td>
<td>-0.0274</td>
<td>9.8462</td>
</tr>
</tbody>
</table>

After the accelerometer and gyroscope calibration, we did the magnetometer and camera calibration. The magnetic measurement can be affected by two types of
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Angular rate along x, y, & z axes (calibrated)
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Figure 6.5: Calibrated Gyroscope.

distortion that is hard and soft iron distortion. We performed a soft iron calibration using the approach proposed in the work of [146]. For the Kinect calibration the calibration parameters are stored in the device’s internal memory however the factory setting’s are not adequate for precise pose estimation. For the Kinect calibration, we adopted the recent work from [102] in which a checker-board is used to provide accurate intrinsic and extrinsic parameters using the re-projection error of the RGB and depth camera with bundle adjustment based refinement.

Finally the calibration between the vision sensor and IMU, which plays an important role to effectively fuse the information is provided. The angular alignment between the two sensors can be calculated in close-form [11] however the translation distance is difficult to compute. For camera-IMU rotation calibration, we adopted the approach proposed by [147]. The rotation alignment is estimated by using the vertical direction of the IMU using the direction of gravity and camera vertical direction.

---

3The hard iron distortion is caused by the nearby objects that produce magnetic field however the soft iron distortion is caused by the earth’s magnetic field.

4The translation offset is the difference of the measured translation by both sensors due to a centric rotation axis.

5The translation offset is measured generally using spin-table however we used rough translation calibration by manually measuring the distance between IMU and camera centre.
6.3 Real-time Indoor Flight Results

Six separate experimental flights were conducted in the indoor environment. The goals of these flights were twofold: firstly to test the ability of the position control to maintain a stationary hover, and secondly to evaluate the proposed approach with the ground truth recorded using the VICON system. The position controller was fed with the proposed Visual-Inertial SLAM, with the vision node running at 10 – 15Hz and final output rate was sampled up to 50Hz (using the IMU data in the EKF filter).

For each flight, the hexacopter was placed in the approximate centre of the flight space. The rest of the flight is then conducted by following these steps:

- The VICON system is initialised (and calibrated if necessary [131]).
- The Atom board mounted on the hexacopter is turned on.
- The Atom board is remotely logged into via SSH [57] to send the commands from the remote computer.
- On the Atom board, VICON data capturing is run [131].
- On the Atom board, the Visual-Inertial SLAM package is initialised by running the vision and IMU nodes.
- On the Atom board, the position controller node is started. It stores the current position of the hexacopter as its home location upon initialisation.
- Finally, R/C transmitter of the hexacopter is used to switch from manually to automatic control. During all the times, the operator carefully monitors the flight performance and if necessary switches back to manual flight mode.

In the first flight 900 Kinect frames and 1501 IMU packets were recorded. Although the hexacopter deviated slightly from its home position throughout the flight, it always returned to the home location. Therefore, the flight was deemed a successful
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The hexacopter's trajectory as recorded by the VICON and Visual-Inertial SLAM systems is shown in Figure 6.6. The trajectory depicts the take-off and wandering of the hexacopter platform, but there is no data for the landing. From this data, it is apparent that the Visual-Inertial SLAM approach matches the ground-truth VICON data well, and it was calculated that the root mean squared error between the two data sets was less than 0.2m and 0.5°. We can also observe that the hexacopter deviated a maximum of 0.5m and 1m from the home position in the x and y directions respectively.

Each time-step in the following plots (Figures 6.7) corresponds to the sending message rate, which was already stated to be 10Hz. The difference between the ground truth VICON data and the Inertial-Kinect SLAM data in the x, y, and z axes is shown below in Figure 6.7. It can be seen that with the exception of a few outliers, the data points agree within a tolerance of less than 0.1m. The root mean squared error was calculated to be 0.039m along the x axis, 0.035m along the y axis, and 0.01m along the z axis. Comparisons of the x position with the pitch of the hexacopter, and of the y position with the roll of the hexacopter are shown below in Figure 6.8. Note that the initial period until just after time-stamp 150 (the first 15 seconds of data)
corresponds to when the position controller algorithm has been initialised but the hexacopter is still sitting on the ground. After that, it is interesting to note in Figure 6.8 that although the x position of the hexacopter returns to the home location, the pitch value never returns to zero but instead is always negative. This demonstrates the necessity of the integral gain in the PID controller, showing that there was some natural bias in the hexacopters movement that had to be compensated for. The pitch values from the Inertial-Kinect SLAM algorithm also appear to be significantly noisier than the roll values, but the reason for this is undetermined. In Figures 6.8 we can observe that although there is a clear maximum peak in the position error just after time-stamp 300 (30 seconds into the recording), there is no corresponding maximum peak in the roll values. This is evidence of the ceiling on the PID controller.
values, which prevents the hexacopter from overcompensating and becoming unstable. The yaw is not maintained at 0 degrees, showing that the controller is not perfect. However, it is functioning, as is evidenced by the fact that the yaw values oscillate within a small range of the desired heading. We again see that the ground-truth VICON and Visual-Inertial SLAM estimates agree fairly closely. Unlike the roll and pitch commands, which are a function of the x and y positions, the yaw commands are a function of the current and past yaws. Therefore, there is nothing to compare this plot with.

The difference between the ground truth VICON data and the Inertial-Kinect SLAM data in the roll, pitch, and yaw angles is shown below in Figure 6.9. It can be seen
6.3 Real-time Indoor Flight Results

Figure 6.9: Attitude Error comparison between VICON and Inertial-Kinect SLAM approach.

that with the exception of a few outliers, the roll and pitch data points agree within a tolerance of less than 1°. However, the yaw data points seem to disagree more. The root mean squared error was calculated to be 0.11 for roll, 0.30 for pitch and 1.06 for yaw.

The second flight using the Inertial-Kinect SLAM algorithms output as the position controllers input also lasted approximately 45 seconds. Unlike the first flight however, the hexacopter became unstable and the thrust had to be cut to prevent the hexacopter from reaching the limits of the flight space and crashing into a wall. Repeated tests in this scenario last varying durations of around a minute in length, but ultimately had to be cut short for the same reason. The primary reason for this is believed to be the slower update rate of the Inertial-Kinect SLAM algorithm (50Hz)
compared to the VICON motion capture system (100Hz). This problem could further exacerbate if MAVLink packets are being dropped. Such a problem is very possible and could be due to a variety of reasons such as overflowing buffers on the microcontroller or the quality of the wireless connection (which could be affected by noise from the motors and ESCs, as well as competing signals in a similar spectrum from the R/C transmitter). The slower update rate prevents smooth control, which is a significant issue in a high power and highly dynamic system such as the hexacopter.

Even in the first flight with high frequency VICON data, wandering of up to 1m was observed. One of the possible reasons for this is the manual control of altitude with the R/C transmitter. When the hexacopter is not perfectly level, some of the vertical thrust is lost (as it is converted to lateral movement). This causes the hexacopter to drop, meaning that the operator has to increase thrust temporarily to prevent the hexacopter from hitting the ground. However, a human operator lacks the reaction time and finesse to make this adjustment correctly. The resulting late overcompensation can cause the hexacopter to overshoot, increasing the instability of the system. Another potential cause of the system's lack of stability lies in the IMUs. This is particularly apparent in the payload IMU, which is of lesser quality than the one contained within the APM. Vibrations from the motors propagate through the hexacopter frame and introduce noise into the IMU data. This is obviously an issue in a system which is using the IMU directly for control, and not just navigation or pose estimation (the APM IMU is used to determine whether the hexacopters roll and pitch match the commands being sent, while the payload IMU affects the continuity and accuracy of the data from the Inertial-Kinect SLAM algorithm).

We have also compared the motion estimates of the ground-truth with the Inertial-Kinect framework (with/without monocular constraints). The Root-Mean-Square Error (RMSE) is used as a quality metric to obtain an error between the estimated pose estimate and the ground truth data as shown in Table 6.3. It can be observed that the inertial Kinect SLAM closely resembles with the ground truth data (with RMSE of less than 0.2m and 0.5°), however monocular Visual-Inertial due to scale unobservability drift (and shows larger error).
### 6.4 Real-time Hovering and Control

To fully evaluate the proposed idea, a comparison of the motion estimates of the proposed approach is provided against the VICON ground truth. The hexacopter is flown in a closed loop using a Proportional Integral Derivative (PID) controller from VICON measurements in an 8m x 6m x 3m indoor environment. The indoor aerial dataset consists of 900 Kinect frames and 1501 IMU packets. To simulate the...

<table>
<thead>
<tr>
<th></th>
<th>$P_x$ (m)</th>
<th>$P_y$ (m)</th>
<th>$P_z$ (m)</th>
<th>$\phi$ (°)</th>
<th>$\theta$ (°)</th>
<th>$\psi$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monocular Visual-Inertial SLAM with VDC [17]</td>
<td>2.61</td>
<td>3.13</td>
<td>1.79</td>
<td>1.07°</td>
<td>1.01°</td>
<td>0.81°</td>
</tr>
<tr>
<td>Inertial Kinect SLAM</td>
<td>2.43</td>
<td>1.75</td>
<td>2.66</td>
<td>3.84°</td>
<td>2.70°</td>
<td>2.14°</td>
</tr>
<tr>
<td>Inertial Kinect SLAM with VDC</td>
<td>0.05</td>
<td>0.04</td>
<td>0.19</td>
<td>0.40°</td>
<td>0.04°</td>
<td>0.48°</td>
</tr>
</tbody>
</table>

Figure 6.10: Graph optimisation, where the room wall was textured with forest like environment.

In addition to evaluating the front-end motion estimates, the back-end mapping was applied on the selected key-frames (detailed in section 4.7), to further minimise the drift as shown in Figure 6.10 (before and after pose graph optimisation).
6.4 Real-time Hovering and Control

(a) 3D view for XYZ axis trajectory (in meters)  (b) 2D view for XY axis trajectory (in meters)

Figure 6.11: Real-time trajectory compared with the VICON system (The rectangular box shows the use of monocular constraints at depth dropout case.)

depth dropout case, we intentionally drop the depth data for some Kinect frames to evaluate the robustness of our proposed approach. Fig. 6.11 shows the translational comparison of proposed approach against the ground truth data whereas the depth dropout cases are highlighted with a rectangular boxes (during which monocular directional constraints are utilised by the proposed approach for motion estimation). The trajectory shows the take-off and lateral movements of the hexacopter platform. Fig. 6.12 shows the attitude comparison of the proposed approach with the ground truth where Euler angles are used for visualisation purposes. The difference between the ground truth VICON data and the Inertial-Kinect SLAM data in the roll, pitch, yaw angles and x,y,z in position is shown in Figure 6.13.

Before proper autonomous flight experiments could be conducted, it was essential that the parameters of the PID position controller were tuned. This was done manually, without deriving or testing an appropriate model for the hexacopter through kinematic analysis (as such a process can take up to a year on its own, with no promise of a usable result). The tuning process was conducted through trial and
error over a large series of short flights. The proportional gain on the yaw controller was tuned first. This kept the hexacopter facing in one direction for all subsequent flights, allowing the results of adjusting the roll and pitch gains to be more easily understood. In the yaw experiments, the hexacopter was placed on the ground facing any direction. After initialising the position controller, a small amount of thrust was applied with the R/C transmitter until the hexacopter lifted off the ground. After a few seconds of flight in which the hexacopters behaviour was determined, the thrust was reduced and the hexacopter landed, concluding the experiment. Over the course of several experiments, the proportional gain for the yaw was slowly increased until the natural drift in yaw was counteracted. After this, several experiments were con-
ducted where the position controller was initialised (thus storing the home heading) and then the hexacopter was rotated 45 or 90 before take-off. This allowed us to verify that the hexacopter would return to the home heading from any angle without noticeable overshoot. The yaw controller with only proportional gain proved to be highly reliable and effective, so the integral and derivative terms were not used in the controller. With the yaw controller functional, the roll and pitch were simultaneously tuned (since they share identical PID gains). As before, the proportional gain $K_p$ was tuned first, with $K_i$ and $K_d$ set to be zero. To tune the proportional gain, the
position controller was initialised while the hexacopter was sitting on the ground to set the home position. Before take-off, the hexacopter was shifted 1m in the x or y direction. Thrust was then increased until the hexacopter took off, after which a constant thrust was maintained until the hexacopters behaviour was determined. At this point, the thrust was reduced, concluding the flight. With sufficient proportional gain, it was observed that the hexacopter returned to the home position. The proportional gain was slowly increased until it was observed that the hexacopter was beginning to overshoot the home position upon its return. After this, the proportional gain was left as it was. A new series of flights was conducted in which the hexacopter took off from the home position. As it was observed that the hexacopter slowly drifted from the home position during a longer flight, the integral gain \( K_i \) was increased until this behaviour ceased. Finally, it was noted that although relatively stationary over the home position, the hexacopter was oscillating in attitude. Therefore the derivative gain \( K_d \) was introduced to dampen the oscillations.

### 6.5 Real-time Outdoor Flight Results

The indoor experiments with simulated dropouts provides a quantitative error analysis of the proposed approach whereas the outdoor experiments were conducted to test the performance in real dropout cases. The testing environment is under heavy tree foliage (GPS-denied environment) with natural depth dropouts happen due to limited range and ground clearance of the flying vehicle. An area of 10m \( \times \) 12m is explored with 1701 RGB-D Kinect frames (whereas 240 depth frames are partially or completely unavailable due to range-limitation or sunlight interference). The 3D trajectory of the aerial vehicle which is estimated in real-time is shown in Figure 6.14. The input image of the outdoor test case along with map data is shown in Figure 6.15, the pose graph optimisation is also applied on the outdoor sequence.

As we are using the low-cost inertial sensor so the bias estimation plays an important part for stable navigation. The dynamic bias for accelerometer a noisy trend due to low-cost quality of inertial sensor (fluctuating pattern is due to frequent correction
6.5 Real-time Outdoor Flight Results

Figure 6.14: 3D Flight trajectory of the hexacopter for outdoor sequence.

from the bias terms). Figure 6.16 shows the pose comparison of estimated output (with and without bias estimation) against the 6DOF/5DOF measurements. The vehicle attitude information with and without bias estimation is shown in Figure 6.17. As can be seen that the bias estimation results are correlated to the 6DOF measurements however without bias estimation the results diverge.

Figure 6.18 shows the normalised innovation from the EKF predicted pose and measured pose (a big surge at sample 500 is due to fast dynamic motion of hexacopter platform introducing a blur in the monocular image.) The normalised innovation is within 95.5% range of the Chi-square distribution showing the filter consistency (Chi-square conformity test) [64]. The position uncertainty (Figure 6.19) and at-
6.6 Summary and Discussion

This chapter described the experimental results of the Visual-Inertial SLAM system. The flight test environment and the ground station set-up have been described, which...
Figure 6.16: Position information with/without accelerometer bias estimation for proposed approach.
(a) Roll angle
(b) Pitch angle
(c) Yaw angle

Figure 6.17: Vehicle attitude with/without gyro bias estimation for proposed approach.
were used for both real-time demonstrations. Secondly, the real-time results of the Visual-Inertial navigation system for indoor environment were presented, followed by real-time hovering control. Finally, the results of the outdoor navigation system were described. The qualitative and quantitative evaluation of the proposed work against the highly precise VICON system reveals the robustness of the approach in different challenging environments.
Figure 6.19: Estimated covariance (3 sigma deviation) and position error from the proposed approach.
(a) Roll angle error with estimated covariance (b) Pitch angle error with estimated covariance (c) Yaw angle error with estimated covariance

Figure 6.20: Estimated covariance (3 sigma deviation) and attitude error from the proposed approach.
Chapter 7

Further Analysis on the Number of Local Minima

7.1 Introduction

In the previous chapter, we have presented the results of real-time Visual-Inertial SLAM and autonomous hovering of the aerial vehicle. In this chapter, our aim is to investigate and form a theoretical foundation for the SLAM problem by analysing its structure (number of local minima) and methodology to solve the problem optimally. As SLAM is a highly non-linear problem, so the understanding of the convex structure of the system is of much interest to robotics community. In particular, the study of the number of local minima can help to provide a guaranteed global minimum solution to highly non-convex problems.

Firstly, we discussed the conducted analysis on the SLAM problem which helped to understand the highly non-convex nature. The question of how many or total number of the local minima in the 3D SLAM problem is worth investigating, as until today, no such analysis exists in the current SLAM literature, to the best of our knowledge. We have investigated the number of local minima in SLAM problem (that is three positions and two orientations whereas heading was assumed to be known) using
stationary point analysis. We have provided a proof for the upper bound on the number of local minima and shown that the problem is equivalent to solving a two variable problem.

Secondly, we provided the theory behind a practical approach for finding the globally optimal solution in the 2D SLAM problem (two positions and one orientation unknown). The theoretical limit on the number of local minima provided earlier [148, 149] was exploited to solve the SLAM problem optimally. The proposed approach is not dependent upon the accuracy of the initial guess whereas existing approaches in SLAM literature [56, 101, 150] require a good starting point for convergence to the basin of global minima.

7.2 Analysis of Local Minima in 5DOF SLAM

SLAM literature is mostly categorised into two main streams: Filtering based [119] and graph based [151] approaches. As in our developed SLAM framework, the filtering based approach is backed by an optimisation based approach (Chapter 4) as:

- **Front-end**: Real-time pose estimation using Visual-Inertial information in probabilistic framework (EKF).
- **Back-end**: Non-linear least square based optimisation (graph based) approach for global consistency.

In this work, we have further investigated the non-linear based optimisation approach to understand the hidden structure of SLAM. In optimisation based SLAM approaches, measurements acquired during robot motions are modelled as constraints. The goal of these approaches is to estimate the configuration of parameters that maximally explain a set of measurements affected by Gaussian noise (minimises the non-linear least square error). The pioneering work in graph based SLAM is by [151] in which a brute force technique for range scan alignment was proposed. With the
assumption of known rotation [152], a Gauss-Seidel relaxation was introduced. The work was improved by [153] solving a network at different levels of resolution.

The work of [56] and tree-structure [55] based SGD has shown surprising results, in which the algorithm shows convergence with poor initial estimates. These convergence results indicate a lesser number of local minima as expected for high dimensional problems. Recently the work of [149, 154] has looked into this surprising result and provided a convexity analysis for the 2D SLAM problem. There is another work by [155], who has looked into the closed-form solution for the pose graph based 2D SLAM problem. Our work is different due to the highly non-linear nature of the 3D SLAM problem [17], involving multiple trigonometric terms so that the analytical evaluation of the roots and associated conditions is a not a straightforward extension.

Various work in computer vision [156, 157] regarding local minima have looked into resection and triangulation problems separately but simultaneous estimation is not addressed until today. Separately solving the resection and triangulation steps can lead to a suboptimal solution [158], whereas we are interested in the joint estimation of the problem with odometry and feature constraints.
We have formulated the SLAM as a non-linear least square problem where one orientation angle is assumed to be known in 6DOF case\(^1\). We have considered two poses at one time and solved the first and second order differential equations for the objective function. The rigorous manipulation of the objective function and trigonometric identities is performed to obtain a simplified form, providing insight into the hidden structure to be solved for optimisation. In this work, we have considered a 3D SLAM problem with range and bearing sensors and also provide a proof on the maximum number of local minima. Our analysis also shows that the 5DOF optimisation problem is equivalent to solving a two variable problem. Figure 7.1, shows a simulation case for a 5DOF SLAM problem with five stationary points (See simulation Section 7.2.4 for details).

### 7.2.1 Non-linear Least Square Feature based SLAM

The non-linear least square formulation of 3D SLAM requires control inputs and feature observations to estimate all the vehicle poses and feature locations. Control inputs provide odometry information depicting the relative pose between two consecutive vehicle poses whereas feature observations provide information regarding the relative position of the observed feature w.r.t to vehicle pose. The SLAM problem in the optimisation based approach \(^2\) is to minimise an objective function as follows:

\[
\arg\min_x \sum (||E_o||^2_{p_o} + ||E_f||^2_{p_f}),
\]

where the state vector is \(x = \{X, M\}\) with \(X\) being the vehicle poses and \(M\) the 3D features positions in absolute coordinate frame. \(P_o\) and \(P_f\) are odometry and feature measurement errors respectively. The \(p\) vehicle poses are defined as

\[
X = \{x^0_r, y^0_r, z^0_r, \phi^0, \theta^0, \Psi^0, \ldots, x^p_r, y^p_r, z^p_r, \phi^p, \theta^p, \Psi^p\}
\]

\(^1\)The assumption of knowing one orientation (heading) is not an ideal assumption [152], considering the availability of heading sensor i.e. magnetometer.

\(^2\)Please note that the least square solution to SLAM is not necessarily equivalent to an application of Bayes theorem [152].
The $n$ map features as $M = \{x_1, y_1, z_1, \ldots, x_n, y_n, z_n\}$. The odometry observations describing the relative pose information at pose $i$ is defined as

$$O^i = \{\Delta x^i_r, \Delta y^i_r, \Delta z^i_r, \Delta \phi^i, \Delta \theta^i, \Delta \Psi^i\}$$  \hspace{1cm} (7.3)

The relative feature observation of feature $j$ at pose $i$ is defined as

$$f^i_j = \{\Delta x^i_j, \Delta y^i_j, \Delta z^i_j\}$$ \hspace{1cm} (7.4)

The odometry error is defined as an error between the odometry measurements and observation model as

$$E_o = O^i - H_{\phi^i}(X),$$ \hspace{1cm} (7.5)

and the non-linear observation model for odometry information is defined as

$$H_{\phi^i}(X) = \begin{bmatrix}
\left(R^T_{\phi^i-1, \theta^i-1, \Psi^i-1} \left(\begin{array}{c}
\left(x^i_r - x^{i-1}_r\right) \\
\left(y^i_r - y^{i-1}_r\right) \\
\left(z^i_r - z^{i-1}_r\right)
\end{array}\right) \right) \\
\left(R^T_{\phi^i-1, \theta^i-1, \Psi^i-1} \left(\begin{array}{c}
\left(\phi^i - \phi^{i-1}\right) \\
\left(\theta^i - \theta^{i-1}\right) \\
\left(\psi^i - \psi^{i-1}\right)
\end{array}\right) \right)
\end{bmatrix}$$ \hspace{1cm} (7.6)

The $SO(3)$ rotation matrix is defined as $R(\phi, \theta, \psi)$

$$R_{\phi, \theta, \psi} = \begin{bmatrix}
C_\theta C_\psi & -C_\phi S_\psi + S_\phi S_\theta C_\psi & S_\phi S_\psi + C_\phi S_\theta C_\psi \\
C_\theta S_\psi & C_\phi C_\psi + S_\phi S_\theta S_\psi & -S_\phi C_\psi + C_\phi S_\theta S_\psi \\
-S_\theta & S_\phi C_\theta & C_\phi C_\theta
\end{bmatrix}$$ \hspace{1cm} (7.7)
where \( c(.) \) and \( s(.) \) represent \( \sin(\cdot) \) and \( \cos(\cdot) \) respectively.

The feature observation error \( E_f \) is defined as

\[
E_{f_j} = f_j^i - H_{f_j}^i(X, M), \tag{7.8}
\]

whereas the non-linear feature observation model, describing relative distance between observed feature and vehicle pose, is a function of \( M \) and \( X \) as

\[
H_{f_j}^i(X, M) = \begin{bmatrix}
R_{\phi_j, \psi_j}^T \begin{pmatrix} x_j - x_i^i \\ y_j - y_i^i \\ z_j - z_i^i \\
\end{pmatrix}
\end{bmatrix}. \tag{7.9}
\]

The Mahalanobis distance for both relative errors in the objective function with covariance \( P_{\alpha_i}, P_{f_j} \) having zero-mean gaussian noise can be written as

\[
J(x) = \sum_{i=1}^{p} (O_i - H_{\alpha_i}(X))^T P_{\alpha_i}^{-1} (O_i - H_{\alpha_i}(X)) + \sum_{ij} (f_j^i - H_{f_j}^i(X, M))^T P_{f_j}^{-1} (f_j^i - H_{f_j}^i(X, M)) \tag{7.10}
\]

### 7.2.2 One-Step 5DOF SLAM Problem

We have considered a one-step SLAM problem, a special case of Equation 7.10 for the purpose of analysis, with two poses and \( n \) features. Figure 7.2 shows the representation of one-step SLAM with odometry and feature observations. The first pose is considered to be a world coordinate, with respect to which the second pose and other features are defined. The spherical form of the covariance matrix \( P_{\alpha_i}, P_{f_j} \) is used in this analysis to represent the simplified form of the non-linear cost function \( J(x) \) as
Figure 7.2: One-Step SLAM representation with two poses and features.

\[ J(x) = (O^1 - H_{\omega_3}(X))^2 + \sum_{i=0}^{n} \sum_{j=1}^{n} (f_j^i - H_{f_j}(X, M))^2 \]  

(7.11)

By substituting the values of odometry and feature observations, we can see the non-linearity is coming from \( R_{\phi_1, \theta_1, \phi_1} \), when features are observed at second pose whereas observations at first pose are linear.

\[ J(x) = \alpha + \beta + \sum_{j=1}^{n} \left( \begin{pmatrix} \Delta x_j^1 \\ \Delta y_j^1 \\ \Delta z_j^1 \end{pmatrix} - R_{T_{\phi_1, \theta_1, \phi_1}} \begin{pmatrix} x_j - x_r \\ y_j - y_r \\ z_j - z_r \end{pmatrix} \right)^2 \]  

(7.12)

where \( \alpha \) and \( \beta \) are the first and second terms of objective function.
The benefit of using spherical matrix is not only for simplicity but the error in the world coordinate or robot coordinate has a similar meaning, so we can estimate the error in either coordinate. In this analysis, by calculating the feature observation error in the world coordinate, we can avoid the product of the state variables with rotation matrix whereas the non-linearity left in the objective function is due to the rotation matrix

\[
J(x) = \alpha + \beta + \sum_{j=1}^{n} \left( R_{\phi_i, \theta_i, \psi_i} \begin{pmatrix} \Delta x_j^1 \\ \Delta y_j^1 \\ \Delta z_j^1 \end{pmatrix} - \begin{pmatrix} x_j - x_r \\ y_j - y_r \\ z_j - z_r \end{pmatrix} \right)^2
\]

(7.13)

We relax the original 6DOF SLAM by assuming the heading angle to be zero, therefore the objective function becomes

\[
J(x) = \alpha' + \beta + \sum_{j=1}^{n} \left( \begin{pmatrix} U_j \\ V_j \\ W_j \end{pmatrix} - \begin{pmatrix} x_j - x_r \\ y_j - y_r \\ z_j - z_r \end{pmatrix} \right)^2
\]

(7.14)
where $\alpha'$ is without the $\dot{v}$-related term

$$
U_j = \Delta x_j^1 c_0 + \Delta y_j^1 s_0 s_0 + \Delta z_j^1 c_0 s_0
$$

$$
V_j = \Delta y_j^1 c_0 - \Delta z_j^1 s_0
$$

$$
W_j = -\Delta x_j^1 s_0 + \Delta y_j^1 s_0 c_0 + \Delta z_j^1 c_0 c_0
$$

Note that the following equalities hold for partial derivatives of $U_j, W_j$

$$
\frac{\partial U_j}{\partial \theta} = W_j
$$

$$
\frac{\partial W_j}{\partial \theta} = -U_j
$$

The gradient/hessian are evaluated for the objective function $J(x)$ to conduct stationary point analysis.

The gradient of the cost function $J(x)$ in Eq. 7.11 is estimated w.r.t to $x$ as
\[
\frac{\partial J(x)}{\partial x} = 
\begin{bmatrix}
-\Delta x_1^0 + x_1 - (U_1 - (x_1 - x_r)) \\
-\Delta y_1^0 + y_1 - (V_1 - (y_1 - y_r)) \\
-\Delta z_1^0 + z_1 - (W_1 - (z_1 - z_r)) \\
\vdots \\
-\Delta x_n^0 + x_n - (U_n - (x_n - x_r)) \\
-\Delta y_n^0 + y_n - (V_n - (y_n - y_r)) \\
-\Delta z_n^0 + z_n - (W_n - (z_n - z_r)) \\
-\Delta x_r + x_r + \sum_{j=1}^{n}(U_j - (x_j - x_r)) \\
-\Delta y_r + y_r + \sum_{j=1}^{n}(V_j - (y_j - y_r)) \\
-\Delta z_r + z_r + \sum_{j=1}^{n}(W_j - (z_j - z_r)) \\
-\Delta \phi + \phi + \sum_{j=1}^{n}
\left((U_j - (x_j - x_r)W_j) + (W_j - (z_j - z_r)(-U_j))\right) \\
-\Delta \theta + \theta + \sum_{j=1}^{n}
\left((U_j - (x_j - x_r)s_{0}V_j) + (V_j - (y_j - y_r)(-\Delta y^1_{0} - \Delta z^1_{0}c_{0})) + (W_j - (z_j - z_r)c_{0}(V_j))\right)
\end{bmatrix}
\]

The first gradient \( \frac{\partial J(x)}{\partial x} = 0 \) reveals all the stationary points. As it is seen that \( 3n+3 \) equations are linear when \( \phi, \theta \) are fixed. This shows that the actual 5DOF problem is in fact equivalent to solving a two variable optimisation problem. By solving the first \( 3n+3 \) equations simultaneously, we obtain
\[ x_j - x_r = -\frac{1}{n+2} \Delta x_r + \frac{1}{2} \Delta x_j - \frac{1}{2(n+2)} \sum_{k=1}^{n} \Delta x_k + \frac{1}{2} U_j + \frac{1}{2(n+2)} \sum_{k=1}^{n} U_k \]

\[ y_j - y_r = -\frac{1}{n+2} \Delta y_r + \frac{1}{2} \Delta y_j - \frac{1}{2(n+2)} \sum_{k=1}^{n} \Delta y_k + \frac{1}{2} V_j + \frac{1}{2(n+2)} \sum_{k=1}^{n} V_k \]

\[ z_j - z_r = -\frac{1}{n+2} \Delta z_r + \frac{1}{2} \Delta z_j - \frac{1}{2(n+2)} \sum_{k=1}^{n} \Delta z_k + \frac{1}{2} W_j + \frac{1}{2(n+2)} \sum_{k=1}^{n} W_k \] (7.15)

By substituting Equation 7.15 into the last two equations of partial derivatives w.r.t \((\phi, \theta)\) and considering \(n = 1\) (as the actual 5DOF problem is about solving for two optimisation variables \((\phi, \theta)\) so this will yield same result as if \(n > 1\)), we have

\[ \frac{\partial J(x)}{\partial \phi} = \phi - \Delta \phi + \Delta y_0 \Delta z_0 c_\phi + \Delta y_r \Delta z_r c_\phi + \Delta y_0 \Delta y_1 s_\phi + \Delta y_r \Delta y_1 s_\phi \]

\[ -\Delta y_1 \Delta z_0 c_\phi c_\phi - \Delta y_r \Delta z_r c_\phi c_\phi - \Delta x_0 \Delta y_1 c_\phi s_\phi - \Delta x_r \Delta y_1 c_\phi s_\phi \]

\[ + \Delta z_0 \Delta z_0 c_\phi c_\phi + \Delta z_r \Delta z_r c_\phi c_\phi + \Delta x_0 \Delta z_1 c_\phi s_\phi + \Delta x_r \Delta z_1 c_\phi s_\phi \] (7.16)

\[ \frac{\partial J(x)}{\partial \theta} = \theta - \Delta \theta + \Delta x_1 \Delta z_0 c_\theta + \Delta x_r \Delta z_r c_\theta + \Delta x_1 \Delta x_1 s_\theta + \Delta x_r \Delta x_1 s_\theta \]

\[ -\Delta x_0 \Delta z_1 c_\theta c_\theta - \Delta x_r \Delta z_1 c_\theta c_\theta - \Delta x_1 \Delta y_1 c_\theta s_\theta - \Delta x_r \Delta y_1 c_\theta s_\theta \]

\[ + \Delta z_0 \Delta z_1 c_\theta c_\theta + \Delta z_r \Delta z_r c_\theta c_\theta + \Delta y_1 \Delta z_1 c_\theta s_\theta + \Delta y_1 \Delta z_1 c_\theta s_\theta \] (7.17)

By collecting the odometry and feature observation terms as constant, we obtain
\[
\frac{\partial J(x)}{\partial \phi} = \psi - \Delta \phi + q_0 \cos \phi + q_1 \cos \phi + q_2 \sin \phi + q_3 \cos \phi + q_4 \cos \phi \sin \phi + q_5 \cos \phi \sin \phi + q_6 \cos \phi \sin \phi + q_7 \cos \phi \sin \phi + q_8 \cos \phi \sin \phi + q_9 \cos \phi \sin \phi + q_{10} \cos \phi \sin \phi + q_{11} \cos \phi \sin \phi \tag{7.18}
\]

\[
\frac{\partial J(x)}{\partial \theta} = \theta - \Delta \theta + r_0 \cos \theta + r_1 \cos \theta + r_2 \sin \theta + r_3 \sin \theta + r_4 \cos \theta + r_5 \cos \theta \sin \theta + r_6 \cos \theta \sin \theta + r_7 \cos \theta \sin \theta + r_8 \cos \theta \sin \theta + r_{10} \cos \theta \sin \theta + r_{11} \cos \theta \sin \theta \tag{7.19}
\]

Where \( q \) and \( r \) are constants used instead of given odometry/feature observations. Furthermore by combining the similar terms, we have

\[
\frac{\partial J(x)}{\partial \phi} = (\psi - \Delta \phi) + q_1 \cos \phi + q_2 \sin \phi + q_3 \cos \phi \sin \phi + q_4 \cos \phi \sin \phi + q_5 \cos \phi \sin \phi + q_6 \cos \phi \sin \phi + q_7 \cos \phi \sin \phi + q_8 \cos \phi \sin \phi + q_9 \cos \phi \sin \phi + q_{10} \cos \phi \sin \phi + q_{11} \cos \phi \sin \phi \tag{7.20}
\]

\[
\frac{\partial J(x)}{\partial \theta} = (\theta - \Delta \theta) + r_1 \cos \theta + r_2 \sin \theta + r_3 \cos \theta \sin \theta + r_4 \cos \theta \sin \theta + r_5 \cos \theta \sin \theta + r_6 \cos \theta \sin \theta + r_7 \cos \theta \sin \theta + r_8 \cos \theta \sin \theta + r_{10} \cos \theta \sin \theta + r_{11} \cos \theta \sin \theta \tag{7.21}
\]

Again \( q' \) and \( r' \) are constants after simplification. Using trigonometry identities, we obtain further simplification as

\[
\frac{\partial J(x)}{\partial \phi} = a_0 \phi + a_1 \sin(\phi - \theta + b_1) + a_2 \sin(\phi + b_2) + a_3 \sin(\phi + \theta + b_3) \tag{7.22}
\]

\[
\frac{\partial J(x)}{\partial \theta} = c_0 \theta + c_1 \sin(\phi - \theta + d_1) + c_2 \sin(\theta + d_2) + c_3 \sin(\phi + \theta + d_3) \tag{7.23}
\]

The first gradient is defined as a function of two variables \((\phi, \theta)\) as
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The hessian of the objective function is also obtained similarly to first gradient derivation as

\[
\frac{\partial^2 J(\phi)}{\partial \phi^2} = 1 + a_4 \cos(\phi - \theta + b_1) + a_5 \cos(\phi + b_5) + a_6 \cos(\phi + \theta + b_6)
\]

\[
\frac{\partial^2 J(\theta)}{\partial \theta^2} = 1 + c_4 \cos(\phi - \theta + d_1) + c_5 \cos(\theta + d_5) + c_6 \cos(\phi + \theta + d_6)
\]

In this section, we have provided a derivation of gradient and hessian estimation and also observed that solving \( \frac{\partial J(x)}{\partial x} = 0 \) for 5DOF problem is same as solving an optimisation problem with two variables \((\phi, \theta)\).

### 7.2.3 Stationary Point Analysis

For a Jacobian function \( f(\phi, \theta) = [f_1(\phi, \theta), f_2(\phi, \theta)]^T \)

\[
f(\phi, \theta) = \begin{bmatrix}
a_0 \phi + \sum_{i=1}^{3} a_i \sin(\phi + (i - 2)\theta + b_i) \\
c_0 \theta + \sum_{i=1}^{2} c_i \sin((i - 2)\phi + \theta + d_i)
\end{bmatrix},
\]

evaluate the number of roots \((\phi, \theta)\) with Hessian matrix being positive definite

\[
\begin{bmatrix}
f_1(\phi, \theta) = 0 \\
f_2(\phi, \theta) = 0
\end{bmatrix} \quad \text{with} \quad \begin{bmatrix}
\frac{\partial f_1}{\partial \phi} & \frac{\partial f_1}{\partial \theta} \\
\frac{\partial f_2}{\partial \phi} & \frac{\partial f_2}{\partial \theta}
\end{bmatrix} > 0.
\]

As the functions are non-linear with multiple trigonometric terms, an analytical eval-
Figure 7.3: Four wave components of $f_1(\phi, \theta)$ consisting of a) $\phi$, b) $\sin(\phi)$, c) $\sin(\phi + \theta)$ and d) $\sin(\phi - \theta)$. Note the last two sinusoids have $\pm45^\circ$ wave directions which are orthogonal to each other.

The orthogonal nature of two sinusoids create a grid pattern with two alternating peaks and troughs within the boundary. The addition of $\sin(\phi)$ reinforces the peaks and troughs along the boundary.
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Figure 7.4: Superposition for \( f_1(\phi, \theta) \): a) two orthogonal sinusoids (\( \sin(\phi + \theta) \) and \( \sin(\phi - \theta) \)) and b) three sinusoids including \( \sin(\phi) \). The orthogonal nature of two sinusoid creates a grid-like pattern with two alternating peaks and troughs within the boundary. The addition of \( \sin(\phi) \) reinforces the peaks and troughs along the \( \phi \)-direction.

\[ \phi \text{-direction as shown in Figure 7.4(b) while still maintaining the grid structure.} \]

Figure 7.5 shows the four components of \( f_2(\phi, \theta) \) which are similar to \( f_1(\phi, \theta) \) except a linear plane \( \theta \) and \( \sin(\theta) \). Thus it has the same grid pattern and the addition of \( \sin(\theta) \) simply reinforces the peaks and troughs along the \( \theta \)-direction as shown in Figure 7.5(c).

7.2.3.1 Maximum number of roots

The sinusoidal terms can be further simplified as

\[
\begin{bmatrix}
f_1(\phi, \theta) \\
f_2(\phi, \theta)
\end{bmatrix} =
\begin{bmatrix}
a_0\phi + A(\theta) \sin(\phi + B(\theta)) \\
c_0\theta + C(\phi) \sin(\theta + D(\phi))
\end{bmatrix}
\]

(7.28)

where \((A, C)\) are magnitude functions with \((B, D)\) being the phase functions. Please note that the resulting wave has the same wavelength to the original components but with a varying amplitude and phase offset.

This can be shown by using the complex signal representation of the sinusoids, the
Figure 7.5: Additional wave components of $f_2(\phi, \theta)$: a) $\theta$ and b) $\sin(\theta)$ ($\sin(\phi + \theta)$ and $\sin(\phi - \theta)$ are not shown here). Superposition result with three sinusoids including $\sin(\theta)$. The grid pattern is preserved but the peak and trough along the $\theta$-direction were reinforced.

Magnitudes and phases of the superposed signals can be computed

$$A(\theta)e^{ib(\theta)} = a_1e^{i(-\theta + b_1)} + a_2e^{i(b_2)} + a_3e^{i(\theta + b_3)}$$

$$C(\phi)e^{iD(\phi)} = c_1e^{i(-\phi + d_1)} + c_2e^{i(d_2)} + c_3e^{i(\phi + d_3)}$$
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\[ A(\theta) = \sqrt{(a_1 c_\theta + b_1)^2 + (a_2 c_\theta + b_2)^2 + (a_3 c_\theta + b_3)^2} \]  
\[ B(\theta) = \tan^{-1} \frac{a_1 s_\theta + b_1 + a_2 s_\theta + b_2 + a_3 s_\theta + b_3}{a_1 c_\theta + b_1 + a_2 c_\theta + b_2 + a_3 c_\theta + b_3} \]  
\[ C(\phi) = \sqrt{(c_1 c_{\phi + d_1})^2 + (c_2 c_{\phi + d_2})^2 + (c_3 c_{\phi + d_3})^2} \]  
\[ D(\phi) = \tan^{-1} \frac{c_1 s_{\phi + d_1} + c_2 s_{\phi + d_2} + c_3 s_{\phi + d_3}}{c_1 c_{\phi + d_1} + c_2 c_{\phi + d_2} + c_3 c_{\phi + d_3}} \]

**Lemma 1:** The solution curves for \( f_1(\phi, \theta) = 0 \) consist of at most three open and/or close branches.

**proof:** The solution curves are the intersections between a sinusoidal surface and a plane \( z = -a_0 \phi \) with varying slope \( a_0 \)

\[ A(\theta) \sin (\phi + B(\theta)) = -a_0 \phi \]  

The surface is a superposition of three sinusoidal waves, so the analysis of the intersection with the plane is not so straightforward. However, as all sinusoids have the same wavelength of \( 2\pi \), the resulting wave also has the same wavelength but with a varying amplitude and phase as a function of \( \theta \). That is, for a fixed \( \theta \)-value, \( \theta_0 \), the cross-section of the surface is a simple sinusoid as illustrated in Figure 7.6. Therefore if the slope of the intersecting plane satisfies \(-A(\theta_0) < a_0 < A(\theta_0)\), then the maximum number of intersections becomes three within \(-\pi \leq \phi < \pi\). In addition, the number of intersections with positive gradient are at most two. Figure 7.7(a) shows a set of 2D solution curves for \( f_1(\phi, \theta) = 0 \) as the plane slope varies, with intersection points forming curves of an open branch with a closed loop. It can be seen that any horizontal line intersects the curve at most three points.

**Lemma 2:** The solution curves for \( f_2(\phi, \theta) = 0 \) also consist of at most three open and/or closed branches.

\[ C(\phi) \sin (\theta + D(\phi)) = -c_0 \theta \]
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Figure 7.6: A cross-section showing the intersection of the surface and plane.

**Proof:** As the function has a similar form to $f_1$ along the $\theta$ direction, the same argument holds yielding a maximum number of three intersections for varying slope $c_0$. Solution curves for $f_2(\phi, \theta) = 0$ are also shown in Figure 7.7(b), and again any vertical line meets with the curves at most three points.

**Theorem 1:** The maximum number of roots for the simultaneous equations is nine.

$$f_1(\phi, \theta) = 0 \quad (7.35)$$

$$f_2(\phi, \theta) = 0$$

**Proof:** As each solution curve along each axis consists of three open branches or one open branch with one closed loop, the maximum number of intersections between curve (Left-hand-side of Equation 7.33 and 7.34) with plane (Right-hand-side) jointly becomes nine due to orthogonality characteristic of the curves (similar to Figure 7.4(a) for $(\phi, \theta) \in [-\Pi, \Pi]$). This can be easily seen in Figure 7.8(c) where the number of intersection becomes nine (each forming as a convex region). If the slopes of the plane change, the number of root can drop as shown in Figures 7.8(a) and (b).

**Theorem 2:** The maximum number of roots for the simultaneous equations
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Figure 7.7: Solution curve sets as the intersections between the surface and the plane with varying slope for a) $f_1(\phi, \theta) = 0$ and b) $f_2(\phi, \theta) = 0$. The curve set consists of open branches or closed loops but the number of crossings with any horizontal line for $f_1(\phi, \theta)$ or any vertical line for $f_2(\phi, \theta)$ is at most three (see the proof in text for details).

\[ f_1(\phi, \theta) = 0 \text{ and } f_2(\phi, \theta) = 0 \text{ with the following conditions is four:} \]

\[
\begin{align*}
\frac{\partial f_1(\phi, \theta)}{\partial \phi} &> 0 \\
\frac{\partial f_2(\phi, \theta)}{\partial \theta} &> 0
\end{align*}
\]

proof: This due to the fact that the nine roots can have positive or negative gradients along $\phi$ and $\theta$ directions. However each direction, there exist at most two roots with a positive slope. As this analysis focuses on the upper bound of local minima, the discriminant of the Hessian matrix was not fully evaluated here and left for future work, which can reduce the maximum number of minima (due to any potential saddle points).

7.2.4 Simulation Study

The proposed analysis suggests that at-most four local minima can exist, so to evaluate our findings, a simulation study was also conducted. In the simulation two poses with 10 features were considered with their respective odometry and relative feature...
Figure 7.8: Examples of solution for two non-linear simultaneous equations with a) five, b) seven and c) nine intersection points.

observations with added white gaussian noise. The simulation was used to generate two dataset with different relative observations assuming heading is fixed (known). For each experimental dataset, Equation 7.27 and 7.28 were used to evaluate the number of stationary points, in which gradient of the objective function w.r.t two variables \((\phi, \theta)\) were calculated. As shown in the Figure 7.9, experimental datasets were evaluated to obtain different number of stationary points. These stationary points are declared local minima when second gradient (Equation 7.27) at their respective \((\phi, \theta)\) is greater than zero. Monte carlo simulation [159] with 1000 trials was conducted with different initial guess (for estimated variables given the observation) revealed at most 4 local solutions. This simulation study helps us to numerically validate the
7.3 Global Optimal Solution for 2D SLAM Problem

Recent research [101] has focused on making the optimisation based algorithms more efficient and robust, showing that its on-line implementation is feasible. These graph based approaches solve the problem by considering the convex approximation of the original problem and works in iteration to improve the local solution. Although these approaches perform efficiently in practice, very little attention has been paid on the convergence condition and none of them can guarantee a global minimum over different initial guesses. Figure 7.10 shows the results of a Gauss-Newton approach on

Figure 7.9: Number of stationary points (a) two (b) five with 2D projection of 
$\left( ||f_1(\phi, \theta)|| + ||f_2(\phi, \theta)|| \right)$. Number of local minima after second gradient evaluation becomes (a) One (b) Two.

number of local minima in 5DOF SLAM problem. The Section 7.3 is dedicated to
the theory behind finding the optimal solution using the estimated upper bound in
this analysis for 2D SLAM problem.

7.3 Global Optimal Solution for 2D SLAM Problem

Recent research [101] has focused on making the optimisation based algorithms more efficient and robust, showing that its on-line implementation is feasible. These graph based approaches solve the problem by considering the convex approximation of the original problem and works in iteration to improve the local solution. Although these approaches perform efficiently in practice, very little attention has been paid on the convergence condition and none of them can guarantee a global minimum over different initial guesses. Figure 7.10 shows the results of a Gauss-Newton approach on
publicly available dataset [160] with different random initial guesses, resulting in different local solutions. These optimisation based approaches assumes a local convexity, that is with a reasonable initial estimate (near the global basin of attraction), the algorithm will converge to global minima. However when the odometry and feature observation are not consistent with each other, then the local optimiser can struck in local minima.

Global optimal solutions to highly non-linear problems has been shown to NP-hard [161]. In structure from motion research, the guaranteed global optimal solution is investigated with known rotation framework for $L_\infty$ [162] and branch and bound based approaches [157] (typically the non-linearity in SLAM is in the odometry/observation
models due to robot orientation). In recent work [163] proposed a swarm optimisation based approach to estimate (almost) optimal maps. Their work was based upon meta-heuristic optimisation approach where they have presented the map as a tree of fragments with particle filtered based sampling approach. Finally they have conducted an ant colony search to obtain (almost) optimal solution from 2D SLAM problem. However in our work we have exploited the condition on the number of minima in the SLAM problem to obtain the optimal solution.

The dimension of the SLAM problem is very high when it is formulated as a non-linear least square problem [118], because all vehicle poses and feature locations are considered as parameters to be determined as discussed earlier. Here instead of considering the full 3D SLAM problem, which is computationally intractable for optimal solution [163], we have considered a 2D SLAM problem. The equation 7.33 and 7.34 derived earlier for maximum number of roots can be simplified for the 3DOF problem (for two translation and one orientation unknown components):

\[ A_1 \sin (\psi + B_1) = -a_1 \psi. \]

(7.37)

Where \( A_1 \) is magnitude with \( B_1 \) being the phase constant and \( a_1 \) being an orientation constant (estimated using equations 7.29 to 7.32). This simplification came by fixing the unnecessary unknown terms (i.e. \( z_r, \phi, \theta \)) for 3DOF case (for two translation and one orientation (heading) unknowns, our earlier work [164]). It is important to note that the resulting function is similar to the earlier work of [149]. The research findings in their work suggest at most two and at least one local minima for 2D SLAM problem. The approach, proposed in this work, exploits the upper theoretical bound (at most two minima) under noisy observations to obtain global minima by a meta-heuristic approach (discussed in following section).

Feature based 2D SLAM problem is considered in this work with two poses or relative maps (one-step SLAM [148]). For the one-step SLAM problem, we considered two poses as two individual relative maps. The assumption we undertake in this research

---

\(^3\text{due to SO}(3)\) group involving multiple trigonometry rotation terms.
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is that, every SLAM problem can be decomposed into small relative maps. The relative relation of each map has a fluid behaviour whereas the internal structure of each map is well known and can be optimised independently with respect to local coordinate [118] 4. Necessary and sufficient condition for the existence of at most two local minima [149] is exploited by a meta-heuristic approach called GRASP (greedy randomised adaptive search procedure) [165] which is combinatorial optimisation to obtain global optimal solution. Meta-heuristic approaches optimise by iteratively refining the candidate solution by combining randomness with local search methods [166]. The global optimality of the SLAM solution is with respect to the cost function 7.1 (with an assumption of spherical covariance).

7.3.1 Greedy random adaptive search procedure

GRASP is a multi-start meta-heuristic approach to solve combinatorial problems [165]. Previously, it has been successfully deployed in travelling salesman problem [167] and firstly proposed here for SLAM problem. GRASP basically consist of two phases: local search and feasible solution construction. The construction phase builds a feasible solutions (using greedy approach), whose neighbourhood is searched by a local search phase to find local optima. By using different feasible solutions as starting points the local search will usually lead to good, though most often, suboptimal solutions. Whereas in our case the upper bound is searched by multi-start meta-heuristic approach until a optimal solution is achieved, which is the global optimal solution. The pseudo code in algorithm 1, details the working of GRASP approach, where local search is performed by the gauss-newton [101].

7.3.2 Randomised greedy algorithm

We proposed long-term memory based greedy algorithm to determine a feasible solution. Figure 7.11 (left) details a simple example on 1D in which at most two local

---

4The decomposition into relative maps provides a computational benefit as not all the poses within the relative map need to be estimated.
Algorithm 2 GRASP-Algorithm: Determination of Optimal Solution

inputs: observations, $x = \{X, M\}$

$x^* = \{\}$

while check local minima condition or max iteration are not reached do
  $x \leftarrow$ RandomizedGreedyAlgo(.) $ightarrow$ Algo2
  $x \leftarrow$ LocalSearch($x$, observations)
  if $(f(x) < f(x^*))$ then
    $x^* = x$
  end if
end while
return $x^*$

Figure 7.11: 1D problem with 2 local minima revealing possible feasible solutions from local optimisation

minima are considered. The two feasible solutions ($x_1, x_2$) are generated by GRASP approach and among them, the two minima are found (whereas $x_1$ reveals the global optimal solution $x^*$). The generation of feasible solution is the key to obtain the optimal solution, in a high dimensional search space of parameters. Figure 7.11 (right) describes a search space reduction mechanism in which the initial guess $x_1$ is first hypothesised, which determines a local optimal $x^*$ (the intermediate traversal solution of the local optimiser are stored in long-term memory for search space $x_1$ to $x^*$). The next hypothesis of initial guess is being made by greedy algorithm in consideration with the already traversed solution space in long-term memory (the goal is to avoid making an initial guess from already traversed space). The selection of new initial guess is based upon absolute distance criteria (greedy approach), in which the new initial guess for local optimiser is not from the already considered search space. The
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greedy algorithm helps to reduce the search space and improves the time efficiency as against the exhaustive brute force search in solution space. The pseudo-code in algorithm 2, describes the greedy algorithm, in which the long-term memory of all the solution space is maintained. The selection of new feasible solution is determined similar to 1D explained approach on orientation space (as vehicle and feature positions are linear with respect to orientation). Selection of $\epsilon$ in radians decides the selection of new hypothesis for initial guess to boot the local optimiser.

**Algorithm 3 GRASP-Algorithm: Randomised greedy algorithm**

```plaintext
while Initial guess not found | Max iter not reached do
    \( x = \text{random}(\cdot) \)
    \( found = 1 \)
    for \( i=1: \) num of elements in LTmemoryX do
        \( \text{Oldx} = \text{LTmemoryX}[i] \)
        if \(|(x - \text{Oldx})| < \epsilon\) then
            \( found = 0 \)
            Break \( \rightarrow \) select another \( x \)
        end if
    end for
end while
return \( x \)
```

An appealing characteristic of GRASP approach is the ease of implementation by setting and tuning few parameters. The computation time of the approach does not vary much from iteration to iteration and increases linearly with the number of iterations whereas the time increases combinatorially with the increase of searched spaced parameters.

**7.3.3 Optimal solution to Map-joining**

Most of the map joining approaches start with linear approximation of map states and do optimisation as a post processing step to estimate the local solution \([118, 150, 168]\). Our approach is not dependent upon the initial guess and bound to search the optimal results by modified GRASP approach. We initialised each map randomly (unknown feature and vehicle pose) and solve the map joining problem as illustrated in pseudo
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Figure 7.12: GRASP based map-joining for simulation dataset [168] with 2 relative maps.

code algorithm 3. The data association is assumed to be known (still the problem is highly non-linear due to unknown vehicle pose and feature position [1]). Two maps are considered at each time and provided to GRASP algorithm, which returns the optimal solution for those two sets of maps observation. The input to algorithm 1 will be set of observations (relative feature and odometry information of relative maps) to obtain $x^*$.  

Algorithm 4 MAP Joining Optimal: GRASP variant for Map Joining

\begin{verbatim}
x = first relative map (k)
while Fuse relative map k+1(l) into x do
    Data Association assumed to be known
    Initialize random pose/landmark for l into x
    x = GRASP-Algorithm (x, Local Map k + 1)
    k = k + 1
end while
return (x* = x)
\end{verbatim}

7.3.4 Results and Discussion

The performance of the proposed algorithm is tested on simulated [168] as well as on the real dataset [160], which are both available publicly.
The 150 x 150m\textsuperscript{2} simulation environment [168] containing 2500 features uniformly spaced in rows and columns is tested first. The robot started from the left bottom corner of the square and followed a big loop. A sensor with a field of view of 180 degrees and a range of 6 meters was simulated to generate relative range and bearing measurements between the robot and features. Two relative maps are considered from the dataset with unknown initial guesses (covariance matrices are set to identity). Multiple trials were performed with random initial guesses to be processed with the proposed approach for map-joining, which always converge to a global optimal solution without being affected by the variation in initial guess, as shown in Figure 7.12. The approach was also tested on a multiple relative maps (as the upper bound is available for joining two individual relative maps), so the obtained solution is an approximation of the original problem. 50 relative maps in total with 612 observed features and 1374 odometry-feature measurements were made from the robot poses. Figure 7.13(a) shows the intermediate results of the 25\textsuperscript{th} relative map where the new relative map has random initial guesses of landmark position and pose. The GRASP based smoothing is performed and approximated optimal results obtained are shown in Figure 7.13(b). Final results with ground truth result are shown in Figure 7.14, showing estimated position against the interpolated ground truth positions.
The GRASP based approach with unknown initial guess is tested on DLR dataset [160] and compared with the state-of-the-art map-joining approach [168]. The DLR dataset is acquired with a camera attached on a wheeled robot and odometry. The robot moved around a building detecting scattered artificial white/black landmarks, placed on the ground. Odometry measurements and relative positions of the observed landmarks are being provided. This dataset is also divided into two relative maps. Figure 7.15 shows the results of the global optimal solution obtained after joining relative maps with unknown initial guesses (multiple trials resulted in the same optimal solution hence showing the independence to a good initial guess). The proposed approach is also tested on 200 relative maps with 540 observed features and 1680 odometry/feature observations when is considered with known data association. Figure 7.16(a) shows the random initial guess for vehicle pose and feature positions in global frame of reference, to be processed by GRASP approach. Figure 7.16(b and c) shows a visual comparison of proposed approach with [168] (which is bootstrapped with

5The concept was to have a one-step SLAM example in the form of two relative maps. The initialization of features and pose is done as random (unknown) to find the global minima solution. The benchmark dataset was selected to test the approach against a precise ground truth.
Figure 7.15: GRASP based map-joining for simulation dataset [160] with 2 relative maps

linear initialisation whereas our proposed approach is not dependent upon known initial guess).

The performance of the experimental results validates the proposed idea and makes the SLAM problem solvable by global optimisation based approach without initial guess.
Figure 7.16: DLR dataset results using GRASP with 200 relative maps, showing global convergence (b) with random initial guesses (a).
7.4 Summary and Discussion

In this chapter, we analysed a theoretical foundation of SLAM by analysing its hidden structure. The problem was formulated as a non-linear least square feature based SLAM and stationary point analysis was conducted to determine the maximum number of local minima. The analysis conducted in this chapter helped to understand the highly non-convex nature of SLAM and showed that the two-pose SLAM is equivalent to solving a problem with two unknown variables. We also provided an upper bound for the number of local minima in a 5DOF SLAM problem, where one of the orientation angles was assumed to be known. For the two-pose 3D SLAM problem, the analysis revealed that there exist at most four local minima.

The second half of the chapter presented a practical approach to finding the globally optimal solution to the 2D SLAM problem. Local optimisation based strategies, which are mostly adopted for SLAM problems, are highly susceptible to the local minima problem due to the non-convex structure of the problem. By exploiting the theoretical limit on the number of local minima, we proposed a framework to estimate a global optima in a defined non-linear cost function with the assumption of spherical covariance. The proposed approach is not reliant on good initial guesses, which is the primary condition of local optimisation based approaches for global convergence. Experimental results were provided on the different datasets (available on-line) to validate the robustness of the approach.
Chapter 8

Summary and Conclusions

8.1 Introduction

In this thesis, we have focused on the vision sensor to provide the visual cues to aid and calibrate a low-cost inertial sensor in a probabilistic framework for the localisation, mapping and control of an aerial vehicle. We proposed a novel idea of aiding a low-cost inertial sensor with visual non-holonomic constraints. The idea is similar to the non-skidding assumption in wheeled robots [1, 2] while we extended it to the full 6DOF domains aiming for all-terrain navigation. The framework developed in this thesis demonstrated the utility and effectiveness of using visual non-holonomic constraints for maintaining inertial stability and performance.

This thesis comprises of eight chapters, in which Chapter 1 provided a research background as well as a rationale for conducting this research. Chapter 2 discussed the basic theory behind Bayesian estimation and sensor fusion architectures. Chapter 3 formulated the theory behind visual non-holonomic constraints. The idea of using hundreds of features to constrain the drift of the inertial sensor was developed in a monocular SLAM framework. Chapter 4 addressed the problem of depth dropout in the RGB-D sensor. A computationally efficient map management method was also developed for real-time implementation. Chapter 5 provided the details of the developed hardware and on-board implementation. Chapter 6 presented the results of the
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Visual-Inertial SLAM for RGB-D sensor on aerial vehicles for both indoor and outdoor environments. The qualitative and quantitative evaluation of the proposed work was provided against the highly precise motion capturing system. The comparison showed that the visual non-holonomic constraints have better accuracy as compared to existing state-of-the-art approaches. Chapter 7 presented the theoretical analysis of the 3D SLAM problem and also provided the theoretical limit on the number of local minima (to solve the SLAM problem optimally).

This chapter summarised the contributions made in this thesis and also discussed the possible future directions.

8.2 Summary of Contributions

The two key challenges addressed in this work were: a) the computational complexity issue in the monocular feature based SLAM and the related scale-ambiguity problem, and b) the depth dropout problem in RGB-D (Kinect or Stereo) sensors was addressed. Alongside with the 3D SLAM framework investigation, a theoretical study was carried out on the convexity structure of a simplified Inertial-SLAM. The analysis shed light on solving the non-linear SLAM problem with a global optimisation based approach. In addition, we designed and developed an in-house inertial sensor and an aerial platform. All the processing was performed in real-time, on-board, with a closed-loop controller (through an autopilot) for the hovering of the aerial vehicle.

This thesis made four main contributions:

- To utilise the visual aiding information for an inertial sensor at higher update rates, this work proposes a novel visual non-holonomic constraint. Firstly, these visual constraints were utilised in the monocular SLAM to resolve the computational complexity problem for a large scale environment. We also utilised these visual constraints to solve the problem of depth dropout in RGB-D sensors. We addressed the depth dropout problem by proposing a novel Visual-Inertial
fusion framework (a graceful degradation mechanism that uses the 2D sensing mode in case of the unavailability of 3D information).

- The hardware development of the low-cost IMU using MEMS sensors (with gyroscope, accelerometer, and magnetometer). The IMU was calibrated statically in the laboratory and dynamically during the flight.

- The architecture of our implementation was developed with modularity and robustness in mind. A demonstration of the developed framework was evaluated on an in-house built multi-rotor platform with hovering control. For the purpose of demonstration, an attitude and position PID controller was also developed through an open-source autopilot system.

- The convexity structure of an Inertial-SLAM was investigated by analysing the number of local minima. We analysed the number of local minima of a two-pose 5DOF Inertial SLAM system by utilising stationary point analysis, and hence proved that when one of the orientation angles is assumed known, there exist a maximum of four local minima in the system.

### 8.3 Future Directions

The following section summarises the future research directions on the topics dealt with in this thesis (Visual-Inertial aerial SLAM) and the possible enhancements of the proposed framework.

In the SLAM convexity analysis, global optimal research needs to be extended to the 6DOF scenario where the complete rotation transformations must be considered. Another possible extension for the 5DOF analysis is to look into the multi-step SLAM (which is highly non-linear).

This thesis has demonstrated the developed framework of Visual-inertial mapping and navigation using a low-cost IMU and monocular/Kinect sensor. The proposed
approach needs to be tested on the stereo system and evaluated in an outdoor large scale environment.

From the implementation point-of-view, there are also a few works which need to be improved upon. IMUs are known to be more temperature dependent than time dependent, meaning the change in bias will be larger whenever there is a change in temperature than it will be just over time. So tests should be performed to determine the ratio between temperature and bias and hence corrected. Further work can also be done to optimise the performance of the on-board computer. Currently it is running Ubuntu 10.04, which is a full-featured installation that continuously runs a graphical user interface (GUI). Since the on-board computer is mounted to the hexacopter and controlled via SSH, this GUI is not utilised and is therefore an unnecessary overhead. To remove this waste, a minimal installation of Ubuntu (which is optimised for low-end computers) could be used instead.

We have seen that the position controller can adequately maintain its position in 2D with 5DOF (spatial displacement in the plane as well as maintaining orientation). In the future, an important extension to the position controller implementation would be to implement altitude hold as well. It could then be said that the position controller works in 3D with 6 DOF. However, altitude control is hard to implement, as one of the reasons for this is the low frequency of the controller loops in the autopilot (APM [122]). The autopilot runs the altitude controller at 50Hz, which is half the frequency of the roll, pitch, and yaw controllers. This leads to a poorer response in the throttle control, but the APM is not capable of running all controllers at the full 100Hz frequency. If the APM were to be replaced with the PX4 flight controller [129] (which could run the same modified code), this would resolve the problem and increase the frequency of all the controllers. However, this still leaves the problem that altitude data is not updated frequently enough if the VICON system is not used, which prevents outdoor flights. Although there is an on-board barometric sensor, its data is not reliable. To aid in this implementation, a possible approach would be to incorporate sonar readings of height into the altitude controller. This would provide

\[\text{The large scale environment tested in this thesis is up to } 1.1\text{Km (Chapter 3)}\]
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high-frequency altitude readings as long as the hexacopter was within a certain distance to the ground. Beyond that, a downward facing laser scanner could be used to obtain readings.

From the point-of-view of application, further work in the direction of path following is also required. This could be done by updating the position controller so that the home position is now the desired position, which can be changed over time. The next logical development, especially if autonomous outdoor flight is desired, is to implement an obstacle avoidance algorithm. As the current controller is only capable of moving the hexacopter to a desired position, this will require a path planning algorithm to be developed and run on the Visual-Inertial SLAM generated map. However, this will not be completely safe unless the entire environment surrounding the hexacopter has first been mapped (for example, by running the Kinect-SLAM algorithm while controlling the hexacopter manually through R/C), as the hexacopter is capable of flight in directions that the Kinect sensor cannot observe. Therefore, either additional sensors will need to be installed or the hexacopter’s movement will need to be constrained to forward movement only. The next potential development would be to network multiple hexacopters together, enabling them to simultaneously contribute to a single map.
Appendix A

Sensor Specification
Figure A.1: Vision Sensor Used for Pose Estimation (Microsoft's Kinect)

Figure A.2: Schematic diagram of the developed IMU
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