
S ub-m esoscale  D y n am ics  

in  th e  S o u th e rn  O cean

Isabella Rosso

Research School of Earth Sciences, The Australian National University 

Australian Research Council Centre of Excellence in Climate System, Science

and

Commonwealth Scientific and Industrial Research Organisation 

Wealth from Oceans Flagship

April, 2015

This thesis is submitted for the degree of Doctor of Philosophy 

of The Australian National University



D e c la ra tio n

This thesis is an account of research undertaken between March 2011 and April 2015 at 
the Research School of Earth Sciences, The Australian National University, Canberra, 
Australia.

Except where acknowledged in the customary manner, the material presented in this 
thesis is, to the best of my knowledge, original and has not been submitted in whole or 
part for a degree in any university.



A b s tra c t

The Southern Ocean circulation is dominated by the Antarctic Circumpolar Current 
(ACC), a quasi-zonal current that encircles Antarctica. Typical features of the ACC 
are an energetic eddy field and jets that influence both the large scale flow and heat and 
carbon fluxes and, consequently, impact the climate system. Due to the strong zonal flow 
and weak stratification of the Southern Ocean, topography steers and influences the ACC. 
For example, Rossby waves or stationary meanders can be found in the lee of topographic 
features and the structure of jets and fronts can be modified by topography. ACC dy-
namics are very complex and understanding these dynamics is crucial, given the Southern 
Ocean role in the global climate system.

The Southern Ocean is an environment where, despite a large nutrient availability, the 
biological productivity is very low. This biological activity is limited by light irradiance 
and iron availability. However, there exist several locations in the Southern Ocean where, 
due to a natural iron fertilisation, phytoplankton blooms can be observed. One such 
location is the Kerguelen Plateau (KP) region in the south Indian Ocean.

Numerous physical mechanisms that drive iron into the euphotic zone of KP waters 
have been identified. However, in these studies sub-mesoscale dynamics, occurring at 
horizontal scales of several kilometers, have never been included and their contribution to 
the iron supply never estimated. These structures have been seen to dramatically trigger 
an ecosystem response in other parts of the ocean, suggesting that they might represent 
a significant contribution to Southern Ocean blooms.

This thesis is focused on the development and analysis of the first sub-mesoscale- 
resolving (1/80° resolution) ocean model of the KP area. Resolving sub-mesoscale struc-
tures results in an enhancement of vertical velocities and transport, compared to mesoscale- 
resolving simulations (1/20°).

Results show that sub-mesoscale fields, such as eddy kinetic energy or vertical ve-
locities, are spatially inhomogeneous. Evidence is presented that this inhorriogeneity is 
strongly related to the topographic features of this region. In particular, it is in part due 
to internal waves excited by the interaction of the large-scale flow with topography and 
largely due to an indirect generation by the topography: topography controls mesoscale 
flows, which in turn generate sub-mesoscale activity. The correlation between mesoscale 
eddy kinetic energy and strain rate fields with sub-mesoscale vertical velocities suggests a 
possible new route to parameterise sub-mesoscales in coarser resolution models.

The modelled velocity field is used to advect Lagrangian particles. The 1/80° resolution 
experiments are compared to the 1/20° case, finding that waters reach greater depths at 
the highest resolution. Built on these Lagrangian experiments is the development of an 
innovative technique for the study of iron supply, used to contrast the contribution of
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mesoscales and sub-mesoscales. This technique highlights the sensitivity of iron supply to 
the horizontal resolution, showing a clear enhancement of iron fluxes (by a factor of 2) at 
higher resolution. Thus, the vertical motion induced by the sub-mesoscales represents a 
new process to drive iron into the euphotic waters of the KP region.
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C h a p te r  1

In tro d u c tio n

1.1 T he Southern  O cean circu lation

The Southern Ocean includes the band of latitudes south of ~  30°S (Fig. 1.1). The 
westerly winds, blowing between 40°S-60°S, drive an equatorward Ekinan transport of 
surface waters, and the wind stress curl causes upwelling south of ~  50°S and downwelling 
north of the wind maximum (Fig. 1.2) (Marshall and Speer, 2012). Easterly winds, which 
blow close to Antarctica, drive an Ekinan transport toward the Antarctic continent and a 
consequent downwelling of waters (Talley et ah, 2011).

The circulation in the Southern Ocean is exceptionally complex and is considered cen-
tral in the role of the ocean in the global climate system. Specifically, its circulation 
is dominated by the predominantly eastward and deep-reaching Antarctic Circumpolar 
Current (ACC), the largest ocean current, whose volume transport reaches about 135 Sv 
(1 Sv= 106 m3 s_1) at the Drake Passage (the gap between south America and Antarctica) 
(Cunningham et ah, 2003). Driven by a combination of westerly winds and surface buoy-
ancy fluxes, the ACC is one of the strongest ocean currents on Earth, with speeds reaching 
up to ~1 m s-1 . Uninterrupted by any land masses, the ACC flows around Antarctica, 
acting as the principal conduit between the Pacific, Atlantic and Indian basins, and redis-
tributing heat and mixing water properties amongst the three oceans.

The ACC is not purely zonal and its dynamics depend upon a complex interplay 
between wind, eddy and buoyancy fluxes. In particular, the ACC is characterised by jets 
and fronts (shown in Fig. 1.1 and studied by e.g. Orsi et al., 1995; Sokolov and Rintoul, 
2009a) and by a rich field of mesoscale eddies. The narrow currents within the fronts are 
strong and predominantly eastward, while waters between the fronts are dominated by 
eddies. Talley et al. (2011) identified three major fronts as part of the ACC (Fig. 1.1): 
the Subtropical Front (considered as the northern limit of the ACC), the Polar Front and 
the Southern ACC Front (the ACC southern limit).

The complexity of the ACC is enhanced by its interaction with topography, which, 
due to the weak stratification of the Southern Ocean compared to lower latitudes and 
its equivalent barotropic nature (Ward and Hogg, 2011), can directly affect the surface 
flow. In particular, the circulation is steered by the topography, such that its structure is 
deeply constrained and modified: jets and fronts, for instance, can deviate from the zonal 
direction, in space (e.g. Sokolov and Rintoul, 2009b) and time (Chapman and Morrow,
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2014). Furthermore, downstream from topographic features quasi-stationary meanders 
(Naveira-Garabato et ah, 2009) or Rossby waves (e.g. Colton and Chase, 1983) can be 
generated by the interaction with the topography. Topography can excite hotspots of 
eddy kinetic energy (Thompson and Sallee, 2012), generate energetic internal tides (e.g. 
Park et ah, 2008a) and enhance vertical mixing (e.g. Nikurashin et ah, 2013).

Through the Meridional Overturning Circulation (MOC. Fig. 1.2), the Southern Ocean 
serves as connection between surface and deep waters. The MOC is comprised of two 
overturning cells: an upper cell, which is associated with northward Ekman transport 
of dense npwelled water (e.g. formed in the North Atlantic; Toggweiler and Samuels, 
1995), becoming fresher and warmer and eventually sinking again forming the Intermediate 
and Mode waters; and a lower cell in which npwelled water moves southward. In a few
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Figure 1.1: Orthographic projection of the southern hemisphere. In colour is the absolute velocity, 
showing the energetic eddy field of the ACC (data from global MOM 1/10° resolution). Visible 
in grey are the main continents and black contours are the first 3000 m (600 m step) of the south 
Indian ocean main topographic features: the Kerguelen Plateau (KP) and the south east Indian 
Ridge (SEIR). ACC fronts are the blue contours and their locations are from Orsi et al. (1995): the 
Subantarctic Front (SAF), the Polar Front (PF) and the Southern ACC Front (SACCF). Meridians 
and parallels are drown with a spacing of 20° (the first parallel is at 80°S).
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F igu re 1.2: Schematic representation of the Southern Ocean meridional circulation based on 
Marshall and Speer (2012). Wind directions are indicated by the circles, while cooling (warming) 
is shown by blue (red) arrows. Colours show density layers, while topography is in black. The 
circulation of the two cells is indicated by the black arrows.

localised regions around Antarctica, such as the Weddell Sea, the Ross Sea and the Mertz 
Polynya (e.g. Marshall and Speer, 2012; Talley, 2013), water density increases leading 
to the formation of the world’s densest water mass, the Antarctic Bottom Water, which 
eventually sinks to the abyssal ocean.

The role of the ACC in the mixing of waters between the different basins is just one 
expression of the central role of the Southern Ocean in the climate system. In fact, the 
MOC has profound implications for the storage and deep redistribution of heat, carbon, 
oxygen and other gases in the Southern Ocean, thereby impacting the climate system. In 
particular, the sinking of waters drive these tracers (absorbed from the atmosphere) into 
the ocean interior, while at the outcrop of waters they are released into the atmosphere. 
Viewed from this perspective the connection provided by the Southern Ocean between 
the different basins controls the transport and distribution of such properties. Given the 
substantial impact of the Southern Ocean in exporting anthropogenic carbon (over 40% 
of the global export has been due to the Southern Ocean in 2008; Khatiwala et al., 2009), 
it is fundamental to understanding the dynamics governing the carbon cycle in this part 
of the globe.

1.2 B io log ica l a c tiv i ty  in  th e  S o u th e rn  O cean

The carbon cycle in the ocean is the product of several processes, such as solubility and 
biological pumps (which act to remove carbon dioxide from the atmosphere), as well as 
physical mechanisms. In order to better understand the Southern Ocean's primary role 
in influencing the carbon cycle, precise quantification of the processes that control carbon
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the ocean floor, phytoplankton, zooplankton and aggregates.

uptake in this region is critical for understanding and predicting our future climate.

Physical mechanisms acting between the surface and the deep ocean are responsible 
for the transfer of carbon between the atmosphere and the ocean, in what is called the 
solubility pump (e.g. Carlson et al., 2001). The solubility of carbon dioxide in the sea 
water increases at higher latitudes, due to the cold temperatures of the ocean surface, 
consequently generating a flux of carbon into the ocean. For example, at the locations 
of AABW formation, carbon dioxide is absorbed through the surface and then pumped 
down to the depths by the downwelling circulation, becoming part of the global ocean 
circulation which will store the carbon for hundreds of years. Eventually, the carbon will 
be transported to lower latitudes and, upwelled to the ocean surface, it will flux back to 
the atmosphere.

The biological pump is a complex system of mechanisms (e.g. Ducklow et al., 2001), 
that in its very simple form can be understood in three separate phases (Fig. 1.3). The 
first stage of the biological pump is the production of fixed carbon due to phytoplankton 
in the euphotic layer, or the amount of new organic m atter produced by the photosynthe-
sis. In the photosynthetic process, phytoplankton absorb carbon dioxide and nutrients to 
produce organic compounds. The amount of production depends on the particular species 
of phytoplankton and the availability of light and nutrients. Zooplankton, which migrate 
in the water column on a diurnal cycle, graze on the phytplankton. Zooplankton excre-
tion or dead phytoplankton and zooplankton form aggregates: part of these aggregates is 
consumed by bacteria and part is mixed or sink to the ocean floor, transporting carbon to 
the depths (second stage). In the final phase, aggregates are decomposed by bacteria, and 
carbon and other nutrients are remineralised. The ocean depth is thereby rich in nutrients
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F igu re 1.4: Ocean colour image of a South Atlantic summer bloom, which forms an 8-shape 
(ESA Envisat image). The different blues and greens are due to different types and quantities of 
phytoplankton, while white represents clouds. The image has been captured from satellite with a 
resolution of 300 m.

and physical mechanisms are necessary to make them available again to phytoplankton in 
the euphotic layer.

The Southern Ocean is a “high nutrient, low chlorophyll" environment, meaning that, 
despite the large availability of nutrients (e.g. nitrate), the productivity is very low. The 
summer phytoplankton growth in the Southern Ocean is mainly limited by the availability 
of iron (e.g. Martin, 1990; Boyd et ah, 2000; Coale et al., 2004; de Baar et ah, 2005). 
However, it is known that in the Southern Ocean there exist areas of large phytoplankton 
activity, such as in the Weddell and Scotia Seas (e.g de Baar et ah, 1990) or in correlation to 
large topographic features, such as around the Crozet Islands (e.g. Planquette et ah, 2007) 
or the Kerguelen Plateau (e.g. Chever et ah, 2010; Bowie et ah, 2014). Understanding the 
potential iron sources, for the surface waters in these biological hotspot, is of fundamental 
importance.

From satellite observations, it is possible to estimate the distribution of chlorophyll a 
(the key light-absorbing pigment contained in phytoplankton), phytoplankton or nutrients, 
revealing particular features associated with eddies and filamentary structures at scales far 
smaller than mesoscale eddies, known as sub-mesoscales. Figure 1.4 shows an example of 
a phytoplankton bloom in the South Atlantic, where structures at different scales can be 
noticed. Mesoscale eddies are important for nutrient fluxes into the sunlit layers, from the 
nutrient rich deep waters in the open ocean, thereby stimulating phytoplankton blooms
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Figure 1.5: Surface vorticity C(x iV) from a 1/80° model of the Kerguelen Plateau. Note that at 
these latitudes /  ~ 10-4 s-1. Grey contours indicate the topography for the first 3000 m, with a 
step of 600 m.

(e.g. McGillicuddy Jr and Robinson, 1997; McGillicuddy et al., 2007). On the other hand, 
numerical simulations have recently highlighted the tremendous impact that sub-mesoscale 
flows can have over the productivity in the ocean (e.g. Levy et al., 2001; Martin et al., 
2002).

How these structures alter the biological activity in different parts of the ocean is 
still unclear, certainly their importance in Southern Ocean’s waters is unknown. At the 
present time there are no existing studies of the role of sub-mesoscales on Southern Oceans 
dynamics and the impacts that these small-scale flows can have on phytoplankton blooms 
at these latitudes.

1.3 S u b -m eso sca le  d y n a m ic s

High-resolution numerical models and satellite observations revealed an intricate and ubiq-
uitous web of sub-mesoscale density fronts, which are characterised by horizontal scales 
of the order of 10 km, a vertical extension of few hundred meters and a lifetime of the 
order of several days. Their dynamics differs from that of the mesoseale as their Rossby 
number (R0 =  |£z/ / | ,  where £2 — vx —uy is the vertical vorticity, /  the planetary vorticity, 
u and v the zonal and meridional velocities, respectively, and the subscripts indicate the 
derivative) and Richardson number (Rj =  ./V2/|<92iqJ2, where Uh is the horizontal velocity 
and N 2 = dzb the square of the buoyancy frequency b = —gp/p^, with density p, reference 
density po and acceleration due to gravity g) are order of 1. The magnitude of the Rossby 
number indicates that Qz is of order of /  (Fig. 1.5).
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Due to the fine scale of these structures, their processes are difficult to observe and 
often require pararneterisation in large-scale numerical models (Fox-Kemper et ah, 2008). 
However, in smaller domains their dynamics can be investigated (e.g. McWilliams et ah, 
2001; Levy et ah, 2001: Mahadevan and Tandon, 2006; Capet et ah, 2008a; Molemaker 
et ah, 2005). Sub-mesoscale dynamics are linked to ErteLs potential vorticity ( # = ( /  + 
Cz)N2 + Uh ■ V/)6, where Uh = (wy — vz, uz — wx) is the horizontal vorticity and w is the 
vertical velocity), where processes at these scales tend to lower the magnitude of q (e.g. 
Thomas et ah, 2008; Capet et ah, 2008a). Their dynamics can be considered hydrostatic, 
as numerical simulations of Haine and Williams (2002) and Mahadevan (2006) showed, and 
they offer a route to dissipation via loss of balance of geostrophic flows (e.g. McWilliams 
et ah, 2001; Molemaker et ah, 2005). Several authors have highlighted the influence that 
sub-mesoscales have on the mixed-layer stratification (Lapeyre et ah, 2006; Boccaletti 
et ah, 2007; Fox-Kemper et ah, 2008; Thomas and Ferrari, 2008; Mahadevan et ah, 2010) 
and on large-scale flows (Levy et ah, 2010).

Different mechanisms can give rise to such small-scale features in the presence of sharp 
horizontal gradients, which include frontogenesis and frontal instabilities (e.g. Hoskins 
and Bretherton, 1972: Boccaletti et ah, 2007; Mahadevan and Tandon, 2006; Capet et ah, 
2008a; Thomas and Ferrari, 2008; Thomas et ah, 2008). Frontogenesis arises in regions 
of front intensification, due to the stirring of large-scale or mesoscale flows acting on 
geostrophically balanced density fronts. Regions of large strain are associated with large 
values of Qz and R0. Consequently, large generates a loss of geostrophic balance, giving 
rise to an ageostrophic overturning motion (or ageostrophic secondary circulation ASC), 
with the effect of restoring the geostrophic balance (Fig. 1.6). The ASC generates large 
vertical velocities at the edges of density fronts (up to one order of magnitude larger than 
mesoscale vertical velocities), upwelling waters on the light side and downwelling on the 
dense side (e.g. Capet et ah, 2008a). The development of sub-mesoscales and the con-
sequent large w at ocean fronts can also be due to spontaneous ageostrophic baroclinic 
instabilities (or mixed layer instabilities as Molemaker et ah, 2005, defined them), which 
draw their energy from the available potential energy stored in the horizontal density gra-
dients (Fox-Kemper et ah, 2008). Forced instabilities, such as those due to the destabilising 
action of down-front winds or heat and salt fluxes, can also lead to the intensification of 
ocean fronts, the generation of large vertical velocity and strong ASC.

Numerical studies have not only revealed that sub-mesoscales control vertical veloc-
ities, but that they also play a significant role in the vertical transport of tracers (e.g. 
Levy et ah, 2001, 2012). The enhancement of vertical transport can influence the carbon 
cycle by intensifying nutrient supply to the surface euphotic layers and consequently stim-
ulating phytoplankton production (e.g. Levy et ah, 2001; Klein and Lapeyre, 2009). Levy 
et ah (2001) found that sub-mesoscales can provide nutrients in a more efficient way than 
mesoscales, leading to an increment of the primary production by a factor of 2, compared 
to large-scale-induced production.

High-resolution numerical models have usually investigated sub-mesoscale dynamics
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Figure 1.6: Sub-mesoscale processes (adapted from Taylor and Ferrari (2011)).

employing flat-bottom topography (e.g. Levy et al., 2001; Capet et al., 2008a; Mahadevan, 
2006; Mahadevan and Tandon, 2006; Levy et al., 2012); however, topography may influence 
the upper-ocean sub-mesoscale dynamics particularly in the Southern Ocean, as regions 
of high productivity are found associated with large subsurface topography.

This thesis is focused on the role that sub-mesoscales have on the transport of nutrients, 
and in particular in the investigation of sub-mesoscale processes as a possible route for 
the supply of iron to the surface. As a case study, the focus is on the iron-limited region 
of the Kerguelen Plateau (Fig. 1.1).

1.4 T he K ergu elen  P la tea u

The Kerguelen Plateau (KP) is a prominent topographic feature in the south Indian Ocean 
basin (Fig. 1.1). Its large and shallow topography constitutes a physical barrier to the 
ACC and drives a complex local circulation (Fig. 1.7). KP constrains the ACC and the 
location of its major fronts. Most of the ACC transport is pushed to flow north of the 
plateau (89 94 Sv; Park et al. (2009)), while a large fraction (43 Sv) passes through 
the Fawn Trough, a sill located at ~  56°S which divides the plateau into Northern and 
Southern Kerguelen plateaus. Over the Northern plateau (KP, between Kerguelen and 
Heard Islands), the remaining fraction of the ACC flows. Finally, a strong and deep 
western boundary current circulates northward, along the eastern flank of the plateau 
(Park et al., 2008b, 2009). KP sets also the position of the Circumpolar fronts: Park et al. 
(2009) located the Subantarctic Front north of the plateau, the Polar Front south of the 
Kerguelen Island and the Southern ACC Front through the Fawn Trough (Fig. 1.7).

A summertime phytoplankton bloom is triggered in the northern KP region by natural 
iron fertilisation (Fig. 1.8). Numerous studies have highlighted the intrinsic relation be-
tween physical processes and biological responses and have identified physical mechanisms 
as main drivers for iron into the upper ocean waters of KP. Different sources have been 
identified, such as atmospheric dust deposition (e.g. Bucciarelli et al., 2001; Cliever et al.,
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Figure 1.7: Schematic of the circulation in the Kerguelen Plateau region from a 1/20° resolution 
model, adapted from Park et al. (2009). The topography for the first 3000 m is shaded in grey. 
Blue contours are temporal averages of the sea surface height (indicative contours with value, from 
the bottom: -0.8 m, -0.4 m and 0.5 m), while land contours are in white. Red arrow's show the 
major pathways around the plateau, where the values of their relative cumulative transports are 
from Park et al. (2009).

2010), sediment input from the shelf of the plateau and the islands (e.g. Bown et al., 2012) 
or deep iron-rich waters above the plateau (e.g. Blain et al., 2008). Physical mechanisms 
that can control the iron delivery from the shelf and deep waters are well documented (e.g. 
Mongin et al., 2008; Park et al., 2008a,b; Maraldi et al., 2009; Mongin et al., 2009; van 
Beek et al., 2008; d'Ovidio et al., 2013; Gille et al., 2014) and include turbulent mixing 
due to tides and internal waves (Park et al., 2008a), eddy stirring (Abraham et al., 2000; 
d'Ovidio et al., 2013), lateral advection (van Beek et al., 2008; Mongin et al., 2009) and 
mixing (Maraldi et al., 2009), and wind-induced upwelling (Gille et al., 2014).

The impact that sub-mesoscale dynamics might have on the supply of iron to surface 
KP waters has never been taken into account. Observations of sub-mesoscale phenomena 
are difficult, due to both their temporal and spatial scales; and sub-mesoscale-resolving 
numerical models are computationally very expensive. However, due to the already as-
sessed ecosystem response to sub-mesoscale processes over other parts of the ocean, it is 
natural to interrogate what their footprint would be in this area of the Southern Ocean.

9



90 100
longitude [° E]

no 120

m  o.8 

™  0.6

- 0.4

- 0.2 

- 0.0 

- - 0.2

y  -0 .4

I  -0 .6

■ - 1-« 
[log(mg/m  )]

Figure 1.8: Monthly climatology (December 2002-2012) of chlorophyll a concentration in the 
south Indian basin (data from Aqua MODIS 9km). Black lines are topographic contours of the 
first 3000 m, with a step of 600 m. The main topographic features visible are the Kerguelen 
Plateau, the south east Indian Ridge and Antarctica, at the bottom, where land is in white.

1.5 R esearch  orien ta tion

This thesis aims to investigate the sub-mesoscale dynamics in the Kerguelen Plateau region 
and how the topography might influence them, through the development and analysis of 
the first sub-mesoscale-resolving numerical model of the ocean circulation in this area. 
The focus of this research is the contribution of sub-mesoscales to the vertical transport 
and the quantification of the impact that these dynamics can have over KP productivity.

First, Chapter 2 (Rosso et ah, 2014) investigates the sensitivity of vertical velocities 
to the horizontal resolution, by comparing a mesoscale- (1/20° resolution) with a sub- 
mesoscale-resolving model (1/80°) of the Kerguelen Plateau region. In addition, a La- 
grangian particle-tracking tool is used to quantify the vertical transport due to mesoscale 
and sub-mesoscale dynamics.

In Chapter 3 (Rosso et al., 2015) the topographic influence on the sub-mesoscale field 
that develops in the Kerguelen Plateau region and further downstream is examined. Dif-
ferent causes for the upper ocean inhomogeneity in the sub-mesoscale fields are considered 
and their features analysed.

A new methodology for the investigation and the understanding of iron supply in 
relation to physical structures is the focus of Chapter 4 (Rosso et al., Submitted 2015). 
The phytoplankton productivity is here inferred from an iron/carbon ratio and results 
from the mesoscale-resolving-model are contrasted to the 1/80° resolution model.

Finally, the conclusions of the thesis are given in Chapter 5. Here, possible future 
developments are also presented.
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C hapter 2

V ertical tra n s p o r t in th e  ocean 
due to  sub-m esoscale s tru c tu res : 
Im pacts  in th e  K erguelen  region

A b stract

The summertime phytoplankton bloom near the Kerguelen Plateau is in 
marked contrast to the low-chlorophyll conditions typical of the Southern 
Ocean and is thought to arise from natural iron fertilisation. The mechanisms 
of iron supply to the euphotic zone in this region are poorly understood, and 
numerical studies of iron transport have until now omitted fine-scale (sub- 
mesoscale) dynamics which have been shown to significantly increase vertical 
transport in other parts of the ocean.

We present the first sub-mesoscale-resolving study of the flow and ver-
tical transport in this region. The modelled transport and flow structure 
agree well with observations. We find that an increase in horizontal resolution 
from rnesoscale-resolving (1/20°) to 1/80° resolves sub-mesoscale filamentary 
frontal structures in which vertical velocities are dramatically higher and are 
consistent with available observations. Lagrangian tracking shows that water 
is advected to the surface from much greater depth in the sub-mesoscale- 
resolving experiment, and that vertical exchange is far more rapid and fre-
quent. This study of sub-mesoscale vertical velocities sets the foundation for 
subsequent investigation of iron transport in this environment.

2.1 In trod u ction

The Southern Ocean is a prominent example of a high-nutrient low-chlorophyll (HNLC) 
environment, with summer phytoplankton productivity mainly limited by the availability 
of iron (Boyd et ah, 2000). Phytoplankton blooms are an important component of the 
earth system, primarily via contributions to the oceanic carbon cycle. In the Southern 
Ocean, anthropogenic carbon uptake is very high (e.g. Sabine et ah, 2004; Khatiwala et ah, 
2009), yet a complete understanding of the mechanisms controlling air-sea CO2 fluxes in
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Figure 2.1: Monthly climatology (December 2002-2012) of chlorophyll a concentration in the 
south Indian basin (data are taken from Aqua MODIS 9 km and expressed as base 10 logarithms). 
Also shown are land surface (white), bathymetric contours with a contour interval of 600 m and 
the initial location of particles for the Lagrangian experiments (see section 2.2.3). The bathymetry 
data are taken from the 1-min SRTM bathymetry.

this environment, and their sensitivity to potential changes in biological productivity, 
is lacking. Despite the HNLC conditions of the Southern Ocean, elevated chlorophyll 
concentrations occur in several locations of the Southern Ocean, including the seasonal 
blooms originating on and downstream of the Kerguelen Plateau (Fig. 2.1). The Kerguelen 
Plateau (KP) is a significant feature in the south Indian Ocean basin, with a topography 
tha t drives a complex local circulation (Park et ah, 2008b). In this region, the Antarctic 
Circumpolar Current (ACC) is constrained by the shallow bathymetry of the plateau and 
divided into different streams: strong currents occur north of the Kerguelen Islands and 
through the Fawn Trough (located at 56°S), with a weak flow over the shallow plateau 
between Kerguelen and Heard Islands.

In particular, while the importance of the Kerguelen bloom has been well documented 
(Abraham et al., 2000; Blain et al., 2007; Mongin et ah, 2008; Park et ah, 2008a,b; Maraldi 
et ah, 2009; Mongin et ah, 2009), the mechanisms that drive vertical iron fluxes to the 
euphotic zone, and consequently trigger the bloom, are unclear. Possible mechanisms 
include lateral (e.g. Mongin et ah, 2009; Maraldi et ah, 2009; Park et ah, 2008b) and 
vertical processes (e.g. Park et ah, 2008a; van Beek et ah, 2008). These studies have 
highlighted the intrinsic relation between physical processes and biological responses. Yet, 
an exhaustive analysis of transport mechanisms in this area is lacking. In particular, 
a numerical model able to fully represent the dynamics in this area has not yet been 
developed.

The present study investigates the transport of tracers by small-scale processes, which 
may control local circulation and be im portant for the iron supply to the KP region. We 
build on a series of recent studies which have found that sub-mesoscale structures of scale
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0(10 km) may generate a strong vertical transport, upwelling nutrient rich waters from the 
base of the mixed layer and downwelling depleted waters from the surface (Martin et ah, 
2002; Mahadevan, 2006; Capet et ah, 2008a; Klein and Lapeyre, 2009; Levy et ah, 2001, 
2012). The sub-mesoscales arise from the interaction between larger scale structures and 
are mainly related to frontogenetic processes (Capet et ah, 2008b; Ferrari and Wunsch, 
2009). High values of simulated surface pCC>2 , vertical velocity and vorticity are found 
close to sub-mesoscale fronts (e.g. Resplandy et ah, 2009; Levy et ah, 2001), which act as 
preferential paths for the exchange of gases between the atmosphere and ocean interior. 
Frontal instabilities can explain this enhancement by driving an ageostrophic secondary 
circulation (ASC) occurring in the cross-front plane, upwelling of waters on the light side 
of the front and downwelling on the dense side (e.g. Capet et ah, 2008b).

The aim of this paper is to demonstrate the impact that changing the horizontal 
resolution has on the vertical motion in numerical simulations of the KP region. We 
will compare and contrast a pair of regional numerical experiments, run at two different 
horizontal resolutions (1/20° and 1/80°) to investigate the relative importance of mesoscale 
and sub-mesoscale processes to the vertical circulation. A Lagrangian tracking tool is used 
to quantify the transport due to these fields. We highlight that the use of high horizontal 
resolution and realistic topography in our model is a significant advance on the series of 
numerical models previously used to investigate the dynamics of the area. In particular, 
this is the first comparative study of differences between mesoscales and sub-mesoscales 
under Southern Ocean conditions. Finally, motivated by the necessity of studying ocean 
processes in a high productivity area such as the Kerguelen Plateau, this work lays the 
foundation for a future study into iron transport.

The paper is organised as follows: section 2.2 is divided into three parts, where sections 
2.2.1 and 2.2.2 describe the ocean numerical models used to simulate the circulation and 
section 2.2.3 the Lagrangian particle tool used to study the transport of particles. The 
validation of the model through a comparison of the mean circulation with observations 
is given in section 2.3. Section 2.4 shows the results of the different experiments, while 
section 2.5 gives a discussion of the results.

2.2 M e th o d

The circulation in the area of KP is simulated using the primitive equation model MIT- 
gcrn (Marshall et ah, 1997). We use realistic bathymetry from the 1 minute resolution 
Shuttle Radar Topographic Mission dataset (SRTM, Smith and Sandwell, 1997) and we 
set the maximum depth at 5000 m (Fig. 2.2). To capture the dynamics at the surface 
while resolving the topographic features, we use 150 vertical levels with a variable vertical 
resolution (10 rri thickness at the surface, increasing to 50 m at roughly 2000 m depth) via 
the profile Az = 30 m — 20tanh[(1000 T z)7r/1500]m. The vertical grid has z-coordinates 
and uses partially filled cells for the bathymetry (Adcroft et ah, 1997), to reduce the ver-
tical velocities arising close to the topography (which were found to otherwise dominate
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the deep velocity field when using a step topography). The model uses the non-linear free 
surface algorithm (Adcroft and Carnpin, 2004), with a free-slip condition at the northern 
and southern boundaries (zero-stress at the boundaries) and bottom drag with a typi-
cal quadratic drag coefficient of 0.0025. Furthermore, the model uses the Jackett and 
McDougall (1995) equation of state for seawater. We have implemented different experi-
ments using two horizontal resolutions: one with 1/20° resolution, denoted KERG20 for 
the reminder of this paper, and one with 1/80° resolution (KERG80). In section 2.2.1 we 
present the configuration for KERG20 and in section 2.2.2 the KERG80 implementation. 
An outline of the physical parameters used for the two models is given in Table 2.1.

The data, in the form of instantaneous fields, are stored daily and the analysis is 
performed over 200 days for both resolutions. The analysis is performed over an inner 
area of the domain (69°E-82°E, 43°S-53°S) to avoid unrealistic boundary effects arising 
in KERG80. Analyses include standard surface flow metrics and the statistics of interior 
vertical velocity. However, the primary mode of analysis is a Lagrangian tracking system 
which is described in section 2.2.3.

2.2.1 M IT gcm  configuration for 1/20° resolution

The domain of the KERG20 simulation is 57°E-129°E, 70°S-35°S. With a horizontal resolu-
tion of 1/20° the zonal grid spacing ranges between approximately 4.5 km on the northern 
boundary and 1.9 km to the south, while along the meridional direction the resolution is 
approximately 5.6 km. At this resolution, the number of points per Rossby radius, in the 
longitudinal direction, ranges between 12 (northern boundary) and 2, while a range be-
tween 5 and 1 has been estimated in the latitudinal direction (Rossby radius derived from 
Chelton et ah, 1998). The 1/20° resolution is therefore considered to be eddy-resolving 
over most of the domain, including the sub-domain of analysis, with effective resolution 
degrading close to Antarctica.

Southern Ocean State Estimate (SOSE) annual-averaged climatological fields for the 
year 2005 (Mazloff et ah, 2010) are used to estimate surface fluxes of momentum, heat 
and freshwater. The circulation is forced at each timestep by a temporally constant wind 
stress (vectors in Fig. 2.2), with values taken from SOSE, relaxing to zero at the northern 
boundary in a layer of 1° width (to prevent the development of strong counter-currents 
along the northern boundary). At the surface, temporally constant fresh-water fluxes are 
applied at each timestep and the climatological SST is used to restore the surface with a 
timescale of 15 days (Fig. 2.3). There is no seasonal cycle in the model forcing.

The northern boundary is linearly relaxed to SOSE temperature and salinity clima-
tology over a 1° wide sponge layer, with a restoring timescale of 8 days (Fig. 2.4), while 
bottom topography of the Antarctic continental slope closes the domain on the south-
ern boundary. The domain is zonally periodic; topography, restoring and forcing fields 
have been smoothed in a band of approximately 4° wide near the western and eastern 
boundaries and made periodic.
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Figure 2.2: SOSE wind stress field overlying the 1-min SRTM zonally periodic bathymetry. The 
white contours represent the coastlines and the white box defines the domain of the 1/80° model.

2 .2 .2  M IT g cm  c o n fig u ra tio n  for 1/80° re so lu tio n

The domain for the KERG80 case is a 15° x 12° sub-domain of KERG20, 68°E-83°E, 42°S- 
54°S as represented by the white box in Fig. 2.2. The resolution in this case gives a zonal 
grid spacing between 0.8-1.0 km and a constant meridional grid size of 1.4 km. In this case, 
we estimate a range of approximately 11 to 23 points (longitudinal direction) and of 6 to 
17 (latitudinal) points per R.ossby radius. The model is nested in KERG20 using one-way 
open boundary conditions for zonal and meridional velocities, temperature, salinity and sea 
surface height prescribed by KERG20 daily snapshots. Surface conditions of temperature, 
salinity, horizontal velocity and see surface height are also restored to KERG20 daily fields. 
For the KERG80 bathymetry, the interior points have been interpolated directly from the 
1-min SRTM bathymetry and the boundary points from KERG20 for consistency. To 
reduce reflections from the open boundaries we use relaxation boundary conditions for 
temperature and salinity, with a relaxation time scale of 2 hours and a 20 point linear 
sponge.

2.2 .3  C o n n e c tiv ity  M o d e llin g  S y stem

The Connectivity Modelling System is used as an offline tool to study the sensitivity of 
transport to the horizontal resolution (CMS, Paris et ah, 2013). Lagrangian particle-
tracking models are techniques used to study the circulation of the ocean and the asso-
ciated response of ecosystems (e.g. van Sebille et al., 2009). In this paper we will use 
the Lagrangian trajectories to focus on the physical properties of the model, highlighting 
the differences that the KERG20 and KERG80 cases have on the horizontal and vertical 
transport.

15



la
tit

ud
e 

[°
S]

 
la

tit
ud

e 
[°

S]

60 70 80 90 100 110 120
longitude [° E] l °C]

(a)

Fresh water fluxes

60 70 80 90 100 110 120
longitude [° E]

8

I 3
-  2 
-  1 
-  0 
j - 1
1 - 2  

I  - 3  
I  - 4

[m/sf

(b)

Figure 2.3: SOSE climatology surface field from 2005: (a) sea surface temperature and (b) 
fresh water fluxes (negative values represent fluxes into the ocean). The grey contour lines show 
topographic depths, with a contour interval of 600 m. The white colour represents land.
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F ig u r e  2.4: Northern boundary restoring salinity (in colour) and temperature (black lines, units 
are °C) fields for KERG20.

We performed several simulations, driving the CMS with daily snapshot fields of zonal, 
meridional and vertical velocities. The advection of the particles is performed with a 60 
second timestep, for a maximum integration time of 100 days (or until the particle exits 
the region of interest). It should be noted that the Lagrangian tracking takes into account 
purely resolved advective, but not diffusive, contributions to transport (including within 
the surface mixed layer).

An advantage of the Lagrangian analysis is that one can track particles either forward 
or backward in time. We use both of these in our analysis. We track the particles backward 
in time to study the water sources for particles arriving at the surface in the region of 
the eastern KP bloom. We integrate particles forward in time to investigate the different 
patterns of flow from waters upstream of KP, and their sensitivity to initial location and 
horizontal resolution. The location of the particle placement for the two different analyses 
is shown in Fig. 2.1. For the backward case 800 particles are placed along a line at 76°E, 
between 48°S and 52°S and at a depth of 5 m (red markers in Fig. 2.1). Other experiments 
have been run forward in time, with particles initialised in two different locations: one 
case north of the plateau and one south. In the first experiment we released particles 
along a transect at 70°E between 44°S and 49°S (black markers in Fig. 2.1), in order 
to track the contribution of the strong stream of the ACC north of KP. For the second 
case the particles were released south of KP (at 70°E between 50.5°S and 53°S, green 
markers in Fig. 2.1) to investigate the possible sources of waters for the bloom occurring
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Description KERG20 KERG80
Horizontal resolution 1/20° 1/80°
Horizontal gridpoints (1440 x 700) (1200 x 960)
Vertical levels 150 150
Coordinates spherical spherical
Momentum and tracers 120 s 60 s
timestep
Tracers advection scheme 7th order one-step non-linear 3r<1 order with

monotonicity-preserving Flux Limiter

Vertical mixing of tracers
(Dam and Tenaud, 2004) 
K-profile parameterisation K-profile parameterisation

and momentum (KPP, Large et al., 1994) (KPP, Large et al., 1994)
Background vertical viscos- 5.66 x 10~4 m2s-1 5.66 x 10-4 m2s_1
ity
Background vertical diffusiv- 1 x 10-5 m2s 1 1 x 10-5 m2s_1
ity
Harmonic Leith horizontal 1.2 1.2
viscosity coefficient 
Biharmonic Leith horizontal 1.5 1.5
viscosity coefficient 
Horizontal salinity and tern- 1 x 108 m4s-1 1 x 108 m4s_1
perature biharmonic diffu- 
sivity
Spin-up time 40 years 1 year

Table 2.1: Parameters used in the model.

over the plateau. In each case, the particles were placed with a spatial step of 0.005° and 
released simultaneously. We obtained similar patterns using a subset of particles initially 
spaced 0.5° apart, and in numerous additional Lagrangian experiments (data not shown) 
confirming the robustness of our results.

We tested the robustness of the daily sampling by temporally sampling the case with 
initial depth at 200 m, using the model output with a frequency ranging between three 
hours and two days (not shown). We found that, while the individual paths of the par-
ticles were not identical (due to the chaotic nature of the ocean circulation), the vertical 
displacements presented a strong correlation between the different cases.

2.3 M o d e l e v a lu a tio n

The mean circulation (Fig. 2.5) captures the main features of the Indian sector in the 
Southern Ocean (e.g. Park et al., 2008b). Constrained by the KP bathymetry, two main 
branches of the ACC are resolved, one flowing north of the KP (evident at both resolu-
tions) and one in the Fawn Trough, which in the KERG80 case is near the edge of the 
domain (Fig. 2.5 b). These flows are very strong and reach mean magnitudes of 1 m 
s-1 , values which are comparable with the near-surface velocities derived from drifters by 
Park et al. (2008b). In the KERG80 case we also found a persistent meander centred
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Figure 2.5: Temporal mean of sea surface temperature (in colour) for (a) KERG20 and (b) 
KERG80. White contours represent contours of temporal mean of SSH, the black line shows the 
3°C contour and the grey lines show the bathymetry levels for the first 3000 m, with a step of 
600 m. The black arrows represent the surface mean flow.
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at 73°E and 46°S, a feature that has been investigated by the Southern Ocean FINE 
structure project (SOFINE, Naveira-Garabato et ah, 2009) and which will be analysed in 
section 2.4.2. Furthermore, the Fawn Trough current presents a local circulation which is 
also comparable to observations. In particular, the flow shifts northward at about 78°E, 
following the bathymetry of the channel, and is then deflected eastward (at 80°E), merg-
ing with the northern ACC branch. Finally, a weak cyclonic circulation develops on the 
plateau, with magnitudes smaller than 0.1 m s-1 .

A good indicator of the properties of water masses is represented by oceanic fronts, 
defined in relation to temperature and salinity fields (Sokolov and Rintoul, 2009a). From 
the temporal mean of the sea surface height (SSH), some main frontal branches can be 
identified: the black line in Fig. 2.5 represents the 3°C isoline and in white we show 
indicative contours of SSH. The SSH contours are not evenly spaced, but they have 
been chosen because of the resemblance to observed ACC fronts: they align with frontal 
patterns given by the temporal mean of | V//SSH|. Although a detailed analysis of position 
and properties of the ACC fronts in our simulation is beyond the scope of this paper and 
a precise identification of fronts, comparable to realistic structures found by Sokolov and 
Rintoul (2009a), is not possible here, we can still identify typical frontal patterns, such as 
the Subtropical (in the KERG20 case, the northernmost white line) and the Polar front 
(the closest front to the Kerguelen Island).

A quantitative assessment of the model was conducted by computing the cumulative 
ACC transport across a path as shown by the colored line in Fig. 2.6. For the choice of the 
integration path, we took into account the different contributions to the eastward trans-
port from the Kerguelen Plateau. This diagnostic is in good agreement with transports 
evaluated by Park et al. (2009), especially in the area north of the Kerguelen Island and 
in the Fawn Trough, red and blue branches in the figure, respectively. On the Plateau, 
between the Kerguelen and Heard Islands (green line) and between Heard Island and the 
Fawn Trough (magenta line), we found a total transport of 2 Sv (1 Sv =  106 m3 s-1 ), 
which is 6 Sv less than in Park et al. (2009). Given the large range of modeled and ob-
served transports across the subsections (1 to 120 Sv), we feel that this discrepancy is 
minor.

The surface 9-month average of the eddy kinetic energy (EKE) from a regional high- 
resolution altimetry product of the Kerguelen Plateau (RegionalKerguelen experimental 
product from AVISO) was compared with the model 200-day temporal mean, shown in 
Fig. 2.7 a. The three datasets show that the EKE is much larger in the area east of 
the plateau, away from the topography, and weaker over the plateau. Compared with 
the AVISO dataset, the magnitude of EKE in the region east of the Kerguelen Plateau 
is approximately a factor of 2 larger in KERG20; this discrepancy is largely eliminated 
when spatial filtering on scales similar to that used in satellite data processing is applied. 
The difference between observed and modelled EKE increases to be a factor of 4 larger in 
KERG80, which is most likely due to the additional fine scale variability at high resolution. 
We also calculated total kinetic energy spectra in the KERG80 region, at different depths,
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by averaging zonally and in time (200-day mean). In Fig. 2.8 we show the spectra at 5 m 
depth. The energetic small-scales exhibit a typical slope oc k~2. comparable with previous 
findings (e.g. Capet et ah, 2008a,c; Klein et ah, 2008).

We conclude that, despite the idealised nature of our simulations, the dynamics of the 
Kerguelen area are well captured. In the following sections, we will present our results 
and discuss how the two resolutions impact the ocean circulation.

2.4 R esu lts

We examine the differences in the circulation between the two experiments and the impacts 
that the small-scale features in the KERG80 case have on the vertical velocity (section 
2.4.1) and transport of Lagrangian particles (section 2.4.2). In the following, horizontal 
spatial averages are denoted by < • > and 200-day temporal averages by an overbar (T). 
A video of the surface temperature, velocity and relative vorticity at the two resolutions 
can be found in the supplementary material.

2.4.1 Frontal structures

We begin our analysis by comparing the surface velocity and vorticity fields from both 
resolutions. Figure 2.9 shows the emergence of transient localised fronts and fine-scale 
structures when increasing the resolution. The patterns that emerge in the KERG80 
vorticity field are characteristic of features captured by resolutions of 0(1 km) (Gapet 
et ah, 2008a). These structures have high values of vertical relative vorticity, (z = vx — uy, 
localised in stretched filaments and at the edges of the mesoscale eddies (not shown).

Transport (Sv)
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Figure 2.6: Cumulative transport for the KERG20 experiment, following the path drawn on the 
picture. Numbers are transports in Sv and the dotted bars report transports from Park et al. 
(2009).
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Figure 2.7: (a) 9-month average (05/2011 to 02/2012) of the eddy kinetic energy (resolution of 
1/8°), computed from a regional high-resolution altimetry product around the Kerguelen Plateau 
(data from AVISO); the white box indicates the area in panels (b) and (c). The 200-day average 
of surface eddy kinetic energy for (b) KERG20 and (c) KERG80 (the colormap is saturated and 
peak values are 0.4 m2 s~2). Contours are bathymetry levels with 600 m steps.

There, £2 is comparable with the Coriolis frequency / ,  as measured by the Rossby number 
Ro =  |Cz//|- A common feature observed at both resolutions is the absence of strong 
patterns over the plateau. Here, a weaker velocity field is present (Fig. 2.9 a, b), because 
the plateau acts as a natural barrier to the strong ACC fronts coming from the west. In the 
region east of the KP, this ACC flow, interacting with topography, generates instabilities 
and filaments.
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Figure 2.8: Time and zonal average of total kinetic energy spectra at 5 m depths, for KERG20 
(blue) and KERG80 (magenta), computed in the KERG80 region. Plotted are also typical spectrum 
slopes: -3 (solid), -2 (dashed) and -5/3 (dotted).

The strength of frontal structures increases with horizontal resolution. Figure 2.10 a, b 
show the surface density gradient, \VHp{x,y)\,  at 50 m depth (where V // is the horizontal 
gradient and p the local density). A field of strong fronts emerges at high resolution, whose 
structures are connected to strong vertical motions (Fig. 2.10 d, f). We have compared 
the magnitude of the vertical velocity (w) with observations from the SOFINE experiment 
(Phillips and Bindoff, 2014). We found that vertical velocities in excess of 100 m day-1 
are routinely observed in this region, implying that the magnitude of velocities seen in 
our KERG80 experiment are realistic. However, w is weaker in the KERG20 case which 
indicates that at this resolution the vertical motion (and its contribution to transport) 
may be underestimated (note the different scales in Fig. 2.10 c-f between KERG20 and 
KERG80). The location of w in relation to fronts is also shown in panels c-f. In the 
KERG80 case, the colocation of these features is consistent with an ageostrophic secondary 
circulation mechanism, which arises in connection to frontogenesis (Capet et ah, 2008b: 
Taylor and Ferrari, 2011). In fact, where the magnitude of |V//p| is strong, a dipolar 
structure emerges for the vertical velocity (Fig. 2.10 d, f). Figure 2.11 shows a particular 
example of this colocation: peaks in |V //p| generate vertical velocities of order 200 m 
day-1 in either direction on opposite flanks of the front. Figure 2.10 c, e indicate that in 
the KERG20 case w is under-resolved, with patchy structures on the scale of the grid. In 
the KERG80 case the vertical velocity is well defined and penetrates deep into the water 
column (panel f indicates a maximum local depth of 800 m), which is related to the mixed 
layer depth (white line in panels e and f). The mixed layer depth was computed using 
a mixed layer criterion of 0.05 °C, which represents the temperature difference between 
the surface and the depth of the mixed layer. Vertical profiles of temperature indicate
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Figure 2.9: Snapshots of the magnitude of surface horizontal velocity for (a) KERG20 and (b) 
KERG80. In black are shown the topography contours for the first 3000 m, with an interval of 
600m. The instantaneous fields are taken at the same model day.

that this choice more accurately depicts the depth of the mixed layer. We also point out 
that significant vertical displacement of particles requires persistent uplift/downlift, but 
since the horizontal velocities (Fig. 2.9 a, b) are three orders of magnitude larger than 
the vertical component (Fig. 2.10 c-f), this can occur only when the horizontal velocity 
aligns with extended regions of large \w\. The Lagrangian tracking method can be used 
to investigate this aspect (sections 2.4.2 and 2.5).

Another way to investigate the areas of major up/downwelling is the analysis of the 
temporal root mean square of the vertical velocity. We have calculated this metric for 
each resolution case, on a single level close to the surface (50 m depth) and computed the 
temporal mean over 200 days. We indicate it as wrms^D =  VuÄ The map, in Fig. 2.12, 
shows differences in the location, structure and magnitude at the two resolutions. We 
identify a region over the shallow plateau (number 1 in figure), where the vertical velocity 
is weak and the motion is mainly horizontal, at both resolutions. In the KERG20 case the 
largest magnitudes are found in the northern half of the domain, while at 1/80° resolution 
we can see two main areas, as indicated by number 2 and 3 in the figure. The second 
region presents strong vertical motion in the northern region, either located in the lee 
of topographic features or located in the southernmost area of the meander (74°E-76°E, 
46°S-47.5°S). Finally, the third region comprises the area from the eastern boundary of 
the plateau to the eastern side of the domain. In these last two locations the vertical 
motion is very strong and wrms^D indicates the presence of filamentary structures.

Following the method presented by Capet et al. (2008a), we examine the vertical 
profile of the root mean square of w for each resolution. To highlight the contribution 
over the water column given by the different spatial structures present, the total Held has 
been decomposed into the temporal mean (re), mesoscale (wa/) and sub-mesoscale (ws) 
components: w = w + w m  +  ws- For the separation of the spatial scales at the mesoscale
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Figure 2.10: Frontal structures at approximately 50 m depth, for KERG20 and KERG80 cases. 
(a)-(b) |V//p| (10~5kg/m4) and in black the topography contours for the first 3000 m, with an 
interval of 600 m. (c)-(d) w(x,y) for the subdomains indicated by the white boxes in (a) and (b). 
In (c) and (d) contours represent |V//p| with an interval of lx l0 _ ,kg/m4 and the dashed black 
lines indicate the location of the vertical slices of w(x, z ) (e) and w(y, z ) (f). White lines in (e) and 
(f) indicate the mixed layer depths, while grey lines are isopycnals, with an interval of 0.1 kg/m3. 
The instantaneous fields are taken at the same model day used in Fig. 2.9, for both resolutions. 
Note the different colour scales in (c)-(f). 0 5
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Figure 2.11: Meridional profiles of vertical velocities near the surface (5 in depth, dashed black) 
and at 70 in (solid black), for the dotted line shown in Fig. 2.10 d. The magenta line shows the 
profile for 107|V/tp| near the surface.

and sub-mesoscales, we applied a horizontal low-pass filter based on a spatial 2-dimensional 
convolution of (w — w) with a constant rectangular window. The width of the window is 
4 points for KERG20 and 16 for KERG80, so the filter has the same physical dimensions 
in both cases: the cutoff between the two scales is 1/5°, which corresponds to 22 km in 
the meridional and 15 km in the zonal directions, comparable to the 1st baroclinic Rossby 
radius in the KP region (Chelton et al., 1998). The mesoscale component, therefore, 
includes all the scales and variabilities except the finest sub-mesoscales. We computed 
horizontal spatial rms metrics over each level, which were then temporally averaged. Its 
sensitivity to the horizontal resolution is shown by the vertical profiles in Fig. 2.13. The 

notations shown in figure refer to: uwrrns” = V < w2 >, “WMrms” = J < vo2M >

and “wsrms” =  yj< w2s >. We point out that, purely due to the continuity condition, 
an enhancement of 4 times might be expected with a 4-fold increase of resolution. The 
rms profiles of w present the highest magnitudes in the KERG80 case, with the total 
wrms 11-fold greater than the KERG20 profile. This increase in magnitude is particularly 
significant in the sub-mesoscale component, which reveals a strong signature close to 
the surface and to the bottom. The surface signature is dominated by sub-mesoscale 
activity, while mesoscale-induced vertical velocities are almost independent of depth. On 
the other hand, the sub-mesoscale component for KERG20 shows only minimal surface 
enhancement. The peak near the bottom is most likely due to flow interacting with 
topography. The mesoscale components and the topographically-induced sub-mesoscale 
velocities are similar in structure, although the magnitudes of each are larger at high 
resolution. Due to the enhancement of small scale components of velocity throughout 
the water column, we cannot exclude the presence of inertia-gravity waves in addition to
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Figure 2.12: Two-dimensional map of the 200-day temporal root mean square of w at roughly 
50 m depth for (a) KERG20 and (b) KERG80. The numbers in (b) indicate three different regimes 
of vertical motion (see text) and the arrows the temporal mean circulation at 50 m depth. The 
scales for w rrn s^ D  are different in the two cases.
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Figure 2.13: Vertical profiles of rms of the vertical velocity: total component (magenta), 
mesoscale (black) and sub-mesoscale (blue). Dashed lines show the profiles for KERG20, solid 
are for KERG80.

sub-mesoscales. The use of the Lagrangian model is therefore a valuable tool to estimate 
the net vertical transport.

These results show that the vertical velocity is stronger in the north and east side of 
the KERG80 domain, while over the plateau both the horizontal and vertical circulations
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F igure  2.14: Example of Lagrangian particle trajectories over 100 days in the backward experi-
ment for 1/20° (dashed lines) and 1/80° (solid) resolutions. The particles have been selected for 
display reasons and in order to capture the main paths. Horizontal paths are shown in (a), where 
coastlines are in white and the bathymetry is shown by the greyscale. Temporal vertical excursions 
are plotted in the panel (b).

are much weaker than  the surroundings. Furtherm ore, the vertical velocity depends on 
the horizontal resolution and is enhanced at finer scales, especially near the surface. In the 
next section we will use the CMS (Paris et ah, 2013) to investigate whether this feature 
results in more advective transport.

2.4 .2  P article  analysis

The CMS Lagrangian particle model (Paris et ah, 2013) is used to study the three- 
dimensional transport of particles in the  flow, as a function of horizontal resolution. A 
series of experiments were implemented, tracking particles both  backward and forward in 
time. The first series of experiments (backward) were designed to  test the possible sources 

of surface water, in the lee of K P (red markers in Fig. 2.1). Here, 800 particles were placed 
at 5 m depth in each resolution experim ent and their backward trajectories computed for 

the previous 100 days. An ensemble of representative trajectories for this case is shown 
in Fig. 2.14. The KERG20 particles are m ainly derived from the south side of Kerguelen 

Island (approxim ately 95%) and in particular from the shallow plateau. In this case, just 

8% of particles come from depths greater than  100 m (Fig. 2.15 a). On the other hand, 
more than  75% of the paths in KERG80 arrive via the circulation coming from the ACC 

and flowing along the eastern boundary of the plateau (61%) or in the strong meander 

north-east of the plateau (14%). The w aters in this region are upwelled from deeper levels 

and 25% of the particles come from depths deeper than  500 m and 38% deeper than  100 m. 
The distribution of the trajectories as a function of depth, and integrated in time, is shown 

in Fig. 2.15 a, in which the KERG80 case presents sources of particles substantially deeper 

than  in the lower resolution case.
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F igure  2.15: Log (base 10) of the particle counts at different depths with 50 m bins, in 6- 
hourly snapshots, over the 100-day integration and normalised by the total number of particles 
and snapshots, (a) Backward in time experiments (KERG20 is dashed, KERG80 is solid), (b) 
Forward experiments (including only particles released north of KP; colours refer to the depth of 
particle release; the dashed lines represent the KERG20 runs, while KERG80 results are shown by 
solid lines).

The second series of tests are run forward in time for up to 100 days and the par-
ticles are released at 6 different depth levels: Ri =  {48,102,146,202,296,396} m. We 
performed two cases: (1) 1000 particles placed at each level in a location north of KP, 
inside the strong ACC (black markers in Fig. 2.1); (2) 500 particles released at each depth 
level, south of Kerguelen Island, as indicated by the green markers in Fig. 2.1. These last 
two experiments were performed to study the transport around and over the plateau and 
understand how the particles are advected in the water column. Fig. 2.16 shows example 
paths for the forward experiment (north of KP case), with initial depths at 200 m. At 
each resolution a fraction of particles flows through the meander in which the particles 
are mainly transported horizontally and their position in the water column does not sub-
stantially change, irrespective of resolution. This behaviour is well represented by the 
black lines passing through the meander in Fig. 2.16. Moreover, in the KERG80 case the 
particles (e.g. yellow and magenta in Fig. 2.16) coming from locations close to the plateau 
follow the circulation that develops along the eastern boundary of the plateau. The trans-
port of particles here involves strong high-frequency upwelling/downwelling (Fig. 2.16 b) 
while carrying the waters into the eastern region of the domain (Fig. 2.16 a), which coin-
cides with the area of small-scale activity (Fig. 2.10). The particles in KERG20 still reach
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Figure 2.16: Lagrangian particle trajectories (over at most 100 days) in the forward experiment 
(north of KP) for (dashed lines) 1/20° resolution and (solid) 1/80°, with particles released at 
200 m depth, (a) shows horizontal paths, while vertical displacement of particles, as a function of 
longitude, is shown in panel (b). Shown in (a) are also SSH contours (white) as in Fig. 2.5. The 
particles have been selected with a step of 0.65° for display reasons and in order to capture the 
main paths. Color mapped in panel (a) is the bathymetry.

depths of 800 m (cyan line in Fig. 2.15 b), but only rarely, and their transitions are much 
slower (e.g. Fig. 2.16 b). We suggest that this behaviour, as will be discussed in the next 
section, is due to the lack of sub-mesoscale structures.

Furthermore, the KERG80 case generates a rapid spread of particles in the water 
column, as shown by the example of Fig. 2.16 and summarised in Fig. 2.15 b. In Fig. 2.15 b 
we present the number of particles found at different depths, integrated in time for up to 
100 days. The diagnostic was evaluated for those trajectories reaching 74°E, in the domain 
defined by areas 2 and 3 of Fig. 2.12. The dramatic difference in the distributions at the 
two resolutions is captured in all the experiments. Both the excursions to depths and to 
shallower levels (down to 200 m) are significantly different in KERG20 and KERG80 and 
in the lower resolution cases the spreads are more gradual, remaining concentrated closer 
to the release depths. For those particles reaching a representative arrival depth in the 
range of (10—150) m (labeled A in Fig. 2.17) we have evaluated the percentage of their 
trajectories which had previously passed through other depths (indicated by Sn, n =  1, 2, 3 
in Fig. 2.17). The computation was done for each experiment with particles released from 
initial depth Ri, i = 1,2...6. As expected from the results of Fig. 2.15 b, fewer particles are 
found in the surface levels of the KERG20 experiments and, for those trajectories reaching 
the arrival range depths, KERG80 generally gives more vertical exchange (exceptions are 
i?5 and Rq passing through S2). Some particles of KERG80 track an excursion of at least 
450 m (approximately 10% in the R0 particle release from 396 m). Particles released 
from R 1,2,3 quite commonly reach depths exceeding 400 m (S2 ) or even 600 m (S3) before 
returning to A in KERG80; this never occurred in KERG20. There are no KERG20
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F igure  2.17: Depths through which particles have passed (over at most the previous 100
days) before their last arrival in the range 10-150 m (arrival depths indicated by A), (a)
The total number of particles reaching the arrival depths as a function of the release depths 
(R j  — {48,102,146,202.296,396} m) is plotted in the inset. Here, blue bars are for KERG20 and 
red for KERG80. The main part of the plot represents the %  of those particles reaching A, grouped 
by each release depth, and passing through different source depths (5n, n —  1 , 2,3) before reaching 
A. S 1 refers to source depths in the range (200—400) m (black), S2 to (400—600) m (magenta) 
and S 3 to depths below 600 m (cyan). The pale-coloured bars are for KERG20, while solid bars 
are for KERG80. In panel (b) a schematic plot of arrival, source and release depths is shown.

trajectories found in the arrival range corning from depths below 600 m, in contrast to 
KERG80, in which the % of particles reaching A from below 600 m was as high as 10%.

In the last group of experiments particles are integrated forward in time from locations 
south of KP (Fig. 2.18). The vertical spread of particles show similarities at both resolu-
tions (Fig. 2.18 c, d) at each depth of release (only particles with 50 m starting depth are 
shown), while the horizontal paths indicate a sensitivity to the resolution (Fig. 2.18 a, b). 
A common pattern in the KERG20 case is a northward circulation above the plateau that 
drives the particles with release north of 51°S along the topographic contours. Moreover, 
almost none of these particles are found over KP west of 72°E in this case. At the highest 
resolution, the horizontal trajectories show a different behaviour. We found a wide hor-
izontal spread of particles above the plateau, mainly of those particles released north of 
51°S.
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Figure 2.18: Lagrangian tracking of particles for the third series of experiments (particles ini-
tialised south of Kerguelen Island), (a)-(b) are the horizontal paths overlying the temporal average 
of temperature at 50 m depth, while (c)-(d) show the vertical displacement. The test case with 
initial depth at 50 m is shown. Contours in panels (a) and (b) represent the bathymetry for the 
first 3000 m, with an interval of 600 m.

2.5 D iscu ss io n  a n d  co n c lu sio n s

We have conducted a series of experiments in the KP region of the Indian Ocean sector 
of the Southern Ocean, using the MIT general circulation model and examined the sen-
sitivity of the vertical velocity to the horizontal resolution. We found clear differences 
in this metric, due to the development of near surface sub-mesoscale frontal structures 
that only the highest resolution case (KERG80) is able to resolve. Sub-mesoscale flow 
generates the highest magnitude vertical velocities in the upper part of the water column 
(down to 500 m). Moreover, the mesoscale component of wrrns (which is fully resolved at 
both resolutions) is twice the magnitude in the KERG80 case, compared with KERG20 
(Fig. 2.13). We suggest tha t the energetic field that emerges in the sub-mesoscale-resolving 
case (KERG80) feeds back onto the larger scale field (icy/), transferring energy from high 
to low wavenumber structures (Fig. 2.8). Fig. 2.13 also shows that in both cases there are 
strong signatures of wrms away from the surface. At depths of approximately 3000 m, the
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peak in total wrrns and the sub-mesoscale component seem to arise from the interaction 
between the circulation and the deep topography east of the plateau. The continuity equa-
tion suggests we might expect a 4-fold increase of resolution to produce a 4-fold increase 
of w. However, the ratio between the 11-fold increase in total wrms and 4-fold increase 
in resolution (ratio of 2.75) is greater than in previous studies. For example, Levy et al. 
(2001) showed that wrms increased by a factor of 1.7 for an increase in resolution of 3 
times (ratio of 0.57), using an idealised configuration of an oligotrophic ocean. In the 
California Current system modelled by Capet et al. (2008a), the authors found that the 
wrms increased by 15 times for a 6-fold change in resolution (ratio of 2.5); while in the 
model configuration of Levy et al. (2012), representing the western sector of the North 
Atlantic or North Pacific Oceans, the ratio is just 0.2. We suggest that this higher ratio 
in our study is most likely due to the higher kinetic energy and the weaker stratification 
typical of the Southern Ocean. Thus, it is likely that the strong sub-mesoscale effects 
found in this study may extend to other parts of the Southern Ocean.

The strong vertical velocities that arise in the KERG80 case show filamentary struc-
tures (Fig. 2.10). There is a strong correlation between jVnp\ and high re, as one can infer 
also from Fig. 2.11, which suggests the presence of a frontogenetic mechanism. Yet, we 
point out that this may not be the only (or even the main) mechanism present that gener-
ates high values of vertical velocity; high values of w are found also in regions of low density 
gradient, away from fronts (e.g. the large w found around 49.2°S of Fig. 2.11). Possible 
mechanisms that might contribute to the observed high vertical velocities are instabilities 
occurring along fronts (McWilliams and Molemaker, 2011), wind-driven pumping (Lee 
et al., 1994) or mixed layer instabilities (Boccaletti et al., 2007). The location of vertical 
circulation indicates similarities and differences between the two runs. A similar behaviour 
is found over the plateau, where the horizontal circulation is very weak and there is no 
evidence of frontal activity even in the KERG80 case. Here, w rrns^D  has low magnitude 
(Fig. 2.12). Most of the strong up/downwelling in the KERG20 case happens in a band at 
latitudes north of 50°S (Fig. 2.12 a), while at the highest resolution (panel b, areas 2 and 
3) strong vertical circulations are found to the east of the plateau. These two regions are 
areas of sub-mesoscale activity and frontogenesis, as seen in Fig. 2.10, which is a further 
indication of the role of sub-mesoscales and the importance of capturing their dynamics. 
Moreover, the influence of the meander and of the topography, which is relevant in loca-
tions of small topographic features, are only present in the KERG80 case (region 2). We 
conclude that the different location and magnitude found at the two resolutions may have 
a strong influence on the vertical transport of tracers.

We found behaviour consistent with the above flow metrics in the transport of particles. 
The analysis of the advective transport measured by Lagrangian particle tracking confirms 
the sensitivity to horizontal resolution. According to the paths shown in Fig. 2.14, 2.16 
and 2.18, three different regions can be identified. The first region is characterised by 
particles coming from south of Kerguelen Island (Fig. 2.18). In this case the particles 
able to pass KP and reach the eastern area of the domain originate from a shallow depth
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(48 m), suggesting that here the vertical transport does not play a fundamental role in 
driving tracers into the plateau. At 1/20° resolution, a small fraction of particles (less than 
1%) is observed on the plateau, while in the 1/80° case we found up to 15%. KERG20 
paths are mainly trapped by the current flowing northward, while in the KERG80 case 
the particles spread more widely over KP. although in 100 days of integration they do not 
reach the area east of the plateau.

The second region comprises the meander feature and extends from north of KP (at 
approximately 70°E and 46°S) to the area east of the plateau. The circulation of the 
meander does not generate vertical displacement of the particles (black lines in Fig. 2.16) 
which, in the case of KERG80, may be due to weak sub-mesoscale structures. The lack 
of sub-mesoscales here may result from the proximity to the upstream boundary, where 
incoming flow is relatively laminar and sub-mesoscale instabilities are unable to form. 
Alternatively, the flow dynamics may simply be stabilised by strong shear within the 
front. Resolving this question would require additional model runs which are beyond the 
scope of the present paper.

Finally, a third region can be identified. This region is associated with two groups of 
paths. The first comprises those particles that follow the contours of the bathymetry and 
come from locations south of 46°S, at the longitude of 70°E. A second group is defined 
by the trajectories found east of KP. The first group of trajectories are not present in the 
KERG20 case (top panels of Fig. 2.16, which shows horizontal patterns of an ensemble 
of particles released at 200 m and the temporal mean of SSH contours, as represented in 
Fig. 2.5). We suggest that the evolution of these particular trajectories is correlated with 
the position of thermohaline fronts. The different circulation and thermohaline struc-
tures that arise in the two different models imply distinct impacts on the transport of 
particles. In the KERG20 case, the position of the northern front, indicated by SSH con-
tours in Fig. 2.16, is shifted northward compared to KERG80 and drives the particles 
far from the boundaries of KP. Conversely, in the 1/80° case the front is placed along 
the bathymetric contours, driving south-eastward the trajectories coming from south of 
46°S. In the KERG80 case, these trajectories experience strong vertical motion due to the 
presence of strong small-scale filaments. The last group of paths arising in this region 
are those advected east of the KP, where high frontal activity is present in the KERG80 
case (Fig. 2.10 b). Here, the impact of the sub-mesoscales is prominent and the particles 
are transported with rapid transitions upward and downward in the water column (e.g. 
Fig. 2.16 b). The evidence that such behaviour comes from small-scale structures may 
also be inferred from the comparison with the vertical structure of vertical velocity (see 
panels d and f of Fig. 2.10).

This study highlights the importance of resolving small-scale features in an ocean 
model, for a correct investigation of vertical transport and circulation. In the KP region 
this is fundamental if seen in the context of iron sources and transport, which consequently 
leads to a proper evaluation of the carbon export budget. We also suggest that the need for 
high horizontal resolution, such as 1/80°, may be dependent on the location. Higher resolu-
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tion is required in areas such as along the eastern flank of the northern KP, or downstream 
of the ACC. In contrast, over the plateau the similarity in the two simulations suggests 
that a lower horizontal resolution may be sufficient to represent the ocean dynamics. From 
Fig. 2.10 it is clear that filaments are well resolved at 1/80° resolution. Yet, experiments at 
higher resolution would be needed to determine whether any additional processes arising 
at finer scales play a significant role in vertical transport. We are presently undertaking 
a study aiming to couple such dynamics with bio-geochemical processes and understand 
the evolution of iron concentration in relation to physical structures.

Furthermore, the sensitivity of vertical transport to changes in horizontal resolution 
has important ramifications for modelling the ocean carbon cycle. Currently, global ocean 
models use horizontal resolutions that either do not, or barely, resolve mesoscale dynamics. 
Our results imply that such models may miss important processes that transport nutrients 
into the surface waters, and thus may poorly represent key processes important to carbon 
cycling in the upper ocean. It follows that considerable work is needed to understand and 
(in the absence of sub-mesoscale resolving models) better parameterise vertical fluxes or 
tracers due to sub-mesoscale processes.
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C h a p te r  3

T o p o g rap h ic  in fluence on 
sub -m esosca le  d y n am ics  in  th e  
S o u th e rn  O cean

A b stract

Topography influences the circulation in the Southern Ocean, generating 
stationary meanders in the lee of topographic features, triggering hotspots of 
mesoscale eddy kinetic energy and modifying jets and fronts. However, the 
relationship between topography and sub-mesoscale flows (with length scales 
of order 1 10 km) has not yet been explored. The first sub-inesoscale-resolving 
(1/80° resolution) ocean model, with realistic topography of the Indian sector 
of the Southern Ocean, is used to investigate this interaction. The results 
show spatial inhomogeneity in sub-mesoscale activity that is correlated with 
topography. Topographic influence is primarily indirect: topography controls 
mesoscale flows, which in turn generate sub-mesoscale activity. Mesoscale 
eddy kinetic energy and strain rate can be used, to first order, to infer sub- 
mesoscale vertical velocity, implying a possible route to parameterise sub- 
mesoscale activity in coarser resolution models.

3.1 In trod u ction

The circulation in the Southern Ocean is characterised by the jets and eddies of the 
predominantly eastward Antarctic Circumpolar Current (ACC). The ACC, which encircles 
the Antarctic continent, is steered by topography, such that the position and structure 
of its jets and fronts deviate from the zonal direction, both spatially (e.g. Sokolov and 
Rintoul, 2009b) and temporally (Chapman and Morrow, 2014). Topography can produce 
quasi-stationary meanders (Naveira-Garabato et al., 2009) or Rossby waves in the lee of 
topographic features (e.g. Colton and Chase, 1983). It can excite hotspots of eddy kinetic 
energy (Thompson and Sallee, 2012) and is also involved in the generation of energetic 
internal tides (e.g. Park et al., 2008a) and enhancement of vertical mixing (e.g. Nikurashin 
et al., 2013). Thus, the Southern Ocean is a region where bottom topography directly
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affects the surface flow. However, topographic effects on the sub-mesoscale structures in 
the Southern Ocean circulation are yet to be explored.

Sub-mesoscales are characterised by length scales of order (1-10) km, a vertical exten-
sion of few hundred meters and a lifetime of the order of several days, covering spatio- 
temporal scales which are difficult to observe and resolve in numerical models (Boccaletti 
et ah, 2007; Fox-Kemper et ah, 2008). Sub-mesoscale features can emerge from a range 
of mechanisms such as frontogenesis or frontal instabilities (e.g. Mahadevan and Tandon, 
2006; Capet et al., 2008a; Thomas and Ferrari, 2008; Thomas et al., 2008) and can pro-
vide a route to dissipation, via loss of balance of geostrophic flows which yields a forward 
cascade of energy towards smaller scales (e.g. McWilliams et ah, 2001; Molemaker et al., 
2005). Furthermore, numerical studies have revealed that sub-mesoscales control vertical 
velocities and vertical transport (e.g. Chapter 2, Capet et al., 2008a; Levy et al., 2001, 
2012). Studies have also shown that sub-mesoscales influence the mixed-layer stratifica-
tion (Lapeyre et al., 2006; Boccaletti et al., 2007; Fox-Kemper et al., 2008; Thomas and 
Ferrari, 2008; Mahadevan et al., 2010) and large-scale flows (Levy et al., 2010). Typical 
sub-mesocale vertical velocities are 0(100 m day-1 ) in the weakly stratified, eddy-rich 
near-surface waters of the Southern Ocean (Chapter 2 and Phillips and Bindoff, 2014). 
The enhancement of vertical velocity, and hence transport, influences the carbon cycle by 
intensifying nutrient supply to the surface euphotic layers and consequently stimulating 
phytoplankton production (e.g. Klein and Lapeyre, 2009; Levy et al., 2009). The South-
ern Ocean is a region of high anthropogenic carbon uptake (e.g. Khatiwala et al., 2009), 
where iron is a limiting nutrient (e.g. Boyd et al., 2000) and sub-mesoscale processes can 
enhance the supply of iron to the surface (Chapter 2). Regions of enhanced primary 
productivity are correlated with both strong sub-mesoscale activity and the occurrence 
of large sub-surface topography (Chapter 2). However, the extent to which topography 
might influence sub-mesosocales and their associated vertical velocities in this region has 
never been investigated before.

This study represents the first regional sub-mesoscale-resolving numerical model with 
realistic topography, which simulates the ocean circulation of the south Indian Ocean 
(Fig. 3.1) and examines the impact of topography on upper ocean sub-mesoscale processes. 
The south Indian Ocean is characterised by complex bathymetric structure, having deep 
ridges, notably the south-east Indian Ridge (SEIR), and a shallow plateau, the Kerguelen 
Plateau (KP, panel a); this complexity is responsible for deflecting and dividing the ACC, 
and consequently, producing an intense mesoscale eddy field. The model will be described 
in greater detail in section 3.2. The results will be presented in section 3.3 and conclusions 
in section 3.4.

3.2 M eth od s

Simulations are performed using the MITgcrn (Marshall et al., 1997) (in hydrostatic mode) 
with a horizontal resolution of 1/80°. These simulations are built on the sub-mesoscale-
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resolving experiments described and validated in the study presented in Chapter 2, but 
now have a larger nested region at 1/80° resolution. Furthermore, the present model is 
zonally-reentrant, located in the region 57°E—129°E, 54°S—40.5°S, which gives a size of 
5760 points in longitude, 1080 in latitude and 150 vertical levels, making this the largest 
sub-mesoscale-resolving model we know of. The model uses partial cells for the topography 
and has a vertical resolution which increases from 10 m (close to the surface) to 50 m at 
depth. The maximum depth is 5000 m. The model is nested within a coarser resolution 
configuration (the 1/20° resolution experiment discussed in Chapter 2 and open boundary 
conditions are used on the northern and southern boundaries, where daily zonal and 
meridional velocities, temperature, salinity and sea surface height are prescribed by the 
1/20° run. The 1/80° model initial condition is interpolated from the equilibrated 1/20° 
run. The model is forced and relaxed to temporally constant fields. All other parameters 
are as specified in 2.2. Statistical equilibrium is reached after 800 days, a further 400 days 
are run and analyses are performed over the last 200 days of simulation.

3.3 R esu lts

In the following sub-sections the modelled ocean dynamics are analysed, with a particular 
emphasis on the local vertical motion as a proxy for sub-mesoscale activity and its relation 
to realistic topography (considering its variation, depth and roughness). Our analysis is 
mostly focused on the upper ocean vertical velocity ic, as this is most relevant to nutrient 
transport into the euphotic zone and is better constrained than w near the bottom.

Temporal means are 200-day averages and are denoted by an overbar (r). Fluctuations 
(•') are defined as the departure from the time mean, while < • > indicates spatial averages. 
The domain used for the analysis includes the entire longitudinal extension of the model, 
but a smaller latitude range (53°S-41.5°S) to avoid unrealistic boundary effects. Spatial 
filters are used to decompose the fluctuating component of the flow into mesoscale and sub- 
mesoscale components. The mesoscale component, indicated by the subscript “M”, has 
been obtained by applying a low-pass filter (a running mean over 1/5°, comparable to the 
first baroclinic Rossby radius at these latitudes (Chelton et ah, 1998)) to the fluctuations, 
at each instant, and includes all scales from mesoscale upwards. We define the sub- 
mesoscales (“S”) as the residual between the fluctuations and “M”. This definition of sub- 
mesoscales will capture the frontal structures of interest, albeit with contamination from 
other dynamics occurring at the same length scale (such as internal waves and variability 
within a mesoscale eddy).

3.3.1 Frontal structures

Topography constrains the circulation in this region and the model captures its main 
features (see Chapter 2 and Park et ah, 2008b, for a comparison). In particular, the 
simulation shows that the ACC interacts with the Kerguelen Plateau and is divided into 
two main streams, one flowing north of the plateau and one through the Fawn Trough
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Figure 3.1: (a) The colours show a snapshot of surface density gradients |V//p| over the entire 
1/80° domain, nested within the 1/20° domain (the larger white area). Black contours are 200 day 
averages of sea surface height from the 1/20° model (indicative values are, from the southernmost 
contour: —0.8m, —0.4m and 0.5 m), grey contours are isobaths for the first 3000 m, with 600 m 
steps, and land contours are in cyan. The red box in panel a defines the boundaries of the sub-region 
illustrated in panel b.

(shown by sea surface height contours from the 1/20° resolution simulation in Fig. 3.1a). 
The northern stream generates a meander on the north-east side of KP, a well observed 
feature of this region (Naveira-Garabato et al., 2009; Phillips and BindofF, 2014). Fur-
thermore, the circulation through the Fawn Trough (just partially included in the 1/80° 
model) interacts with the southward stream that conies from north of the plateau.

The horizontal density gradient |V //p| (Fig. 3.1a,b) is a good indicator of sub-mesoscale 
structures. These structures are non-uniformly distributed over the domain, suggesting 
that their location might be constrained by the topography. Strong frontal activity is 
found downstream of KP (Fig. 3.1b shows a detailed closeup of |V //p| in this location) and 
east of SEIR, with decay further towards the east. It is well-known that sub-mesoscale 
frontal structures are associated with large vertical velocities (e.g. Chapter 2, Capet 
et al., 2008a; Levy et al., 2001), which might enhance vertical transport of nutrients from 
depth, through the mixed layer (e.g. Levy et al., 2001). Some of the processes that can 
contribute to vertical motion are discussed by Mahadevan and Tandon (2006). Although 
an exhaustive study of these and other processes in this model is beyond the scope of this 
paper, we highlight the importance of more detailed analyses for future developments.

The vertical motion at a depth of 400 m is chosen as a proxy for near-surface sub- 
mesoscale activity. The 400 m fixed depth has been selected in order to focus on the 
vertical velocities near the base of the deepest mixed layers, where they can have a sig-
nificant implication over nutrient supply. Fig. 3.2a shows the temporal average of the 
magnitude of the sub-mesoscale vertical velocity, \ws\, at this depth. The striking feature 
in this figure is the inhomogeneity, or patchiness, of \ws\- The patchiness is persistent 
in time: 100-day averages of \ws\, computed over different time periods, show consistent 
patterns of intensity (not shown). Figure 3.2a indicates that large \ws\ are predominantly
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concentrated east of KP and east of SEIR, corresponding to locations of filamentary struc-
tures (Fig. 3.1a). Investigating the origin of such patchiness is the aim of the present work. 
An analysis of the possible causes follows.
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Figure 3.2: 200-day temporal averages of (a) magnitude of sub-mesoscale vertical velocity at 
400 m (colour scale is saturated), (b) surface sub-mesoscale eddy kinetic energy, (c) surface 
mesoscale strain rate, (d) surface mesoscale eddy kinetic energy and (e) bottom sub-mesoscale 
eddy kinetic energy. Boxes indicate sub-regions for the analysis shown in Fig. 3.3. Grey (black) 
contours in panel a (b-e) are topographic contours for the first 3000 m, with a step of 600 m 
(maximum depth is 5000 m). The black contour in panel a is the 400 m isobath.
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3.3.2 C auses o f patch iness

In the following sub-sections, different mechanisms that aim to describe the patchi-
ness highlighted in Fig. 3.2a will be investigated by using horizontal sections of the 
200-day mean of mesoscale (E K E \j  =  (u2M + v2M)/2) and sub-mesoscale (E K E s  = 
(ug + v‘g)/2) eddy kinetic energy (Fig. 3.2b, d and e) and mesoscale strain rate (S m  = 
-\/((u m )x — (^Af)y)2 +  ((v m )x  +  (wA/)y)2)> in panel c. Note that E K E m , purely obtained 
from the mesoscale field, does not consider cross-scale components. The vertical structure 
of key parameters is investigated via spatial and temporal averages over specific regions 
(indicated by the boxes in Fig. 3.2) as shown in Fig. 3.3, selected in order to consider 
different flow features and topographic depths. In each region we show vertical profiles of 

root mean square vertical velocity, decomposed into mesoscale (R M S ( w m ) = < w2M >,

magenta lines) and sub-mesoscale (.RMS(ws ) =  y <  Wg >, in black) components. The 
depth distribution of the topography in each box is illustrated by a histogram (red bars). 
Furthermore, indicative snapshots of vertical sections of w m  and ws (Fig. 3.4) will be used 
as examples to depict properties of the vertical motion.

Direct generation

One plausible mechanism for the observed patchiness in the vertical motion is the direct 
interaction of the mean flow u with topography FF, i.e. vertical velocity due to bottom-
generated vertical motion Wb0tt0m — —̂ -bottom ' VFF. We found that the near-surface 
patchiness of \ws\ does not correlate to the gradient of the topography (not shown), how-
ever VFF presents non-negligible values in localised regions, where it can contribute to 
the magnitude of the near-surface vertical velocity. For example, regions such as KP2 

and KP3 , whose vertical profiles are shown in Fig. 3.3b,c, represent areas where the in-
fluence of the topography extends throughout the water column, as indicated by depth 
histograms. This connection between the near-surface sub-mesoscale vertical velocity and 
topography in KP3 is evident in the snapshot of ws in Fig. 3.4b. However, Fig. 3.2a shows 
that hotspots of \ws\ at 400 m depth are distant from the 400 m depth contour (black 
line in figure), indicating that this mechanism is unlikely to be the main driver for the 
patchiness in the sub-mesoscale vertical velocities. In addition, Fig. 3.2e, which shows the 
near-bottom EKEs (computed considering velocities three grid points above the bottom), 
illustrates that topography directly influences sub-mesoscales most strongly at depths far 
below 400 m. Thus, we conclude that the main patches of strong sub-mesoscale activity 
at 400 m are not due to direct topographic interaction.

Internal waves

The model resolves the internal wave frequency range, having a time step of 60 seconds, 
but does not fully resolve the spatial scales of internal waves (and hence their associated 
energy). Nevertheless, some of the signal in \ws\ may be due to internal waves rather than 
sub-mesoscale flow; only the latter is of interest in this study, as advection by internal
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Figure 3.3: Vertical profiles of 200-day average of spatial root mean square mesoscale (magenta) 
and sub-mesoscale (black) vertical velocity for the boxes in Fig. 3.2 (x axis indicates values in [m 
d-1]); histograms show the probability density function of topographic depth.

waves will not produce significant net vertical nutrient transport. In particular, internal 
lee waves, generated by the interaction of the flow with rough topography, could be a 
component of the \ws\ signal at 400 m, perhaps contributing to its patchiness. We observe 
that the bottom EKEs  (Fig. 3.2e) is largest in deep regions of rough topography, creating
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Figure 3.4: (a,b) Snapshot vertical sections at approximately 51°S (in KP3 region) and (c,d) at 
88°E (in KP4). Panels a and c show mesoscale components of vertical velocity, while b and d show 
the sub-mesoscale components. The black lines represent the mixed layer depth, computed with a 
temperature criterion of AT =  0.05°C.
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the maximum values of R M S (w s ) at, depth (Fig. 3.3) consistent with the generation of 
internal lee waves. However, strong E K E s  at the surface is broadly distributed, rather 
than being concentrated over regions of rough topography. Thus, further examination of 
the vertical extent of lee wave propagation is required.

The profiles of R M S (w s ) in KPi. KP4, SEIRi and SEIR2 (Fig. 3.3) show that the deep 
enhancement of vertical velocity decays with height, away from topography. However, the 
near-surface maxima in R M S (w s ) stand out above this decay rate. Furthermore, the 
near-surface ws signal in Fig. 3.4d, which has a vertical phase line, is decoupled from the 
signal near the bottom which has phase lines whose tilt is consistent with the dispersion 
relation for linear lee waves.

A movie of hourly-sampled vertical velocity over 30 days is available in the Auxiliary 
Material. The movie is composed of horizontal and vertical sections of unfiltered w at 
400 m and 47°S, respectively, and partly includes the KPi and KP2 boxes. It shows the 
occurrence of surface generated upper ocean structures (e.g. at 47°S, 82.5°E-84.5°E, from 
day 13 to 16, or 47°S, 87°E 89°E, from day 14 to 18), lee waves (e.g. around 47°S, 77°E, 
from day 6 to 10) and bottom-generated internal waves propagating to the upper ocean 
(e.g. around 47°S, 87°E in much of the movie). These waves propagating from the bottom 
to the surface contribute to the upper-ocean signal. However, it is clear from the vertical 
slice in the movie that the internal wave signal is mostly confined near the bottom and 
only occasionally reaches 400 m, except in a few isolated locations. We have investigated 
the temporal spectrum of w in a location around 47°S, 77°E at 400 m and found that its 
dominant frequencies are one order of magnitude lower than the Coriolis frequency. This 
indicates that the signal variability at 400 m is not dominated by propagating internal 
wave activity.

Despite this result, we cannot exclude a contamination from bottom-generated internal 
waves in the inhomogeneity of near-surface vertical velocities in Fig. 3.2, as stationary lee 
waves cannot be distinguished in such analysis. However, the large upper-ocean R M S (w s ) 
peak found in these regions (Fig. 3.3) is a strong indication that internal wave activity can-
not be the only component causing those large vertical velocities; sub-mesoscale processes 
must also contribute. In addition, E K E s  (Fig. 3.2b) is larger and more extensive than 
the near-bottom E K E s  (panel e), as expected from a near-surface source. We conclude 
that internal waves can affect the upper-ocean \ws\, but cannot explain its patchiness.

S u b -m esosca le  flow

It has been shown above that the patchiness of vertical velocities is not directly generated 
by topography, but cannot exclude an internal wave signal. Our results suggest that the 
remaining part of the inhomogeneity is likely to be due to an indirect influence of the 
topography, by controlling the mesoscale eddy field and triggering a turbulent cascade 
of energy toward the smaller scales. Damerell et al. (2013) and Chapter 2 showed that 
the mesoscale meandering observed in the KP region, and its associated eddy kinetic 
energy, resulted from the interaction of the mean flow with the topography of KP and
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the consequent steering of the large-scale flow. The comparison of the surface E K E s  
in Fig. 3.2b with the mesoscale strain rate in panel c and the surface E K E m  in panel 
d shows a strong correlation between EKEs, sur face  and the strain rate, suggesting that 
the underlying route transferring energy from mesoscales to sub-mesoscales occurs via 
straining of the mesoscale field (e.g. Hoskins and Bretherton, 1972). The sub-mesoscale 
eddy kinetic energy is aligned with patterns of \ws\- The correlation is sufficiently strong 
to propose that the patchiness in |u;s| is likely to be indirectly generated (at least in part) 
by the topographic influence on the mesoscale (and larger) flow. In the movie (Auxiliary 
Material) we see clear examples (in both the horizontal and vertical slice) of sub-mesoscale 
filaments being stretched and sharpened by mesoscale strain, leading to strong vertical 
motion just below the mixed layer and extending to around 1000 m depth (e.g. at 47°S, 
84°E, from day 11 to 18). In most locations the w signal at 400 m largely originates in 
the surface region and is uncorrelated with the deeper variability.

Regions such as KPi, KP4, SEIRi and SEIR2 are representative of the above proposed 
mechanism. Downstream of KP, the sub-mesoscale activity is stronger than in the area 
east of SEIR: this feature is also well reflected in the profiles of R M S (w s ) (Fig. 3.3). 
The vertical extent of near-surface sub-mesoscale vertical velocities stretches well beyond 
the mixed layer depth (as the example in Fig. 3.4d illustrates), consistent with previous 
studies (e.g. Chapter 2, Lapeyre et ah, 2006; Klein et ah, 2008). This vertical extent might 
reflect an ageostrophic secondary circulation developing consequently to the strengthening 
of density fronts, due to mesoscale straining (Lapeyre et ah, 2006). In SEIRi and SEIR2 
there is a strong correlation between spatial patterns of E K E s  and S m  and the magnitude 
of \ws\ (Fig. 3.2). However, the correlation is imperfect, reflecting the complexity of this 
flow. For example, KPi has a smaller strain rate than KP4, but nevertheless a comparable 
or larger \ws\ at 400 m. Strong lee waves (visible in the movie) may contribute to the 
anomalously large \ws\ at KPi.

We have analysed other regions in the model, whose data are not shown in the present 
paper for brevity, and which confirm the tendency described above. We conclude that, 
despite the imperfect correlation between mesoscale strain rate and sub-mesoscale vertical 
velocities, it is likely that the indirect generation via mesoscale strain is a major mechanism 
for the generation of the observed sub-mesoscale hotspots.

3.3 .3  A proxy for sub-m esoscales

The significance of sub-mesoscale processes has been widely asserted (e.g. Chapter 2, Levy 
et ah, 2001; Lapeyre et ah, 2006; Mahadevan and Tandon, 2006; Klein et ah, 2008; Capet 
et ah, 2008a), motivating the need to understand their dynamics and pararneterise their 
effect in global ocean models (Boccaletti et ah, 2007; Fox-Kemper et ah, 2008). Eddy 
kinetic energy and strain rate provide evidence that the patchiness observed in the sub- 
mesoscale vertical motion is likely to be indirectly induced by topography via its influence 
on the mesoscale flow.

Further support for this interpretation is provided by Fig. 3.5, which shows the cor-
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relation of sub-mesoscale vertical velocities with mesoscale eddy kinetic energy (panel a) 
and strain rate (panel b). For this analysis we have divided the domain into 216 boxes, 
each 2°x2°. Temporal (200-day) and horizontal spatial averages are computed over each 
box. Mesoscale quantities, < E K E m  > and < S m  >, are estimated at the surface, while 
sub-mesoscale vertical velocities are also vertically averaged over the top 400 m. The 
standard deviation, indicated by error bars, shows the fluctuation in space and time of 
lilts I within each box. The scatter in the points may indicate the occurrence of a range 
of sub-mesoscale generation mechanisms, such as direct or wave-mediated topographic 
interaction. However, both the mesoscale eddy kinetic energy and the strain rate have 
a significant correlation with the vertical motion: we found a correlation coefficient r of 
0.79 for < E K E m  > and r — 0.82 for < Sm  >• These strong correlations with the 
near-surface sub-mesoscale vertical velocities suggest a possible parameterisation of these 
fields in models with coarser resolution.

S  30
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<EKEai > [m2 s 2 ] <SM > [ s ' ]

Figure 3.5: Vertical velocity dependence on mesoscale (a) surface eddy kinetic energy and (b) 
surface strain rate. Fields are 200-day and 2°x2° averages (vertical velocity is also averaged over 
the top 400 m) and the standard deviation computed for each box (216 boxes in total) is illustrated 
by the vertical bars.

As a comparison with the existing parameterisation of Fox-Kemper et al. (2008), 
we have investigated the correlation of vertical velocities with the horizontal gradient 
of mesoscale buoyancy and with the mixed layer depth (not shown). We have found a 
strong correlation (r =  0.77) of < \ws\ > with the horizontal gradient of mesoscale buoy-
ancy, but not with the mixed layer depth. A more detailed analysis would be required in 
order to investigate the implications of this result, however this is beyond the focus of the 
present work.

3.4 C o n c lu sio n s

The model shows that in the south Indian Ocean the inhomogeneity in sub-mesoscale ac-
tivity primarily occurs through indirect effects of the topography. From the interaction of
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the large-scale flow with the topography, meanders and eddies develop and subsequently 
destabilise, transferring energy to smaller scales. Internal wave activity and direct gen-
eration of sub-mesoscale flows by the topography can be significant in specific regions, 
but these mechanisms are less widespread. Finally, we conclude that the correlation be-
tween sub-mesoscale activity and mesoscale strain, which is likely driven by frontogenesis 
(Hoskins and Bretherton, 1972), suggests a possible route to parameterise sub-mesoscale 
vertical velocities.
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C h a p te r  4

Q uantify ing  th e  influence of 
sub-m esoscale dynam ics on th e  
supply  of iron to  S o u th ern  O cean 
p h y to p lan k to n  bloom s

A b s tr a c t

Iron limits the phytoplankton growth in the Southern Ocean, a high nutri-
ent, low chlorophyll environment. Episodes of natural iron fertilisation are piv-
otal to triggering phytoplankton blooms in the Southern Ocean, the Kerguelen 
Plateau bloom being one prominent example. Numerous studies have targeted 
the physical mechanisms responsible for supplying iron to the euphotic zone 
in the Kerguelen Plateau region and hence triggering a phytoplankton bloom. 
However, most studies have omitted a particular class of small-scale flows 
(known as sub-mesoscales) to the supply of iron. With a scale of order 10 km, 
sub-mesoscale filaments and fronts can dramatically increase vertical velocities 
and iron transport.

Here, an innovative technique is developed for the study of iron supply, 
that is built on Lagrangian analysis of numerical model outputs. We use 
this technique to contrast the contribution of mesoscale- (1/20° resolution) 
and sub-mesoscale-resolving models (1/80° resolution). We first advect La-
grangian particles using three dimensional velocity fields from the numerical 
simulations, then compute iron concentration along these Lagrangian trajec-
tories. This technique allows us to investigate the sensitivity of iron supply 
to the horizontal resolution and shows a clear enhancement of iron fluxes, by 
a factor of 2, with the resolution. Thus, we infer that the vertical motion in-
duced by the sub-mesoscales represents a previously neglected process to drive 
iron into the euphotic waters of the Kerguelen Plateau.
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4.1 In trod u ction

The Southern Ocean has a profound influence on the past, present (e.g. Mayewski et ah, 
2009) and future (e.g Takahashi et ah, 2012) climate system. In this region, energetic 
mesoscale eddies and jets of the Antarctic Circumpolar Current (ACC) act to redistribute 
heat and mix water properties between the Atlantic, Pacific and Indian ocean basins. 
Furthermore, the Southern Ocean is the nexus of the meridional overturning circulation, 
where dense waters originating from the North Atlantic upwell and split into two directions: 
northward, where they become fresher and warmer and are subducted again forming the 
Antarctic Intermediate Water, or southward where their increase in density drives the 
formation and sinking of the world's densest water, Antarctic Bottom Water (e.g. Marshall 
and Speer, 2012; Talley, 2013). The Southern Ocean, thereby, helps to drive the global 
ocean circulation, and stores and recirculates heat, carbon and other gases, such as oxygen, 
exchanged with the atmosphere.

The Southern Ocean accounts for a substantial portion of the global sequestration of 
anthropogenic carbon dioxide (e.g. Khatiwala et al. (2009) estimated that the Southern 
Ocean contributed for over 40% of the oceanic uptake of anthropogenic CO2 in 2008). 
The Southern Ocean is also important to the global carbon cycle and it is implicated in 
the large glacial to interglacial changes in atmospheric CO2 (Sigman et al., 2010). Several 
processes impact the carbon cycle in the oceans, such as the biological and solubility 
pumps (e.g. Ducklow et al., 2001), as well as physical mechanisms active at regional 
scales such as upwelling and subduction (e.g. Marshall and Speer, 2012). In light of the 
Southern Ocean's primary role in influencing the carbon cycle, precise quantification of the 
individual processes that control carbon cycling in this region is critical for understanding 
and predicting our future climate.

Phytoplankton production is one process that has a direct impact over the export 
of carbon. However, in much of the Southern Ocean the phytoplankton activity is lim-
ited by the availability of iron (Boyd et al., 2000; Coale et al., 2004; de Baar et al., 
2005). Martin (1990) hypothesised that iron can stimulate phytoplankton productivity 
and thereby contribute to a drawdown of atmospheric CO2 . Understanding the potential 
iron sources and physical mechanisms that can supply iron into the surface waters (and 
trigger a phytoplankton response) is therefore a prerequisite to understanding Southern 
Ocean phytoplankton blooms. One of the largest regular phytoplankton blooms occurs in 
the Kerguelen Plateau (KP) region of the Southern Ocean.

Recent studies have identified several physical mechanisms controlling dissolved iron 
delivery during the growth and evolution of the KP phytoplankton bloom. Iron input 
can come from aeolian dust deposition (Bucciarelli et al., 2001; Chever et al., 2010) or 
sediments, which can enter KP sunlit waters transported by the stirring action of eddies 
(Abraham et al., 2000; d'Ovidio et al., 2013), turbulent mixing due to tides and internal 
waves (Park et al., 2008a), wind-induced upwelling (Gille et al., 2014) or lateral advection 
(van Beek et al., 2008; Mongin et al., 2009) and mixing (Maraldi et al., 2009). How-
ever, calculations of the quantity of iron required to sustain the Kerguelen Plateau bloom
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indicate that additional iron is required (Bowie et al., 2014).
It was recently proposed that sub-mesoscale dynamics (defined by a length scale less 

than 10 km and Rossby number greater than 1) could be an important supply of iron to the 
KP region (Chapter 2). The rich mesoscale eddy field (with length scales of 0(100 km)) 
gives rise to strong sub-mesocales velocities in the Kerguelen Plateau region (Chapter 3) 
and which can dramatically increase vertical velocities and transport of particles (Chap-
ter 2). Levy et al. (2001) showed that sub-mesoscales can increase the nutrient vertical 
transport and consequently influence biological cycles in other parts of the ocean. In this 
study we aim to quantify the effect of sub-mesoscales on iron transport in relation to other 
processes, especially when compared to larger mesoscale flows.

Our approach is a numerical study of the dissolved iron concentration (DFe ) and 
is based on the development of a mathematical model (FeRROso)> that associates the 
computation of DFe to Lagrangian particles, advected by a series of three dimensional 
high-resolution models of the Kerguelen Plateau region. The Lagrangian framework is 
reported in section 4.2, while FeRROso is described in section 4.3). We perform a sensi-
tivity analysis on FeRROso parameters (subsection 4.3.2) and investigate iron fluxes in 
mesoscale- and sub-mesoscale-resolving models (section 4.4). The implications of these 
calculations are discussed in section 4.5.

4.2 S u b -m eso sca le  im p a c t on  L a g ra n g ia n  p a th s

Numerical simulations of the ocean circulation around the Kerguelen Plateau have been 
run using the MITgcm of Marshall et al. (1997), forced and relaxed by temporally constant 
fields. The model is implemented at two horizontal resolutions: first, at 1/20° resolution 
in order to capture the circulation with scales down to the mesoscales, and second, at 
1/80° resolution to explicitly include sub-mesoscales. Implementation, discussion and 
assessment of these experiments have been outlined in Chapter 2 and 3. We here aim 
to highlight the rich sub-mesoscale dynamics that the 1/80° resolution model captures, 
and the approach that we have developed to investigate the impact of sub-mesoscales on 
the vertical motion. In particular, a Lagrangian particle-tracking framework has been 
implemented, from which a set of experiments (reported below) is used as foundation for 
the development of FeRROso-

4.2.1 Lagrangian trajectories

The Connectivity Modelling System (CMS) of Paris et al. (2013) is used off-line, to inte-
grate Lagrangian particle trajectories using velocity fields from the numerical simulations. 
The procedure followed is to seed regions of interest with a constant density of Lagrangian 
particles. The CMS software is then used to integrate the trajectory of these particles 
backwards in time. Given a sufficiently large number of particles, this technique informs 
us of both the sources of water and the path followed.

Particles are released in two different regions (boxes Ri and R2 in Fig. 4.1) chosen
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Figure 4.1: Kerguelen Plateau bathymetry. In green the area ON the plateau (defined by the 
500 m isobath); in red is the transition zone, between the ON and OFF plateau area (grey shading, 
delimited by the 1500 m isobaths). The black and blue boxes delineate the particle release locations.

in order to isolate locations of diverse phytoplankton activity and with differing intensity 
of sub-mesocale flows. A plot of chlorophyll concentration in this region can be found 
in Park et al. (2014) (Fig. 6), while the sub-mesoscale activity can be seen in 2.10b. Ri 
is located at 71°E-72°E, 46.5°S 49°S, designed to capture the bloom observed near the 
plateau, which occurs in a region of relatively weak sub-mesoscale activity. Region R 2 , 
located at 74°E-76°E, 47°S-49°S, encompasses a region of an observed phytoplankton 
bloom downstream of the plateau, where intense sub-mesoscales dominate the circulation.

A total of 2142 and 3362 particles have been initialised in regions Ri and R2 respec-
tively, over 2 different depths (75 m and 200 m), and equally spaced in the longitudinal and 
latitudinal directions, with a step of 0.05° in both directions. The release depths have been 
chosen in order to capture levels below and within the spatial mean mixed layer depth of 
that area (we estimated maximum spatial means of mixed layer depths of approximately 
84 m and 113 m for the three regions in the 1/20° model and 131 m and 152 m in the 1/80° 
areas, at the time of release). It is at the deeper level, i.e. at 200 m, that the quantifica-
tion of the vertical advective flux of iron is significant for the investigation of the meso- 
and sub-mesoscale flows. In order to explore how meso- and sub-mesoscales influence the 
transport of water particles, no turbulent scheme has been employed; Lagrangian particles 
are purely advected by daily snapshots of zonal, meridional and vertical velocity dataset. 
A timestep of 60 seconds is implemented over a maximum integration time of 200 days, 
with outputs saved every 12 hours.

We define two water sources: ON and OFF the plateau. We base this distinction 
on the observational study of Blain et al. (2007), in which their stations ON the plateau 
were those in water depth of less than 500 m and OFF the plateau included those with 
a depth exceeding 1500 m. Thus, we identify the 500 m isobath as the limit for our ON 
area (green region in Fig. 4.1). Beyond this, an OFF plateau region is defined, which 
includes a transition zone between the ON  area and the 1500 m contour (red shaded area 
in Fig. 4.1).

At 1/20° resolution, we found that waters originating from the plateau (ON)  account 
for the 59% and 22% in case of R[ and i?2? respectively. At 1/80° resolution, the ON  
particles account for the 75% (R[) and 32% (it^)- This result highlights, first, that water 
sources are sensitive to the horizontal resolution and, second, that water sources differ
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between the two regions under analysis.
Figure 4.2 shows several selected example Lagrangian trajectories for the 1/80° reso-

lution experiment (plotted are daily particle positions color-coded depending on the daily 
particle depth). Release and source positions of the particles are shown by circular and 
triangular markers, respectively (recalling that trajectories are integrated backwards in 
time). We highlight a range of different trajectories, including those crossing the plateau 
either north or south of the Kerguelen Island, as reported in Chapter 2, and deep trajec-
tories coming from the south east region of the plateau (Fig. 4.2), likely captured by the 
deep western boundary current on the east flank of the plateau (McCartney and Donohue, 
2007).

46S

48S

50S

52S

68E 80E 84E

F igu re 4.2: Examples of Lagrangian trajectories, daily sampled, color-coded depending on the 
daily depth, for the 1/80° resolution experiment. Circular markers indicate the particle release 
location, while triangular the source position. Topography is shaded in grey. Green contours 
indicate the boundaries of the ON source, while red the OFF plateau source.

4.2 .2  D e p th  d is tr ib u tio n  o f tra c k e d  p a rtic le s

The particle distribution in the water column, computed as a probability density function 
(PDF) of the source particle as a function of depth, over each region, is shown in Fig. 4.3. 
The PDFs are computed for the total number of particles released at both 75 m and 200 m 
and show the distribution for ON (dashed lines), OFF (dotted) and all particles (solid) for 
each region. The 1/20° resolution profiles are shown in red, while the 1/80° are in black. 
For each region, the PDF profiles are normalised to YliLiTi,  where N  refers to either 
the total number of ON or OFF particles, or to the total number of particles released
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Figure 4.3: Probability density function of particle depth for the two regions of investigation, Ri 
and R.2 . Colors indicate the different resolution (red is for the 1/20° and black is for the 1/80°. 
Dashed lines are the profiles for the ON particles, dotted for the OFF and solid for the total 
amount of particles (TOT).

in the region. T{ indicates the lifespan of the particle i, which can be less than the total 
integration time of 200 days, as the particle can exit the model domain or reach land in less 
than 200 days. The figure shows that the impact of the horizontal resolution on the PDF 
profiles for the two regions of interest depends on the location of analysis and on the range 
of depths considered. For region Ri, the PDF profiles are not significantly influenced by 
resolution. Furthermore, the mean depth of the total PDF profiles in Ri (approximately 
130 m at 1/20° resolution and 171 m at 1/80°) are shallower than the mean depth in R2  

(approximately 163 m at 1/20° and 191 m at 1/80°), suggesting that Ri is a region with a 
higher probability of surface-sourced particles. On the contrary, there is a larger number 
of deep-sourced particles in R2 , which increases with the resolution. The larger number 
of particles found at depths below 300 m in R2  is not surprising when considering that 
the deep reaching sub-mesoscale activity present in this region cycles the water as deep as 
1000 m (Chapter 2), and this is much stronger in the 1/80° simulation than in the 1/20°.

4.3  M e th o d s

We here describe the off-line model that has been implemented in order to compute the 
evolution of iron concentration on the trajectories of Lagrangian particles. Note that 
Lagrangian trajectories have been integrated backward in time, while the evaluation of 
iron concentration follows a forward in time integration, from the final position reached
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by the particles to their initial.

4.3.1 F eR R O so

Iron concentration is computed by implementing a decay/replenishment model. This 
methodology has the advantage of being simple and easy to modify and discriminate the 
role of specific physical processes. Input of the model is a 3D position as a function of 
time. At each instant, FeRROso estimates the concentration of iron for the z-th particle 
(DFei) by solving the following equation:

DFei = -A (zi)DFei -  f(zi)(DFei -  (DFe)i), (4.1)

where (:) represents the time derivative. Parameters of (4.1) represent decay (A) and 
replenishment (/)  of iron. Replenishment occurs via restoring towards (DFe)i , a 3D 
function describing the temporal mean concentration of iron taken from climatology. Each 
of these terms are discussed in the following subsections. Three layers are identified in the 
model, with differing behaviour. These layers are depicted by the depths z\ — —100 m 
and Z2 =  —200 m.

D ecay  rate

In the upper region {z{ > z\) DFei is constrained to decay with rate A(z). This decay 
rate A (given in day- 1) depends exponentially on depth and is used to parameterise the 
loss of iron due to biological uptake in the euphotic layer, by phytoplankton activity. The 
decay rate has an e folding length S of 35 m, a maximum value Ao at the surface and is 
constrained to decay to zero at Z\:

A(zi) =  \ a± (4.2)

The vertical profile in (4.2), shown by the blue line in Fig. 4.4a, has been chosen in 
order to take into account the depth-dependent consumption of iron, associated with light 
irradiance. Mongin et al. (2009) estimated an optimal annual averaged decay rate at the 
surface of 0.015 day-1 . We test the sensitivity of dissolved iron concentration to the decay 
rate, with Aq =  (0.004,0.015.0.03) day-1 (the bold value indicates our reference case).

R ep len ish m en t rate

The second term in the RHS of equation (4.1) determines the relaxation of DFei to the 
particle background mean concentration (DFe)i , whose value depends on the location of 
the particle. The timescale of the replenishment is governed by a structure function, f(zi). 
The function f ( z i ) (green line in Fig. 4.2a) depends on a timescale 7 (units are day-1 )
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Figure 4.4: (a) Vertical profiles of (blue) decay rate A(zi) from equation (4.2) and (green) structure 
function f(zi) for the relaxation term (4.3). (b) Vertical profiles of (DFe)i as computed by solving 
(4.4), for the ON (green line) and OFF (black) the plateau areas, and in the transition zone (red) 
(for clarity, only the first 500 m are shown).

and depth zt, as:

/(*»)

7
I 70i ~ zi)

Z2 -  Zi

Zi < Z2 

Zl  <  Zi <  z 2

0\ Zi >  Z l .

(4.3)

We allow a replenishment only at depths Z{ < z\: replenishment is thus distinct from 
the loss of iron to primary productivity in the euphotic zone. We vary the replenishment 
timescale r  = l /y  from a minimum of 0.1 days to 10 days (0.1, 0.2, 0.5, 1. 5, 10).

M ean  con cen tra tion  o f DFe

Below zi, the z-th particle is relaxed to a mean ((•)) concentration that depends on its 
relative position to the plateau and on its depth (Fig. 4.3):

(DFe)i  =  A — B  tanh(— Zl 7r), (4.4)
^2

1 a max( (DFe) )+min( (DFe) )  i 7-> max(  (DFe))—min t  (DFe))  m i  • • iwhere A = ---- —-----^---- —----- — and B = ---- I he minimum value
of (DFe) in parameters A and B  is defined as 90 nmol in-3 , everywhere in the domain 
(based on the measured mixed layer value found by Blain et al. (2007)). The maximum 
value depends on the horizontal location of the particle. Based on observed mean con-
centrations of DFe  at depth (Blain et al., 2007), we define a value of 350 nmol m~1 * 3 as
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max((DFe)) in the ON region and 180 nmol m~'] as max((DFe)) in the OFF region. 
In the transition zone, we choose a maximum value given by the middle point between 
the two maximum concentrations in the ON and OFF regions. It must be noted that 
this mean concentration reflects processes for the supply of dissolved iron, such as diffu-
sive, that has not been included in the model. This simple choice allows us to reduce the 
difficulty that including additional processes would bring.

The profile in (4.4) has been chosen to idealise the profile in Figure 2 of Blain et al. 
(2007) and to consider a ferricline, or the depth where the vertical gradient of DFe is 
maximum (Tagliabue et al., 2014), of 300 m. This value has been chosen in order to follow 
the result reported in Tagliabue et al. (2014) for the mean depth of the ferricline in the 
Southern Ocean, and in particular for the Kerguelen Plateau region (their Fig. la).

Furthermore, for depths above or equal to z\ it is clear from (4.1) that the dissolved 
iron concentration reaches a zero steady state solution. This has been chosen in order to 
focus just on advective processes as mechanisms of supply of DFe.

Initialisation of DFa

The initial value of iron concentration depends on the depth of the particle: if deeper than 
Z \ , it is initialised to (DFe)i from equation (4.4), otherwise its initial value is zero. This 
formulation has been chosen in order to isolate deep sources of dissolved iron and how the 
different flows influence its transport from depth.

4 .3.2 S en sitiv ity  to  F eR R O Sx> param eters

The FeRR0 5 o model is a new technique designed to isolate different components of ad-
vective transport of tracers in a complex three dimensional flow field. Before using the 
model, we first explore the sensitivity of FeRROso to a range of values of the governing 
parameters: the decay and replenishment rates (listed in sections 4.3.1 and 4.3.1 respec-
tively). We focus on the total concentration of iron, as defined by equation (4.5) below, 
and on upwelling iron fluxes, computed as mean of local fluxes ■ DFei, where Wi is the 
upward vertical velocity of the z-th particle at the release time and location). The average 
concentration of iron is estimated as

= E r.o lDFeA-dVj' (45)

where [DFei] is the concentration of the z-th particle, computed at the seeding position 
occupied by the z-th Lagrangian particle. dVt is the volume of the particle z at this 
location: we highlight that dVj is valid only at the very moment of seeding, as this is the 
only instant in time where we can define a representative volume for each particle. At 
this instant, dVi =  dx{ ■ dyi ■ dzi, where the increment in the longitude direction (dx{) is 
a function of latitude yi (as our ocean circulation models use spherical coordinates) and 
varies between approximately 3580 m and 3830 m. Increments in latitude and depth are: 
dyi = 5560 m and dzi = 125 m, for each particle. Finally, V  represents the total volume
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occupied by the particles: V = Y l ^ o  dVi. Note that for this calculation we evaluated 
a mean of both particles initialised at 75 m and 200 m, excluding those whose vertical 
displacement never exceeds z\.

The sensitivity is shown in Fig. 4.5: the left panel shows the sensitivity to the decay 
rate A, with the dependence on the replenishment timescale r  on the right. Results show 
the difference from the reference case expressed as a percentage of [DFe} (panels a,b) and 
of w ■ DFe (c,d). Results from the two regions are presented: black lines are for Ri, blue 
for R2 . FeRROso is not significantly sensitive to the chosen values of A, in both regions: 
we can estimate a maximum change in [DFe] of less than ±1% in both Ri and R2 . The 
sensitivity to the timescale of relaxation r  is also weak, giving approximately ±3% (Ri) 
and ±4% (R2 ). The change in vertical fluxes (Fig. 4.5c) shows a larger sensitivity to 
the change of A, of approximately ±2% in R[ and ±1.5% in R2 , while the sensitivity to 
the timescale is weaker, with a maximum change of less than ±1% (Ri) and ±3% (R2 ) 
(Fig. 4.5d).

The results reported here are for the highest resolution case, however, we found similar 
sensitivity for the 1/20° experiment. We conclude that the sensitivity of FeRROso to the 
choice of parameters is weak, which might indicate that the transition of the particles in 
the water column due to the advective contribution of mesoscale and sub-mesoscale flows 
act on timescales faster than the decay and restoring rates.

4.4  R esu lts

Dissolved iron statistics are analysed with a focus on the sensitivity of total concentration 
of iron [DFe] and vertical fluxes of iron to the horizontal resolution. The goal of this 
analysis it to delineate the contribution that sub-mesoscale dynamics, resolved only by 
the 1/80° resolution model, have over the supply of iron. Emphasis is given also to 
the impact of the resolution upon the sources of iron, for the two regions of study. To 
investigate the different iron sources, we delineate between ON and OFF particles, where 
ON particles are those that reach the ON plateau region during their lifetime. Conversely, 
the OFF particles are defined as those that never touch the ON region; for this analysis 
OFF particles include those found in the transition zone (the ON boundaries are defined 
in subsection 4.3.1).

In addition, we have found that a fraction of particles remains in the first 100 m of the 
water column. We note that the number of these particles decreases with the resolution: 
in the lowest resolution case we estimated that 18% of particles in Ri and the 33% in 
R2 do not go deeper than 100 m, while only 13% of particles (in both Ri and R2 ) did 
not exceed 1000 m in the highest resolution case. These numbers are consistent with our 
findings (Fig. 4.3) that in the high resolution case there are more deep-reaching flows than 
at low resolution.
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Figure 4.5: Sensitivity of dissolved iron concentration (a, b) and vertical iron fluxes (c, d) to 
decay rate (a, c) and relaxing timescale (b, d) for the particles in region Ri (black lines) and R.2 

(blue). Shown are results for the 1/80° resolution experiment. The ordinate axis indicates the 
difference from the reference case, expressed as a percentage.

4.4.1 Iron C oncentration

The average concentration of iron has been computed in the two regions and a represen-
tative case with Ao =  0.015 day-1 and 7  =  1 day-1 is shown in Fig. 4.6a. In this figure, 
red bars are used for the 1/20° resolution case, while black indicates the 1/80° resolution. 
[DFe\ has been separated into the contribution from particles that move over the plateau 
{ON) and particles that do not {OFF). The magnitude of the dissolved iron concentration 
for the two sources is shown in Table 4.1.

The sensitivity of [DFe\ to the resolution is evident from Fig. 4.6a, in both regions. 
In R i, ON particles contribute 59% and 75% of the [DFe\ in the low and high resolution
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Figure 4.6: (a) Average dissolved iron concentration (particles released at both 75 m and 200 m 
are considered), (b) vertical fluxes of dissolved iron at 200 m and (c) export production estimated 
from the fluxes at 75 m for the two regions of analysis (Ri and R2 ). Red (black) bars show 
the results for the 1/20° (1/80°) resolution model. The contribution due to the ON, OFF, as 
a proportion of the total number of particles, are indicated by the different shading. The blue 
dashed line in panel a indicates the [DFe] over the plateau as observed by Blain et al. (2007). In 
panel b, the horizontal dashed lines identify estimates by Bowie et al. (2014): vertical flux due to 
upwelling (blue), total vertical flux due to the sum of diffusion, upwelling and entrainment (black) 
and lateral advective iron supply (magenta). Blue line in panel c is the observed net primary 
production observed in region Ri by Bowie et al. (2014).

case, respectively. The highest resolution case has slightly more [DFe] (approximately 
20 nmol m-3) than the 1/20° resolution case and at both resolutions the simulated [DFe] 
shows an enhancement with respect to the (90±34) nmol m - 3  of mean dissolved iron 
concentration observed by Blain et al. (2007) (estimated in the surface mixed layer both 
ON and OFF the plateau; dashed blue line in Fig. 4.6a).

In R‘2 ON particles account for 22% and 32% of the [DFe] in the 1/20° and 1/80° 
resolution case, respectively. The greater contribution of the OFF particles is consistent 
with the greater eddy activity in the vicinity of the region and its greater distance from 
the plateau. Again, the highest resolution simulation has more [DFe] than the lowest 
resolution case (about 49 nmol m-3 ), but for this region the lowest resolution case has 
less DFe  than observed (about 20%) than Blain et al. (2007) estimates, while more at the 
highest (approximately 33% more).

4.4 .2  V ertical fluxes o f DFe

Vertical fluxes, computed for the case Ao =  0.015 day- 1  and 7 = 1  day-1 , are shown in 
Fig. 4.6b. We focus our investigation on the flux into the base of the mixed layer; hence, 
only the upward fluxes into the 200 m layer are here presented. The sensitivity to the
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Resolution R i ,TOT R g O N R g O F F  ^ 2 , T O T  ^ 2 , O N R 2,O FF

Concentration of iron averaged between 75 m and 200 m [nmol in 3]:

1 / 2 0 ° 100 59 41 73 16 57
1/80° 120 90 30 122 39 83

Vertical fluxes of iron estimated at 75 m [nmol m 2 d 1j:
1 / 2 0 ° 749 442 307 814 179 635
1/80° 711 533 178 1816 581 1235

Vertical fluxes of iron estimated at 2 0 0  m [nmol m 2 d l}:
1 / 2 0 ° 1106 653 453 1449 319 1130
1/80° 1299 974 325 2472 791 1681

Export productivity estimated at 75 in [mmol C m 2 d
1 / 2 0 ° 36 21 15 39 9 30
1/80° 34 25 9 87 28 59

Total productivity estimated at 75 m [mmol C rn~ 2 d -1 ]:
1/ 2 0 ° 73 43 30 79 17 62
1/80° 69 51 18 177 57 120

Table 4.1: Dissolved iron concentration, vertical iron fluxes and estimated production for the 
two regions of analysis, due to 7’CT, ON and OFF particles, and at the two resolutions. The 
export production estimates (EP) are computed from a DFe/C  ratio of 0.021 mmol Fe mol-1 C 
(from Bowie et ah, 2014), and then converted into total production using an fe ratio of 0.49 (from 
Sarthou et ah, 2008).

horizontal resolution of upwelling iron fluxes is, as for the [DFe], more dramatic in R2 

than in R4 . We note that the vertical flux in the second region is larger by a factor of 2 
in the 1/80° case, while the flux at the highest resolution in Ri is just 15% larger. The 
values of upward vertical fluxes due to the different sources in presented are Table 4.1.

To put these values into context, we compare them with estimates of upwelling fluxes 
by Bowie et al. (2014). We are able to compare only region Ri with their “plume” stations. 
Here, the authors found a maximum vertical flux of 330 nmol in- 2  d _1 (indicated by a blue 
horizontal line in Fig. 4.6b), that, compared to our measurements, is smaller by a factor 
of 3.3 in the 1/20° resolution case and of 4 in the 1/80°. Bowie et al. (2014) estimated 
also a maximum total vertical supply of dissolved iron (due to upwelling, diffusion and 
entrainment) of 661 nmol m - 2  d _1, 1.7 times smaller than our estimate of iron fluxes (due 
to only upwelling) at the 1/20° resolution. In the high resolution case our physical DFe  
supply is nearly double the estimate of Bowie et al. (2014), but it is still significantly less 
than Bowie et al. (2014) estimate of atmospheric and sediment supply.
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4.4 .3  Prim ary produ ction  estim ates

To estimate the export production in the two regions we consider two calculations: vertical 
supply of iron to the euphotic zone (i.e. at 75 m; equation 4.6) and a biological uptake 
computed using the decay rate (equation 4.9). Then, we use a DFe/C  ratio to convert 
the estimate into an estimate for carbon export (EP). DFe/C  is the mixed layer cellular 
uptake ratio, as observed in the “plume” region by Bowie et al. (2014) and estimated as 
(0.021T0.002) mmol Fe mol-1 C .

The export based on the vertical supply of iron is given by:

w ■ DFe 
D F e /C '

(4.6)

At 75 m, and in the release location, we estimate an export primary produc-
tion of (36±3) mmol C m-2 d -1 in Ri for the 1/ 20° resolution model and of 
(34±3) mmol C m-2 d-1 at 1/80° resolution. Given an absence of observed values in 
R.2, we use the same conversion ratio for this region and find that at the lowest resolution 
its export primary production is approximately (39±8) mmol C rn-2 d_1, whereas it is 
(87±8) mmol C m-2 d-1 in the highest resolution case. Fig. 4.6c shows the estimates of 
EP, per region, resolution and source of particles. The blue line represents an observed 
EP (localised in region R4 ) of approximately (26±1) mmol C in-2 d_1 computed from 
the downward particulate iron export of (541T216) nmol m~2 d_1 of Bowie et al. (2014). 
Estimates of the simulated EP relative to each source are reported in Table 4.1.

In Ri the EP is about a third above the observed value at each resolution. I11 region 
R '2 we note an increase of more than a factor of 2 in the EP due to the resolution. Here, 
we cannot compare to any estimates, although we would expect EP in region R2 to be 
similar or less than Rj because R2 is further away from KP than Rj.

The estimated export productivity can be converted into total primary productivity by 
using the fe ratio, equal to the uptake of new iron/uptake of new + regenerated iron, of 0.49 
(Sarthou et al., 2008). In region Ri we find a total primary productivity of approximately 
73 mmol C m-2 d -1 and 69 mmol C m-2 d-1 at 1/ 20° and 1/80° resolution, respectively. 
In R2 the estimated values are 78 mmol C m-2 d -1 (1/20°) and 177 mmol C m“ 2 d_1 
(1/80°). This compares to an observed PP estimates in Ri of 132 mmol C m-2 d_1. Total 
primary productivity estimates for the ON and OFF particles are shown in the last row 
of Table 4.1. In Ri our estimate of vertical DFe  supply is 1.3 more than what is required 
to meet the estimated particulate iron export. In R2 our estimate is 1.5 to 3.3 times the 
estimated particulate iron export.

While our simulated vertical iron supply is an upper bound particularly at R2, the 
supply due to sub-mesoscale processes is substantial, approaching the value estimate for 
iron supply from the sediments on the KP and is much greater than the estimated export.

However, we highlight that the computation of export production based on upward 
iron fluxes gives a maximum estimate, as physical flows can transport iron downward as 
well. Hence, we can calculate the biological export of iron at the base of the euphotic layer
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(z*) as the flux required to balance the loss of iron by biological consumption (S(z)):

S(z) - ^  =  0. (4.7)

<j)Fe(z) represents the vertical flux of iron and its value at z =  z* can be obtained by 
integrating (4.7) over the euphotic layer:

4>Fe(z*) = -  f  S(z)dz.  (4.8)
J  z*

The consumption S(z) is given by the first term in the right hand side of equation (4.1):

S(z) = -A  (z)DFe(z),

where A(z) is given by (4.2). From simple passages, we can obtain a general formulation 
for the biological export of iron:

4>Fe(z*) ~  A0<5
7 *  ( eZ ' /S- x) - 1

DFe(z*). (4.9)

In our model we use z* = z\ — 75 m and S =  35 m. The biological export of iron in (4.9) 
can be then converted into export production using the Fe/C  ratio and total production 
using the fe ratio. We find that at 1/20° resolution the total production accounts for 
approximately 7 mmol C m~2 d“ 1 in Ri and 3 mmol C m“2 d“ 1 in R2 , while at 1/80° we 
estimate 9 mmol C m“2 d“ 1 and 10 mmol C m“ 2 d“ 1 in Ri and R2 , respectively.

While these numbers are much smaller than the upwelled supply of iron estimated 
above (from equation 4.6) they still account for the significant portion of measured iron 
EP. In Ri, vertical physical supply accounts for about a third of the estimate particulate 
iron export (26±1) mmol C in“ 2 d“ 1. In this region adjacent to the KP the horizontal 
supply of iron is more important consistent with previous observations. In the 1/80° 
resolution R2 , the estimate iron export is nearly a half the measured export. In this 
region resolving the sub-mesoscale vertical supply of iron is important and could be the 
dominant mechanism of iron supply.

4.5 D iscu ss io n  a n d  C o n c lu sio n s

FeRROyo represents an innovative technique for the study of specific processes affect-
ing iron concentration in iron-limited waters, such as the Southern Ocean. The model 
has been applied to a framework that does not incorporate the contribution of diffusive 
mechanisms as our motivation was to specifically investigate the impact of sub-mesoscale 
advection on the supply of iron. FeRROyo has just two parameters, a decay and a replen-
ishment time-scales, chosen to represent bio-geochemical processes not explicitly resolved 
in FeRROyo • We show these two parameters have a weak effect on the final estimates of 
iron concentration and fluxes. This insensitivity to parameters is due to the timescale of
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the upward/downward advection of the particles in the upper 100 m of the water column 
being shorter than the iron decay timescale. Also, in case of the replenishment timescale 
r, which we have varied over two orders of magnitudes, we have not found a significant 
difference in the behaviour of FeRROso- Thus we conclude that FeRRO^o is robust and 
that it does not depend on the choice of parameters.

While the results presented above are not sensitive to the choice of the parameters, they 
do depend on the location of investigation and on the horizontal resolution of the numerical 
model. This sensitivity reflects the different dynamics resolved by the simulations, which 
are also strongly affected by the location of analysis (Chapter 3). We have shown that 
iron concentration, fluxes and primary productivity are comparable in region Rj, where 
the sub-mesoscale activity is weak (Chapter 2). Conversely, in region R<2 , where the 
sub-mesoscale dynamics are the most active (Chapter 2), we simulate an increase in iron 
estimates with the horizontal resolution, demonstrating that sub-mesoscale processes have 
an impact on the transport of dissolved iron.

At Ri we estimate a vertical iron supply that is slightly greater than the observed value 
reported in Bowie et al. (2014), but it shows little difference with resolution. Moreover 
here it is less than a third the estimate for horizontal advection of iron from the KP. We 
confirm that in this region the dominant contribution to the supply of iron is most likely 
due to lateral processes. Ri is closer to KP than R2 , which might explain the larger impact 
of the lateral supply.

Our results suggest that in R2 the vertical supply is a first order mechanism for the 
supply of iron. Furthermore, as the vertical flux increases with the resolution, we conclude 
that iron supply in this region is likely to be predominantly due to sub-mesoscale upwelling 
of dissolved iron. However, we are not able to compare our estimated iron supply of R2 

with any observed estimates. Following Mongin et al. (2009) we can expect a smaller 
lateral advection into this region (as they found that the lateral supply decays with the 
distance from the plateau). We find that the vertical iron supply, approaches the estimated 
value for the horizontal advection of DFe  in R i. Furthermore, using the calculation from 
the decay rate (equations 4.2 and 4.9) we find that the simulated EP accounts for about 
a half the measured EP. This calculation requires an assumption that EP from Ri can be 
used for R2 which may not strictly hold; the observed EP most likely provides an upper 
estimate.

From the large difference in the 1/80° vertical fluxes between the two regions (almost 
2-fold), a similar difference in the concentration could be expected. Yet, the difference in 
the concentration is just about 2%. The reason is likely due to a combination of downward 
iron flux (which may be as large as the upward component) and biological uptake.

We highlight that in our numerical simulations no seasonal cycle has been modelled 
and, therefore, FeRRO^o estimates are purely indicative of a mean state. It would be of 
great interest for the scientific community to investigate how the seasonal variation can 
affect the iron supply, however this is beyond the scope of the present work. Furthermore, 
a future development should include a more realistic implementation of bio-geochemical
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processes.
We conclude that sub-mesoscale dynamics can affect the near-surface budgets of dis-

solved iron concentration and export production, by enhancing the vertical advective 
fluxes of dissolved iron concentration in Southern Ocean conditions. We suggest that 
sub-mesoscale fluxes need to be parameterised in coarser resolution models for the quan-
tification of iron budgets; however, these parameterisations need to take into account the 
complex spatial variations present in sub-mesoscale dynamics.
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C h a p te r  5

C onclusions

5.1 Sum m ary

Investigating the role that sub-racsoscale processes play in the ocean dynamics is not a 
trivial quest. The spatial and temporal scales of these processes make observations partic-
ularly difficult and their representation in ocean models often requires parameterisation. 
The research of the present work has opened a path towards a new investigation of sub- 
mesoscale dynamics in regional ocean models.

The foundation of this thesis has been the implementation of an ultra-high-resolution 
numerical ocean model that, at 1/80° horizontal resolution, constitutes the first Southern 
Ocean sub-mesoscale-resolving model. Moreover, with the use of a realistic topography 
and a total domain size given by (5760x1080x150), this model represents the new frontier 
in sub-mesosocale numerical studies.

The sub-mesoscale-resolving ocean model of the south Indian Ocean has unveiled the 
presence of a sub-mesoscale activity which is not uniformly distributed in space, but in-
stead forms hotspots (Chapter 3). The strength of this sub-mesoscale activity varies 
widely, depending on the location: in areas of strong circulation (such as east of the Ker-
guelen Plateau), the magnitude of sub-mesoscales is greatest; whereas, in areas where the 
circulation is very weak (e.g. over the plateau) it is much smaller. A major finding of this 
thesis is that the inhomogeneity at the sub-mesoscales is indirectly due to the topography, 
where the topography controls the large-scale flow, mesoscale eddies are created via in-
stabilities, which in turn generate sub-mesoscale structures. These findings also highlight 
that topographically-induced internal wave activity and direct generation of sub-mesoscale 
flows by the topography are found to be significant only in specific regions and are not 
the main components of the observed inhomogeneity.

In the south Indian Ocean, sub-mesoscale flows generate upper-ocean vertical velocities 
dramatically larger than mesoscale velocities: instantaneous values show that vertical 
velocities are one order of magnitude larger in the snb-mesoscale case (Chapter 2). This 
result, which might be expected from other studies, represents the first quantification of 
the sub-mesoscale vertical velocities in Southern Ocean numerical models. In addition, by 
enhancing the resolution from 1/20° to 1/80°, the root mean square of the sub-mesoscale 
vertical velocities sees an 11-fold enhancement, for an increase in resolution of 4 times, 
which gives a ratio (equal to 2.75) larger than found in previous studies of sub-mesoscale
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dynamics. These large vertical velocities have a significant impact on the vertical transport 
of Lagrangian particles. Specifically, they induce a wider spread in the water column and 
advect waters from greater depths than the 1/20° resolution vertical velocities.

The horizontal resolution has a large impact also on the advective vertical fluxes of 
iron, with an enhancement associated with the increase of the resolution up to 2 times 
(Chapter 4). Iron concentration and fluxes are not only sensitive to the resolution, but 
this sensitivity is found depending on the location of analysis, with a larger difference 
associated to the region with stronger sub-mesoscale activity. Finally, by supplying more 
iron into the upper-ocean, sub-mesoscale dynamics are therefore found to sustain a larger 
primary productivity.

5.2 F u tu re  d irections

Sub-mesoscale-oriented studies are rapidly evolving and this work has pushed at the fron-
tiers of Southern Ocean modelling. However, there are still open questions which can 
lead to future research paths. In particular, the computationally expensive nature of 
these nltra-high-resolution simulations has prevented additional experiments with differ-
ent forcing, such as temporally-varying winds or heat fluxes. Furthermore, numerical and 
observational studies would both acquire a substantial benefit if a more exhaustive com-
parison with high-resolution observations were conducted. And finally, as sub-mesoscale 
processes need to be parameterised in coarser-resolution models, the numerical simulations 
here presented could offer a valuable test for existing parameterisations and, additionally, 
guide towards new implementations.

5.2.1 Towards m ore realistic sim ulations

Numerical simulations presented in this thesis have been forced by constant annual aver-
ages of wind stress, heat and freshwater fluxes. This constant forcing has the advantage 
of reducing the degree of complexity in the implementation and analysis, but comes at 
the expense of a complete representation of the variability of the circulation and dynamics 
of the Southern Ocean. In particular, future generations of high-resolution ocean models 
should be able to integrate a more realistic forcing, including high-frequency winds, a 
seasonal cycle and sea ice (and its dynamics).

Temporal high-frequency winds have been seen to enhance the magnitude of vertical 
velocities, as well as stimulating new production in an idealised numerical simulation 
of oligotrophic waters, by triggering transient fluxes of nutrients into the surface (Levy 
et al., 2009). Spatial and temporal high-frequency winds in a regional model of the ocean 
circulation around the Hawaiian islands have also been seen to magnify vertical velocities, 
via non-linear interactions between the wind stress and the vertical relative vorticity (Calil 
et ah, 2008). Therefore, adding this variability in the wind forcing would improve the study 
of sub-mesoscale dynamics and their impact on biological processes in the Southern Ocean.

However, variability in the wind forcing may also trigger the generation of near-inertia
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gravity waves. Numerical simulations found that these waves can deeply penetrate in the 
water column, with maxima in their vertical velocity found around 2000 m and in some 
cases extending to the upper levels (Komori et ah, 2008; Blaker et ah, 2012). The order of 
magnitude of their vertical velocities is comparable to the sub-mesoscale-generated vertical 
velocity. Therefore, particular considerations and analyses must be taken into account to 
distinguish them from sub-mesoscale dynamics.

Observations in the Southern Ocean, already difficult all year round, are made even 
more extreme in winter, due to the the rigid temperatures and the increase in intensity of 
winds and mean sea swell. In this context, the capability of simulating a seasonal cycle 
could help to fill a gap in winter-time observations and to study the seasonal cycle of 
sub-mesoscale features, which are amplified in winter (e.g Mensa et ah, 2013).

The Southern Ocean is location for the formation of the densest wrater in the world, the 
Antarctic bottom water, which relies on the existence of polynyas, regions of open water 
surrounded by ice, and sea ice formation. Sea ice is also fundamental in the heat exchange 
between ocean and atmosphere and omitting its representation and dynamics can lead to 
non realistic air-sea fluxes, ocean stratification and dynamics around Antarctica (which 
can then affect the ocean circulation around the globe). For example, Hewitt et al. (2001) 
found that representing sea ice formation alone and not its dynamics in an ocean-sea-ice 
model led to a non realistic sea ice distribution in the Southern Ocean. In turn, this gave 
rise to different responses in the climate sensitivity of the model. Consequently, adding 
dynamical sea ice model would undoubtedly be fundamental for a realistic representation 
of the Southern Ocean dynamics and circulation.

Finally, Chapter 2 and 4 employ Lagrangian particles for the study of the impact of 
the resolution on the vertical transport and fluxes of iron. These particles have several 
advantages: first, their simulations are computationally very cheap; second, they can be 
implemented off-line; and, finally, they allow the investigation of sources and horizontal 
and vertical distributions of waters, as they can be advected both backward and for-
ward in time. However, there are caveats on such analyses as they omit the diffusive 
contribution of the flow and do not permit to simulate the response and distribution of a 
biological system. Also, the Lagrangian technique does not give any information about the 
temporally-evolving vertical structure of a nutrient profile, an important aspect for phy-
toplankton bloom studies. To cover these limitations, an improved methodology would 
require to incorporate a sophisticated bio-geochemical (or BGC) model, that could in-
clude an iron cycle, to the physical model. So far BGC models with iron cycles have been 
implemented at coarser resolutions (e.g. Gregg et al., 2003; Parekh et ah, 2004; Moore 
et al., 2004; Moore and Braucher, 2008; Völker and Tagliabue, 2014), but have never been 
used at sub-mesoscales. The accuracy of these models relies not only on the capabil-
ity to represent complex bio-geochemical processes, but also on how accurate the initial 
distribution of dissolved iron is (as highlighted by Moore et al., 2004). A database of 
large-scale iron distribution in the Southern Ocean has just become available (Tagliabue 
et al., 2012), however to extend the application of such models to the scales of few km,
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an improved compilation of iron sources is needed. Furthermore, by adding a seasonal 
cycle to high-resolution physical-bio-geochemical models, it would be possible to simulate 
and investigate the life cycle of a phytoplankton bloom in iron-limited Southern Ocean 
waters, and to investigate the seasonal response of vertical fluxes of iron and its spatial 
and temporal evolution.

5 .2.2 C o u p lin g  o f h ig h -re so lu tio n  m o d e ls  a n d  o b se rv a tio n s

Ocean models are valuable tools for the investigation of processes that are difficult to 
observe. However, they always need validation in order to be used as realistic predictions 
and description of processes, either physical, biological or chemical.

A first assessment, of the numerical models presented in this thesis is included in Chap-
ter 2. In this assessment, the ocean mean state and the magnitude of vertical velocities 
in the models were compared with estimates from the Southern Ocean Fine Structure 
(SOFINE, Phillips and Bindoff, 2014) and the cumulative transport of the ACC to the 
evaluations of Park et al. (2009). However, a more thorough comparison of the three 
dimensional velocity and hydrographic structure at the SOFINE site would be of consid-
erable benefit, not only for the validation of the numerical simulations, but also to provide 
additional information of the state of water masses where observations are lacking.

Compared to the Northern Hemisphere, Southern Ocean observations are in deficit 
and sparse. In particular, sub-mesoscale observational campaigns so far are very limited. 
In the Southern Ocean these studies include a glider-based experimental study of mixed 
layer dynamics and phyoplankton distribution in the Sub-Antarctic zone (Swart et ah, 
2014) and the investigation of the vertical structure of the three dimensional velocity field 
with profiling floats during the SOFINE campaign (Phillips and Bindoff, 2014). For an 
advancement in the study of the biological activity in the Kerguelen Plateau, observa-
tions of vertical velocities, nutrients, chlorophyll and hydrography are necessary across 
sub-mesoscale fronts. In combination with recent studies (e.g. Park et ah, 2014; Bowie 
et ah, 2014), the results discussed in these pages could be used to help planning future 
observational campaigns at this site.

5 .2 .3  Im p ro v ed  p a ra m e te r is a t io n  in  g loba l o cean  m o d e ls

Large-scale numerical models, such as climate models, rely on the parameterisation of 
processes that occur at unresolved scales. Their fidelity, therefore, depends on the precision 
of such parameterisations.

Chapter 3 attempts a comparison with the existing sub-mesoscale parameterisation 
of Fox-Kemper et al. (2008), by looking at the correlation between the vertical velocities 
and the main components of such parameterisation: the horizontal gradient of mesoscale 
buoyancy and the mixed layer depth. No detailed study has been possible at this stage, 
however the scientific community would benefit from the development of a more detailed 
comparison. In particular, the numerical simulations presented in this thesis can be used 
to identify if ageostrophic baroclinic instabilities occur in the simulations and to look at
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their impact on the restratification of the mixed layer (e.g. Thomas and Ferrari, 2008; Fox- 
Kernper et ah, 2008; Canuto and Dnbovikov, 2010), over Southern Ocean conditions. Two 
existing parameterisations can he tested: the overturning streamfunction of Fox-Kemper 
et al. (2008) and vertical tracer flux of Canuto and Dnbovikov (2010), where this latter, 
compared to Fox-Kemper et al. (2008), is based on more arbitrary conditions and includes 
wind forcing. Such an investigation could reveal if and where these parameterisations 
are valid, in a sub-mesoscale model with realistic topography, and help to guide further 
improvements. On this subject, Chapter 3 suggested a new parameterisation based on 
the mesoscale eddy kinetic energy and strain rate, whose development has not yet been 
done, but which could be used to compare with Fox-Kemper et al. (2008) and Canuto and 
Dubovikov (2010) .
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