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Unravelling the evolution of the Galactic stellar disk & bulge

Abstract

The formation and evolution of spiral galaxies is a research topic central to modern Astronomy. In this context, the Milky Way offers a unique opportunity for astronomers to study a spiral galaxy in detail, and thus informs many aspects of galaxy formation theory. The observational signatures of Galactic stellar components provide clues to its assembly history. This thesis is focused on two main components of the Galaxy: the stellar disk and bulge. In particular, we examine the chemical properties of these components and their implications for Galactic evolution. The data in this thesis were obtained with HERMES, a new high-resolution optical spectrograph on the Anglo Australian Telescope.

The disk sample consists of over 3000 giant-branch stars, extending up to 4 kpc in height from the Galactic plane. The thin disk (low-α population) exhibits a steep negative vertical metallicity gradient, a signature observed in galaxy evolution models where radial migration plays an important role. The thick disk (high-α population) has a weaker vertical metallicity gradient, which could have arisen from a settling phase of the primordial disk. The [α/Fe] ratios of the thin and thick disk populations are distinct and nearly constant with height. This indicates the two populations were formed in very different conditions, and although the high-α population likely experienced a settling phase, its formation timescale was fast still, in the order of a few Gyrs.

To investigate the chemistry of the Galactic bulge and its connection to the disk, we obtained abundance ratios of 18 elements for more than 800 red giants. The [α/Fe] abundance ratios show vertical variations that are consistent with the distribution of bulge metallicity components: at high latitudes [α/Fe] is enhanced as the metal-poor component dominates; closer to the plane, the metal-rich components contribute lower [α/Fe]. However, at fixed metallicity, all elements show uniform abundance ratios with latitude. We observe normal [Na/Fe] ratios that do not vary as a function of latitude at fixed metallicity, indicating that the bulge does not contain strongly helium-enhanced populations as observed in globular clusters.

By comparing our results with that of the GALAH survey, we conclude that there are similarities between the bulge and disk in terms of their chemistry. However, the more metal-poor bulge population ([Fe/H] ≲ −0.8) shows enhanced abundance ratios compared to the disk for some light, alpha, and iron-peak elements that are associated with core-collapse supernovae (SNeII). This population may have experienced a different evolution to bulge stars of disk origin. Moreover, the [La/Eu] abundance ratios suggest higher r-process contribution in the bulge, which indicates that overall the bulge experienced a higher star formation rate than the disk.
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Galaxy assembly and evolution within a Λ-cold-dark-matter (ΛCDM) universe remains a puzzle that modern cosmology is yet to solve. Within the orthodox ΛCDM framework, structures are formed hierarchically: small dark matter halos form first via gravitational collapse and coalesce to form massive halos, in which galaxies eventually form after radiative cooling of baryons. The proto-galaxy then evolves through interactions with its environment such as accretion of satellites and mergers with other galaxies (de Vaucouleurs 1970, Peebles 1970, Press & Schechter 1974, White & Rees 1978, White & Frenk 1991, Springel et al. 2005). Other environmental factors that affect a galaxy’s evolution include star formation, accretion of baryons (cold flows) and accretion of dark matter.

Since its inception, hierarchical structure formation steadily became the standard theory, and has successfully reproduced large-scale observations (e.g., measurements by the Planck collaboration, Ade et al. 2016). However, inconsistencies still exist between ΛCDM predictions and small-scale observations. These issues include: the missing satellite problem (observed number of satellites around galaxies are much lower than predicted); the cusp-core problem (measured density and density profile do not match predictions); the too-big-to-fail problem (too few galaxies with dark halo mass \( \approx 10^{10} M_\odot \), or stellar mass of \( \approx 10^6 M_\odot \) are observed; they may have failed to form stars, however, it is believed that they are too massive to have failed), all of which are discussed in detail by Bullock & Boylan-Kolchin (2017).

From the galaxy formation point of view, cosmological models have, for a time, struggled to reproduce observed properties of present-day galaxies (e.g., Scannapieco et al. 2009, 2012). Recent advances in galaxy modelling within a cosmological framework have been successful at producing Milky Way-like galaxies, including realistic satellite populations, structural details such as a thick disk (Wetzel et al. 2016, Ma et al. 2017), and even chemi-
cal abundance ratios resembling that of Milky Way stars (Grand et al. 2017). To this end, the Milky Way has served as a benchmark system that theoretical galaxy evolution models can be tested against, as it is currently the only spiral galaxy in which sub-structures and stellar populations can be studied in great detail. A comprehensive understanding of the formation and evolution of the Milky Way is therefore critical to our effort to understand how realistic galaxies form within a ΛCDM universe.

The most effective way to unravel the assembly history of the Milky Way is to study its stellar populations. In particular, the surface chemical compositions of stars are preserved throughout their lifetimes, and thus hold vital clues to the condition in which the Galaxy was formed and how it has evolved (Freeman & Bland-Hawthorn 2002). By studying the chemical abundance ratios of stellar populations in the Milky Way, we may be able to trace their birth location and epoch in order to reconstruct the events that shaped our Galaxy. This concept is at the core of Galactic Archaeology, the aim of which is to establish Galaxy evolution history through the study of signatures embedded in stars.

1.1 Galactic Archaeology

Stellar populations have been observed in our Galaxy from as early as 1926 by Oort (1926), who classified populations based on their kinematics. After the discovery of two distinct populations (Pop I and II) in Andromeda some 20 years later, it was realised that there are other physical implications associated with stellar populations (Baade 1944). Population II was thought to be older and more metal-poor than Population I, which was thought to be recently formed stars (Russell 1948). The oldest, first stars to have formed in the universe is referred to as Population III stars, although it is still unclear if any have survived to the present day (e.g., Frebel & Norris 2015).

Eggen, Lynden-Bell and Sandage (Eggen et al. 1962) were amongst the first to show the importance of stellar populations in Galactic studies. By comparing the kinematics of halo and disk stars, they proposed that the Milky Way formed via the dissipational collapse of a uniform proto-cloud. However, observations of globular clusters by Searle & Zinn (1978) showed that there is a wide range of metal abundances independent of distance from the Galactic centre. They suggested that the Galactic halo actually resulted from the build up of independent, small fragments instead of uniform collapse. At this time, the hierarchical formation theory was gaining momentum, and the scenario suggested by Searle & Zinn (1978) seemed fitting in this context. More importantly, it was apparent from these studies that the properties of stellar populations can give insights to the process of galaxy formation.

The study of abundance ratios, ages and kinematics of Galactic stars from early epochs to understand Galaxy formation is referred to as Galactic Archaeology (for a review, see Bland-Hawthorn & Gerhard 2016). The advent of massive photometric and spectroscopic stellar surveys has ushered the field into a new era, where the chemistry and kinematics can be measured for an unprecedentedly large number of stars. On-going surveys such as
Gaia-ESO (Gilmore et al. 2012), APOGEE (Majewski et al. 2015) and GALAH (De Silva et al. 2015) collectively yield information for \( \approx 700,000 \) stars to date; other planned surveys such as WEAVE (de Jong et al. 2011) and 4MOST (Dalton et al. 2016) will significantly increase this number. Combined with precise distances and proper motions from the Gaia space mission, results from these surveys can alleviate the uncertainties and conflicting conclusions surrounding earlier works, some of which are brought to focus in Sections 1.3 and 1.4. They will also provide more stringent constraints on the formation and evolution of the Milky Way. In the next section, we introduce some of the ongoing and upcoming massive spectroscopic surveys.

1.1.1 Large-scale spectroscopic surveys

Spectroscopic surveys have varying scientific goals, and as a result there are large differences in target selections and observing strategies. The details of each survey are outlined below.

RAVE

RAVE (RAdial Velocity Experiment)\(^1\) (Steinmetz et al. 2006) is a Southern hemisphere spectroscopic survey conducted on the 1.2m UK Schmidt Telescope of the Australian Astronomical Observatory. RAVE’s primary aim was to derive the radial velocity of Galactic stars. The survey largely overlaps with the Tycho-Gaia astrometric survey (Michalik et al. 2015), which provides many RAVE stars with accurate proper motions that are important for kinematic studies. At the end of its observing campaign (2013), RAVE had obtained spectra for 483,330 stars within magnitude range \( 8 < I < 12 \).

The spectral region covered by the RAVE spectrograph (8410–8794 Å) and its resolving power (\( R = \lambda / \Delta \lambda \approx 7000 \)) enable measurements of stellar effective temperature, surface gravity, metallicity, as well as the abundance ratios of 6 elements (Mg, Al, Si, Ca, Ti, and Ni). The radial velocities can be measured to a precision better than 1.5 km s\(^{-1}\) (Kunder et al. 2017). In addition to the official RAVE spectroscopic data release, Casey et al. (2017) provides a catalogue of stellar parameters and abundances derived using data-driven techniques, which are calibrated on stellar parameters and abundances from the APOGEE survey.

LAMOST/LEGUE

The LAMOST telescope\(^2\) has a 4m mirror with extremely high multiplexity (4000 fibres can be positioned at a time) (Luo et al. 2015). The project has two main science objectives, one focused on extragalactic objects (galaxies, quasars), and the other focused on the Milky Way, called the LAMOST Experiment for Galactic Understanding and Exploration (LEGUE).

\(^1\)www.rave-survey.org

\(^2\)www.lamost.org
The spectrograph can observe stars up to a magnitude \( r = 19 \) at resolving power \( R = 1800 \). The LAMOST pilot survey was launched on Oct 24 2011. By mid-2017, LAMOST has observed \( \approx 8.2 \) million stars of its \( 10^7 \) stars target.

The public data releases from LAMOST contain spectroscopically derived effective temperature, surface gravity, metallicity and \( \alpha \)-abundance ratio. It has been shown by Ho et al. (2016) that data-driven techniques can be used to improve the accuracy and precision of LAMOST results by cross-calibrating with a survey that has higher resolving power and signal-to-noise ratio (in this case the APOGEE survey).

**APOGEE**

The Apache Point Observatory Galactic Evolution Experiment (APOGEE)\(^3\) is a high resolution, high signal-to-noise spectroscopic survey. The survey also operates on the Sloan Foundation 2.5m telescope. APOGEE uses a near-infrared spectrograph covering wavelengths between 1.51–1.70 \( \mu \)m, with resolving power of \( R = 22 \, 500 \). Due to its infrared wavelength coverage, APOGEE has an advantage when observing regions obscured by dust.

The survey observed over 150 000 giants in the Galactic bulge, disk and halo, covering a large range of Galactocentric radius in the Northern hemisphere. APOGEE targets are bright giants from the 2MASS catalogue (Skrutskie et al. 2006) with \( H \)-band magnitudes between \( 11 < H < 12.2 \). The signal-to-noise ratio for APOGEE spectra are therefore very high, typically much greater than 100. As the result, APOGEE is able to derive precise radial velocity, stellar parameters and abundance ratios for up to 15 elements, with uncertainties \( < 0.1 \) dex (Holtzman et al. 2015).

APOGEE completed its observations between late-2011 to mid-2014. Following its completion, a twin spectrograph was installed on the Du Pont Telescope at Las Campanas Observatory, Chile. This instrument will be used for APOGEE-2 South, an extension of the APOGEE survey, which focuses on the Southern hemisphere, particularly the Galactic bulge. In addition, the APOGEE-2 North survey will continue observing the Milky Way disk until 2020 as part of SDSS-IV.

**Gaia-ESO**

*Gaia*-ESO\(^4\) is a high-resolution spectroscopic survey that uses the FLAMES instrument on the VLT. The survey targets \( 10^5 \) stars, covering the Galactic halo, disk and bulge. The main spectrograph used is GIRAFFE, which has \( R = 16 \, 500 \) at \( \lambda = 8484–9001 \) Å, and \( R = 19 \, 800 \) at \( \lambda = 5339–5619 \) Å. A small number of stars are observed with the UVES spectrograph (which only allows 8 objects to be observed at a time) at \( R = 47 \, 000 \), \( \lambda = 4700–6840 \) Å. The first *Gaia*-ESO observations began in late December 2011.

---

\(^3\)www.sdss3.org/surveys/apogee.php

\(^4\)www.gaia-eso.eu
Gaia-ESO observes distant field stars, down to a faint magnitude limit of $V \approx 20$. The predicted radial velocity precision for this data set is $0.1$–$5 \text{ km s}^{-1}$ (Gilmore et al. 2012). Depending on the instrumental setup, the survey can provide accurate abundances for the elements Na, Mg, Si, Ca, Ti, V, Cr, Mn, Co, Sr, Zr, Ba in addition to effective temperature, surface gravity and metallicity.

GALAH

The GALAH (GALactic Archaeology with HERMES)$^{5}$ survey, the most recent high resolution spectroscopic survey to come online, began operating in early-2014. GALAH uses the HERMES spectrograph on the 4m Anglo Australian Telescope. The primary science goal of GALAH is chemical tagging (Section 1.1.2) - for which a large number of stars and elemental abundances is required (Ting et al. 2012).

The HERMES spectrograph covers four optical wavelength ranges and has nominal resolving power of 28 000. This wavelength coverage and resolving power allow up to 28 elemental abundances to be measured, along with precise radial velocities and stellar parameters. The main GALAH targets are disk stars (giants and dwarfs) between magnitude $12 < V < 14$, and some brighter targets of magnitude $9 < V < 12$ from the Tycho-Gaia catalogue. GALAH will only observe a small fraction of halo stars, and an even smaller fraction of bulge stars. The survey aims to observe a total of $10^6$ stars, and to date has acquired spectra for $\approx 500 \, 000$. The results in Chapter 4 of this thesis is based on data from the GALAH survey, which will be discussed further in Chapter 2.

WEAVE

WEAVE$^{6}$ is a high-multiplexity spectrograph built for the 4.2m William Herschel telescope at the La Palma Observatory, which can observe up to 1000 objects in a single exposure (Dalton et al. 2016). The WEAVE Galactic Archaeology survey will target the Northern Galactic halo, disk (in particular the outer disk) and open clusters using both the high and low resolving power modes ($R = 20 \, 000$ or $R = 5000$). WEAVE will provide radial velocities for stars fainter than $V = 15.5$ and elemental abundances for stars with $V$-magnitude fainter than 12. Millions of stars will be observed by the survey, which is due to start in 2018.

SDSS-V: Milky Way Mapper

SDSS-V$^{7}$ has been proposed as an all-sky survey that will provide coverage of the Milky Way and Local Group objects in both hemispheres (Kollmeier et al. 2017). The Milky Way

$^{5}$www.galah-survey.org
$^{6}$www.ing.iac.es/weave
$^{7}$https://www.sdss.org/future/
Mapper (MWM) program within SDSS-V is particularly important for Galactic Archaeology. SDSS-V MWM aims to observe 4–5 million Galactic stars from the Las Campanas and Apache Point observatories. The program commences in 2020, and will likely be conducted using the same instruments as the APOGEE survey (2.5m telescope; wavelength 1.51–1.70 μm; \( R = 22000 \)).

4MOST

The 4-Meter Multi-object Spectroscopic Telescope\(^8\) is a high-multiplex telescope with at least 1500 fibres in low resolution mode, and more than 800 fibres in high-resolution mode. The instrument has \( R = 20000 \), covering wavelength regions 395–456.5 nm and 587–673 nm (de Jong et al. 2011). The survey will provide complementary Southern sky coverage to the WEAVE survey, targeting the Galactic disk and bulge. 4MOST aims to deliver chemical abundances for two million stars, which complements the astrometric information provided by the Gaia space mission. 4MOST is estimated to begin operations in 2021.

1.1.2 Chemical tagging

The large number of stars and chemical abundance ratios from the current and future high-resolution spectroscopic surveys outlined above will enable the (re)grouping of stellar clusters that have been spatially dispersed throughout the Galaxy since birth, otherwise known as chemical tagging.

The concept of chemical tagging was first discussed by Freeman & Bland-Hawthorn (2002), more recently by Bland-Hawthorn et al. (2010), Ting et al. (2015), and it is the main scientific driver of the GALAH survey. A star’s chemical composition should remain largely constant throughout most of its life, and reflect its location and epoch of formation. As such, stars that are from the same cluster/star forming aggregate (co-natal) should have very similar abundance ratios, even after being dispersed from their parent clusters over time. Tracking likely cluster members and their present location may reveal their birth place and migratory pattern during the evolution of the Galaxy (Mitschang et al. 2014, Quillen et al. 2015, De Silva et al. 2015). Many methods exist to group cluster candidates in chemical space where they lie in close proximity, including: principal component analysis (PCA) (Ting et al. 2012), k-means clustering (Hogg et al. 2016) and t-distributed stochastic neighbour embedding (t-SNE) (Kos et al. 2018).

The premise chemical tagging is the belief that stellar clusters have unique and homogeneous chemistry. De Silva et al. (2006, 2007) showed, for the Hyades and Collinder 2061 clusters, that the scatter in abundance ratios are consistent with measurement uncertainties, suggesting little to no intrinsic variation between cluster members. This has also been supported by numerical simulations implying negligible abundance variation within an open

\(^8\)www.4most.eu
cluster (Feng & Krumholz 2014). However, very precise differential abundance analysis by Liu et al. (2016) revealed inhomogeneity in the Hyades, as the overall scatter was 1.5–2 times larger than measurement uncertainties. Further challenges for chemical tagging were noted by Ness et al. (2018), who found a large number of field stars (1%) with identical chemical signatures but are unlikely birth siblings. The use of abundance ratios to identify stars of common birth must therefore be treated with caution.

However, chemical tagging can still be performed in a limited capacity to identify unique stellar populations. Using abundances from the Gaia-ESO survey, Lind et al. (2015) found a halo star with aluminium and magnesium abundances indicating that it may have originated from the globular cluster ω Centauri. Similarly, the nitrogen abundance ratios from the APOGEE survey revealed a group of nitrogen-rich stars, which could be members of dissolved globular clusters in the Galactic bulge (Schiavon et al. 2017). A large inventory of chemical abundance ratios is therefore extremely valuable for disentangling Galactic subcomponents described in the next section.

1.2 The Galactic structure

The Milky Way appears to be a large spiral galaxy, with components typically observed in external disk galaxies. The stellar mass of the Milky Way is estimated to be approximately $5 \pm 1 \times 10^{10} M_\odot$, similar to that of Andromeda (Bland-Hawthorn & Gerhard 2016, Kafle et al. 2018). Like other disk galaxies, it also contains an invisible dark matter halo (Freeman 1970, Rubin & Ford 1970). The gravitational effects of the dark halo on stellar kinematics are visible, and it contributes the largest Galactic mass fraction, at $\approx 90\%$ of the total Galactic mass (Freeman & Bland-Hawthorn 2002). For the rest of this thesis, however, we will mainly focus on the visible matter in Galaxy.

Of the visible components, the Galactic disk contains the largest baryon fraction. It is generally accepted that the Milky Way has an exponential disk (van der Kruit & Freeman 2011), which can be further divided into the ‘thin’ and ‘thick’ disks. The thin disk has a scale-length of $\approx 2.6 \pm 0.5$ kpc, and the thick disk scalelength is $\approx 2 \pm 0.2$ kpc (Bland-Hawthorn & Gerhard 2016). Towards the Galactic centre lies the bulge, a bright region with high stellar density. The Galactic halo is the most diffuse stellar component, and contains primarily old and metal-poor stars. These components are indicated in the edge-on infrared image of the Milky Way, Fig. 1.1.

1.2.1 The stellar halo

The diffuse stellar halo ($\approx 1\%$ of the total Galactic mass) surrounding the Galaxy is likely to have formed through merger and accretion episodes, as proposed by Searle & Zinn (1978). The accretion history of the Milky Way is contained in the substructure of the halo, such as tidal tails, streams and over-densities from accreted satellites.
The visible components of the Milky Way. The stellar disks, bulge, and halo are typical of disk spirals in the local group. Two Milky Way satellites, the Large and Small Magellanic Cloud, can also be seen. Image credit: 2-Micron Sky Survey (2MASS) collaboration (Skrutskie et al. 2006).

The stellar halo's properties indicate that its evolution is probably unrelated to that of the disk and bulge: its stars are much more metal-poor and has many times higher velocity dispersion in comparison. Carollo et al. (2007) (also Beers et al. 2012) argued for a double halo structure in the Milky Way: an inner and outer halo that were formed via different channels. The inner halo was thought to have formed in situ, whereas the outer halo was primarily built up by mergers and accretion. Schönrich et al. (2011) question the kinematics evidence for a dual halo presented in Carollo et al. (2007), however there is evidence from chemical abundances suggesting that there are two halo sub-populations (e.g., Nissen & Schuster 2010).

1.2.2 The disk

The disk of the Milky Way is thought to have formed by redshift of $z \approx 1$, based on age estimates of the oldest disk stars placing them at 10–12 Gyr (e.g., Haywood et al. 2013). The scaleheight of the thinner disk component is well established and estimated to be $\approx 300$ pc (Gilmore & Reid 1983, Jurić et al. 2008, Bovy et al. 2012b, 2016). Many disk galaxies exhibit a second disk component which is more diffuse and has larger scaleheights, known as the thick disk. Thick disks were first seen in external galaxies through surface photometry (Tsikoudi 1979, Burstein 1979), and is now thought to be common in most disk galaxies (Dalcanton & Bernstein 2002, Yoachim & Dalcanton 2006, Comerón et al. 2015). An image of the thick disk of the galaxy NGC891, a Milky Way analogue, is shown in Fig 1.2. In general, thick disks have relatively constant scaleheights as a function of radial distance (Ibata et al. 2009, Comerón et al. 2015).

The thick disk of the Milky Way was discovered by Gilmore & Reid (1983), using stellar
density measurements as a function of vertical height. Gilmore & Reid (1983) estimated the Galactic thick disk scaleheight to be \( \approx 1350 \) pc. Numerous authors have since attempted to measure the scaleheight of the thick disk. The most recent results place the thick disk scaleheight at smaller values than originally reported, but the scatter of thick disk scaleheight measurements is larger than that of the thin disk (Jurić et al. 2008, Kordopatis et al. 2011, Bovy et al. 2012b, 2016). By analysing a compilation of literature studies, Bland-Hawthorn & Gerhard (2016) estimated the thick disk scaleheight to be \( 900 \pm 180 \) pc, and its surface brightness relative to the thin disk is \( \approx 12\% \). The ratio of these scaleheights are comparable to that observed in spirals with similar circular velocity to the Milky Way (\( V_c = 210 \) km s\(^{-1}\)) (Yoachim & Dalcanton 2006).

The Galactic thick disk appears to be older (\( \approx 13 \) Gyr) and more metal-poor than the thin disk (e.g., Haywood et al. 2013, Bensby et al. 2014). The origin and nature of the thick disk has been a widely debated topic, and will be explored further in the next sections. Nonetheless, the old age of the thick disk means that it contains a snapshot of the conditions in the early Galaxy, making it an important component for Galactic Archaeology and chemical tagging.

![Figure 1.2](image_url) An example of the thick disk component in an external galaxy - NGC891. The edge-on profile of NGC891 is similar to that of the Milky Way, where the bulge, thin and thick disk components can be seen. The thick disk of NGC891 has scaleheight of \( 1.44 \pm 0.03 \) kpc (Ibata et al. 2009). Image credit: Robert Gendler and Adam Block, data taken with the Subaru (NAOJ) and Hubble Space Telescope (NASA).

### 1.2.3 The bulge

The bulge is the second most massive visible component, containing \( \approx 30\% \) of the total stellar mass in the Galaxy (Portail et al. 2015). The bulge was first thought to be a spheroidal, or classical bulge, postulated to have formed via rapid collapse early on in the Galaxy’s
formation (Kormendy & Kennicutt 2004). The observed vertical metallicity gradient of the bulge, and colour-magnitude diagrams from the *Hubble Space Telescope* suggesting that the bulge is exclusively old both support the classical bulge picture (e.g., Matteucci & Brocato 1990, Minniti et al. 1995, Clarkson et al. 2008, 2011). It was estimated by Clarkson et al. (2011) that less than 3.5% of bulge stars are younger than 5 Gyr.

In recent years, multiple studies of photometry, age, and kinematics of bulge stars gave evidence against the Galactic bulge being a primarily classical one. Infra-red images of the Milky Way bulge showed that it is a boxy/peanut/X-shape (Dwek et al. 1995, Ness & Lang 2016), which can be seen in Fig. 1.3. The X-shape morphology can also be inferred from the double red-clump as shown by photometric studies of bulge stars (Ness et al. 2012, Wegg & Gerhard 2013, Nataf et al. 2015, Gonzalez et al. 2015a). In addition, the bulge exhibits cylindrical rotation, consistent with it being a pseudo-bulge (Kunder et al. 2012, Ness et al. 2013b, Zoccali et al. 2014, Ness et al. 2016b), formed via disk instability (e.g., Martinez-Valpuesta & Gerhard 2013, Di Matteo et al. 2014). The fraction of young stars in the bulge is also larger than previously estimated: over 20% of the microlensed bulge dwarfs and subgiants from Bensby et al. (2017) are younger than 5 Gyr. It is currently unclear whether a spheroidal/classical component exists in the Milky Way. While the bulge contains mostly metal-rich stars, it may host some of the oldest stars in the Galaxy (Tumlinson 2010, Howes et al. 2015). Kunder et al. (2016) found that the metal-poor, old RR Lyrae stars do not show cylindrical rotation, which may be indicative of a classical population. However, the fraction of the classical component should be small, at maximum 25% of the total bulge mass (Shen et al. 2010).

The evolution of the different Galactic stellar components is evidently complex and intrinsically linked. Certain similarities should exist between the stellar disk, and bulge, for
example, if the bulge is indeed a product of disk instability. This thesis will focus on the Milky Way disk (in particular, the thick disk) and bulge, the largest stellar components of the Galaxy and their evolution history. The sections that follow discuss the chemical evolution of the Galactic disk and bulge in detail.

1.3 Chemical evolution of the Milky Way disk

Numerous studies of stellar populations in the nearby thin and thick disks have been conducted. The thick disk is more metal-poor on average than the thin disk, with a large metallicity range: $-2.2 \leq [\text{Fe/H}] \leq -0.5$ (e.g., Chiba & Beers 2000). However, most thick disk stars are between $-1 \leq [\text{Fe/H}] \leq -0.5$; those with $[\text{Fe/H}] < -1$ are quite rare, and is referred to as the metal-weak thick disk. The thin disk in the solar neighbourhood has metallicity range $-0.7 \leq [\text{Fe/H}] \leq 0.5$. At the solar annulus, a clear dichotomy is observed in abundances of the alpha-elements (typically O, Mg, Si, Ca, Ti). The ratio of $[\alpha/\text{Fe}]$ at a given $[\text{Fe/H}]$ is much more enhanced for stars that belong to the thick disk, compared to those of the thin disk (e.g., Prochaska et al. 2000, Adibekyan et al. 2012, Bensby et al. 2014, Fuhrmann et al. 2016). Although using $[\alpha/\text{Fe}]$ ratios has been recently advocated as the more accurate method to separate the thin and thick disks; kinematics has also been used, amongst other criteria. Different separation methods can lead to varying interpretations of the thick disk’s properties. Sections 4.5.2 and 4.6 revisit this discussion in detail.

The enhanced $\alpha$-abundance ratios of thick disk stars have important implications. One is the formation time-scale: it is likely that the thick disk has been enriched primarily by supernovae type II, before the contribution of iron-peak elements from supernovae Type I took effect. The formation time-scale of the thick disk should therefore be $\approx 1$–$3$ Gyr (Gratton et al. 2000, Mashonkina et al. 2003), although Haywood et al. (2013) suggested a slightly longer formation timescale of 4–5 Gyr.

It was shown by Haywood et al. (2013) and Bensby et al. (2014) that $\alpha$-rich thick disk stars are much older than $\alpha$-poor thin disk stars. Thick disk stars also have a narrow age range - between 8–13 Gyr (Haywood et al. 2013), whereas the age spread in the thin disk is large - between 0–8 Gyr (Casagrande et al. 2011). The thin/thick disk chemical dichotomy is shown in Fig. 1.4. There are also older, more $\alpha$-enhanced stars at the super-solar metallicity regime, the so-called ‘h$\alpha$mr’ (high-$\alpha$ metal-rich) stars (Adibekyan et al. 2011). These stars may not be associated with the thick disk, but are thought to have migrated from the inner disk (e.g., Schönrich & Binney 2009).

There has been intense debate over whether the thick disk is a ‘distinct’ Galactic component since its discovery (Gilmore & Reid 1983, Norris 1987, Nemec & Nemec 1993). Earlier evidence favoured a merger-origin (therefore ‘distinct’) thick disk, such as the lack of vertical metallicity gradient (e.g., Gilmore et al. 1995, Allend Prieto et al. 2006) and kinematics properties resembling that of a ‘satellite debris’ (Wyse et al. 2006). However, Bovy et al. (2012a) controversially argued that the Galaxy has no distinct thick disk using low resolu-
Figure 1.4 The $[\alpha/\text{Fe}]$-metallicity-age distribution of disk stars from Haywood et al. (2013), for a sample of HARPS planet search stars. The stellar parameters and abundances are from Adibekyan et al. (2012). Stars with high $[\alpha/\text{Fe}]$ at a given $[\text{Fe/H}]$ tend to be the oldest stars and are associated with the thick disk.

The authors find, after correcting for the selection effects of their stellar sample, that the dichotomy in $[\alpha/\text{Fe}]-[\text{Fe/H}]$ plane disappears. Furthermore, Bovy et al. (2012a) showed that the scaleheight distribution of the disk is not bi-modal as suggested by Gilmore & Reid (1983). Multiple recent spectroscopic studies of the thick disk concluded that it likely has a vertical metallicity gradient (e.g., Katz et al. 2011, Kordopatis et al. 2011, Ruchti et al. 2011, Mikolaitis et al. 2014).

Results from the APOGEE survey confirmed the smooth vertical distribution of the disk: stars with higher $\alpha$-abundance ratios and older ages lie at progressively larger scaleheights (Bovy et al. 2016, Mackereth et al. 2017). At the same time, chemical abundances from Gaia-ESO and APOGEE also show that the disk does indeed have two distinct $\alpha$-abundance sequences (Recio-Blanco et al. 2014, Nidever et al. 2014, Hayden et al. 2015). Large scale abundance maps from the APOGEE survey demonstrate that two clear tracks in $[\alpha/\text{M}]$ vs $[\text{M/H}]$ are observed at all galactocentric radii, although the stellar densities of the two sequences vary with position in the Galaxy. In the inner Galaxy ($3 < R_{\text{GC}} < 5$ kpc), and at large heights above the Galactic plane, the high-$\alpha$ sequence dominates, but its density decreases beyond galactocentric radius $R_{\text{GC}} \approx 9$ kpc (Hayden et al. 2015).

The mechanism(s) that gave rise to an old, $\alpha$-enhanced population residing at larger scaleheights in the disk have been explored by many authors. While much progress has been made, a general consensus is still not reached. Below we discuss the main galaxy formation and evolution models that have been put forward to explain the Galactic thick disk.
1.3.1 Thick disk formation

Thick disks may arise from external heating processes such as dwarf satellite accretion or minor merger events. Accretion models, as discussed by Abadi et al. (2003), predict that galaxies are assembled by direct accretion of dwarf satellites. The thick disk is postulated to have been deposited as a debris of an accretion event, thus comprised of a unique component. This results in a lack of vertical and radial chemical gradients.

In the case of thick disk formation by minor merger events (Quinn & Goodman 1986, Quinn et al. 1993, Kazantzidis et al. 2008, Villalobos & Helmi 2008, Bekki & Tsujimoto 2011), the pre-existing thin disk is heated by mergers with smaller satellites, creating a thicker component that is kinematically hotter than the thin disk. Vertical or radial chemical gradients could be preserved in the thick disk after the merger events, and reflect the condition of the early disk, if such gradients existed in the first place. Flaring of the thin disk, where the thin disk scaleheight increases at larger radii, is also expected in minor merger models (Minchev et al. 2015, 2016).

A different merger scenario, where thick disk stars are formed in situ, was proposed by Brook et al. (2004). Instead of direct accretion of stars into the thick disk, they suggest that the stars formed at the epoch of gas mergers at high redshift can be associated with the simulated galaxy’s thick disk. This simulation shows that the thick and thin disk remain separated in their $\alpha$-abundances, which is in agreement with observations (Brook et al. 2005).

In a similar vein to Brook et al. (2004, 2005), Bournaud et al. (2009) showed that thick disks matching observed properties (such as constant thick disk scaleheights seen in external galaxies) can be formed when clumps of the early disk merge and scatter gas away from the disk plane. This formation scenario by clumpy, unstable gaseous disks model predict that the thick disk and the bulge form together within about 1 Gyr. Thick disk stars in this model are also formed in situ. It is important to note that the gas-rich merger (Brook et al. 2004) and clumpy disk scenarios both predict a fairly uniform vertical metallicity distribution in the thick disk.

Radial migration of stars (Sellwood & Binney 2002), a secular evolution mechanism that could have formed the thick disk, is perhaps the most discussed in recent literature (Schönrich & Binney 2009, Minchev & Famaey 2010, Loebman et al. 2011, Roškar et al. 2013, Loebman et al. 2016, Schönrich & McMillan 2017). It was argued by Schönrich & Binney (2009) that the stars at co-rotation with the spiral arm or bar can be transported outwards, where they experience less gravitational potential and hence gain vertical velocity and height, provided the vertical action is conserved. This model results in a disk that has smooth changes in its star formation, chemical and dynamical properties. Chemical similarities between the bulge and the local thick disk are also expected, as thick disk stars in the solar neighbourhood would have migrated outwards from the inner galaxy, while stars from the inner disk migrated inwards to the bulge region (Schönrich & Binney 2009).
Observational evidence are largely in favour of radial migration being an important process in the evolution of the disk, especially the thin disk. The existence of metal-rich, more $\alpha$-enhanced stars in the solar neighbourhood can be explained by the migration of old, inner thin disk stars to outer radii (Adibekyan et al. 2011). The age-metallicity relation of the nearby thin disk is essentially flat, which is a signature of radial mixing (Haywood 2008, Casagrande et al. 2011). Hayden et al. (2015) observed that the metallicity distribution of thin disk stars are skewed towards metal-rich values at larger radii, a migration signature corroborated by Loebman et al. (2016) in their simulation. Schlesinger et al. (2014) measured a vertical metallicity gradient of $-0.24^{+0.04}_{-0.05}$ dex kpc$^{-1}$ for the disk overall from a sample of volume complete SEGUE sample, which is in agreement with migration model predictions from Schönrich & McMillan (2017).

However, there are doubts that radial migration alone is responsible for the formation of the Galactic thick disk. In their numerical models of radial migration, Roškar et al. (2013) find that the thick disk produced is thinner than what is observed for the Milky Way. They suggest that perhaps radial migration is not the only mechanism to produce the thick disk - that external perturbations may also be involved. Furthermore, the ‘gap’, or under-density observed in the $\alpha$-abundances versus metallicity plane, is at odds with Schönrich & Binney (2009)’s prediction of a continuous distribution. Haywood et al. (2013) also question the role of radial migration in the formation of the thick disk, as all stars residing at large vertical heights ($Z_{\text{max}}$) in their stellar sample are old (ages $\geq$ 8 Gyr).

Cosmological models, such as that of Brook et al. (2012) and Bird et al. (2013) found that radial migration had little effect on the final configuration of their simulated galaxies. Instead, they proposed that the proto-disk was born thick, and settled over time into progressively thinner configuration - this is illustrated in Fig. 1.5. Brook et al. (2012) suggests that the dichotomy of the $\alpha$-enhancement in the disk could have been caused by a decrease in star formation rate in at some point during the galaxy’s evolution, similar to the model proposed by Chiappini et al. (1997). This idea was explored further in Haywood et al. (2016), who found that the star formation rate in the Milky Way may have decreased from $\approx$9 Gyr by fitting their chemical evolution model to APOGEE $\alpha$-abundances. The exact reason for this decreased star formation rate is not yet clear, and further observational evidence need to be considered in the context of these models.

The current theories on the formation of thick disks in spiral galaxies are, in some ways, conflicting. An additional layer of complexity is added if one also considers the possible connection between the evolution of the thick disk and bulge. The chemical properties of the disk, in particular, the thick disk, should therefore be examined concurrently with that of the bulge.
The temporal evolution of a Milky Way-like galaxy in the ‘upside-down’ and ‘inside-out’ formation scenario. The first two rows show spatial projections on the \(xz\) (edge-on) and \(xy\) (face-on) axes of the galaxy at time intervals (after the Big Bang) 0–0.5 Gyr; 0.5–1 Gyr; 1–2 Gyr and 2–4 Gyr. The bottom two rows show the same projections at time intervals 4–8 Gyr, 8–12.8 Gyr and 12.8–13.4 Gyr. The colour scale indicates the logarithm surface density. Over time, the stars settle into progressively thinner configurations. The present-day thick disk of this galaxy is an old component that was born thick. Figure from Bird et al. (2013).
Figure 1.6 The [Ti/Fe] abundance trend of microlensed bulge dwarfs (colour-coded by their ages) compared to nearby disk stars (grey circles, Bensby et al. 2014). The $\alpha$-abundance trends in the bulge is similar to that of high-$\alpha$, or thick disk stars. There is a significant fraction of young stars in the bulge, and some are $\alpha$-enhanced. Figure from Bensby et al. (2017).

1.4 Chemical evolution of the Milky Way bulge

Early detailed abundance studies of bulge giants reported enhanced $\alpha$-abundances for elements such as oxygen, silicon and titanium, but especially so for magnesium (Zoccali et al. 2006, Lecureur et al. 2007, Fulbright et al. 2007). The magnesium abundances from Fulbright et al. (2007) plateaued at [Mg/Fe] = 0.3 dex even at super-solar metallicity, indicating that the bulge had a different chemical enrichment to the nearby disk. This was seen as evidence for a rapid bulge formation. In addition, the bulge clearly exhibits a vertical metallicity gradient (e.g., Minniti et al. 1995, Zoccali et al. 2008). The conclusion that the bulge is exclusively old from Hubble colour-magnitude diagrams (e.g., Clarkson et al. 2011) corroborated the widely held view that the bulge formed rapidly, via mergers or dissipational collapse (e.g., Matteucci & Brocato 1990).

Our understanding of the bulge slowly changed as evidence of a disk-bulge connection began to emerge. Meléndez et al. (2008) noticed that the oxygen abundance ratios of bulge red giants were similar to those of the local thick disk, also at the super-solar metallicity regime. Alves-Brito et al. (2010) corroborated these findings in their reanalysis of Fulbright et al. (2007). This similarity has since been firmly established by many other high-resolution chemical studies of the bulge (e.g., Gonzalez et al. 2011, Johnson et al. 2014, Ryde et al. 2015, Bensby et al. 2017, Rojas-Arriagada et al. 2017). Fig 1.6 shows $\alpha$-abundance trends for bulge stars. Bensby et al. (2017) suggested that the bulge may have experienced a slightly faster formation than the thick disk in the solar neighbourhood, as the ‘knee’ for the $\alpha$-abundances (where the abundance ratios begin to decrease near solar metallicity) is located at slightly lower [Fe/H] value for the bulge.
Figure 1.7  Metallicity distribution function (of fields with the same latitude combined) for Galactic bulge stars, at $l \pm 15^\circ$ and $b = -5^\circ$. The components are labelled from A–E, with A being the most metal-rich. Components A, B and C may have originated from the disk. Components A and B are thought to be associated with the inner thin disk of the early Galaxy, and component C associated with the inner thick disk. Components D resembles the metal-poor extension of the thick disk, and component E is thought to be halo stars. Figure from Ness et al. (2013a).
The metallicity distribution function (MDF) of the bulge shows that it has multiple components, at least two and up to as many as five (Babusiaux et al. 2010, Ness et al. 2013a, Zoccali et al. 2017, Rojas-Arriagada et al. 2017). The bulge MDF from the ARGOS survey by Ness et al. (2013a) (Fig. 1.7) saw many different stellar populations, which they named A–E. Three of these populations - A, B and C - have metallicity similar to the disk in the solar vicinity. Population A has high mean metallicity and low \( \alpha \)-enhancement, population B has intermediate metallicity and \( \alpha \)-enhancement. These two populations are likely associated with the early inner thin disk of the Galaxy. Population C is metal-poor and \( \alpha \)-rich, much like the local thick disk. The metal-poor components D and E are thought to be the metal-poor extension of the thick disk and the halo, respectively.

Ness et al. (2013a), along with other authors, showed that the vertical metallicity gradient in the bulge is due to the changing fraction of each component at different heights (e.g., Babusiaux et al. 2010, Rojas-Arriagada et al. 2017). This can also be seen in Fig. 1.7, where the most metal-rich component (labelled A) contributes the most near the plane, and significant less away from the plane. Thus, the bulge vertical metallicity gradient cannot be interpreted as a signature of merger or dissipative collapse bulge formation.

Bensby et al. (2017) found five peaks in their MDF for a much smaller sample of microlensed bulge dwarfs and subgiants, four of which matched the ARGOS MDF peaks fairly well. Their stellar age distribution also contains multiple peaks that could be interpreted as star formation episodes in the bulge. Bensby et al. (2017) proposed that the peaks at 11 and 8 Gyr could be the onset of the thick and thin disks; and at 6 and 3 Gyr could be associated with the thin disk or Galactic bar. In contrast to Clarkson et al. (2011), Bensby et al. (2017) estimated over 20% of their bulge stars are younger than 5 Gyr. Some of these young stars are enhanced in \( \alpha \)-abundance ratio (see also Chiappini et al. 2015, Martig et al. 2015). This is a rather unusual finding, as \( \alpha \)-enhancement is typically associated with older stars. There is currently no consensus on the interpretation of this result, which potentially implies further complications for the evolution of the bulge. The reader is referred to Barbuy et al. (2018) for a detailed discussion.

The most recent evidence all point to the Galactic bulge forming primarily as a result of secular evolution (Kormendy & Kennicutt 2004) via disk instability (Athanassoula 2005, Martinez-Valpuesta & Gerhard 2013). The three bulge components A, B and C have been shown by Di Matteo et al. (2014), in a dissipationless N-body simulation, to have originated from the disk. Shen et al. (2010) and Li & Shen (2012) find that a model of the Milky Way without a merger-induced bulge successfully reproduce kinematics information from the BRAVA survey and X-shape morphology of the bulge.

However, there remain multiple questions regarding the evolution of the Galactic bulge. It is still not clear whether the ‘knee’ in the \( \alpha \)-abundance is offset from the local thick disk. Many authors have discussed this issue but have not reached a definitive conclusion, which may be due to possible systematic offsets in different analyses or types of stars observed (Bensby et al. 2017, Rojas-Arriagada et al. 2017). Although it has been established
that the Milky Way does not have a purely classical bulge component, the existence of a classical bulge population cannot be ruled out. It is possible that the Milky Way has a composite bulge, like other spiral galaxies in the Local Group (Kormendy et al. 2010, Fisher & Drory 2011). Some evidence for a classical bulge component can be seen in the kinematics of RR Lyrae stars (Kunder et al. 2016), but such a component may be very small, and difficult to detect (Saha 2015). To this end, the abundance ratios of elements belonging to the all nucleosynthesis channels can provide valuable insights on the nature of the bulge, but measurements for non-alpha elements are still relatively scarce (Johnson et al. 2014, Van der Swaelmen et al. 2016, Schiavon et al. 2017).

1.5 Thesis outline

In this thesis, I attempt to understand the still ambiguous or unknown aspects of the Galactic disk evolution, and explore its connection to the bulge. I made use of data products from the GALAH survey for the disk study, and high-resolution observations from the HERMES spectrograph to obtain a detailed chemical inventory for the bulge.

Chapter 2 describes the HERMES spectrograph and spectra, which are used throughout this work. Here I introduce and discuss details of the GALAH survey, and the dedicated Galactic bulge survey with the HERMES spectrograph (HERBS). This chapter also outlines the observation and data reduction procedures. Chapter 3 details the spectroscopic analysis pipeline of the GALAH survey, which must be automated for large, high resolution samples. An introduction to spectroscopy and its changing landscape, along with terminologies relevant to this thesis, are explained in this chapter. The GALAH analysis pipeline, or a modified version of it, was used for analysis in Chapters 4, 5 and 6.

The Galactic disk study focuses on its most controversial component, the thick disk. I analyse data from the GALAH survey pilot project and present the results in Chapter 4. I discuss the implications of these results for the formation of the Galactic thick disk. Results from the Galactic bulge survey HERBS are presented in Chapters 5 and 6. In Chapter 5, I focus on the metallicity and $\alpha$-enhancement along the minor axis of the Galactic bulge, which gives insights on how chemical properties of the bulge components vary with distance from the plane. Chapter 6 details the elemental abundance ratios for the HERBS sample, which comprises $\approx$830 bulge giants. This sample includes a larger percentage of metal-poor stars ([Fe/H] $\leq$ $-1$) than other studies, so to better understand the chemical signatures of all bulge metallicity populations. Finally, Chapter 7 provides concluding remarks and directions for future work.
My dear Kepler, what would you say of the learned here, who... have steadfastly refused to cast a glance through the telescope? What shall we make of this? Shall we laugh, or shall we cry?

Galileo Galilei

2

Observations

The spectra analysed in this thesis were obtained as part of the GALAH survey (Chapter 4) and a dedicated high-resolution survey of the Milky Way bulge (HERBS, Chapters 5 and 6), all taken with the HERMES spectrograph. The two surveys have different goals, however they are designed to be complementary: the spectra are taken with the same spectrograph and analysed with a similar spectral synthesis pipeline (Chapter 3). In this chapter, the spectral properties, observational details and data reduction process of each survey are described.

2.1 The HERMES spectrograph

The HERMES\(^1\) spectrograph is an instrument built for the 2dF system on the Anglo-Australian Telescope. 2dF is a robotic fibre-fed 2 degree field plate consisting of 400 fibres in total, \(\approx 360\) of which can be used to observe science objects simultaneously. The remaining fibres are dedicated to sky spectra (a minimum of 25 sky fibres are recommended for all HERMES observations) and bright guide stars to maintain field position accuracy (8 fibres). It takes \(\approx 30\) minutes for the 2dF robot to position all fibres for a typical field configuration. 2dF has two observing plates and two sets of fibres, so that one plate can be configured while the other is observing. The width of each fibre is 2 arcseconds, and the positioning precision of 2dF is 0.3 arcseconds. Apart from HERMES, 2dF also feeds the AAOmega spectrograph, which has resolving power of \(\approx 11\;000\).

HERMES was conceived with the goals of chemical tagging in mind: to deliver as many high-precision elemental abundances as possible for a large number of stars (Freeman & Bland-Hawthorn 2002, Bland-Hawthorn et al. 2010, Ting et al. 2012). To this end, the

\(^1\)High Efficiency and Resolution Multi-Element Spectrograph
spectrograph was designed to include four optical cameras at wavelengths 4713–4903 Å; 5648–5873 Å; 6478–6737 Å; 7585–7887 Å, covering a total of 1000 Å. The nominal resolving power \( R = 28000 \) and wavelength coverage of HERMES can deliver abundance ratios for the light elements Li, Na, Al, K; \( \alpha \)-elements O, Mg, Si, Ca; iron-peak elements Sc, Ti, V, Cr, Mn, Co, Ni, Cu, Zn and neutron-capture elements Y, Zr, Ba, La, Nd, Eu. These elements include all of the major nucleosynthetic production channels. Fig 2.1 shows the HERMES four-channel design.

Each HERMES camera feeds a 4096 \( \times \) 4112 pixels CCD. The FAST readout mode has a gain of \( \approx 3 \) e\(^-\)/ADU and up to 5 e\(^-\) readout noise. This is the standard mode for most HERMES observations. The NORMAL readout mode, used for the HERMES Bulge Survey, has a gain of \( \approx 2 \) e\(^-\)/ADU and less readout noise (3 e\(^-\)), is more suitable for very faint stars. The level of dark current is negligible, between 1.5–3.0 e\(^-\)/pixel/hour. After 60 minutes of integration, the spectrum of a star with Johnsons-Cousin \( V \) magnitude of 14 is expected to reach signal-to-noise ratio (SNR) of at least 100 per resolution element\(^2\), provided all other conditions are optimal. The spectrograph was commissioned in late 2013, and at this time primarily observed targets from the GALAH survey.

\(^2\)At HERMES resolving power, a resolution element is approximately 4 wavelength pixels.
2.2 The GALAH survey

The GALAH survey is an on-going, new generation massive spectroscopic survey. The survey aims to unravel the formation history of the Galaxy, using the stellar chemical signatures - or abundance ratios. The ultimate scientific goal that motivated this survey is identifying clusters that have dispersed over the evolution of the Milky Way, using chemical tagging. In order to achieve this goal, GALAH is to observe ≈1 million Galactic stars with the HERMES instrument, delivering abundance ratios for up to 28 elements for each star.

In addition to chemical tagging of various disk populations, GALAH offers the opportunity for many other science projects, such as chemically peculiar candidates, metal-poor stars, young and active stars, and characterising planet-hosting candidates. This is further serviced by the overlap between GALAH and the asteroseismic survey K2 (via the K2-HERMES/TESS-HERMES programs, Sharma et al. 2018), and the astrometric survey Gaia (Brown et al. 2016), which provide accurate ages, parallaxes and proper motions for a large number of stars. For a comprehensive discussion of GALAH scientific motivations, the reader is referred to De Silva et al. (2015). GALAH officially began operations in February 2014, and so far has observed over half a million stars.

GALAH targets are primarily disk stars in the southern sky with $V \approx 12–14$. In addition, targets of magnitudes $V \approx 9–12$ from the Tycho-2 catalogue were observed to take advantage of the Tycho-Gaia astrometric measurements (Michalik et al. 2015). Open and globular clusters and Gaia benchmark stars have also been observed as part of the GALAH pilot survey. Results from the pilot survey project aimed at determining the properties of the Galactic thin and thick disks are presented in Chapter 4. Fig 2.2 shows the spatial coverage, in ecliptic coordinates, of GALAH observations as of November 2017.

The low magnitudes of GALAH targets allow observations in bright time, although this requires accurate sky-subtraction (see Section 2.4). Observations are split into sets of three exposures to minimise the effects of cosmic rays; typical fields are integrated for 1 hour in 3 x 20 minutes exposures and bright fields are integrated for 18 minutes in 3 x 6 minutes exposures. The magnitude limits and observing times of GALAH are designed such that the survey can be completed in a reasonable time frame. For this reason, faint targets belonging to the Galactic bulge and halo are not specifically targeted by GALAH.

2.3 The HERMES-Bulge Survey

The Galactic bulge is one of the most complex and least understood components in the Milky Way, as outlined in Section 1.4. Bulge stars are typically faint at optical wavelengths as they are distant and suffer from significant reddening; their observations at high resolution in the optical regime are therefore extremely time consuming. These issues can be
resolved by either observing bulge targets in the infrared wavelengths, or observe during micro-lensing events where their luminosities are amplified (Bensby et al. 2017). However, micro-lensing events are quite rare, and at infrared wavelengths, less chemical information are available. For example, the APOGEE survey can deliver high fidelity spectra and precise abundance ratios for 15 elements at resolving power of 22 500 (or up to 21 elements with much less reliable atomic information, Hawkins et al. 2016). As the result, bulge studies have typically contained small stellar samples, and most have only examined the abundance trends of $\alpha$-elements.

Bulge observations with the HERMES spectrograph can provide accurate abundance ratios for many more elements than most current bulge studies in the literature. Furthermore, such a sample would enable a consistent comparison to GALAH disk stars if analysed in the same manner. The HERMES Bulge Survey (HERBS) was designed to first obtain a large high quality sample of bulge stars to characterise abundance trends in the Galactic bulge, and second to understand its evolution in relation to the disk. To maximise the number of stars that actually belong to the bulge in our sample, we chose to follow up ARGOS survey targets, which have pre-determined bulge membership. The ARGOS pre-selection helps to avoid foreground star contamination, which is $\approx30\%$ (Freeman et al. 2013). The details of target selection can be found in Section 5.2.1.

As previously mentioned, the faint magnitude of targets and high extinction in the bulge region pose difficulties for optical observations (see also, Jönsson et al. 2017). To reach ad-
The exact locations of the fields are shown in Fig. 2.3.

The observations were carried out primarily in dark time, with the exception of the brightest field at $(\ell, b) = (0, -10)$, which was observed for a few hours in grey time. This maximises the SNR for our faint targets, and minimises errors caused by imperfect sky subtraction. Similar to the GALAH survey, observations are split into multiple 30-minutes exposures to avoid the effects of cosmic rays. Typically, a field is observed over many nights; the total integration time depends on the estimated magnitude of clump giants in the field. We discuss the observation outcomes further in Section 5.2.2.

### 2.4 Data reduction

The original goal of the HERBS survey was to reduce, and analyse spectra in exactly the same manner as the GALAH survey. Due to the different setup and requirements of the
two surveys, it was more practical to reduce HERBS observations independently. For example, to co-add HERBS spectra, the effect of barycentric velocity offset between observations taken at different epochs has to be corrected. As GALAH typically observes objects at a single epoch, multi-epoch co-adding was not implemented in its reduction pipeline until recently. An effort was made to adopt the GALAH analysis pipeline for the HERBS survey, however the results were far from satisfactory. Since the GALAH pipeline is complex, and contains many steps that have been calibrated manually for GALAH data, it was difficult to pinpoint the issues.

We therefore used the HERMES-specific 2dF reduction package 2dfdr v6.46, which is publicly available, for the HERBS project. Post-reduction requirements, such as co-adding, were done in Python. The GALAH reduction software is based on IRAF routines, with a custom PYTHON-based sky, fibre cross-talk subtraction modules, and incorporates ESO's telluric removal software Molecfit (Smette et al. 2015).

The HERMES spectrograph is prone to some unique issues, as detailed in Martell et al. (2017) and Kos et al. (2017). The first is vertical streaks in the blue, green and red CCDs, as shown in Fig 2.4. These artefacts are intrinsic to the spectrograph, caused by radiation from the material used in the camera’s field-flattening lens (Martell et al. 2017). The streaks appear to be widest and most saturated at the first pixel they strike, but continue to saturate adjacent pixels in the same column at lower intensities. At the originating pixel, the streaks are typically cannot be removed fully; away from this pixel, they can be removed with standard cosmic ray rejection methods. Work is under way to replace the camera’s field lens with one that does not contain radioactive material by 2019.

The second issue is the tilted point spread function (PSF) (Kos et al. 2017). As observed in arc spectra, the HERMES PSF is circular at the CCD centre, but elliptical towards the corners. This reduces the signal (≈5%) and the resolution at CCD corners (up to ≈15%) (Kos et al. 2017). Bland-Hawthorn et al. (2017) are developing a photonic comb that can map and correct for the PSF variation.

These issues affect the data reduction process of each survey, which are summarised and discussed below. Calibration frames such as fibre flat and Thorium-Xenon (ThXe) arc spectra referred to are the same for both GALAH and HERBS surveys, bar the different readout modes.

2.4.1 The GALAH reduction pipeline

The GALAH reduction steps for each 20 minutes GALAH exposure are outlined here; for a more detailed discussion, the reader is referred to Kos et al. (2017).

- **De-biassing:** All biases taken throughout the night are median combined to create a master bias, which is subtracted from all science frames. If the bias level of the master
frame is different from the overscan on the image, then the overscan is used for bias subtraction instead.

- **Flat fielding**: Two flat spectra (one for each observing plate) are created for each CCD by averaging all flat field spectra taken in a given night. Science frames are divided by the flat spectrum corresponding to the same observing plate.

- **Fibre tracing**: The averaged flat field spectra are used to trace fibres with IRAF routine center1d. This requires a manually generated template with the corresponding image pixels for each fibre. The fibre traces from each flat field spectrum can be shifted by a global value against the template, and an additional shift of 3 pixels per fibre.

- **Extraction**: The fibre width used for extraction is fixed at 6 pixels, centred on the fibre trace.

- **PSF correction**: The tilt of the PSF is corrected by dividing each arc frame aperture into sub-apertures, transforming (along the dispersion axis) the sub-aperture line centres so that they match the globally measured values, i.e., the line centres measured using the full aperture. This uses the IRAF routines geomap and geotran. A single transformation is applied to all frames observed in the same night.

- **Scattered light subtraction**: Measured and subtracted using IRAF routine apscatter.
• **Fibre cross-talk subtraction**: Light from adjacent apertures can contribute to either one's signal, which is called fibre cross-talk. The cross-talk level in GALAH observations is low (≈0.5%). It has been measured using the gaps between fibre bundles, where no light is expected. The cross-talk values measured from the gaps are used scale and subtract adjacent spectra from each fibre.

• **Wavelength Calibration**: An initial wavelength solution, done manually for a large number of spectra is used to ensure correct arc lines are identified. Using the *iraf* `center1d` routine, central wavelengths of ThXe arc lines are calculated and matched with the linelist. Lines that deviate more than $2.5\sigma$ from the initial solution are rejected (but no more than 15% of the entire linelist is rejected at any time). The final wavelength calibration is performed on the remaining lines.

• **Sky subtraction** Fibre throughputs are measured from an averaged flat field, and spectra are normalised by their throughputs. The flux in each sky fibre is measured and modelled as a function (3D plane) of position on the plate. For each science object, the model sky flux is calculated according to its location on the plate and subtracted from the object spectrum.

To subtract cosmic rays and vertical streaks, a *python* version of the routine LaCosmic is used (van Dokkum 2001). A rejection threshold is set manually for each signal-to-noise level (i.e., the threshold is different for bright fields and normal fields). The red CCD suffers from telluric absorption bluewards of H\textalpha. This affects the lines of some alpha and neutron capture elements. The telluric absorption in the IR CCD may affect the potassium and magnesium lines. It is therefore important that the telluric absorption is dealt with. This is done by by generating a telluric spectrum based on the average airmass for a given field, using ESO’s *Molecfit* software. The telluric spectrum is then divided from the object spectrum. Finally, the combined GALAH reduced frame is a simple sum of the three 20-minute exposures.

2.4.2 HERBS data reduction

The reduction process of the HERBS survey follows roughly the same steps as the GALAH survey, with a few important differences as dictated by the setup of our observations. We observed the same field all night and over many nights to reach the required integration time. Both observing plates were used to observe the same stars, as the fields must be re-configured throughout the night to maintain fibre position accuracy. The fibre allocation also changes subtly when moving between the two plates. In contrast to GALAH spectra, the final co-added HERBS spectra are therefore a product of observations from different plates, fibres, and epochs.

The 2dfdr reduction software subtracts the bias using only the overscan region. After a rough mapping of the fibre traces has been established using the first exposure, the fibre flat
is reduced. The traces are matched to the fibre flat data to determine fibre positions. The fibre extraction is done by fitting a Gaussian profile (rather than a fixed 6-pixels width as in the GALAH pipeline) to each fibre, which helps to minimise cross-talk between fibres. There is no separate module to correct for fibre cross-talk. Prior to fibre extraction, the scattered light is subtracted. Fibre flats are then divided from object spectra. Each observing block, which is between one hour (2 × 30 minutes exposures) and two hours (4 × 30 minutes exposures), has a unique fibre flat frame.

The wavelength calibration is done using the same ThXe arc lines as in the GALAH reduction pipeline. However, the whale shark pattern matching algorithm (Arzoumanian et al. 2005) is used to fit arc lines. Arc spectra from all fibres are combined to produce a high SNR spectrum, which is then matched against the ThXe atlas using the whale shark algorithm. Finally, the fibre throughputs are computed using strong skylines in the red and IR arms of HERMES. The flux from each fibre is then normalised by the throughputs, and the median-combined sky spectrum is subtracted. We do not include a PSF tilt correction, nor do we implement Molecfit telluric corrections.

Molecfit is partially successful at correcting telluric absorption. Thorough inspection of many GALAH spectra reveal that earlier implementations of Molecfit was not able to remove telluric absorption in the red arm at all, while residuals can still be seen in the current implementation. This is likely due to the highly variable atmospheric conditions at the observing site. For the HERBS survey, we deemed it more prudent to ‘mask’ regions of the spectrum where telluric absorption is expected by increasing the errors at these wavelength points by a large fraction. First, all frames observed within the same night and on the same plate are averaged, weighted by the variance. The weighted average spectrum is given by:

\[
\text{flux} = \frac{\sum_{i=1}^{n} (f_i \sigma_i^{-2})}{\sum_{i=1}^{n} \sigma_i^{-2}}
\]

(2.1)

The corresponding variance of the combined spectrum is given by:

\[
\text{variance} = \frac{1}{\sum_{i=1}^{n} \sigma_i^{-2}}
\]

(2.2)

Here \(f_i\) and \(\sigma_i\) are the flux and error of an individual spectrum, and \(n\) is the number of spectra to be combined. Thereafter, the barycentric correction is computed and applied to each spectrum. The NOAO telluric atlas is convolved to HERMES resolving power, and scaled to match the absorption level of HERMES spectra, as it is much stronger at Siding Spring than at Kit Peak. The telluric atlas is shifted by the barycentric correction of each star, and the errors of wavelength points corresponding to telluric lines are increased by the

---

5This algorithm was developed to match the spotted patterns on whale sharks with archived photos in order to identify and track them, hence the name. In the application of fitting arc lines, the central wavelength of the lines and their intensities are compared to the ThXe atlas.
inverse of the line absorption level. We do this separately for each object, for each night, as the barycentric velocity changes at different epochs. As the final combined spectra is also a weighted average, the regions affected by tellurics have relatively much larger errors, and consequently smaller weights when spectra are analysed.

For a given field, the spectra from each night, each plate are interpolated onto a common wavelength grid and combined using equations 2.1 and 2.2. The weighted average is very robust against cosmic rays, vertical streaks and bad pixels. While they are not completely eliminated and residuals are present in final spectra, their effects are minimised.

Finally, the fact that we do not correct the tilted PSF is perhaps the most significant difference between the HERBS and GALAH reductions. This means that both the signal to noise ratio and resolution towards the CCD edges of HERBS spectra are slightly decreased. We discuss how this difference affects the stellar parameters in Appendix A.

2.5 Radial velocity and initial parameter estimates

Having good estimates for the radial velocity and initial parameters significantly speeds up the subsequent spectroscopic analysis. For this purpose, we use the GUESS code\(^6\), which is also implemented in the GALAH survey for radial velocity measurements, and has been shown to provide accurate initial parameters (see Kos et al. 2017). Only the blue, green and red HERMES CCDs are used in this step; the IR CCD is excluded as it does not have as many parameter-sensitive lines and is severely affected by telluric absorption.

The GUESS code has two separate modules to compute radial velocity and stellar parameters. Radial velocities are calculated via cross-correlation with a grid of 15 AMBRE models (de Laverny et al. 2012). The models have log g = 4.5, [Fe/H] = 0 and spans 4000–7500 K in \(T_{\text{eff}}\), at 250 K intervals. Prior to cross-correlation, a crude normalisation is done by fitting a spline function over observed spectra, omitting regions around H\(\alpha\) and H\(\beta\) lines. The observed normalised spectrum is then cross-correlated with all 15 models, one at a time. The cross-correlation peak is fitted with a quadratic function, the maximum of which is adopted as the cross-correlation coefficient. The coefficients range from 0 to 1, higher values indicate a better match between model and observation. To improve accuracy, model spectra that return coefficients less than 0.3 are excluded. The radial velocity is an average of values from accepted models, weighted by their cross-correlation coefficient. Each HERMES CCD goes through this process independently, and the final radial velocity is an average of all three CCDs, the uncertainty being the standard deviation between CCDs.

Estimates of stellar parameters (\(T_{\text{eff}}, \log g, [\text{Fe/H}]\)) are derived after the radial velocity determination using a grid of 16783 AMBRE models. Spectra are shifted to rest with radial velocities from the previous step, and normalised by fitting 3rd order (for the blue and green

\(^6\) https://github.com/jlin0504/GUESS
arms) and 4th order (for the red arm) polynomials to pre-determined continuum regions. These regions were determined by inspection of high resolution spectra of the Sun, Arcturus and $\mu$Leo. The polynomial orders are kept low to avoid poorly constrained continuum fits, and appear to work well in the majority of cases. After normalisation, observed spectra are interpolated onto the same wavelength grid as the models, and the $L^2$ norm (distance in Euclidean space) between them are computed. For each star, the ten models closest in Euclidean space to the observed spectrum are combined to give initial parameters estimate. These were used as starting models in the spectral synthesis analysis described the next chapter.
3

Stellar spectroscopy


Stellar spectroscopy is instrumental in the studies of Galactic formation and evolution. Abundance ratios of stellar populations obtained with spectroscopy allow astronomers to trace their birth locations and epochs, so to track their spatial and chemical evolution over time. In the case of the oldest stars, stellar abundances allow one to probe conditions in the nascent universe (e.g., Frebel & Norris 2015, Howes et al. 2015). Spectroscopy is a well established field, but at the same time it is constantly evolving with improved computational capabilities and advances in stellar and atomic physics. The advent of massive spectroscopic surveys in the last few years have also prompted the development of new methods to deal with drastic increases in sample size. The spectral analysis of surveys such as Gaia-ESO, GALAH and APOGEE, is typically an involved process and requires multiple methods or tools to achieve the desired accuracy and efficiency. This chapter aims to describe the GALAH spectroscopic analysis pipeline, as it was used in full, or in part, to obtain the results presented in this thesis. The methodology is summarised in subsequent chapters, and discussed here in detail. In addition, part of this chapter is dedicated to providing relevant terminology and background information on stellar spectroscopy.

3.1 Stellar spectroscopy: an introduction

A star’s physical properties are embedded in the light emitted by its photosphere: absorption features (or emission features in hot stars) correspond to atomic transitions of different
elements present in the star. Absorption line strengths and profiles are dictated by conditions in the photosphere, such as the temperature, pressure and density of each chemical element. Indeed, absorption features have been used since the 19th century to classify stars in the work of Maury & Pickering (1896) and Cannon & Pickering (1901). Together, they established the foundation upon which the modern day Morgan-Keenan spectral classification system is built on (Morgan & Keenan 1973).

Stars are classified by their atmospheric parameters, in particular the temperature, surface gravity, and the metal content\(^1\). Measuring stellar atmospheric parameters does not necessarily require spectroscopy. Photometric methods, such as colour index calibrations (e.g., Alonso et al. 1999, Carney et al. 2005) and the infra-red flux method (IRFM) (e.g., Blackwell et al. 1979, Casagrande et al. 2010), are commonly used to determine effective temperature. Specially designed photometric filter sets can also estimate the iron content of stars to efficiently identify rare objects, such as extremely metal-poor stars (Bessell et al. 2011). For nearby stars, surface gravity can be inferred using distances from parallax measurements in conjunction with absolute magnitudes, extinction and bolometric correction (e.g., Bensby et al. 2014). Asteroseismology offers yet another technique to infer log g, using internal stellar oscillations. Fundamental scaling equations relating oscillations and effective temperature to stellar mass and radius can be used to determine surface gravity (Kjeldsen & Bedding 1995, Hekker et al. 2013, Stello et al. 2017). Non-spectroscopic methods can serve as external benchmarks for spectroscopic results, as they offer a more accurate solution in some cases (see Section 3.6.1). However, at the present time these non-spectroscopic techniques can only be applied to a small number of stars due to observational constraints.

Measuring equivalent widths (EWs) is perhaps the most popular method via which stellar properties can be determined (e.g., Meléndez et al. 2008, Yong et al. 2012, Liu et al. 2014, Bensby et al. 2014). Equivalent width is essentially a measurement of line strength: it is defined as the width of a rectangle whose area is equal to that of the absorption line, and whose length the full depth of the continuum. Effective temperature and surface gravity are typically determined using excitation potential of and ionisation balance of neutral and singly ionised Fe lines\(^2\). The effective temperature is found by requiring that all Fe\(_1\) lines yield the same abundance, while the correct surface gravity should result in the same abundance ratios for Fe\(_1\) and Fe\(_{\text{II}}\) lines. Elemental abundances can be measured using the ‘curve of growth’, which relates EWs to the number density of atoms.

The equivalent width method is susceptible to broad/blended line profiles for which EWs cannot be accurately measured; or lines that experience substantial broadening due to atomic effects such as hyperfine splitting. In these cases, line profile fitting using spectral

\(^{1}\)The term ‘metal’ indicates elements heavier than hydrogen and helium.

\(^{2}\)It is typical to use Fe lines as they are most numerous and easily measured. However, other species such as Ti and Sc can also be used.
synthesis is preferred (e.g., Brewer et al. 2015, García Pérez et al. 2016). As the name suggests, spectral synthesis spectroscopy compares models against observed spectra to find the best-fit model corresponding to the global minimum $\chi^2$. Given accurate atomic or molecular data; and including blending lines, spectral synthesis can be fully automated with relative ease. This approach is used throughout this work for both stellar parameter and abundance determination. As with any method, assumptions and caveats exist at each analysis step, and are outlined in the sections below. This analysis is specific to GALAH/HERMES spectra, which cover four optical wavelength bands: 4713–4903 Å; 5648–5873 Å; 6478–6737 Å and 7585–7887 Å; and has nominal spectral resolving power of $R \approx 28000$.

### 3.2 Model atmospheres

Stellar spectroscopy is heavily model-dependent, and all spectroscopic methods require model predictions to interpret observed line properties. Many different atmospheric models exist in the literature, but they normally follow the same basic assumptions: one dimensional geometry (either plane-parallel or spherical); hydro-static equilibrium; mixing length theory and local thermodynamic equilibrium (LTE). The mixing length theory assumes that convective parcels traverse over a distance equal to the mixing length, which is proportional to the pressure scale height (Böhm-Vitense 1958). The mixing length parameter that describes this proportionality is adjustable, and typically calibrated on the Sun.

While 1D models have many limitations due to their simplistic assumptions (e.g., Asplund 2005), they are close approximations of stellar photospheres and are used in almost all spectroscopic analyses to date. Full 3D hydro-dynamical models or time-averaged 3D (denoted $\langle 3D \rangle$) models, such as the STAGGER grid (Magic et al. 2013), provide realistic descriptions of temperature stratification and convective transport in stellar photospheres without parametrisation. As the result, they are able to match observations better than 1D models (e.g., Asplund et al. 2000, 2009, Pereira et al. 2013), as shown in Fig 3.1. However, developing 3D model grids require much more time and computing resources. As such, they still lack the extensive parameter space coverage of 1D grids, and are not yet suitable for the analysis of data sets containing many different stellar types, such as the GALAH data set. For this reason, we used 1D model atmospheres in our analysis, in particular the MARCS 2012 grid (Gustafsson et al. 2008).

### 3.3 The fundamental parameters: $T_{\text{eff}}$, $\log g$ and $[\text{M/H}]$

A stellar photosphere is defined by its effective temperature – $T_{\text{eff}}$; the surface gravity in logarithmic scale – $\log g$; and the abundance of metals, or metallicity – $[\text{M/H}]$. These are often referred to as the fundamental parameters.
Figure 3.1  Solar centre-to-limb intensity variation as a function of wavelength at different viewing angles $\mu$, where $\mu = 1$ is at disk centre. In most cases the 3D model is a better fit to the data compared to 1D models. Figure from Asplund et al. (2009).
Figure 3.2 The sensitivity of Hα line profiles to effective temperature. The wings of hydrogen lines increase in width with increasing $T_{\text{eff}}$. Shown are HERMES observations of standard stars HD122563 (F giant); TauCeti (G subgiant); 18Sco (solar twin/G dwarf); Procyon (F dwarf) and HD49933 (F dwarf), with reference effective temperatures from Heiter et al. (2015a).

### 3.3.1 Effective temperature

The effective temperature is defined in relation to the total stellar flux, following the Steffan-Boltzman equation for a black-body radiator:

$$F = \sigma T_{\text{eff}}^4;$$

(3.1)

The luminosity, or power emitted by a star can thus be related to its effective temperature through the surface area:

$$L = 4\pi R^2 \sigma T_{\text{eff}}^4$$

(3.2)

Effective temperatures can be measured spectroscopically by leveraging the profiles of hydrogen lines, which are sensitive to effective temperature changes. The wings of hydrogen lines typically become broader with increasing temperatures and have little dependence on surface gravity. The Hβ (4861 Å) and Hα (6563 Å) lines in HERMES spectra are used as primary temperature indicators. Fig 3.2 shows the hydrogen line profile sensitivity to effective temperature for HERMES observations of Gaia benchmark standards (Jofré et al. 2014, Heiter et al. 2015a).

Hydrogen line profiles can only be used to accurately determine $T_{\text{eff}}$ within a certain temperature range. For the resolution and wavelength coverage of HERMES spectra, this is $\approx 4000$–$6500$ K. At the hot end degeneracy occurs between temperature and gravity; at the cool end HERMES spectra become dominated by molecular absorption lines and hydrogen
profiles lose sensitivity to effective temperature changes. For hot stars, this method can underestimate the effective temperature by up to 200 K (Sharma et al. 2018).

### 3.3.2 Surface gravity

The surface gravity is defined by stellar mass and radius as:

$$g = \frac{GM}{R^2};$$

where \( G \) is the gravitational constant.

The line profiles of some metal species are sensitive to gravity changes. An example is the wings of Ca II triplets in the infrared wavelengths, which is a commonly used gravity indicator. Singly ionised lines of Fe and Ti are also sensitive to gravity in late type stars, i.e. when they are the dominant ionisation stage (e.g., Gray 2005). These are used in the GALAH analysis pipeline to determine \( \log g \). However, there are few unblended ionised lines of suitable strength in HERMES spectra, making surface gravity determination a challenge. This is especially apparent for dwarf stars cooler than 4000 K, which tend to converge at surface gravities similar to giant stars, causing an 'up-turn' in the lower main sequence. Here the titanium dioxide molecular lines begin to dominate and ionised lines become increasingly blended, rendering the ionisation balance ineffective. The lower main sequence up-turn could also be attributed to the break down of 1D LTE analysis.

The issues concerning \( \log g \) accuracy are not unique to HERMES/GALAH spectra. Surface gravity is notoriously difficult to determine spectroscopically, even for spectra at higher resolving power and signal-to-noise ratio (e.g., Bensby et al. 2014). When available, external calibrations from parallaxes or asteroseismic measurements are often necessary to constrain surface gravity (e.g., Pinsonneault et al. 2014). Section 3.6.1 explores further the application of external gravity constraints in the GALAH analysis pipeline.

### 3.3.3 Metallicity

Stellar metallicity, denoted \( [M/H] \), is formally defined as the relative mass fraction of all elements other than hydrogen and helium, relative to the Sun on a logarithmic scale. However, the iron abundance \( [Fe/H] \) is often used as a metallicity indicator. The abundance scale is defined such that the Sun has metallicity \( [Fe/H]_\odot = 0 \):

$$[Fe/H] \equiv \log_{10} \left( \frac{N_{Fe}}{N_H} \right)_{\text{star}} - \log_{10} \left( \frac{N_{Fe}}{N_H} \right)_{\text{sun}};$$

where \( N_{Fe}/N_H \) is the density ratio of iron to hydrogen atoms.

By equation 3.4, a star with metallicity \( -1 \) has 10 times less iron relative to hydrogen than the Sun. In the GALAH analysis pipeline, both FeI and FeII lines are used as the primary metallicity indicators.
3.4 Velocity fields

Stellar rotation and the motions of gas in the photosphere cause broadening in all spectral lines. In 1D model atmospheres, these effects are accounted for with ‘velocity’ parameters, namely: micro-turbulence \( v_{\text{mic}} \) (also \( \xi_t \)); macro-turbulence \( v_{\text{mac}} \); and projected rotational velocity \( v \sin i \) (Gray 2005). It has been shown that micro- and macro-turbulence are not necessary in 3D models, but they are needed in 1D analyses to compensate for motions that cannot be accounted for by mixing length theory (Asplund et al. 2000, Magic et al. 2013).

For spectra with \( R \leq 30 \, 000 \) and SNR \( \approx 100 \) such as that of HERMES, it is not trivial to separate all three broadening parameters. Solving for all three without constraints will only cause additional scatter in the result, as there is not enough information in the spectra to break degeneracies. However, micro- and macro-turbulence show systematic variations with atmospheric parameters, and can be calibrated with \( T_{\text{eff}} \) and \( \log g \) (e.g., Valenti & Fischer 2005).

In our analysis, we set all macro-turbulence values to zero, essentially combining it with \( v \sin i \), since the spectra are not of sufficient resolving power to determine both. \( v \sin i \) is optimised simultaneously with the fundamental parameters. While micro-turbulence \( \xi_t \) is updated in every iteration, it is dictated by the empirical formulas that has been calibrated for the Gaia-ESO survey (Smiljanic et al. 2014), as shown below.

For main sequence stars \( (T_{\text{eff}} \leq 5500 \text{K}; \log g \geq 4.2) \):

\[
\xi_t = 1.1 + 1.6 \times 10^{-4} \times (T_{\text{eff}} - 5500) \]

(3.5)

For evolved and warmer stars \( (T_{\text{eff}} \geq 5500 \text{K}; \log g \leq 4.2) \):

\[
\xi_t = 1.1 + 1.0 \times 10^{-4} \times (T_{\text{eff}} - 5500) + 4 \times 10^{-7} \times (T_{\text{eff}} - 5500)^2
\]

(3.6)

3.5 Elemental abundances

The absolute abundance scale is defined relative to hydrogen:

\[
A(X) = \log \left( \frac{N_X}{N_H} \right) + 12;
\]

(3.7)

where \( N_X \) is the density of element X, and \( N_H \) is the density of hydrogen atoms.

Following equation 3.4, other elemental abundances can also be presented in bracket notation as \([X/H]\). Similarly, abundance ratios relative to iron can be defined as:

\[
[X/Fe] = [X/H] - [Fe/H]
\]

(3.8)

In this work, the bracket notation \([X/Fe]\) is most often used for abundance ratios.
3.5.1 Non local-thermal-equilibrium effects

Often the line formation of species in stellar atmospheres deviate from the assumptions of LTE, which only take into account local density and temperature variations (see Asplund 2005, Asplund et al. 2009 and references therein). Due to its success in approximating observations of solar-type stars and the complexity of non-LTE computations, LTE is the default mode of abundance analyses. However, departures from LTE can have large effects on the line strengths of certain species, manifesting as systematic errors in measured abundance ratios (Mashonkina et al. 2003, Lind et al. 2013, Amarsi et al. 2016a). Extremely metal-poor stars in particular are affected by departures from LTE, due to lower opacities that lead to stronger radiation fields relative to the black-body Planck function. Fig 3.3 shows non-LTE effects on some elements for the most metal-poor star SMSS0313-6708. The iron abundance requires a larger non-LTE correction (0.8 dex) compared to other elements (Nordlander et al. 2017).

Non-LTE effects have significant implications for Galactic chemical evolution studies, and should be taken into account where possible. In the GALAH survey abundances pipeline, non-LTE corrections are currently applied to abundances of the elements Li (Lind et al. 2009), Al (Nordlander & Lind 2017), Na (Lind et al. 2011), Mg (Osorio & Barklem 2016), O (Amarsi et al. 2016a), Si (Amarsi & Asplund 2017) and Fe (Amarsi et al. 2016b), with more elements to be considered in the near future.

3.6 The GALAH analysis pipeline

The spectral synthesis method requires 20 minutes on average to analyse a HERMES spectrum for stellar parameters on a single CPU. The most time consuming aspect here is synthesising spectral lines (including blending lines), and the processing time increases with the number of lines present in a spectrum. It can take hours to analyse a spectrum of a metal-rich giant, excluding ancillary procedures such as reading linelists and input data tables. For a survey that has collected spectra for more than 500 000 stars, and aims to observe a total of 1 million, spectral synthesis alone is not the ideal solution. The computation costs for such a pipeline is too great, especially when re-analysis is required to incorporate improvements or rectify errors. This calls for data analysis solutions that are much less computationally taxing than ‘traditional’ techniques.

The Cannon is a data-driven modelling techniques that is extremely fast, requires modest computing resources and has been successfully applied to the APOGEE (Ness et al. 2015), LAMOST (Ho et al. 2016) and RAVE (Casey et al. 2017) surveys. The Cannon works by creating a flexible model as a function of flux pixels based on known stellar parameters (or labels) for a reference set of stars (the training set). This model alone can be used to determine labels for other survey stars, without further use of atomic data or model atmospheres. An underlying assumption of this approach is that different stars with the same stellar parameters should have identical observed spectra. The Cannon is a powerful, but
Figure 3.3  Departures from LTE in 3D for the lines Li I 6707 Å, Al I 3961 Å, Ca II 3933 Å, and Fe I 3719 Å of the most iron deficient star known to date - SMSS0313-6708. The colour bars indicate the scale of non-LTE effects on equivalent width measurements. The stellar surface is shown at disk centre intensity. Figure from Nordlander et al. (2017).
not a stand-alone method as it still requires traditional techniques to determine training set parameters.

The GALAH analysis pipeline combines the advantages of both model-driven and data-driven methods to provide accurate parameters and abundances efficiently. Below we outline the analysis steps and configuration of the pipeline.

### 3.6.1 Spectral synthesis: Spectroscopy Made Easy

For the model-driven analysis, we use the spectral synthesis code SME (*Spectroscopy Made Easy*) v360 (Valenti & Piskunov 1996, Piskunov & Valenti 2017). The atomic data is based on the *Gaia*-ESO survey linelist (Heiter et al. 2015b). However, some background blending lines have slightly different oscillator strength ($\log gf$) values compared to the *Gaia*-ESO linelist. When possible, experimental oscillator strengths are used, but for many background (blending) lines, we have to resort to uncertain theoretical transitional probabilities.

To determine stellar parameters, spectra are divided into several $\approx 10$ Å wide segments containing the relevant lines. These lines are Hα, Hβ and neutral/ionised lines of Sc, Ti and Fe. SME first synthesises the initial model based on estimated stellar parameters and radial velocity from the software GUESS (see Chapter 2). Typically there are two iteration cycles, unless a star does not have initial GUESS parameters, in which case there are three cycles (the second cycle is repeated).

In the first cycle, each segment is normalised using a linear function, which is adequate for the short wavelength intervals used here. SME then creates synthetic spectra based on selected (masked) regions. The free parameters $T_{\text{eff}}$, $\log g$, $[M/H]$, $\xi_t$ (micro turbulence) and $v\sin i$ (rotational velocity) are simultaneously determined. Radial velocity ($v_{\text{rad}}$) is also solved for at each iteration. This is necessary to correct for local variations due to uncertainties in wavelength calibration, and is done separately from parameter optimisation. In addition to providing a formal solution of the radiative transfer, SME uses the Levenberg-Marquardt algorithm to find parameters that correspond to the minimum $\chi^2$. The $\chi^2$ value is computed for regions with line masks following the formula:

$$
\chi^2 = \frac{\sum (\text{spectrum-model variance})^2 \times \text{spectrum}}{N_{\text{lpts}} - N_{\text{free}} - N_{\text{seg}}};
$$

where the sum is over the difference between observed and model spectra; $N_{\text{lpts}}$ is the number of line pixels; $N_{\text{free}}$ is the number of free parameters and $N_{\text{seg}}$ is the number of segments.

Final parameters from the first cycle are used to synthesise the initial model in the second cycle and re-normalise each segment. SME goes through the same iteration process,

---

3SME returns the iron abundance of the model atmosphere during the parameter determination stage, which is called metallicity, or $[\text{M/H}]$. This is not to be confused with the metallicity definition explained in Section 3.3.3.
optimising $\chi^2$ until convergence is achieved (when $\chi^2$ changes by less than 0.01%). The number of iterations necessary to reach convergence varies from star to star. Typically more metal-rich and cooler stars take longer to converge, but in less than 20 iterations. During the parameter determination, we implement non-LTE corrections from Amarsi et al. (2016b) for Fe I lines.

The telluric correction and sky subtraction steps in the data reduction process do not always provide optimal results, and have been shown to affect both abundance and stellar parameters determination. We therefore increase the errors of all wavelength points where skylines have been subtracted, and where telluric absorption is expected.

While the nominal resolving power of HERMES is $R \approx 28000$, it is known to vary from fibre to fibre, and as a function of wavelength (Kos et al. 2017). For the GALAH survey, this issue is resolved by interpolating the observed spectrum with pre-computed resolution maps from Kos et al. (2017) to estimate a median resolution for each segment. The GALAH survey is currently implementing a photonic comb, which will map the aberrations and point-spread-function across the full CCD images (Bland-Hawthorn et al. 2017).

External surface gravity constraints

Section 3.3.2 outlined the difficulties with surface gravity determination in spectroscopy, which requires external constraints to improve accuracy. The GALAH survey observed fields that are in the Hipparcos and Tycho-Gaia (TGAS) catalogues and within the K2 footprint, providing spectra with parallax and asteroseismic information that can be used to aid surface gravity determination (Perryman et al. 1997, Brown et al. 2016, Stello et al. 2017).

For stars with asteroseismic information, surface gravity is not strictly a free parameter, but is determined at each iteration with respect to solar values using the scaling relation (Kjeldsen & Bedding 1995):

$$v_{\text{max}} = v_{\text{max,}\odot} \frac{g/g_{\odot}}{\sqrt{T_{\text{eff}}/T_{\text{eff,}\odot}}} \quad (3.10)$$

Here $v_{\text{max}}$ is the measured frequency at maximum oscillation.

Likewise, for stars with parallax information, $\log g$ is updated at each iteration using the fundamental relation derived from equations 3.2 and 3.3 (Nissen et al. 1997, Zhang & Zhao 2005):

$$\log \frac{g}{g_{\odot}} = \log \frac{\mathcal{M}}{\mathcal{M}_{\odot}} - 4 \log \frac{T_{\text{eff}}}{T_{\text{eff,}\odot}} + 0.4 (M_{\text{bol}} - M_{\text{bol,}\odot}) \quad (3.11)$$

where $M_{\text{bol}} = K + BC - 5 \log d + 5 \quad (3.12)$

Here the mass $\mathcal{M}$ of each star is estimated using 2MASS photometry (Skrutskie et al. 2006), and the age estimation code ELLI (Lin et al. 2018). For the absolute bolometric magnitude $M_{\text{bol}}$, bolometric corrections ($BC$) from Casagrande & VandenBerg (2014) are applied to
the 2MASS K-band. For all stars of the Hipparcos catalogue, the distance \(d\) is computed by the transformation \(d = 1/\varpi\) (with \(\varpi\) being the parallax). For all stars of the Tycho-Gaia catalogue, Bayesian distances from Astraatmadja & Bailer-Jones (2016) are used.

Comparison of spectroscopically-determined log\(g\) from the SME analysis pipeline with Gaia benchmark stars (Heiter et al. 2015a) shows an offset of \(\approx -0.15\) dex, in the sense that SME underestimates surface gravity (Sharma et al. 2018). The same offset is found when spectroscopic and asteroseismic results are compared. We therefore adjust the SME-based log\(g\) by +0.15 dex for stars in The Cannon training set (Section 3.6.2).

### Abundance determination and solar abundance normalisation

After the atmospheric parameters have been established, they are fixed for abundance determination. The lines of each element are synthesised, and line blending is modelled using the atomic information provided. The blended wavelength points are excluded from the line mask. For the GALAH survey, all available lines for each element are synthesised (as opposed to line-by-line synthesis).

Abundance ratios are given in bracket notation as \([X/M]\). To minimise systematic errors (such as uncertain log\(gf\) values) and calibrate the zero point, we analysed a HERMES Solar spectrum with the SME pipeline and rescale the abundances such that:

\[
[X/M] = [X/M] - [X/M]_{HERMES,\odot}
\]

Where \([X/M]\) are the unscaled abundances, and \([X/M]_{HERMES,\odot}\) are the abundances of the HERMES solar spectrum.

### 3.6.2 Data-driven modelling: The Cannon

From Ness et al. (2015), the general form of The Cannon’s spectral model can be written as:

\[
f_{n\lambda} = \theta_{\lambda}^T \cdot \ell_n + \text{noise}
\]

Where \(f_{n\lambda}\) is the flux at every pixel, \(\theta_{\lambda}\) the model coefficients and \(\ell_n\) is a function of the labels. For The Cannon analysis of HERMES spectra, \(\ell_n\) is a quadratic function of the labels, as shown in Equation 8 of Ness et al. (2015). In contrast to Casey et al. (2017), who used different models for the main-sequence and giant branch, the same model is used here for all stars. The fluxes of all spectra are normalised and shifted to rest for The Cannon analysis.

The Cannon determines coefficients \(\theta_{\lambda}\) from the known fluxes and spectroscopic labels of a reference (or training) set. It is crucial that the spectra and parameters of the training set are of high fidelity, as any systematic errors in either one would translate to the full sample.

To reduce random errors, it is desirable to have high signal to noise training spectra. As such, all stars in the GALAH reference set have SNR > 50 per pixel in the blue HERMES CCD (4713–4903 Å). The training set was chosen to consist of stars with external surface gravity...
constraints from parallaxes (TGAS catalogue, Michalik et al. 2015) and asteroseismology (K2 campaigns, Stello et al. 2017), as well as Gaia benchmark stars and well studied open and globular clusters. In addition, only stars with relative parallax errors smaller than 30% are included.

Prior to the training step, we perform a validation test for spectroscopic parameters $T_{\text{eff}}$, $\log g$ and [M/H] against that of Gaia benchmark stars (Jofré et al. 2014, Heiter et al. 2015a). For surface gravity an additional test against asteroseismic measurements is carried out. The comparisons show that HERMES/GALAH surface gravities are typically underestimated by $\approx 0.15$ dex, and [M/H] systematically underestimated by 0.1 dex. These biases are corrected for in the reference set where applicable, and The Cannon is trained on corrected $\log g$ and [M/H] values.

For stellar parameter determination, the The Cannon model includes primary labels $T_{\text{eff}}$, $\log g$, [M/H], $\xi_t$ and $v \sin i$, and an auxiliary label $A(K_s)$ extinction, to minimise the effect of reddening and diffuse interstellar bands on abundance determination (e.g., Ho et al. 2016). Extinction values for the training set was estimated with the RJCE method (Majewski et al. 2011). We used 2MASS $H$-band and WISE 4.5 $\mu$m photometry (Wright et al. 2010), following procedures outlined in Zasowski et al. (2013). In general, The Cannon reproduces SME results without bias, and to precisions of 47 K in $T_{\text{eff}}$, 0.1 dex in $\log g$ and 0.05 dex in [M/H] (Sharma et al. 2018). Fig 3.4 shows a side-by-side comparison of the GALAH training set and The Cannon-derived parameters for the full survey sample. Here the limitations of The Cannon can also be appreciated: the lack of giants cooler than 4000 K and dwarfs cooler than 4500 K, and the artefact near 7000 K are due to the sparse sampling of training stars in these regions.

The Cannon models can also be built with additional labels [X/M] for each of the 28 elemental abundances measurable with HERMES spectra. The [$\alpha$/M] abundance ratio has been successfully derived for the APOGEE, LAMOST and GALAH surveys (Ness et al. 2016a, Ho et al. 2016, Duong et al. 2018). Casey et al. (2017) were able to compute abundance ratios of six elements for the RAVE survey using The Cannon. However, data-driven abundance measurements for as many as 28 elements have not been explored previously. Complications inevitably arise as some elements can only be measured for certain types of stars, which results in incomplete parameter space coverage. The treatment, or identification of chemically peculiar stars is also an important point of discussion for The Cannon and similar methods. The GALAH survey has succeeded, for the most part, in their effort to use The Cannon to determine stellar abundances for over 20 elements. Due to the limitations of training data, the method currently works best for FGK dwarfs and giants (Buder et al. 2018). While the details of data-driven abundance determination are outside the scope of this work, we refer the reader to Buder et al. (2018) for a comprehensive discussion of the procedure and caveats.
Figure 3.4 Comparison of the training set (SME-derived) and *The Cannon*-derived stellar parameters for GALAH survey objects. Left panel shows the training set of ≈13 000 stars, and the right panel shows *The Cannon* results for ≈420 000 GALAH stars (without reduction/analysis flags). *The Cannon* reproduces training set parameters accurately, even with a common model for dwarfs and giants. Data courtesy of the GALAH Collaboration.
Properties of the Galactic disk near the solar neighbourhood

This chapter has been published as Duong, L., Freeman, K., Asplund, M., et al., 2018, The GALAH survey: properties of the Galactic disc(s) in the solar neighbourhood, Monthly Notices of the Royal Astronomical Society, 476:5216.

Using data from the GALAH pilot survey, we determine properties of the Galactic thin and thick disks near the solar neighbourhood. The data cover a small range of Galactocentric radius (7.9 \( \lesssim R_{GC} \lesssim 9.5 \) kpc), but extend up to 4 kpc in height from the Galactic plane, and several kpc in the direction of Galactic anti-rotation (at longitude 260° \( \leq \ell \leq 280° \)). This allows us to reliably measure the vertical density and abundance profiles of the chemically and kinematically defined ‘thick’ and ‘thin’ disks of the Galaxy. The thin disk (low-\( \alpha \) population) exhibits a steep negative vertical metallicity gradient, at \( \frac{d[M/H]}{dz} = -0.18 \pm 0.01 \) dex kpc\(^{-1}\), which is broadly consistent with previous studies. In contrast, its vertical \( \alpha \)-abundance profile is almost flat, with a gradient of \( \frac{d[\alpha/M]}{dz} = 0.008 \pm 0.002 \) dex kpc\(^{-1}\). The steep vertical metallicity gradient of the low-\( \alpha \) population is in agreement with models where radial migration has a major role in the evolution of the thin disk. The thick disk (high-\( \alpha \) population) has a weaker vertical metallicity gradient \( \frac{d[M/H]}{dz} = -0.058 \pm 0.003 \) dex kpc\(^{-1}\). The \( \alpha \)-abundance of the thick disk is nearly constant with height, \( \frac{d[\alpha/M]}{dz} = 0.007 \pm 0.002 \) dex kpc\(^{-1}\). The negative gradient in metallicity and the small gradient in \([\alpha/M]\) indicate that the high-\( \alpha \) population experienced a settling phase, but also formed prior to the onset of major SNIa enrichment. We explore the implications of the distinct \( \alpha \)-enrichments and narrow \([\alpha/M]\) range of the sub-populations in the context of thick disk formation.
4.1 Introduction

The Milky Way is believed to have a thick disk, similar to those observed photometrically in external disk galaxies (Tsikoudi 1979, Burstein 1979, Dalcanton & Bernstein 2002, Yoachim & Dalcanton 2006, Comerón et al. 2015). The ubiquity of thick disks indicates that they are an integral part of disk galaxy evolution. The Galactic thick disk was originally discussed as a distinct structural component by Gilmore & Reid (1983)\(^1\), who showed that the vertical stellar density profile at the Galactic South pole was best described by two exponentials. Much debate has since ensued over the origin and properties of the Galactic thick disk. Most notably some authors have argued that it may not be a discrete component (Norris 1987, Nemec & Nemec 1993, Schönrich & Binney 2009, Bovy et al. 2012a).

The chemical properties of the local thick disk have been well characterised by multiple spectroscopic studies. The consensus is that it is older (e.g., Wyse & Gilmore 1988, Haywood et al. 2013, Bensby et al. 2014), kinematically hotter (Chiba & Beers 2000), and more metal-poor and α-rich than the thin disk (Prochaska et al. 2000, Fuhrmann 2008, Bensby et al. 2014, Fuhrmann et al. 2016). The enhanced α-abundances indicates that thick disk stars were enriched by SNe Type II over a short period of time, before SNe Type Ia contribution of iron-peak elements took effect in earnest. The thick disk is thought to have formed within ≈1–3 Gyr (Gratton et al. 2000, Mashonkina et al. 2003), although Haywood et al. (2013) suggested a slightly longer formation timescale of 4–5 Gyr.

At the solar annulus, many authors have observed a gap between thin and thick disk stars in the α-abundance ([α/M]) vs metallicity ([M/H]) plane. This is widely interpreted as evidence that the thick disk is a distinct component. In recent literature, the ‘thick disk’ is often defined chemically as the α-enhanced population. Large scale abundance maps from the APOGEE survey show that two distinct sequences in [α/M] vs [M/H] are observed at all galactocentric radii, although the fractions of stars in the two sequences varies greatly with position in the Galaxy. In the inner Galaxy (3 < R\(_{GC}\) < 5 kpc), and at large heights above the Galactic plane, the high-α sequence dominates. Beyond galactocentric radius R\(_{GC}\) ≈ 9 kpc, its density decreases significantly (Hayden et al. 2015). This observation is in line with the short scale length of about 2 kpc for the chemical thick disk (Bensby et al. 2011, Cheng et al. 2012, Bovy et al. 2012b, 2016). The concentration of the older, α-enhanced population to the inner disk indicates that the thick disk formed inside-out (Matteucci & François 1989, Burkert et al. 1992, Samland & Gerhard 2003, Bird et al. 2013). In contrast to the chemically defined thick disk of the Milky Way, the photometrically defined thick disks of external galaxies are more extended, with scale lengths comparable to thin disk scale lengths (e.g., Yoachim & Dalcanton 2006, Ibata et al. 2009).

While its scale length is fairly well constrained, the scale height of the thick disk is still contentious (see Bland-Hawthorn & Gerhard 2016, and references therein). Gilmore & Reid (1983) estimated the thick disk exponential scale height to be 1.35 kpc from star counts,

\(^1\)See also Yoshii (1982).
similar to measurements made by photometric decomposition of Milky Way analogues (e.g., Ibata et al. 2009). More recent estimates find the thick disk scale height to be significantly shorter, and there is still some scatter in the measurements (Jurić et al. 2008, Kordopatis et al. 2011, Bovy et al. 2012b, 2016). Furthermore, results from high-resolution spectroscopic surveys have raised doubts on the existence of a structurally distinct thick disk, even if there are clearly two populations with distinct $\alpha$-enhancements. Bovy et al. (2016) finds a smooth transition in scale-heights for mono-abundance populations, as does Mackereth et al. (2017) for mono-age populations, where more $\alpha$-enhanced and older stars populate increasingly greater heights. Martig et al. (2016b) also showed that, due to flaring of the disk (Rahimi et al. 2015, Minchev et al. 2015, Kawata et al. 2017), the geometrically thick part of the disk has a large age dispersion, whereas the chemical ‘thick disk’ (high-$\alpha$ population) has a narrow age range. This may also explain why the chemically defined thick disk of the Milky Way has a short scale length, while surface brightness measurements of geometrical thick disks in external galaxies indicate that they are radially much more extended.

Several theoretical models have been proposed for thick disk formation and explain its observed properties. Thick disks may arise from external heating processes such as dwarf satellite accretion (Abadi et al. 2003) or minor merger events (Quinn & Goodman 1986, Quinn et al. 1993, Kazantzidis et al. 2008, Villalobos & Helmi 2008). The fast internal evolution of gravitationally unstable clumpy disks at high red-shift (Bournaud et al. 2009, Forbes et al. 2012) or gas-rich mergers at high red-shift (Brook et al. 2004, 2005) could form a thick disk. The turbulent interstellar medium observed in disk galaxies at high red-shift may also be associated with thick disk formation (e.g. Wisnioski et al. 2015). Radial migration of stars (Sellwood & Binney 2002), where stars are transported outwards and gain vertical height to form a thick disk, is another possibility that has been extensively discussed (Schönrich & Binney 2009, Minchev & Famaey 2010, Loebman et al. 2011, Roškar et al. 2012, Schönrich & McMillan 2017). Although there is evidence for radial migration in the thin disk, such as the presence of very metal rich low-$\alpha$ stars in the solar neighbourhood (Haywood 2008, Casagrande et al. 2011) and the skewness of metallicity distribution functions at different Galactic radii (Hayden et al. 2015, Loebman et al. 2016), the role of radial migration in thick disk formation is still unclear, and is not supported by some observed properties of the thick disk (high-$\alpha$) population (e.g., Haywood et al. 2013, Recio-Blanco et al. 2014, Bovy et al. 2016). Vera-Ciro et al. (2014) showed in their simulation that radial migration can have strong effects on the thin disk, but not the thick disk. Aumer et al. (2016) found that in their standard model, outwardly-migrating stars are not responsible for the creation of the thick disk, but thick disks can form in models with high baryon fractions. However, in their high-baryon models, the bar is too long, the young stars are too hot and the disk is strongly flared.

Observational evidence to discern thick disk formation scenarios is still inconclusive. Earlier results, such as the lack of thick disk vertical metallicity gradient observed by Gilmore et al. (1995) and orbital eccentricity distributions by Sales et al. (2009), Dierickx et al. (2010)
favoured merger scenarios. More recent studies, most of which separate thin and thick
disk stars by their metallicity or kinematics, indicate that the thick disk does have a verti-
cal metallicity gradient (Chen et al. 2011, Katz et al. 2011, Kordopatis et al. 2011, Ruchti
et al. 2011), but the gradients measured by these studies vary greatly due to their different
methods of isolating the thick disk. Few studies report on the vertical abundance profile
of the disk, although an accurate measurement of the metallicity and abundance profile as
a function of distance from the Galactic plane can provide important constraints for the
evolution history of the disk.

This work is motivated by the current uncertainty about the formation and properties
of the Galactic thick disk. The thick disk is important because its formation is a seemingly
ubiquitous feature of disk galaxy evolution; its rapid formation and old population means
that it provides a detailed snap-shot of the conditions in the early Galaxy. Understanding
how the thick disk formed and evolved will be central to chemical tagging efforts of current
and future high resolution massive spectroscopic surveys such as 4MOST (de Jong et al.
2011), Gaia-ESO (Gilmore et al. 2012), APOGEE (Majewski et al. 2015), GALAH (De Silva
et al. 2015), and WEAVE (Dalton et al. 2016).

We have used data from the first GALAH survey internal data release to study the properties
of the Galactic thick disk. We show that at the solar circle, the thick disk exhibits a non-
negligible vertical metallicity gradient, and the thin disk shows a steep vertical metallicity
gradient. We find that the mean $\alpha$-element abundance does not vary significantly with
height in either of the chemically and kinematically defined thick and thin disks.

The paper is structured as follows: Section 4.2 describes the stellar sample used in the
analysis, including field and colour selection. Section 4.3 explains the methods of obtaining
stellar parameters, abundances and the distances, as well as how thin and thick disk com-
ponents were defined. Section 4.4 explores the possible effects of our selection and how
they were corrected for. Section 4.5 presents the results of metallicity and the $\alpha$-abundance
variation with vertical height are described in section 4.6. We discuss the implications of
our results for the formation and evolution of the thick disk in Section 4.7, and summarise
the work in Section 4.8.

4.2 Sample selection

We present in this paper results from the GALAH survey internal data release v1.3. The
data acquisition and reduction are described in Martell et al. (2017) and Kos et al. (2017),
respectively. The stellar parameter and abundance determination is summarised in Section
4.3.1. Briefly, GALAH spectra cover four optical bands, at wavelengths located within the
Johnson-Cousins $B$, $V$, $R$, $I$ passbands, with resolving power $\lambda/\Delta\lambda \approx 28000$ (De Silva et al.
2015). The GALAH main-survey selects stars according to a simple magnitude criterion:
$12 < V\ JK < 14$, where the $V\ JK$ magnitude is estimated from 2MASS (Skrutskie et al. 2006)
photometry via the transformation:

\[ V_{JK} = K_s + 2(J - K_s + 0.14) + 0.382 \, e^{(J - K_s - 0.2)/0.50} \] \hspace{1cm} (4.1)

The above equation is discussed further in Sharma et al. (2018) (see their Fig. 1). The magnitude selection in \( V_{JK} \) manifests as a \((J - K_s)\) colour dependence when plotted as function of other magnitudes, as shown in Fig. 4.1, right panel. In addition to normal survey fields which follow the \( V_{JK} \) magnitude limit described above, GALAH also observed special fields, such as pilot survey fields (which included benchmark stars and clusters), and bright stars selected from the Tycho-2 catalogue (Martell et al. 2017), most of which also appear in the Gaia DR1 catalog (Brown et al. 2016).

As part of the GALAH pilot survey, we conducted a study of the chemical properties and distribution of the Galactic thin and thick disks. Fields were chosen towards Galactic longitude \( \ell = 270^\circ \), as shown in Fig. 4.1, left panel. This longitude was chosen to maximise the asymmetric drift component between thin and thick disk stars (Gilmore et al. 2002, Wyse et al. 2006), thus making it easier to distinguish them by their kinematics. We observed fields at five latitudes: \( b = -16^\circ, -22^\circ, -28^\circ, -34^\circ \) and \(-42^\circ \). Fig. 4.2 shows the
Figure 4.2 The distribution in Galactocentric radius and height below the plane for the entire sample, adopting $R_{GC,⊙} = 8$ kpc. There are a few stars (not shown) outside the limits $|z| > 6$ kpc and $R > 10$ kpc. Stars are colour-coded by $\alpha$-abundances: low-$\alpha$ stars lie typically closer to the plane whereas $\alpha$-enhanced stars are found at greater distances from the plane.

distribution of observed stars in Galactic coordinates $R_{GC}$ and $|z|$ (distances are derived as per Section 4.3.2). Adopting $R_{GC,⊙} = 8$ kpc, most of the stars are concentrated around the solar radius, between $R_{GC} = 8 – 8.5$ kpc, and up to about 4 kpc in height below the Galactic plane. Since our longitude range is between $\ell = (260, 280)$, we also observed stars with $R_{GC} < 8$ kpc. We chose to use only giants in this study to include a larger range of distances and heights from the plane. The magnitude limits of the main GALAH survey result in giants making up only about 25% of stars observed. In order to increase the fraction of giants, a colour cut at $(J – K_s) > 0.45$ was imposed for the pilot survey prior to observations, which excludes turn-off stars and some dwarfs. We also extended the faint $V_{JK}$-magnitude limit of the pilot survey to 14.5 in order to observe a larger fraction of clump giants. Also included in this analysis are giants from the GALAH main-survey that fall within the same Galactic longitude–latitude range described above. The colour and magnitude selection for all stars included in the analysis is shown in Fig. 4.1.

4.3 Data analysis

4.3.1 Stellar parameters and alpha abundances

The GALAH stellar parameters and abundances pipeline will be described in detail elsewhere; here we seek to give a brief summary. The pipeline is a two-step process, involving spectral synthesis using SME (*Spectroscopy Made Easy*) (Valenti & Piskunov 1996, Piskunov & Valenti 2017) and the data-driven generative modelling approach of *The Cannon* (Ness et al. 2015). We identify a sample of stars with high signal-to-noise ratio, each visually inspected to be free of irregularities like unexpected continuum variations and large cosmic
ray residuals. This set of stars serves as the training set, the labels of which are propagated to all other survey stars. The training set includes Gaia benchmark standards (Jofré et al. 2014, Heiter et al. 2015a) whose parameters have been determined by non-spectroscopic methods; globular and open clusters and stars with accurate asteroseismic surface gravity from K2 Campaign 1 (Stello et al. 2017). In total there are \( \approx 2500 \) training stars.

In the first step, stellar parameters for the training set are obtained with SME. Here we use the MARCS model atmospheres (Gustafsson et al. 2008), and non-LTE corrections for Fe (Lind et al. 2012). SME syntheses of H\(\alpha\) and H\(\beta\), neutral and ionised lines of Ti, Sc and Fe are used to determine \( T_{\text{eff}} \), \( \log g \), \([\text{M/H}]\), \( \nu_{\text{mic}} \) (micro turbulence) and \( \nu \sin i \) (rotational velocity), converging at the global minimum \( \chi^2 \). The stellar parameters are fixed when individual abundances are computed for the \( \alpha \)-elements Mg, Si, Ti. The weighted average of these elements gives \([\alpha/\text{M}]\), and all abundances are scaled according to the Solar chemical composition of Grevesse et al. (2007).

Although the GALAH wavelength range includes lines of the \( \alpha \)-elements Ca and O, they are currently omitted from the weighted average because the Ca lines fall within problematic spectral regions (due to bad CCD pixels and/or sub-optimal data reduction), and the OI triplet at 7772–7775 Å is subjected to large non-LTE effects (Amarsi et al. 2015, 2016a), which are not yet accounted for in the GALAH analysis pipeline. Relative to Gaia benchmark standards, SME produces accurate results with offsets in \( \log g \) and \([\text{M/H}]\) of \(-0.15\) and \(-0.1\) dex respectively, in the sense that it underestimates these values. The same surface gravity offset is also observed when SME results are compared to asteroseismic \( \log g \) obtained with oscillations from Stello et al. (2017). The offsets are constant across the HR diagram, and are corrected by simply adding 0.15 and 0.1 dex to all \( \log g \) and \([\text{M/H}]\) values of the training set prior to parameter propagation with The Cannon (Sharma et al. 2018).

In the second step, The Cannon learns the training set parameters and abundances (labels) from SME, and builds a quadratic model at each pixel of the normalised spectrum\(^3\) as a function of the labels (Ness et al. 2015). This model is then used to determine stellar parameters and abundances for all other survey spectra. In addition to the six primary labels described above, The Cannon uses a seventh label, extinction \( A(K_\text{s}) \), to minimise the effect of reddening and diffuse interstellar bands on \([\alpha/\text{M}]\) determination. The extinction for each star of the training set was estimated with the RJCE method (Majewski et al. 2011). We used 2MASS \( H \)-band and WISE 4.5 \( \mu \)m photometry (Wright et al. 2010), following procedures outlined in Zasowski et al. (2013). Parameter errors are estimated by cross-validating the input (SME) and output labels (The Cannon) for the training set. Cross-validation was

\(^2\)We use \([\text{M/H}]\) to denote metallicity to differentiate it from the actual iron abundance \([\text{Fe/H}]\). The metallicity reported in this data release is the iron abundance of the best-fit atmospheric model and mostly measured from Fe lines. However, \([\text{M/H}]\) values are close to the true iron abundances, and GALAH results presented elsewhere have used \([\text{Fe/H}]\) to denote metallicity, which is equivalent to the \([\text{M/H}]\) used here.

\(^3\)The normalisation method is described in Kos et al. (2017).
done by partitioning the reference set into unique sub-samples, each consisting 20% of the full set. Five tests were performed, each time a 20% sub-sample is left out of the training step, and used only to validate the results. Fig. 4.3 shows the combined cross-validation outcomes of all five tests for label $[\alpha/M]$. The training set results have also been successfully applied to the TESS-HERMES survey, and the error estimation of stellar labels except for $[\alpha/M]$ is shown in Fig. 5 of Sharma et al. (2018). Overall, The Cannon achieves internal precisions of 47 K in $T_{\text{eff}}$, 0.13 dex in $\log g$, 0.05 dex in $[\text{M/H}]$ and 0.04 dex in $[\alpha/M]$, which are typical of the errors reported in this data release.

Fig. 4.4 shows The Cannon-derived stellar parameters for the full sample of giants selected for analysis. We have excluded most sub-giants, turn-off and main-sequence stars. The Cannon is able to reproduce the accuracy and precision of SME such that all parameters follow the PARSEC isochrone tracks (Marigo et al. 2017) without further calibrations. The $[\alpha/M]$–$[\text{M/H}]$ plot is shown in Fig. 4.5 for a sub-sample of stars with signal-to-noise ratio $\geq 80$ per resolution element. We observe the two distinct $\alpha$-tracks in the $[\alpha/M]$–$[\text{M/H}]$ plane: a low-$\alpha$ track extending from $[\text{M/H}] \approx 0.4$ to $-0.6$, usually defined as the chemical thin disk, and a high-$\alpha$ track extending from $[\text{M/H}] \approx -0.2$ to $-1$, usually defined as the chemical thick disk. The typical precision of the $[\alpha/M]$ measurements is 0.04 dex, similar to that of $[\text{M/H}]$.

We do not include stars with $[\text{M/H}] \leq -1$ dex here, because few metal-poor stars could be used in the training set (they stars are rare, and typically have low SNR), rendering The Cannon results for metal-poor stars significantly less accurate. The Cannon has limited ab-
Figure 4.4 The Kiel diagram from The Cannon for the sample of stars in this analysis, colour coded by [M/H]. Over plotted are 4 Gyr PARSEC isochrones at metallicities indicated in the figure legend. The stellar parameters behave as predicted by the evolutionary tracks after bias corrections to The Cannon training set (see text for details).
Figure 4.5 \( \alpha \)-abundances as a function of metallicity for a sub-sample with signal-to-noise \( \geq 80 \) per resolution element. There are two distinct abundance sequences corresponding to the thin disk (low-\( \alpha \)) and the thick disk (high-\( \alpha \)). Inset: histogram of the \([\alpha/M]\) distribution, the dotted line indicate \([\alpha/M] = 0.15\), where the two populations appear to separate.

ility to extrapolate, which is evident in the comparison to Gaia benchmarks: stars with \([M/H] < -1\) have larger deviations from reference values (Sharma et al. 2018). This does, however, exclude the metal-weak thick disk from our analysis. We find that other studies which include the metal-poor extension of the thick disk, such as Katz et al. (2011), Ruchti et al. (2011) reported similar results to ours (see detailed discussion in Sections 4.5.2 and 4.6). Furthermore, there are few stars with \([M/H] \leq -1\) dex to begin with (2% of the full sample), so their exclusion may have small effects on the vertical gradients derived in later sections, but this is unlikely to have a major impact on our conclusions.

4.3.2 Distance determination

Distances are typically determined by isochrone fitting methods using the fundamental stellar parameters \(T_{\text{eff}}, \log g\) and \([M/H]\) and photometry. Theoretical constraints, such as stellar evolution and initial mass functions (IMF) have been included by Zwitter et al. (2010) and Burnett & Binney (2010), respectively, to obtain more accurate distances for the RAVE survey (Steinmetz et al. 2006). Isochrone distances are dependent on all fundamental parameters, but a strong dependence on \([M/H]\) can cause correlated errors when trying to assess the metallicity distribution as a function of distance from the Galactic centre or above the plane (Schlesinger et al. 2014, Anguiano et al. 2015). In this section we describe an empirical method of distance determination that does not have such a strong dependence on inferred \([M/H]\), which may be advantageous for our measurements of metallicity vertical gradients in Section 4.5.

To determine the distance, we exploit the relationship between stellar surface gravity and radius \(R\) using Kepler asteroseismic data from Casagrande et al. (2014). Fig. 4.6 shows
Figure 4.6 The correlation between stellar surface gravity and radius, data from the Kepler sample of Casagrande et al. (2014). The stellar radius as a function of log \( g \) is best described by an exponential.

The log \( g \) – \( R \) correlation and the exponential function that best fits the data. Using spectroscopically determined log \( g \), we compute for each GALAH star a radius (in solar radii) using the function:

\[
R_\star = 165(0.33 \log g) \quad (4.2)
\]

Note that starting from the definition of \( g = GM/R^2 \), where \( G \) is the gravitational constant, and \( M \) the mass of the star, we arrive at the formula:

\[
R_\star/R_\odot = 10^{0.5(\log g_\odot - \log g)}, \quad (4.3)
\]

which is equivalent to 165.59 * 0.316^log g, assuming that \( M = M_\odot \) and the solar log \( g \) is 4.438068 cm s\(^{-2}\). However, the function used to fit the data in Fig 4.6 returns the minimum reduced-\( \chi^2 \) (perhaps due to differences in the stellar mass compared to the assumed solar value), and is used instead\(^4\).

The absolute luminosity is estimated using the effective temperature and radius relation:

\[
L = 4\pi R^2 \sigma T_{\text{eff}}^4 \quad (4.4)
\]

Finally, we interpolate the stellar parameters \( T_{\text{eff}}, \log g, [M/H] \) over a grid of synthetic spectra to determine the correction that needs to be applied to 2MASS \( J, H, K_s \) photometry to derive the bolometric flux \( F_{\text{bol}} \)\(^5\). We correct for extinction using the Schlegel et al. (1998) map to de-redden the observed 2MASS magnitudes. This is done using extinction

---

\(^4\)The typical difference between distances derived using 165.59 * 0.316^log g and equation 4.3 is 13%, which is comparable to the distance uncertainties (Section 4.3.2).

\(^5\)Although [M/H] is used, the dependence of \( F_{\text{bol}} \) on this parameter is minimal (Casagrande et al. 2010)
coefficients computed on-the-fly for the set of stellar parameters adopted (Casagrande et al. 2010). The distance is then simply:

\[ D = \left( \frac{L}{4\pi F_{bol}} \right)^{1/2} \]  

(4.5)

As is evident from Fig. 4.6, the log\(g\)–stellar radius relation is poorly constrained for \(\log g \leq 1.5\), because we have few seismic data points in this region and the scatter is larger. There are however relatively few stars with \(\log g < 1.5\) in our sample (see Fig. 4.4).

Distance error estimate

We tested the accuracy and precision of our distance determination method by comparing our results to the first Gaia data release (Brown et al. 2016, TGAS), which provides accurate parallaxes (\(\varpi\)) for bright stars in the Tycho-2 catalogue (Michalik et al. 2015). Because of the brighter magnitude limit of Tycho-2, we only have a small overlap of about 100 stars for comparison. We also compare our distances to those of Astraatmadja & Bailer-Jones (2016), who computed Bayesian distances using TGAS parallaxes and Milky Way density models. Finally, we include a comparison between our method and that of Zwitter et al.
(2010), which computes the distance modulus by fitting stellar parameters to their most likely isochrone counterparts.

Fig. 4.7 compares the unaltered TGAS parallaxes with the inferred parallaxes from the three distance methods. Distances from Astraatmadja & Bailer-Jones (2016) are median values of the posterior from their Milky Way density model. However, they note that the Milky Way model under-estimates distances for $\omega < 0.5$ mas when compared to Cepheid distances, as the model assumes that a star is more likely to be in the disk and photometric information is not used. Thus, the distances used here for $\omega < 0.5$ are the median of the posterior from their exponentially decreasing density model with scale length $L = 1.35$ kpc (Astraatmadja & Bailer-Jones 2016).

The comparison shows no systematic discrepancy for $\omega_{\text{TGAS}} > 0.5$ mas. The distances computed from our IRFM and the Zwitter et al. (2010) isochrone fitting method using the same spectroscopic parameters agree to within $\approx 15\%$. Compared to TGAS, both the IRFM and isochrone fitting method have a standard deviation of 0.3 mas, which is well within the typical errors quoted for TGAS parallaxes. We noticed that the Bayesian distances from Astraatmadja & Bailer-Jones (2016) are slightly over-estimated compared to TGAS between $\omega_{\text{TGAS}} = 1–2$ mas.

We do find an offset between all distance methods and the TGAS parallaxes for $\omega_{\text{TGAS}} = 0–0.5$ mas, where the TGAS values may be underestimated. For stars with $\omega_{\text{TGAS}} > 0$, the offset is 0.33 mas for the spectroscopic distances. Stassun & Torres (2016) found a similar offset, between TGAS and inferred parallaxes derived from eclipsing binaries, however their results are applicable only to smaller distances, which is not seen in our results (see also Huber et al. 2017). A likely reason for the GALAH-TGAS offset is that TGAS uncertainties becomes very large at $\omega < 0.5$ mas, so for a magnitude-limited sample, TGAS systematically scatters to smaller values.

In summary, we find that our distances are accurate compared to TGAS parallaxes and the Bayesian distances of Astraatmadja & Bailer-Jones (2016), albeit with an offset for $\omega_{\text{TGAS}} < 0.5$ mas. Overall the standard deviation between the two spectroscopic methods is 17%. Since both our method and the isochrone fitting method used the same set of stellar parameters, the comparison between them is indicative of their intrinsic uncertainties. Assuming that both methods contribute equally to the overall scatter, the internal uncertainty of each method is 12%. This is the value we adopted as the our distance errors.

4.3.3 Separating the thin and thick disk populations

High resolution spectroscopic studies show that the $\alpha$-enhancement of local disk stars follow two distinct tracks (e.g., Bensby et al. 2014, Adibekyan et al. 2011). The high-$\alpha$ population is typically associated with the thick disk and has high velocity dispersion; the low-$\alpha$ stars are associated with the thin disk, with low velocity dispersion. The thick disk also has a larger rotational lag compared to the thin disk.
The thick disk can also be defined geometrically by star counts (Jurić et al. 2008, Chen et al. 2011), or by metallicity and kinematics (Katz et al. 2011, Kordopatis et al. 2011). The thin and thick disks do overlap in their spatial, metallicity and kinematical distributions. Because of the two distinct sequences in [$\alpha$/M]-[Fe/H] space, definition of the thick disk by its enhanced $\alpha$-abundances relative to thin disk stars of the same metallicity is currently widely used (Adibekyan et al. 2013, Bensby et al. 2014, Haywood et al. 2015). However, the adopted dividing line between the high and low-$\alpha$ populations differs from author to author. Furthermore, some stars with thick disk chemistry have thin disk kinematics, and there are stars that lie in the intermediate region between the two [$\alpha$/M] sequences. The ‘thick disk’ population that we are interested in is the stellar fossil of the turbulent epoch of fast star formation at high-$z$. Following this definition, we want to exclude the flaring outer thin disk, which contributes to the geometrical thick disk, and metal-rich stars which may have migrated from the inner thin disk.

To this end, we chose to separate the two components by fitting a mixture of Gaussian distributions using the Expectation-Minimisation algorithm (Dempster et al. 1977). We use three variables: [M/H] and [$\alpha$/M] and the radial velocity (RV), which, to the best of our knowledge, has not been done previously. At $\ell = 270^\circ$, the component of the rotational lag between the thin and thick disk along the line-of-sight is maximised for most of our fields, such that RV is a good proxy for $V$ velocity (see also Kordopatis et al. 2017). Instead of using the Cartesian $V$ space velocity component, which has significant proper motion errors, we use the precise GALAH radial velocity to help separate the two populations (98% of our survey stars have RV uncertainty $< 0.6$ kms$^{-1}$ according to Martell et al. 2017).

The Python scikit-learn (Pedregosa et al. 2011) module GaussianMixture was used to perform the fitting. we assume that the data cube can be described by 2 multivariate Gaussians, each characterised by its three means and 3 × 3 covariance matrix: $\theta_j = (\mu_j, \Sigma_j)$, where $j = \{1, 2\}$, to represent the low and high-$\alpha$ sequences. Note that Rojas-Arriagada et al. (2016) argue the [$\alpha$/M] vs [M/H] distribution could be described by five components, but here we are not concerned with finding sub-components of the two $\alpha$-sequences.

Given a set of data ($x_1, x_2, \ldots, x_n$), the likelihood function is defined as:

$$L(\theta; x) = \prod_{i=1}^{n} \sum_{j=1}^{2} w_j f(x_i; \mu_j, \Sigma_j),$$

(4.6)

where $f$ is the probability density function of a multi-variate normal distribution and $w_j$ is the weight of each distribution. The algorithm initialises with random guesses for $\theta = (w_j, \mu_j, \Sigma_j)$ and iterates until the log-likelihood is at minimum. The probability that a data point $x_i$ belongs to component $j$ is given by:

$$P_j(x_i | \theta) = \frac{w_j f(x_i; \mu_j, \Sigma_j)}{w_1 f(x_i; \mu_1, \Sigma_1) + w_2 f(x_i; \mu_2, \Sigma_2)}$$

(4.7)
where

\[ P_1(x_i) + P_2(x_i) = 1 \quad (4.8) \]

Fig. 4.8 shows projections in the \([\alpha/M]–[M/H]\) and the RV–[\alpha/M] planes, where two Gaussian components centred at \([\alpha/M] = 0.05\) and \([\alpha/M] = 0.2\) can be seen, each with a distinctive median radial velocity. Stars are colour-coded by their thick disk probability. As expected, the high-\(\alpha\) stars have much higher thick disk probability than the low-\(\alpha\) stars. It is also apparent that stars with \([M/H]\) between \(-0.4\) and \(0\) are likely to be designated thin disk membership, because their radial velocities and metallicity more closely resemble that of thin disk stars. This is perhaps the most important distinction between our ‘thick disk’ definition and that of other studies: that the overall more \(\alpha\)-enhanced population does not include the high metallicity, high-\(\alpha\) population. This places important constraints on subsequent analyses and the interpretation of our results with respect to models of disk formation, as here we are assuming that the thick disk is almost exclusively old by excluding more metal-rich stars.

Furthermore, Fig 4.8 indicates that there are ‘transition stars’, which have higher \([\alpha/M]\) than thin disk stars at the same metallicity and kinematics that lie between the two disks, making it difficult to assign them to either population. We therefore assigned thin disk membership only to stars that have thick disk probability \(\leq 0.1\), which have \([\alpha/M] \leq 0.15\), consistent with the location of the ‘gap’ between high and low \(\alpha\) populations for our data set. The majority of stars with thick disk probability between 0.1–0.5 have \([\alpha/M]\) values between 0.15–0.3 dex. These ‘transition’ stars are omitted from the analysis to minimise contamination in each defined population. Approximately 13% of the overall sample are in the ‘transition’ category.
Figure 4.8  Results of the Gaussian mixture decomposition. Top panel: projection along the \([\alpha/\text{M}]–[\text{M/H}]\) plane. Bottom panel: projection along the \([\alpha/\text{M}]–\text{RV}\) plane, both colour-coded by the probability of a star belong to the thick disk. We can see that there are two well defined populations in both projections, however there are also plenty of stars that are difficult to place in either population. These stars have chemistry and kinematics that could belong to either of the classically defined ‘thin’ and ‘thick’ disk. Stars that are typically defined as thin disk by chemistry have \(\text{Pr(\text{thick})} \leq 0.1\). Stars with typical thick disk chemistry however have a higher velocity dispersion and therefore a larger spread in probability, ranging from \(0.6 \leq \text{Pr(\text{thick})} < 1\).
4.4 Selection bias

Fig. 4.1, right panel, shows that the pilot survey has a simple magnitude cut, $10 < K_s < 12$, while the main survey colour-magnitude selection appears to be a stripe in the $(J-K_s)_0$ vs $K_s$ plane, from the criterion that $12 < V_{JK} < 14$. The main survey also observed some bright stars that fall outside the lower magnitude limit. In addition, the pilot survey purposely observed a larger fraction of stars at higher latitudes, which means that the population at low latitudes is under-represented. These selection biases affect the resulting metallicity, distance (and therefore vertical height) distributions of the observed population. In this section we aim to correct for these effects so that the underlying Galactic population can be correctly recovered.

4.4.1 Correcting for selection effects

Field selection bias

The first selection effect that we corrected was the bias from targeting particular fields. We purposely observed a larger relative fraction of stars at higher latitudes to target the thick disk, and thus biased against low latitude stars.

To correct for this, we determined for each field the number of stars present in the observed sample compared with the number of photometric targets available for that field in the GALAH input catalogue, within the same magnitude limit, e.g.:

$$w_{\text{field}} = \frac{N_{\text{observed}} \, (12 < V_{JK} < 14)}{N_{\text{targets}} \, (12 < V_{JK} < 14)}$$

We dealt with the magnitude ranges of the pilot and main surveys separately. The limits used are $12 < V_{JK} < 14$ for main survey fields; $12 < V_{JK} < 14.5$ for pilot fields and $9 < V_{JK} < 12$ for the bright field.

Magnitude and colour selection bias

Following Casagrande et al. (2016), we assessed the magnitude and colour selection bias by creating a synthetic population using BaSTI isochrones (Pietrinferni et al. 2004). From a data cube that spans 0.5 to 10 Gyr in age, $-3$ to 0.5 dex in metallicity and 10 to 10000 pc in distance, each point in the age and metallicity plane is populated on the isochrones according to the Salpeter (1955) IMF, with the distances providing apparent magnitudes for each population. We then applied the same apparent colour and magnitude cut as shown in Fig. 4.1 to obtain the ratio of stars observed with our selection function compared to the total number of stars that populate a given point in the age, metallicity and distance cube. As in the previous section, the pilot and main survey selection functions are taken into account separately. Because there is no age information available for this sample, we integrated the observed probabilities over all ages for each point in the distance–metallicity
Figure 4.9 The relative probability of observing a particular star in the metallicity-distance plane given the colour-magnitude selection of GALAH pilot and main surveys. While we show the metallicity distribution up to $[\text{M/H}]=-3$ dex, we do not have any stars with $[\text{M/H}] < -1$ in our sample. The distance distribution is most affected by the colour-magnitude selection of the two surveys, with the pilot survey favouring more distant stars. The metallicity of both surveys peaks around solar, but compared to the main survey, the pilot survey has a larger fraction of stars that are more metal-poor.
plane. This implicitly assumes that the age distribution is flat in the solar neighbourhood (e.g., Edvardsson et al. 1993, Ting et al. 2015). With this method, the effects of different evolutionary time-scales of each stellar population on the HR diagram are also taken into account via the IMF.

Fig. 4.9 shows the relative fraction of stars observed after the colour-magnitude selection is applied. The most metal-poor and metal-rich stars are slightly biased against, similarly so for both the pilot and main survey selections. The distances, on the other hand, are very different for the pilot and main surveys. The main survey is biased against stars more distant than 1.5 kpc, especially at lower metallicities. The pilot survey observes relatively more distant (and thus larger |z|) stars as intended. In addition, the pilot survey colour and magnitude limit particularly targeted red clump stars, which primarily contributed to the second peak in its selection function.

The relative ratios obtained from this population synthesis method are dependent on the choice of stellar models and IMF, however we note that we are only using these numbers in the relative sense, to gauge the importance of one star compared to another. In this sense, we do not expect the selection effects to change qualitatively.

4.4.2 Effects of bias correction

The final weight is determined by combining the fraction from field selection bias and the isochrone population synthesis. Since the fraction indicates how likely a star is observed, the weights are computed as

\[ w_{\text{final}} = \frac{1}{w_{\text{field}} \times w_{\text{isochrone}}} \]

so that stars less likely to be observed are given higher weights.

Overall, the corrections mean that more metal-poor and distant stars are weighted more heavily. Effects of the weights on the [M/H] and |z| distributions are shown in Fig. 4.10.

4.4.3 Halo contamination

To assess the halo contamination in our low and high-α samples, we used the Galaxia code (Sharma et al. 2011), based on the Besançon models (Robin et al. 2003) to synthesise the stellar population within our observed region. We applied the same colour-magnitude limits (in 2MASS J, Ks photometry as shown in Fig. 4.1) for the pilot and main survey samples separately. The simulation shows that within our metallicity range (−1 ≤ [M/H] ≤ 0.4), the contamination of halo stars is extremely small, at 0.5% for both of the pilot and main surveys. Therefore, any effects of halo stars on our results would be negligible.
Figure 4.10  Cumulative histograms showing bias-uncorrected and corrected metallicity and height $|z|$ distributions. Top panel: [M/H] distribution. Bottom panel: height distribution. Typically the corrections account for the bias against stars that are more metal-poor and further from the plane.
4.5 Metallicity profiles

4.5.1 Radial metallicity profiles

In figure 4.11 we show the MDF of the thin and thick disks in radial distance bins of 500 pc. Within the small range that we cover, no metallicity gradient is observed for the thick disk. The MDF remains constant in shape and median value across all radial distances up to 9 kpc, which is consistent with Hayden et al. (2015). Beyond 9 kpc, we notice that the MDF skews slightly towards more metal-poor values, but we interpret this as an effect caused by observing progressively larger median |z| as we move further from the Galactic centre (see Fig. 4.2) rather than the thick disk having a radial metallicity gradient.

For the low-α population, we observe only a small number of stars at radial distances
Table 4.1 The mean (and standard error), dispersion and skewness of the metallicity distributions at different radial bins for the low-\(\alpha\) population.

<table>
<thead>
<tr>
<th>Radial range (\text{kpc})</th>
<th>Median ([\text{M/H}]) (\text{dex})</th>
<th>Standard deviation (\text{dex})</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R &lt; 8 \text{ kpc})</td>
<td>(-0.12 \pm 0.01)</td>
<td>0.15</td>
<td>(+0.01 \pm 0.02)</td>
</tr>
<tr>
<td>(8 \leq R &lt; 8.5 \text{ kpc})</td>
<td>(-0.16 \pm 0.004)</td>
<td>0.16</td>
<td>(-0.02 \pm 0.01)</td>
</tr>
<tr>
<td>(8.5 \leq R &lt; 9 \text{ kpc})</td>
<td>(-0.30 \pm 0.01)</td>
<td>0.13</td>
<td>(+0.30 \pm 0.02)</td>
</tr>
<tr>
<td>(9 \leq R &lt; 9.5 \text{ kpc})</td>
<td>(-0.37 \pm 0.03)</td>
<td>0.17</td>
<td>(+1.50 \pm 0.07)</td>
</tr>
<tr>
<td>(R &gt; 9.5 \text{ kpc})</td>
<td>(-0.42 \pm 0.05)</td>
<td>0.13</td>
<td>(-0.30 \pm 0.07)</td>
</tr>
</tbody>
</table>

Table 4.2 The mean (and standard error), dispersion and skewness of the metallicity distributions at different radial bins for the high-\(\alpha\) population.

<table>
<thead>
<tr>
<th>Radial range (\text{kpc})</th>
<th>Median ([\text{M/H}]) (\text{dex})</th>
<th>Standard deviation (\text{dex})</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R &lt; 8 \text{ kpc})</td>
<td>(-0.52 \pm 0.02)</td>
<td>0.13</td>
<td>(-0.79 \pm 0.04)</td>
</tr>
<tr>
<td>(8 \leq R &lt; 8.5 \text{ kpc})</td>
<td>(-0.53 \pm 0.01)</td>
<td>0.15</td>
<td>(-0.27 \pm 0.01)</td>
</tr>
<tr>
<td>(8.5 \leq R &lt; 9 \text{ kpc})</td>
<td>(-0.57 \pm 0.01)</td>
<td>0.15</td>
<td>(-0.26 \pm 0.02)</td>
</tr>
<tr>
<td>(9 \leq R &lt; 9.5 \text{ kpc})</td>
<td>(-0.61 \pm 0.01)</td>
<td>0.14</td>
<td>(-0.36 \pm 0.03)</td>
</tr>
<tr>
<td>(R &gt; 9.5 \text{ kpc})</td>
<td>(-0.70 \pm 0.02)</td>
<td>0.15</td>
<td>(-0.07 \pm 0.04)</td>
</tr>
</tbody>
</table>

Further than 9 kpc. The distribution is roughly Gaussian at all locations, but skews towards metal-poor with increasing \(R\). In Fig. 4.2, it is evident that the majority of \(\alpha\)-poor stars (thin disk) are confined to the plane. At \(R_{\text{GC}} = 8.5 \text{ kpc}\), most of the stars lie above \(|z| = 1 \text{ kpc}\), so here we are likely to be observing only the metal-poor tail of the thin disk. The shift towards lower metallicity at large \(R\) is likely due to the radial metallicity gradient of the thin disk (Cheng et al. 2012, Genovali et al. 2014, Hayden et al. 2015), and the vertical gradient discussed in the next section.

We provide the median, standard deviation and skewness of each radial bin of each population in tables 4.1 and 4.2. These support our conclusions that the MDFs of both populations within our \(R_{\text{GC}}\) range is close to Gaussian, and that there is little change in the median metallicity and shape of the high-\(\alpha\) population. We caution that the statistics is more uncertain for bins \(R_{\text{GC}} > 9 \text{ kpc}\) for the low-\(\alpha\) population due to the low number of stars, likewise for the bin \(R_{\text{GC}} < 8 \text{ kpc}\) for the high-\(\alpha\) population.
Figure 4.12  Variation of metallicity with distance from the Galactic plane for all stars independently of their alpha assignment (the ‘transition’ stars mentioned in Section 4.3.3 are also included). The density was weighted using bias correction fractions described in Section 4.4. The metallicity decreases smoothly with increasing height, however the gradient appears to flatten at $|z| = 2$ kpc.

4.5.2  Vertical metallicity profiles

The vertical gradients were measured using an orthogonal linear least squares regression to all data points, taking into account each data point’s uncertainties in [M/H] and vertical height. Each point is then weighted by the selection bias correction described in Section 4.4. We do this by decreasing the uncertainty of each data point by the square root of the correction factor. In this section we report the gradients measured for the disk as a whole, and for each $\alpha$ sub-population. The gradients measured are summarised in Table 4.3.

Fig. 4.12 shows a density plot of the metallicity as a function of height above the plane for all stars, including those that were omitted from the individual $\alpha$-subpopulation, as explained in Section 4.3.3. The density was weighted to correct for selection biases using relative fractions described in Section 4.4. We observe that the metallicity decreases smoothly as $|z|$ increases. The vertical gradient for the disk overall is $d[M/H]/dz = -0.22 \pm 0.01$ dex kpc$^{-1}$, and appears to flatten at larger $|z|$, from about $|z| = 2$ kpc. The gradient value is in good agreement with overall disk gradients measured by Schlesinger et al. (2014) for a sample of volume-complete SEGUE dwarfs.

For each of the sub-populations, we also found a metallicity gradient, as shown in Fig. 4.13. Over-plotted in each panel are averaged values of metallicity at different $|z|$ bins for clarity, but these binned values have no effect on the data fitting. We discuss the vertical gradients below.
The low-α population

The low-α population, or thin disk, is known to have a radial metallicity gradient \( \frac{d[M/H]}{dR} \) of \( \approx -0.08 \) dex kpc\(^{-1} \), which flattens at progressively higher \( |z| \) (Cheng et al. 2012, Hayden et al. 2014). The radial metallicity gradient can be seen in the left panel of Fig. 4.11, where the median metallicity shifts to lower values at larger \( R_{GC} \). The small \( R_{GC} \) range that we cover does not allow us to reliably measure radial metallicity gradients, so we corrected for this effect by estimating the metallicity of each star at \( R = 8 \) kpc using radial gradients specified in Cheng et al. (2012) for height bins \( 0.25 < |z| < 0.5 \) kpc; \( 0.5 < |z| < 1 \) kpc and \( 1 < |z| < 1.5 \) kpc. The data set of Cheng et al. (2012) did not extend beyond \( |z| = 1.5 \) kpc, so for all heights above this value, we assumed the same radial gradient as at \( 1 < |z| < 1.5 \). Overall, the radial gradient correction caused a change of \(-0.01\) dex kpc\(^{-1}\) in the vertical gradient. The final weighted vertical gradient of the low-α population \( \frac{d[M/H]}{dz} = -0.18 \pm 0.01 \) dex kpc\(^{-1}\).

Studies that were conducted prior to recent large spectroscopic surveys typically reported steeper negative gradients than our value. Bartašiūtė et al. (2003) separated thin disk stars by rotational lag and measured \(-0.23 \pm 0.04\) dex kpc\(^{-1}\). Marsakov & Borkova (2006) used both space velocities and orbital eccentricities restrictions to select thin disk stars and reported a gradient of \(-0.29 \pm 0.06\) dex kpc\(^{-1}\). It is highly likely that separating the thin disk purely based on kinematics would result in contamination of thick disk stars, which explains why these gradients are in agreement with our overall disk gradient, but steeper than the gradient of the low-α population.

Few studies of disk vertical metallicity gradients separated the thin/thick disk using chemistry. The only recent studies that identified the thin disk by their \( \alpha \)-abundances are Schlesinger et al. (2014) (SEGUE), Hayden et al. (2014) (APOGEE) and Mikolaitis et al. (2014) (Gaia-ESO). Hayden et al. (2014) found a low-\( \alpha \) gradient of \(-0.21 \pm 0.02\) dex kpc\(^{-1}\) at the solar circle for the APOGEE DR10 sample, which is slightly steeper than our value. Hayden et al. (2014) also correct for the radial metallicity gradient, using values similar to that of Cheng et al. (2012) used here. The small discrepancy could arise from our different definitions of the thin disk, as Hayden et al. (2014) made a straight-line cut at \([\alpha/M] = 0.18\). In Fig. 6 of Hayden et al. (2014), their low-\( \alpha \) population extends to \([M/H] = -2\) dex while ours extends to only \([M/H] = -0.6\) dex. The low-\( \alpha \), very metal-poor stars seen in APOGEE data could belong to the halo (Nissen & Schuster 2010, Adibekyan et al. 2013), and this contamination would steepen the gradient.

Schlesinger et al. (2014) also computed a gradient for the low-\( \alpha \) population of SEGUE dwarfs. They measured, for the disk as a whole, a vertical metallicity gradient of \(-0.24^{+0.04}_{-0.05}\) dex kpc\(^{-1}\), in agreement with our measurement. While their low-\( \alpha \) population has a gradient consistent with zero: \( \frac{d[M/H]}{dz} = -0.01^{+0.09}_{-0.06} \) dex kpc\(^{-1}\), the intermediate \( \alpha \) subpopulation with \( 0.2 < [\alpha/M] < 0.3 \) has \( \frac{d[M/H]}{dz} = -0.17^{+0.08}_{-0.07} \) dex kpc\(^{-1}\), which agrees with our low-\( \alpha \) metallicity gradient. We thus conclude that the discrepancy between our
Figure 4.13  Variation of metallicity with distance from the Galactic plane for each $\alpha$ sub-population. Top panel: the thin disk has a steep negative gradient, which is consistent with what many authors have observed previously. Bottom panel: the thick disk has a shallower gradient. The trends are fitted over grey data points, over-plotted are averaged values of four height bins and their one sigma error bars. It is important to note that the binned values were not used in the gradient fitting.

result and that of Schlesinger et al. (2014) is largely due to the chemical separation criteria (also see Ciuca et al. 2018, who found an age-dependence for the thin disk vertically metallicity gradient, such that the youngest population has a flatter gradient).

Mikolaitis et al. (2014) measured a slightly shallower gradient of $d[M/H]/dz = -0.11 \pm 0.01$ for Gaia-ESO dwarfs and giants. The Gaia-ESO sample is more metal-poor overall and Mikolaitis et al. (2014) separated thick disk stars by the location of under-densities in their [Mg I/M] histograms (their Fig. 3). The dividing line is at different values of [Mg I/M] for different metallicity regimes. In Fig. 10 of Mikolaitis et al. (2014), it is clear that their sample is biased against metal-rich stars, such that there are very few stars with $[M/H] > 0$ (also see Stonkutė et al. 2016).
The high-α population

The vertical metallicity distribution of the thick disk (high-α) stars, is relatively flat compared to the low-α population, at $-0.058 \pm 0.003$ dex kpc$^{-1}$. Several authors have measured the vertical gradient for the thick disk, using different methods to define this population. Earlier studies, such as Gilmore et al. (1995) and Allend Prieto et al. (2006), reported no vertical metallicity gradient in the thick disk (Allend Prieto et al. 2006 quoted an upper limit of $d[M/H]/dz = 0.03$ dex kpc$^{-1}$). More recently, Boeche et al. (2014) concluded that the vertical metallicity gradient of the thick disk is consistent with zero, based on a sample of RAVE giants. However, other studies, using a combination of metallicity or kinematics to separate the thick disk have reported a shallow metallicity gradient.

Katz et al. (2011) observed sub-giants at two lines of sight: $(l, b) = (51^\circ, 80^\circ)$ and $(5^\circ, 46^\circ)$ at low resolution. Their metallicity distribution functions show signs of bimodality, and the thick disk was defined as stars centred around $[M/H] \approx -0.5$ dex. The vertical gradient measured by Katz et al. (2011) is $-0.068 \pm 0.009$ dex kpc$^{-1}$, consistent with our value.

Ruchti et al. (2011) observed a number of metal-poor thick disk candidates at high resolution using the MIKE, FEROS and UCLES spectrographs ($\lambda/\Delta \lambda \approx 35,000 - 45,000$). They classified their stars based on a Monte Carlo simulation of space motion $U, V, W$, assuming Gaussian errors on the velocities and distances. By further restricting their α-enhanced sample with thick disk kinematics to metal-poor stars only ($[M/H] \leq -1.2$), they avoid most thin disk contamination. The measured gradient is $-0.09 \pm 0.05$ dex kpc$^{-1}$, which also agrees with our results.

Kordopatis et al. (2011) observed stars using the VLT/GIRAFFE spectrograph ($\lambda/\Delta \lambda \approx 6500$) at almost the same Galactic longitude as the GALAH pilot survey ($\ell = 277^\circ$), and the same latitude as our highest fields ($b = 47^\circ$). They reported a gradient of $-0.14 \pm 0.05$ dex kpc$^{-1}$ for stars at heights $1 < |z| < 4$ kpc, where the thick disk is dominant, which does not agree with our result. Selecting the thick disk based only on height above the plane will certainly include thin disk contaminants and thus cause their gradient to be steeper.

Chen et al. (2011) selected a sample of SDSS stars at $1 < |z| < 3$ kpc to represent the thick disk and measured a vertical gradient of $-0.22 \pm 0.07$ dex kpc$^{-1}$. From the separation by chemistry shown in this paper and elsewhere, thin disk stars exist at $|z|$ up to at least 2 kpc, so a thick disk definition based on vertical height alone is not very accurate. Chen et al. (2011) provides another estimate of $-0.12 \pm 0.01$ dex kpc$^{-1}$ for the gradient after they have modelled and subtracted thin disk contaminants using the Besançon model, which is closer to our value. However, neither of these thick disk vertical metallicity gradients is in agreement with our value.

Comparing our measurement of the vertical gradient for the high-α population with the gradient from the APOGEE DR10 (Hayden et al. 2014) reveals a large discrepancy, as they found a steep negative gradient of $-0.26 \pm 0.02$ dex kpc$^{-1}$ at the solar circle. However, APOGEE DR10 suffered from systematic errors in the alpha abundance determinations,
particularly for cooler stars. This may have caused errors in their measured abundance gradients, and thus the discrepancy between our results (M. R. Hayden, private communication). The gradient measured for the same stars using APOGEE DR13 is $-0.09 \pm 0.01$ dex kpc$^{-1}$ which, although not in agreement with our result, is much more similar (M. R. Hayden, private communication). Gradients measured for APOGEE stars are restricted to $|z| \leq 2$ kpc, which could explain why their measurement is steeper than ours, as we see that the vertical metallicity gradient flattens at larger heights.

4.5.3 The effects of excluding ‘transition’ stars

As mentioned in Section 4.3.3, we omitted all stars that lie between the low and high-$\alpha$ populations in terms of abundances and radial velocities so to minimise possible contaminations. In a purely chemical separation, however, they would contribute to the vertical gradients. We explored the effects of excluding them by separating the two populations by $[\alpha/M]$ only, making a cut at $[\alpha/M] = 0.15$, where the ‘gap’ is located and repeated our analysis of the gradients. As expected, the vertical metallicity gradients for both sub-populations steepened compared to our probability-based thin/thick disk separation using the $[M/H]-[\alpha/M]-RV$ distribution described in Section 4.3.3. The low-$\alpha$ population changes to $d[M/H]/dz = -0.21 \pm 0.01$, and the high-$\alpha$ population to $d[M/H]/dz = -0.11 \pm 0.004$. For the high-$\alpha$ population, we would then be in better agreement with APOGEE DR13 and Kordopatis et al. (2011).

4.6 $[\alpha/M]$ profiles

Within the 1.5 kpc $R_{GC}$ range of our sample, we do not observe any significant radial changes in $[\alpha/M]$ for either of the defined populations. Studies of the high-$\alpha$ population’s radial abundance gradients show that there is no variation, but there may be small positive radial $[\alpha/M]$ gradients in the low-$\alpha$ population (e.g., Mikolaitis et al. 2014, Bergemann et al. 2014). Genovali et al. (2015), however, found a negative radial abundance gradient for the $\alpha$-element Ca. Boeche et al. (2014) also found modest radial gradients for the $\alpha$-elements. The fact that we do not observe a radial abundance gradient in the low-$\alpha$ population is likely due to our limited radial coverage, which prevents us from assessing $[\alpha/M]$ variation with $R_{GC}$.

The vertical $\alpha$-abundance profile of the entire sample is shown in Fig. 4.14, presented as a density plot similar to Fig. 4.12. The median $[\alpha/M]$ increases as a function of height, as noted previously by Schlesinger et al. (2014) and Mikolaitis et al. (2014). However, unlike the metallicity, we find that the $\alpha$-abundance profile does not vary smoothly with $|z|$. The $\alpha$-abundance vertical gradient for the entire disk is $d[\alpha/M]/dz = 0.038 \pm 0.001$ dex kpc$^{-1}$. For the low and high-$\alpha$ populations, the $[\alpha/M]$ vertical gradients are both slightly positive, as shown in Fig. 4.15. The gradients are $d[\alpha/M]/dz = 0.008 \pm 0.002$ dex kpc$^{-1}$ for the low-$\alpha$, and $d[\alpha/M]/dz = 0.007 \pm 0.002$ dex kpc$^{-1}$ for the high-$\alpha$ population. As in Section
Figure 4.14  Variation of [$\alpha$/M] with distance from the Galactic plane for all stars. The density is weighted by selection bias fractions as described in Section 4.4. The over densities at high $|z|$ are due to a few data points with large weights. Unlike metallicity, [$\alpha$/M] does not vary smoothly with increasing height. There appears to be a break in the distribution at $|z| \approx 1$ kpc.

4.5.3 above, we also analysed the two $\alpha$ populations with the ‘transition stars’ included. This did not change the slope measured for the low-$\alpha$ population, but increased the slope of the high-$\alpha$ population to $d[\alpha$/M]/dz = 0.014 \pm 0.001$ dex kpc$^{-1}$, which is higher than the value measured without transition stars. The transition stars contribute primarily at low $|z| (< 1$ kpc), which is why their addition affected the high-$\alpha$ population more: as defined in Section 4.3.3, this population is mainly located at $|z| \geq 1$ kpc.

For the high-$\alpha$ population, Ruchti et al. (2011) showed that individual $\alpha$-abundances [Mg/Fe] and [Si/Fe] have vertical gradients $0.03 \pm 0.02$ and $0.02 \pm 0.01$ dex kpc$^{-1}$, respectively. Meanwhile, the vertical abundance gradients of [Ca/Fe] and [Ti,ii/Fe] decrease to $-0.01 \pm 0.01$ and $-0.02 \pm 0.02$ dex kpc$^{-1}$. While we do not have $\alpha$-enhanced stars with [M/H] $< -1$ as in their study, this result is in agreement with the flat gradients we observe. Mikolaitis et al. (2014) also provide vertical gradients for the averaged [$\alpha$/M] abundances, as well as vertical gradients for individual $\alpha$-elements using Gaia-ESO iDR1. They found similar vertical abundance profiles for the low and high-$\alpha$ stars. Both populations have averaged and individual vertical $\alpha$-abundance gradients of $0.04$–$0.05$ dex kpc$^{-1}$, with errors $< 0.01$ dex kpc$^{-1}$. These values are not in agreement with our measured vertical gradient for the $\alpha$ sub-populations, as we find that both populations have rather flat abundance distributions as a function of height. However, these results are similar to the gradient we derived for the disk overall. The differences could have arisen from the lack of correction for selection biases in Mikolaitis et al. (2014) and the different abundance scales of the Gaia-ESO and GALAH surveys. The [Mg/Fe] histograms shown in Fig. 3 of Mikolaitis et al. (2014) shows that Gaia-ESO iDR1 has a larger spread in their abundances compared to GALAH (c.f. Fig 4.5).
An important point to consider is the dependence of $\alpha/M$ on $[M/H]$, and the correlation of the latter with respect to vertical height $|z|$. At greater heights above the plane, observed stellar populations become more metal-poor (Fig 4.12), and these stars are typically more $\alpha$-enhanced. The positive $\alpha$-gradient over the entire disk is therefore reflective of the fact that more metal-poor, high-$\alpha$ stars become dominant at large heights. For each of the $\alpha$ sub-populations as defined in Fig 4.8, however, the correlation between $[\alpha/M]$ and $[M/H]$ is rather flat, which means that the small positive gradients we measured are intrinsic to these sub-populations.

**Figure 4.15** Variation of $[\alpha/M]$ with distance from the Galactic plane for each of the high and low-$\alpha$ population. Top panel: vertical abundance gradient for the low-$\alpha$ stars. Bottom panel: vertical abundance gradient of the high-$\alpha$ stars. Both populations show a flat-positive trend. The high-$\alpha$ population shows a higher dispersion in $[\alpha/M]$ values. The trends are fitted over grey data points, over-plotted are averaged values of four height bins and their one sigma error bars. Note that the binned values were not used in the gradient fitting.
Table 4.3  Summary of measured vertical gradients, and intercepts at $|z| = 0$ for disk metallicity and $\alpha$-abundances.

<table>
<thead>
<tr>
<th>Population</th>
<th>$d[M/H]/dz$</th>
<th>$\sigma_{d[M/H]/dz}$</th>
<th>$[M/H]_{(z = 0)}$</th>
<th>$\sigma_{[M/H](z = 0)}$</th>
<th>$d[\alpha/M]/dz$</th>
<th>$\sigma_{d[\alpha/M]/dz}$</th>
<th>$[\alpha/M]_{(z = 0)}$</th>
<th>$\sigma_{[\alpha/M](z = 0)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>low-$\alpha$</td>
<td>$-0.18$</td>
<td>$0.01$</td>
<td>$-0.02$</td>
<td>$0.01$</td>
<td>$+0.008$</td>
<td>$0.002$</td>
<td>$0.06$</td>
<td>$0.002$</td>
</tr>
<tr>
<td>high-$\alpha$</td>
<td>$-0.058$</td>
<td>$0.003$</td>
<td>$-0.47$</td>
<td>$0.01$</td>
<td>$+0.007$</td>
<td>$0.002$</td>
<td>$0.20$</td>
<td>$0.003$</td>
</tr>
<tr>
<td>All stars</td>
<td>$-0.22$</td>
<td>$0.01$</td>
<td>$-0.08$</td>
<td>$0.01$</td>
<td>$+0.038$</td>
<td>$0.001$</td>
<td>$0.08$</td>
<td>$0.002$</td>
</tr>
</tbody>
</table>
4.7 Discussion

The process(es) that created the thick disk have been a central point of discussion in Galactic studies. The very definition of the thick disk has changed since first proposed by Gilmore & Reid (1983), and here we refer to the ‘thick disk’ as the overall more α-enhanced population as defined in Section 4.3.3 using both chemical and kinematical information. In Section 4.1, we outlined the main scenarios that have been proposed for thick disk formation, and in this section we interpret our results in the context of these scenarios.

In summary, the vertical metallicity and abundance profiles of the disk show that:

1. The disk overall has a steep negative vertical metallicity gradient.
2. The low-α population has a similar vertical metallicity gradient to the full disk.
3. The high-α population, on the other, has a much flatter vertical metallicity gradient.
4. The α-abundance ratio increases with height in general. At larger heights only the high-α population is present.
5. Neither the high nor low-α sub-population show a significant vertical alpha abundance ratio gradient.

The vertical metallicity gradient in the high-α population is in contrast with predictions of the direct satellite accretion scenario proposed by Abadi et al. (2003) and the fast internal evolution model of Bournaud et al. (2009). While both of these scenarios could result in a chemically distinct thick disk, they also predict a uniform vertical metallicity distribution, or a lack of vertical metallicity gradient. Brook et al. (2004, 2005) proposed that the thick disk formed via merging of gas-rich clumps at high redshift, prior to the formation of the thin disk. Their model predicts an old, α-enhanced thick disk that matches observations. However, their thick disk also shows no vertical metallicity gradient, in contrast to our results.

The heating of an existing disk by small satellite mergers can create a thick-disk like vertical structure (e.g., Quinn & Goodman 1986, Quinn et al. 1993, Kazantzidis et al. 2008, Villalobos & Helmi 2008). The vertical metallicity gradient of the existing disk could be preserved in the thick disk, however this can also be affected by the interplay between radial migration and radial metallicity gradients (e.g., Kawata et al. 2018). Bekki & Tsujimoto (2011) modelled the kinematics and chemistry of stars formed by minor mergers in detail, and showed that a fast star formation rate in the thick disk results in α-enhanced stars. The steep vertical metallicity gradient of the pre-existing disk flattens over time, but qualitatively it is steeper in the inner Galaxy, consistent with the observations of Hayden et al. (2014). However, the final thick disk gradient is essentially flat at the solar circle, which is not what we observe. Furthermore, disk flaring is expected in such a heating scenario. For the high-α stars, Bovy et al. (2016) did not observe any flaring in their mono-abundance populations (MAPs). However, Minchev et al. (2015, 2016) argued that mono-age populations always flare in their cosmological simulations, and MAPs (mono-abundance populations) are not
necessarily co-eval. Based on APOGEE abundances and calibrated ages\textsuperscript{6}, Mackereth et al. (2017) found that mono-age $\alpha$-enhanced populations do show some flaring, albeit with a smaller amplitude compared to the low-$\alpha$ population. Further observational and model constraints from stellar ages and flaring of the high-$\alpha$ stars are thus needed to understand the importance of minor mergers in thick disk formation.

The secular radial migration (Sellwood & Binney 2002) process was proposed by Schönrich & Binney (2009) as the sole explanation for the thick disk (but this remains controversial, see e.g., Minchev & Famaey 2010, Vera-Ciro et al. 2014). Stars in the inner galaxy are formed fast and migrated outwards to create the $\alpha$-enhanced population at large scale heights. Since radial migration is more likely to affect older stars, a negative vertical metallicity gradient, and a positive [$\alpha$/M] gradient are expected. Schönrich & McMillan (2017) obtain $d[M/H]/dz \approx -0.2$ dex kpc$^{-1}$ for the full nearby disk in their analytical model (which included inside-out disk formation), in agreement with our observations. Loebman et al. (2011) also reported a similar vertical gradient of $\approx -0.18$ dex kpc$^{-1}$ in their N-body simulation with extensive radial migration. Both of these values are consistent with our measurements of the full disk and low-$\alpha$ population, even though Loebman et al. (2011) did not calibrate their model to reproduce the Milky Way.

Radial migration signatures are observed in the metallicity distribution function (MDF) of disk stars at different Galactocentric radii. Hayden et al. (2015) observed that at small heights above the plane, the skewness of MDFs changes from negative in the outer galaxy (skewed towards metal-poor stars) to positive (skewed towards metal rich stars) in the inner galaxy. In contrast, the high-$\alpha$ population's MDF remain constant at all locations. Loebman et al. (2016) showed that these observations can be qualitatively explained by radial migration in their simulation. The change in skewness of the disk MDFs at different radii could be due to an increased fraction of migrated stars beyond $\approx 5$ kpc, such that more metal rich stars are migrated to larger $R_{GC}$. As the high-$\alpha$ stars formed within a small region and a few Gyrs in a well mixed environment, their chemical content are similar and thus the MDF remains constant at all Galactic locations. Loebman et al. (2016) found a small vertical metallicity gradient in their simulated high-$\alpha$ population of $\approx -0.03$ dex kpc$^{-1}$. This is half the value observed in our study. Further investigation of the vertical metallicity and abundance gradients for the high-$\alpha$ stars in radial migration models will help to determine the extent to which it affects this population.

Bird et al. (2013) was able to produce a Milky Way-like galaxy with an old, vertically extended population much like the Galactic thick disk using the “Eris” cosmological simulation suite. The effects of the active merger phase at early times (redshift $> 3$), secular heating, and radial migration on the present-day galaxy were examined. They found that stars born during the merger phase have larger scale heights and shorter scale lengths, and younger populations form progressive thinner and longer structures. This gradual transit-

\textsuperscript{6}Ages from Martig et al. (2016a), calibrated on APOGEE DR12 C and N abundance ratios.
ion from a kinematically hot and thick disk to a colder, thinner disk was dubbed ‘upside down’ formation (see also Samland & Gerhard 2003). Interestingly, secular heating and radial migration did not have a large impact on the final properties of each coeval population. Rather, the trends are established at formation, suggesting that the thick disk-like component was born thick. Similarly, Stinson et al. (2013) and Brook et al. (2012) concluded that their α-enhanced, older populations were born kinematically hot, and that the early disk settles into a thin component. The settling process of the galaxies and fast formation of the old, α-enhanced and vertically extended populations in these simulations could produce the vertical metallicity and abundance profiles observed in this work. It was shown by Wisnioski et al. (2015) that the observed velocity dispersion of Hα gas in galaxies at high redshift decreases with time, providing further indication that disk galaxies were born thick at redshifts of $z = 1 – 2$.

While the cosmological models mentioned above heavily rely on the condition that disk galaxies like the Milky Way had a quiescent merger history, there is observational evidence that this may be true for the Galaxy (Ruchti et al. 2015, Casagrande et al. 2016). However, the metallicity and α-abundance gradients in these simulations have not been studied in detail.

Although we observe an overall continuity in the vertical metallicity profile, we see two distinct α-enhancement tracks as a function of $|z|$, which have implications for the star formation history of the disk. Haywood et al. (2013, 2016) proposed two different star formation epochs for the high and low-α stars. By comparing their chemical evolution model (Snaith et al. 2015) with APOGEE data, Haywood et al. (2016) proposed that the star formation rate dropped significantly at ages of 10 Gyr before increasing again at about 7 Gyr to a lower maximum value. This could indicate the transition between thick to thin disk formation. However, the authors note that due to the strict continuity of the stellar abundances, the gas supply must not have decreased during this period of time. Similarly, Brook et al. (2012) found that the star formation rate decreased slightly at around 7 Gyr, near the epoch of thin disk formation in their simulation. This idea was also explored by the two-infall model proposed by Chiappini et al. (1997), who argued for a decreased star formation rate between the epochs of halo-thick disk and thin disk formation, and proposed a shorter formation timescale for the halo/thick disk of 1 Gyr. Future work that incorporate stellar ages (e.g., from the GALAH/K2 overlap) will be able to rigorously test these scenarios and provide additional constraints on the formation time-scale of the thick disk.
4.8 Conclusion

We have determined the vertical profiles of metallicity and $\alpha$-abundances in the Galactic disk using data from the GALAH first internal data release. We analysed in total 3191 giants from the GALAH pilot and main surveys, extending up to 4 kpc in height above the plane, within a small range of Galactocentric distance ($7.9 \lesssim R_{GC} \lesssim 9.5$ kpc). The precise metallicity and abundance measurements of GALAH allow us to reliably define ‘thick’ and ‘thin’ disk populations using chemistry and radial velocities. The GALAH magnitude limits in the estimated $V$-band translate to a dependency in $(J - K)$ colour and magnitudes. We corrected for the selection effects for targets from the pilot and main surveys separately by population synthesis using BaSTI isochrones.

The vertical metallicity gradient of the entire disk is $-0.22 \pm 0.01$ dex kpc$^{-1}$, which is in agreement with recent estimates from large spectroscopic surveys such as SEGUE and APOGEE. The low-$\alpha$ population, or the thin disk, also exhibits a steep negative vertical metallicity gradient $d[M/H]/dz = -0.18 \pm 0.01$ dex kpc$^{-1}$. The more enhanced $\alpha$ population, which we identify as the thick disk, is found to have a shallower vertical gradient $d[M/H]/dz$ of $-0.058 \pm 0.003$ dex kpc$^{-1}$. We note again that our data do not probe the metal-poor extension of the thick disk, however, the vertical gradients observed here are similar in amplitude to those of previous studies. Overall, our results confirm some conclusions reached by earlier studies, despite differences in target selection, spatial coverage and abundance scales. The discrepancies were likely caused by uncorrected selection effects in some cases, and the many different definitions in the literature of high-$\alpha$, or thick disk stars.

As expected, $[\alpha/M]$ increases as a function of $|z|$, with the low-$\alpha$ population occupying lower heights on average. The vertical $[\alpha/M]$ profile at the solar circle shows that there are two over-densities, with the discontinuity most clearly seen around $|z| = 1$ kpc. We find that the both low and high-$\alpha$ sub-populations have a flat vertical $[\alpha/M]$ gradient. Similarly, Ruchti et al. (2011) also found flat vertical gradients for individual $\alpha$-abundances at the metal-poor end of the $\alpha$-enhanced population. For the low-$\alpha$ population the gradient can be explained by radial migration playing an important role in the evolution of the thin disk. The negative vertical metallicity gradient of the high-$\alpha$ population indicates that formation scenarios which produce uniform ‘thick disk’ vertical metallicity gradients are not responsible for its formation. The vertical $[M/H]$ gradient observed in this work and elsewhere could have arisen from a settling phase of the disk as suggested by Samland & Gerhard (2003) and Bird et al. (2013), minor heating episodes such as in the models of Kazantzidis et al. (2008), Villalobos & Helmi (2008), or caused by radial migration (Schönrich & Binney 2009, Loebman et al. 2011). Mergers cause flaring of the disk, which is seen in the low-$\alpha$ population in the analysis of Bovy et al. (2016), but not in the high-$\alpha$ population. However, Mackereth et al. (2017) have since shown that coeval high-$\alpha$ populations do indeed show flaring, but much less than the low-$\alpha$ stars. On the other hand, the $\alpha$-abundances of both sub-populations are distinct and nearly constant at all heights, indicating that they are formed in very
different conditions.

Accurate distances and proper motion from Gaia DR2 will allow for an even more accurate and detailed analysis of the chemistry and kinematics of the high-α population, not only for the GALAH pilot survey but also the larger GALAH main sample. This will give us a clearer and more definitive picture of the formation and evolution of the Milky Way thick disk.
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To better understand the origin and evolution of the Milky Way bulge, we have conducted a survey of bulge red giant branch and clump stars using HERMES on the Anglo-Australian Telescope. We targeted ARGOS survey stars with pre-determined bulge memberships, covering the full metallicity distribution function. The spectra have signal-to-noise ratios comparable to, and were analysed using the same methods as the GALAH survey. In this work we present the survey design, stellar parameters, distribution of metallicity and alpha-element abundances along the minor bulge axis at latitudes $b = -10^\circ$, $-7.5^\circ$ and $-5^\circ$. Our analysis of ARGOS stars indicates that the centroids of ARGOS metallicity components should be located $\approx 0.09$ dex closer together. The vertical distribution of $\alpha$-element abundances is consistent with the varying contributions of the different metallicity components. Closer to the plane, alpha abundance ratios are lower as the metal-rich population dominates. At higher latitudes, the alpha abundance ratios increase as the number of metal-poor stars increases. However, we find that the trend of alpha-enrichment with respect to metallicity is independent of latitude. Comparison of our results with those of GALAH DR2 revealed that for $[\text{Fe/H}] \gtrsim -0.8$, the bulge shares the same abundance trend as the high-$\alpha$ disk population. However, the metal-poor bulge population ($[\text{Fe/H}] \lesssim -0.8$) show enhanced alpha abundance ratios compared to the disk/halo. These observations point to a fairly rapid chemical evolution in the bulge, and that the metal-poor bulge population does not share the same similarity with the disk as the more metal-rich populations.
5.1 Introduction

Despite its prominent role in the formation and evolution of the Galaxy, the bulge is perhaps the least understood stellar population. The bulge is host to a great diversity of stars, with up to five peaks in its metallicity distribution function (Ness et al. 2013a, Bensby et al. 2017), including some of the oldest stars in the Galaxy (see e.g., Howes et al. 2015; and Nataf 2016, Barbuy et al. 2018 for a review). It is also a major Galactic component, comprising 30% of the Milky Way’s total mass (Portail et al. 2015, Bland-Hawthorn & Gerhard 2016). Studies of the bulge are therefore essential for understanding the formation and evolution of the Milky Way, and by inference, other spiral galaxies.

Galaxy bulges are typically referred to either as a ‘classical’ or ‘pseudo’-bulge (Kormendy & Kennicutt 2004). Classical bulges are thought to have formed via rapid dissipative collapse consistent with $\Lambda$CDM cosmological predictions (White & Rees 1978, Tumlinson 2010, Rahimi et al. 2010). The properties of classical bulges largely mirror that of elliptical galaxies: they consist of old stars with random stellar motions. On the other hand, pseudobulges, formed via secular evolution are flatter in shape, contain younger stars and show evidence of cylindrical rotation (Kormendy & Kennicutt 2004). While most nearby galaxies appear to have a pseudobulge, some contain both types of bulges (Fisher & Drory 2011, Erwin et al. 2015). The traditional view of the Galactic bulge is that it is exclusively old (>10 Gyr), based on the observed colour-magnitude diagram in multiple fields (e.g., Zoccali et al. 2003, Clarkson et al. 2008). Using Hubble Space Telescope photometry, Clarkson et al. (2011) and Bernard et al. (2018) estimated the young stellar population (<5 Gyr) in the bulge to be <3.4% and 11%, respectively. Early detailed abundance studies of the bulge corroborated this view: bulge giants are typically overabundant in $\alpha$-elements such as O, Si and Ti, but especially so in Mg (e.g., McWilliam & Rich 1994, Zoccali et al. 2006, Lecureur et al. 2007). Fulbright et al. (2007) suggested that the abundances of bulge stars plateau at [Mg/Fe] = 0.3 dex even at super-solar metallicity, and the bulge has a separate chemical enrichment to the disk in the solar neighbourhood. Furthermore, multiple authors found a vertical metallicity gradient in the bulge (Minniti et al. 1995, Zoccali et al. 2008). Together these results were interpreted as signatures of a classical bulge population, formed early and rapidly via mergers or dissipational collapse prior to the formation of the disk (e.g., Matteucci & Brocato 1990).

---

1Despite the overall small fraction of young stars in the bulge, Bernard et al. (2018) found a significant fraction (30-40%) of super-solar metallicity stars to be younger than 5 Gyr. Bensby et al. (2013) and Haywood et al. (2016) also discussed the possibility of young stars masquerading as an old turn off in colour-magnitude diagrams due to a lack of metallicity information in photometric studies.
The discovery of a significant fraction of young (<5 Gyr), relatively metal-rich ([Fe/H] > -0.4) microlensed bulge turn-off and subgiant stars thus came as a surprise (Bensby et al. 2013, 2017). The presence of such stars would be inconsistent with the classical scenario and instead point to disk-instabilities channelling stars from the disk into the bulge (e.g., Athanassoula 2005, Martinez-Valpuesta & Gerhard 2013, Di Matteo et al. 2014, Fragkoudi et al. 2018). Abundance studies now suggest that the Milky Way bulge and thick disk share strong chemical similarities. Meléndez et al. (2008) found that the α-abundance trends in the bulge follow that of the local thick disk. Alves-Brito et al. (2010) reached the same conclusion from their re-analysis of Fulbright et al. (2007); as have many recent studies (Gonzalez et al. 2011, Johnson et al. 2014, Ryde et al. 2016, Bensby et al. 2017). However, Bensby et al. (2017) observed that their microlensed bulge stars lie in the upper envelope of the thick disk, implying that the bulge may have experienced a faster chemical enrichment than typical thick disk stars in the solar neighbourhood. An increasing number of kinematic studies show that the bulge rotates cylindrically (Kunder et al. 2012, Ness et al. 2013b, Zoccali et al. 2014, Ness et al. 2016b, Molaeinezhad et al. 2016), which is also evidence against a primarily classical bulge population. Furthermore, infra-red imaging reveal that the bulge is ‘boxy’, or X-shaped (Dwek et al. 1995, Ness & Lang 2016), and the split red clump observed in photometric studies is often attributed to this X-structure (McWilliam & Zoccali 2010, Wegg & Gerhard 2013, Nataf et al. 2015, Gonzalez et al. 2015a, Zasowski et al. 2016, Ciambur et al. 2017). The most recent observational evidence thus point to a primarily pseudobulge population in the Milky Way.

The metallicity distribution function (MDF) of the bulge has proven to be complex, that there is not yet a consensus on the metallicity range (see Barbuy et al. 2018 for a review). Many studies have shown that it is composed of multiple components (e.g., Babusiaux et al. 2010, Hill et al. 2011, Ness et al. 2013a, Zoccali et al. 2017, Rojas-Arriagada et al. 2017, García Pérez et al. 2018). In particular, Ness et al. (2013a) showed that there are up to five components based on ≈14 000 bulge red-giant stars. They associated stars with [Fe/H] ≈ −0.5 with the inner thick disk, while the more metal-rich populations with mean [Fe/H] = −0.2 and +0.2 differ in their kinematics such that stars with the highest metallicity are more prominent near the plane. Ness et al. (2013a) concluded that these metal-rich populations originated in different parts of the early thin disk due to bar-induced disk instabilities. The strength of each MDF component vary with latitude, manifesting as the vertical metallicity gradient seen in earlier studies. Thus, the vertical metallicity gradient cannot be interpreted as a signature of merger or dissipative collapse bulge formation (Zoccali et al. 2008, Babusiaux et al. 2018) argued that due to large uncertainties in the distances of microlensed dwarfs, at least some of these young stars are not part of the bulge, but foreground disk stars.

aux et al. 2010, Ness et al. 2013a, Rojas-Arriagada et al. 2017). In agreement with Ness et al. (2013a), Bensby et al. (2017) found five peaks in their MDF for a much smaller sample of microlensed bulge dwarfs and subgiants, four of which matched the ARGOS MDF peaks. The sample age distribution of microlensed bulge stars also shows multiple peaks that could be interpreted as star formation episodes in the bulge. Bensby et al. (2017) suggested that the peaks at 11 and 8 Gyr could be the onset of the thick and thin disks; and at 6 and 3 Gyr could be associated with the younger parts of the thin disk/Galactic bar.

It is possible that a classical bulge component exists in the Milky Way despite mounting evidence for a predominantly pseudobulge population. Studies have shown that fields at latitudes \( |b| > 5 \) have a combination of X-shaped and classical bulge orbits (Ness et al. 2012, Uttenthaler et al. 2012, Pietrukowicz et al. 2015). In addition, the most metal-poor bulge RR Lyrae stars do not show characteristics of the boxy bulge, such as cylindrical rotation (Dékány et al. 2013, Kunder et al. 2016). Spatial and kinematic results from the GIBS survey (Zoccali et al. 2017) indicate that the metal-poor population of the bulge is centrally concentrated and rotates more slowly than the metal-rich population, although the authors do not argue strongly for a classical component. If such a component did exist, disentangling it from those originated in the disk may be very challenging (Saha 2015). Schiavon et al. (2017) have shown that chemical abundances can serve as a powerful diagnostic for identifying sub-populations in the bulge, having found possible evidence of a dissolved globular clusters using APOGEE abundances.

Studies of the bulge have previously been hindered by high extinction in the bulge region, and the faintness of bulge stars. The sample sizes are typically small if observed at high resolving power (e.g., Johnson et al. 2014, Jönsson et al. 2017, Bensby et al. 2017). While alpha abundance trends are well established for bulge stars with results from the GIBS, Gaia-ESO and APOGEE surveys (Gonzalez et al. 2015b, Rojas-Arriagada et al. 2017, Schultheis et al. 2017), information on other elements, especially the neutron-capture elements, are still scarce (Johnson et al. 2012, Van der Swaelmen et al. 2016). In this paper, we present the HERMES Bulge Survey (HERBS), which was designed to be in synergy with the GALAH survey (De Silva et al. 2015). Here we aim to provide a large chemical inventory for stars in the bulge by leveraging the wavelength coverage of the HERMES spectrograph, which allows us to obtain chemical abundances for up to 28 elements, including the light, alpha, iron-peak and heavy elements. In addition, we will be using similar spectroscopic analysis method and linelist to the GALAH survey, which facilitates a consistent comparison of the chemical properties of bulge and disk stars.

### 5.2 Data description

#### 5.2.1 Target selection

For our observations, we selected giants and red clump stars from the analysed sample of the ARGOS survey (Freeman et al. 2013, Ness et al. 2013a). ARGOS stars were selected to
be between magnitude $K = 11.5–14$ from the 2MASS catalogue (Skrutskie et al. 2006), with $J, K$ magnitude errors <0.06 and all quality flags = 0 (Freeman et al. 2013). To exclude most dwarfs, a colour cut in $(J-K)_0 = 0.38$ was made; each of the ARGOS field was de-reddened using the Schlegel et al. (1998) reddening map. The magnitude and colour selection of ARGOS aimed to minimise very cool and metal-rich giants, but at the same time include very metal-poor giants (Freeman et al. 2013). Any remaining foreground dwarfs are excluded after the ARGOS stellar parameters analysis based on their surface gravity.

In order to exclude background and foreground giants, distances were used to infer $|R_{GC}|$ for each star. Ness et al. (2013a) computed stellar distances by assuming that stars between $\log(g) = 1.8–3.2$ and $T_{\text{eff}} = 4500–5300$ K are clump giants, and have absolute magnitude $M_K = -1.61 \pm 0.22$ (Alves 2000). For stars that are not located near the clump, $M_K$ is obtained by matching stellar parameters with the closest point on a grid of 10 Gyr BaSTI isochrones. The error of red clump based distances is $\approx 15\%$, and $\approx 38\%$ for isochrone based distances. Ness et al. (2013a) noted that their red clump sample could be contaminated with non-clump giants, but this contamination should be small. Furthermore, a small subset of their sample shows that isochrone only and red clump only distances return consistent results (Ness et al. 2013a). The ARGOS study defined the bulge region to be within Galactocentric radius $|R_{GC}| \leq 3.5$ kpc.

This study aims to obtain a thorough chemical inventory of red clump and giant stars, probing the different sub-populations found by (Ness et al. 2013a) and their variation with latitude. We have therefore made use of the ARGOS $R_{GC}$ and $[\text{Fe/H}]$ measurements to select stars that most likely reside in the bulge region, i.e. those with $|R_{GC}| \leq 3.5$ kpc, and gave greater weights to more metal-poor/metal-rich stars in the selection process. We achieved this by allocating $\approx 100\%$ of ARGOS stars at low and high metallicity, and $\approx 50\%$ else where. This ensures that we cover the entire metallicity range and all sub-populations in each field, especially increasing the relative fraction of metal-poor stars.

Because the integration time required for faint bulge stars is much greater for HERMES than AAOmega (see the next section for details), we could only observe a few ARGOS fields to complete the project in a feasible time frame. Fig. 2.3 shows locations of the observed fields (shaded blue), which includes three ARGOS fields along the minor axis at $(\ell, b) = (0, 5); (\ell, b) = (0, -7.5); (\ell, b) = (0, -10)$. In addition to the ARGOS fields, we observed the field $(\ell, b) = (2, -3)$, which was selected due to its relative low extinction and it being covered by K2, which could in principle provide accurate age estimates from asteroseismology (e.g., Silva Aguirre et al. 2015). We also added suitable bulge metal-poor candidates ($[\text{Fe/H}]_{\text{EMBLA}} < -1.5$) from the EMBLA survey (Howes et al. 2016) to fields $(0, -10)$ and $(0, -5)$. 
5.2.2 Observations

The observations were taken using the HERMES spectrograph (Sheinis et al. 2015) on the 2dF system of the Anglo-Australian Telescope. The pilot survey, which targeted field $(0, -7.5)$ was completed in August 2014, and observations of the remaining fields were completed between May 2015 and June 2016.

The 2dF system contains two observing plates that cover a $2^\circ$ diameter field of view. Each 2dF plate has a set of 400 optical fibres, each of them two arcseconds in diameter. Of these, eight fibres are dedicated to bright guide stars to maintain field position accuracy, 25 fibres are allocated to measuring sky variation across the field and typically $\approx 350$–$360$ science objects were observed per field. Sky locations were chosen by visually inspecting DSS images of each field for blank regions. The instrument, HERMES (High Efficiency and Resolution Multi-Element Spectrograph), enables spectra of four wavelength intervals to be observed simultaneously: 4713–4903 Å (blue CCD); 5648–5873 Å (green CCD); 6478–6737 Å (red CCD) and 7585–7887 Å (IR CCD). The wavelength coverage of HERMES has been optimised for accurate stellar parameters and abundance measurements, including Balmer lines in the blue and red CCDs. At the nominal resolution of $\lambda/\Delta\lambda \approx 28000$, HERMES can deliver abundances for up to 28 elements, including Li, O, Na, Mg, Al, Si, K, Ca, Sc, Ti, V, Cr, Mn, Co, Ni, Cu, Zn, Rb, Sr, Y, Zr, Ru, Ba, La, Sm, Ce, Nd and Eu. Combined with the high multiplexity of 2dF/AAT, HERMES is a powerful tool for detail abundance studies of Galactic stellar populations.

While the optical wavelength coverage of HERMES provides a large number of abundances and accurate parameters, it is also a draw back for bulge observations. Due to the faintness of bulge stars and high extinction in this region, we require significantly longer integration times compared to, for example ARGOS and APOGEE, to achieve the required signal-to-noise ratio (SNR) for precise parameters and abundances. As stated in the previous section, ARGOS stars have 2MASS $K$ magnitude 11.5–14, or an approximate $V$ magnitude of 15–17 in the field $(\ell, b) = (0, -7.5)$. In contrast, typical GALAH targets have $V$ magnitude of 12–14. We aimed to have the same data quality as the GALAH survey, which attains median SNR $\approx 100$ per resolution element, or $\approx 50$ per pixel, for the green CCD (Martell et al. 2017). To determine the required integration time, we observed field $(\ell, b) = (0, -7.5)$ over three consecutive nights and determined the signal-to-noise of co-added spectra in real time. This field has an apparent red clump magnitude of $V \approx 16$, and after 10 hours of observing time we reached the desired signal-to-noise. We scaled this time to estimate the required observing time of all other fields based on their apparent red clump magnitudes.

The long integration times meant that we must re-configure each field throughout the night to maintain position accuracy. To do this efficiently, we allocated the same set of stars to both 2dF plates, and alternated between them. Observing intervals are split into 30-minutes exposures to minimise the effect of cosmic rays. Calibration frames (fibre flats
Table 5.1 The estimated $V$-magnitude and median SNR of each bulge field.

<table>
<thead>
<tr>
<th>Field $(\ell, b)$</th>
<th>RC $V_{\text{mag}}$</th>
<th>Exp time (hours)</th>
<th>$\text{SNR}_B$ (pixel$^{-1}$)</th>
<th>$\text{SNR}_G$ (pixel$^{-1}$)</th>
<th>$\text{SNR}_R$ (pixel$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, −5)</td>
<td>17.4</td>
<td>17</td>
<td>20</td>
<td>34</td>
<td>46</td>
</tr>
<tr>
<td>(0, −7.5)</td>
<td>16.3</td>
<td>10</td>
<td>32</td>
<td>51</td>
<td>65</td>
</tr>
<tr>
<td>(0, −10)</td>
<td>16.0</td>
<td>08</td>
<td>30</td>
<td>40</td>
<td>53</td>
</tr>
</tbody>
</table>

and ThXe arc frames) were taken either immediately before or after each exposure. Most of the observations were carried out in dark time, some during grey time. Lastly, due to the faint signals of our targets, we chose to observe in the NORMAL CCD read-out mode, to minimise read noise while maintaining reasonable overhead time.

Due to the large fraction of time lost (because of poor weather) over the course of this project, we were not able to complete the observations of fields (0,−5) and (2,−3). The (0,−5) field is lacking some 10 hours, and (2,−3) requires approximately 25 additional hours. For this reason, we do not include the $(\ell, b) = (2, −3)$ field in our analysis as the signal-to-noise of this field would be insufficient to derive accurate stellar parameters and abundances.

The integration time and median SNR in the blue, green and red CCDs of the minor axis fields are given in Table 5.1. We were able to achieve similar signal-to-noise to the GALAH survey for the pilot field at $(\ell, b) = (0, −7.5)$ and $(0, −10)$. The median SNR for field $b = −5^\circ$ is much lower, because we were not able to complete the planned observations for this field.

5.3 Data reduction

Each 30 minute observing block returns a data frame consisting of ≈380 spectra (including sky fibres). The data frames were reduced using the standard 2dF reduction package 2dfdr v6.46$^4$. The software subtracts bias level using the overscan, performs flat-field corrections, calibrates the wavelength using ThXe arclines and subtracts sky. For sky subtraction, we used the throughput mode, in which we calibrated the fibre throughput using strong sky-lines in the IR arm of HERMES. The reduced frames were checked by eye for consistency and data quality. Frames with low SNR due to clouds, or very poor seeing (> 2 arcseconds) were excluded after the reduction stage.

2dfdr outputs the calibrated spectra in 400-apertures images, with additional extensions: the fibre table that matches the fibre number to each object and the variance extension. All frames observed within the same night and plate are averaged, weighted by the
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variance extension. The flux of each spectrum is given by:

\[ \text{flux} = \frac{\sum_{i=1}^{n} \left( f_i \sigma_i^{-2} \right)}{\sum_{i=1}^{n} \sigma_i^{-2}} \]  

(5.1)

Here \( f_i \) and \( \sigma_i \) are the flux and error of an individual spectrum, and \( n \) is the number of spectra to be combined. The corresponding variance of the combined spectrum is given by:

\[ \text{variance} = \frac{1}{\sum_{i=1}^{n} \sigma_i^{-2}} \]  

(5.2)

To correct for the telluric absorption, we convolved the NOAO atlas (Hinkle et al. 2000) to HERMES resolving power (\( R = 28 \, 000 \)). The atlas is scaled to match the typical absorption level at Siding Spring, and shifted by the barycentric velocity of each star. The wavelength points corresponding to telluric lines have their errors increased by the inverse of the telluric absorption level. Spectral pixels affected by tellurics have much lower weights and therefore will not contribute significantly to the spectral synthesis analysis (Section 5.4). Thereafter, each object spectrum is corrected for their barycentric velocity, interpolated onto a common wavelength grid and combined using the same averaging method described above. Examples of reduced spectra can be found in Fig. 5.1.
Figure 5.1 Example HERMES spectra in the ‘red’ wavelength region (which includes the Hα line), normalised and shifted to rest using the GUESS code (Section 2.5). The stars’ 2MASS identification, SNR (per pixel) and SME-derived parameters are shown. Most of the lines used for stellar parameters and abundance analysis are have been labelled.
5.4 Spectroscopic analysis

5.4.1 Stellar parameters

The stellar parameters and abundances pipeline and linelist we adopt is the same as that used in Data Release 2 of the GALAH survey (Buder et al. 2018). The atomic data is based on the Gaia-ESO survey linelist (Heiter et al. 2015b), consisting of mainly blend-free lines with reliable log\((gf)\) values for stellar parameter determination. However, some background blending lines have slightly different \(gf\) values compared to the Gaia-ESO linelist, as they were changed to improve clearly discrepant fits to the HERMES Arcturus and Solar spectra.

For spectral synthesis, we used the code SME (Spectroscopy Made Easy) v360 (Valenti & Piskunov 1996, Piskunov & Valenti 2017). In this analysis we implement the 1D, LTE MARCS model atmospheres (Gustafsson et al. 2008). The atmospheric models use spherical geometry with \(1M_\odot\) for \(\log g \leq 3.5\), and plane parallel otherwise. During the parameter determination stage, we implement non-LTE corrections from Amarsi et al. (2016b) for Fe i lines.

Each spectrum is divided into several \(\approx 10\) Å wide segments containing lines relevant to stellar parameter determination. For this step, there are 20 segments containing line masks for Fe, Ti and Sc. SME synthesises the initial model based on the GUESS stellar parameters and radial velocity. In this first iteration, each segment is normalised using a linear function. SME then synthesises lines of H\(\alpha\) and H\(\beta\); neutral and ionised lines of Sc, Ti, and Fe to determine \(T_{\text{eff}}, \log g, [\text{M/H}]^5\), \(v \sin i\) (rotational velocity) and \(v_{\text{rad}}\). The free SME parameter \(v_{\text{rad}}\) is used to bring the model and data spectra to a common wavelength grid. The value of this parameter is typically in line with the radial velocity uncertainty. \(v_{\text{rad}}\) is computed independently of other parameters and the same value is used to correct all segments.

SME solves for the minimum \(\chi^2\) using the Levenberg-Marquardt algorithm. The \(\chi^2\) parameter is computed for selected regions following the formula:

\[
\chi^2 = \frac{\sum (\text{spectrum-model})^2}{N_{\text{lpts}} - N_{\text{free}} - N_{\text{seg}}} \times \text{spectrum} \tag{5.3}
\]

Where \(N_{\text{lpts}}\) is the number of line pixels; \(N_{\text{free}}\) is the number of free parameters and \(N_{\text{seg}}\) is the number of segments. Final parameters from the first cycle are used to build the initial model in the second cycle, which is then used to re-normalise each segment. SME goes through the same iteration process, optimising \(\chi^2\) until convergence is achieved (when \(\Delta \chi^2 \leq 10^{-3}\)).

\(5\)The [M/H], or metallicity parameter is the iron abundance of the best-fit model atmosphere. In our case, this value is very close to the true iron abundance derived from iron lines only. For the purpose of notation consistency when comparing with other studies, we refer to [M/H] as [Fe/H] in subsequent sections.
Macro-turbulence ($v_{\text{mac}}$) cannot be set as a free parameter for HERMES spectra without causing additional scatter in the results. This is due to the degeneracy between $v_{\text{mac}}$ and $v\sin i$ at HERMES resolution. We therefore set all $v_{\text{mac}}$ values to zero, which effectively incorporates $v_{\text{mac}}$ into our $v\sin i$ estimates. Similarly, micro-turbulence ($\xi_t$) is determined by temperature-dependent formulas that were calibrated for the Gaia-ESO survey (Smiljanic et al. 2014). For giants ($\log g \leq 4.2$) we adopt:

$$\xi_t = 1.1 + 1.0 \times 10^{-4} \times (T_{\text{eff}} - 5500) + 4 \times 10^{-7} \times (T_{\text{eff}} - 5500)^2 \quad (5.4)$$

The resolving power of HERMES is variable across the CCD image, in both the dispersion and aperture axes. A stable median value can be estimated by interpolating each segment with pre-computed resolution maps from Kos et al. (2017); this solution is implemented for the GALAH survey (Buder et al. 2018). However, since our spectra are combined from different fibres, we cannot recover the resolution information. Thus, for the SME analysis, we adopted $\lambda/\Delta\lambda = 28\,000$ throughout. The synthetic spectra are convolved with a Gaussian instrumental broadening kernel.

Overall our spectroscopic analysis returned fairly accurate stellar parameters for Gaia benchmark standards, and our reduction method provided similar results to the GALAH reduction pipeline (for details see Appendix A.1). We found no significant offset in our effective temperature or surface gravity compared to reference values derived by Jofré et al. (2014) and Heiter et al. (2015a). The temperature offset is 40 K with standard deviation of 90 K; the surface gravity offset is 0.02 dex with standard deviation of 0.25 dex. The metallicity, however, shows an offset of $-0.12$ with standard deviation 0.08 dex. The metallicity offset is the same as that reported by the GALAH survey (Sharma et al. 2018). To remain consistent with GALAH, we have added $+0.1$ dex to all of our metallicity values. The standard deviation of the difference between our results and that of benchmark stars can be taken as typical uncertainties in the parameters $T_{\text{eff}}$ (90 K), $\log g$ (0.25 dex) and $[\text{Fe/H}]$ (0.08 dex).

Fig 5.2 shows the Kiel diagram for all minor axis fields. The stellar parameters are well represented by 10 Gyr isochrone tracks, which is what one expects for bulge giants. Of the targets observed (~350 per field), minus possible binaries and those with reduction issues, we have 313 stars analysed for field (0, $-10$), 13 of which are from the EMBLA survey. For the pilot field (0, $-7.5$) there are 315 stars in total. Part of the (0, $-5$) field was unfortunately affected by very strong hydrogen emission (at H$\alpha$ and H$\beta$ rest wavelengths) from the ISM. This affected the hydrogen line profiles for many stars, and as a result a large fraction of them failed to converge. Therefore, we only have 204 stars in field (0, $-5$) (two are EMBLA stars), giving us a grand total of 832 stars.

### 5.4.2 Elemental abundances

After the stellar parameters have been established, they are fixed for each abundance optimisation. Similarly to the parameters, SME optimises the $\chi^2$ parameter to find the best-fit
Figure 5.2 The Kiel diagram of the full sample (832 stars), over-plotted with 10 Gyr PARSEC isochrones (Marigo et al. 2017) of metallicities indicated in the figure legend.
abundance ratio of each element. Only wavelength pixels within the line masks are used for $\chi^2$-minimisation. During the optimisation stage, SME de-selects blended wavelength points (if any) within the line masks. In this paper, we report on abundances of the alpha elements O, Mg, Si, Ca and Ti. For all elements except Ti, we computed the line-by-line abundances for each element and averaged the individual lines’ results, weighted by the abundance ratio uncertainties provided by SME. We do not include in the weighted average abundances that are flagged as upper limits. The Ti abundances are computed with the same lines also used for stellar parameters determination, and all lines were fitted at the same time. In addition, non-LTE corrections were applied to the elements O (Amarsi et al. 2016a), Mg (Osorio & Barklem 2016) and Si (Amarsi & Asplund 2017).

For solar normalisation, we used abundances from a HERMES twilight spectrum, which was reduced as per Section 5.3 and analysed in the same manner as a typical star. This ensures that systematic errors (such as uncertain log($gf$) values) are mostly removed. The solar parameters we derived and adopted for abundance syntheses are: $T_{\text{eff}} = 5735$ K, $\log g = 4.3$ dex, $[\text{Fe/H}] = -0.02$ dex, $v_{\text{mic}} = 1.1$ km s$^{-1}$. These parameters are different to the nominal solar values from Prša et al. (2016), but they are consistent within our estimated uncertainties. We normalised the single-line abundance ratios before computing the weighted average values for each element, such that:

$$[X/Fe] = [X/Fe]_\odot - [X/Fe]_{\text{HERMES}} \quad (5.5)$$

The alpha abundances presented here are not particularly sensitive to temperature, as shown in Fig. A.2. We do not see any appreciable trends with $T_{\text{eff}}$ for the elements O, Si, and Ti. However, linear trends can be seen for Mg and Ca, which are also observed in GALAH data (Buder et al. 2018). While we note these issues, we do not apply empirical corrections to abundance-temperature trends, as the underlying physics is yet to be understood, and should be investigated further.

5.5 ARGOS comparison and metallicity distribution functions

As noted earlier, we selected most of our bulge stars from the ARGOS survey, which was observed with the AAOmega spectrograph ($\lambda/\Delta \lambda = 11,000$). Fig. 5.3 and 5.4 show the comparison between our parameters and that of ARGOS for stars in common. In Fig 5.3, the differences are plotted as histograms: the biases (median of the difference) are shown for $T_{\text{eff}}$, $\log g$ and $[\text{Fe/H}]$. The 1σ values were computed using the median absolute deviation (MAD) method, in order to exclude outliers. This comparison shows small offsets between the two studies. The σ value of $\Delta[\text{Fe/H}]$ is consistent with the combined HERBS and ARGOS metallicity uncertainties, and the overall bias is negligible. Even though ARGOS effective temperatures were determined using photometry ($I-K_0$ colours), they agree remarkably well with our values, and the MAD value is smaller than our estimated uncertainties. Surface gravity shows a small 0.14 dex offset, but the σ value is also smaller than
both studies’ combined log \( g \) uncertainties.

Fig 5.4 shows the same differences as Fig. 5.3, but as functions of ARGOS stellar parameters. In this figure, trends as a function of parameters are apparent. The trend in temperature could have been caused by the photometric calibration that was used to determine ARGOS effective temperatures. In general, stars with higher ARGOS \( T_{\text{eff}} \) and \( \log g \) are estimated to be cooler, and have lower surface gravity in our analysis. For \([\text{Fe/H}]\), there is a mild linear trend, which is not apparently dependent on \( T_{\text{eff}} \) or \( \log g \). The trend in \( \Delta[\text{Fe/H}] \) can be described as:

\[
\Delta[\text{Fe/H}] = -0.190(0.013) \times [\text{Fe/H}]_{\text{ARGOS}} - 0.04(0.01)
\] (5.6)

In Equation 5.6, the numbers in parentheses indicate the uncertainties of the slope and intercept. The trend indicates that metal-rich ARGOS stars are estimated to be slightly more metal-poor in our analysis, and vice versa.

The metallicity distribution for each minor-axis field is shown in Fig. 5.5. Here we have also over-plotted the Gaussian distributions corresponding to each ARGOS component A–D; A being the most metal-rich, D the most metal-poor. As indicated above, our analysis suggests a slight compression of the ARGOS MDF. In Fig. 5.5, we have shifted the centroids of these components according to Equation 5.6 to reflect this compression.

On the whole, our MDF appears flatter and wider compared to the ARGOS MDF, however this is to be expected, as our selection function prioritised the most metal-rich and metal-poor stars. The selection criteria we employed have allowed for a larger fraction of metal-poor star to be observed. Approximately 12% of the stars have \([\text{Fe/H}] \leq -1\), compared to the typical fraction of 4–5% (Ness et al. 2013a, Rojas-Arriagada et al. 2017).

There are discussions in the literature regarding the number of metallicity components in the bulge, with some authors arguing for a two-component bulge metallicity distribution with much larger dispersions (Gonzalez et al. 2015b, Rojas-Arriagada et al. 2017, Schultheis et al. 2017), rather than three components with narrow dispersions (Ness et al. 2013a, García Pérez et al. 2018). As there are strong selection effects associated with our MDF, we are not able to directly address this issue. However, our analysis indicates that the ARGOS component centroids should be located \( \approx 0.09 \) dex closer together. This difference is sufficiently small that for fields \((0, -5)\) and \((0, -10)\), the ARGOS components remain distinct given their narrow dispersions. However, for field \((0, -7.5)\), the centroid of component A is within \(1.5\sigma\) of component B’s centroid, meaning that there is a possibility components A and B are not distinct in field \( b = -7.5^\circ \).

It is worth noting that the number of metallicity components may not be indicative of how many distinct populations reside in the Galactic bulge. Indeed, the N-body dynamical model of Fragkoudi et al. (2018) found that even though their bulge population originated from three different disk components, the final MDF is best described by two Gaussian curves with larger dispersions than the original disk components.
Figure 5.3  Histogram comparison between parameters derived in this work and those of ARGOS for stars in common. The differences are shown as (HERBS – ARGOS). The 1σ levels (dotted lines) are median absolute deviations (MAD), which are more robust against outliers.
Figure 5.4 The same (HERBS – ARGOS) differences as Fig. 5.3, but plotted as a function of ARGOS stellar parameters, colour-coded by $T_{\text{eff}}$ or $\log g$. Lighter colours represent warmer stars with higher surface gravities.
Figure 5.5  The metallicity distribution functions (grey histograms) for the minor axis fields. Overplotted for comparison are ARGOS metallicity components A–D (corresponding to most metal-rich to most metal-poor). The ARGOS centroids have been shifted according to Equation 5.6. The amplitude of each component has been multiplied by a factor of two to better match the distributions presented here, but their relative weights remain the same.
5.6 α-element abundances

The alpha elements are often associated with rapid SNeII enrichment, and are thus useful indicators of formation/evolution timescales for the different Galactic components (Tinsley 1979, Matteucci & Brocato 1990). Fig 5.6 shows the alpha abundances from this study compared to recent high-resolution spectroscopic studies of bulge field stars in the literature. For this exercise we have included Bensby et al. (2013, 2017), Johnson et al. (2014) and Gonzalez et al. (2015b). The Bensby et al. (2017) study includes all microlensed bulge dwarfs in Bensby et al. (2013), however we use oxygen abundance ratios from Bensby et al. (2013), which is not available in the later study. The microlensed dwarfs were observed with the VLT/UVES spectrograph; KECK/HIRES spectrograph or Magellan/MIKE spectrograph \( (R \approx 40,000–90,000) \). Both Johnson et al. (2014) and Gonzalez et al. (2015b) provided individual abundances for a large number of bulge giants observed with the VLT/GIRAFFE spectrograph \( (R \approx 22,500) \), but at different wavelength settings. All literature samples considered are smaller, but have on average higher SNR than our sample. Furthermore, only the oxygen abundance ratios from Bensby et al. (2013) were computed assuming non-LTE. All studies assumed LTE in their abundance analysis. On the whole, the scatter in HERBS abundance ratios are larger than the comparison samples and what could be expected from abundance ratio uncertainties from \( \chi^2 \)-square fitting. This indicates that the \( \chi^2 \)-square errors may be underestimated. We describe the trends of each element below.

- **Oxygen** The oxygen abundance trend is largely in agreement with literature studies, but with much larger scatter. We used the O1 line at 7772 Å, which is the strongest line of the triplet used by Bensby et al. (2013)\(^6\). Given that the line strength of the oxygen triplet is weaker in giants than in dwarfs, and the lower SNR of our spectra, it is not surprising that our scatter is larger than that of Bensby et al. (2013). In addition, the plateau of \([\text{O/Fe}]\) is not as well defined as in other works, but \([\text{O/Fe}]\) decreases as a function of metallicity, from \([\text{Fe/H}] \approx -0.4 \text{ dex}\). As other authors have commented, the average oxygen abundance ratio is higher, and the decline of \([\text{O/Fe}]\) with metallicity is steeper than that of other alpha elements (Bensby et al. 2013, Johnson et al. 2014). This indicates that aside from SNeIa contribution of iron, other mechanisms may have affected the decrease in \([\text{O/Fe}]\), such as stellar mass loss (McWilliam et al. 2008, McWilliam 2016).

- **Magnesium** Similarly to oxygen, magnesium largely follows the same trend as literature studies, but with larger scatter. This could largely be attributed to the low SNR of our spectra. It is also apparent that the mean \([\text{Mg/Fe}]\) of this study is lower than that of other studies by \( \approx 0.15 \text{ dex} \). Although Johnson et al. (2014), Gonzalez et al. (2015b)

\(^6\) It made little difference to \([\text{O/Fe}]\) whether we use all three lines of the oxygen triplet, or just the 7772 Å line. As the other two lines of the triplet are significantly weaker (therefore often undetectable) in our spectra, we chose to use only the 7772 Å line.
Figure 5.6 Abundance ratios for the alpha elements from this work (grey stars) compared to literature studies. The abundance trends derived here are largely in agreement with the literature. In particular, Si, Ca and Ti seem to follow the same trend and similar abundance scale to the microlensed dwarfs (Bensby et al. 2017). However, for the elements O and Mg, our scatter is considerably larger than other studies. See text for details.
and Bensby et al. (2017) analysed different types of stars, using different methods, their abundance trends and scale agree well up to solar metallicity. At [Fe/H] ≈ 0, Bensby et al. (2017) showed a flattening trend for [Mg/Fe], while Johnson et al. (2014) and Gonzalez et al. (2015b) showed continued decrease as a function of [Fe/H]. Our results are in line with the latter trend.

- **Silicon** For Si, our abundance trend seems to follow that of Bensby et al. (2017), but with slightly larger scatter. Johnson et al. (2014) estimated on average higher [Si/Fe] compared to this work and Bensby et al. (2017) at [Fe/H] < 0 dex. All three studies are in agreement that [Si/Fe] flattens at super-solar metallicity to approximately the solar value, however Bensby et al. (2017) observe slightly more enhanced [Si/Fe] in this regime.

- **Calcium** For Ca, the general abundance trend is consistent with all three literature samples. However, at sub-solar metallicity, our [Ca/Fe] values are in agreement with Johnson et al. (2014) and Gonzalez et al. (2015b), which are on the mean higher than those reported by Bensby et al. (2017). Both Johnson et al. (2014) and Gonzalez et al. (2015b) find enhanced [Ca/Fe] at super-solar metallicity, but Gonzalez et al. (2015b) reported rather large uncertainties for [Ca/Fe] in this regime. Here, our results seem to be in good agreement with Bensby et al. (2017), with [Ca/Fe] flattening to solar value for [Fe/H] > 0. However, there is a small offset (0.05 dex, ours being lower) between our results and that of Bensby et al. (2017). The scatter in our [Ca/Fe] measurements is also higher than other studies.

- **Titanium** The [Ti/Fe] trend derived here is in good agreement with Bensby et al. (2017), but different from the trends established for giants by e.g., Alves-Brito et al. (2010) and Gonzalez et al. (2011). Both the microlensed dwarfs and our giants show that [Ti/Fe] decreases to near-solar value at [Fe/H] ≈ 0 and flattens at super-solar metallicity, consistent with the behaviours of silicon and calcium. However, our [Ti/Fe] values remain enhanced by ≲0.1 dex compared to Bensby et al. (2017) at super-solar metallicity.

In summary, the alpha abundances derived in this work follow the same trend as some of the most recent, high signal-to-noise, high-resolution studies of bulge stars. For oxygen and magnesium, our results show considerably larger scatter (approximately twice) compared to literature studies, and an offset in the mean magnesium abundances. However, [Si/Fe], [Ca/Fe] and [Ti/Fe] show comparable scatter and abundance scale to other studies. For both O and Mg, a plateau can be seen from [Fe/H] ≲ −0.5, and the abundances of both elements decrease as function of [Fe/H] above solar metallicity. Si, Ca and Ti show similar trends, flattening to near-solar or solar values for [Fe/H] ≥ 0. This behaviour at supersolar metallicity was seen as unique to microlensed bulge dwarfs (e.g., Johnson et al. 2014), however we confirm that this is not the case. A plateau at [X/Fe] ≈ 0.3 dex can be seen for Si
Figure 5.7  Left panel: the weighted average of Mg, Si, Ca and Ti ([α/Fe]) as a function of [Fe/H] for the three minor axis fields. Right panel: the corresponding histograms of [α/Fe] at different latitudes. The mean [α/Fe] values and standard deviations are given for each field. Overall [α/Fe] increases with latitude, but the dispersion seems to be smaller at the highest latitude (b = -10).

and Ti, from [Fe/H] \( \lesssim -0.5 \). Finally, although the abundance trends are largely consistent with the literature, there are some inconsistencies in terms of abundance scale at different metallicity regimes.

5.6.1 Variation with latitude

As the contribution of metallicity components change with latitude, such that the metal-rich component dominates near the plane, one would expect a vertical gradient in [α/Fe] in the opposite sense: that the low-α population dominates near the plane, and the high-α population dominates away from the plane. This has been observed by Gonzalez et al. (2011) for their bulge giants located near the minor axis, at Baade’s window and \((\ell, b) = (0.21, -6)\) and \((0, -12)\). More recently, Fragkoudi et al. (2018) showed that a positive [α/Fe] gradient is also present in their N-body simulation, where the bulge population originated from three disk components.
The same conclusion can be drawn from Fig. 5.7, which shows the distribution of $[\alpha/Fe]$ for bulge fields observed in this work. We used the weighted average of the elements Mg, Si, Ca and Ti to determine $[\alpha/Fe]$. Oxygen was excluded because it may have a different chemical evolution history to the other alpha elements, as discussed in the previous section. The weighted average $[\alpha/Fe]$ is mostly influenced by Si and Ti, which are the most precisely measured elements. We do not report $[\alpha/Fe]$ values for $[Fe/H] < -1.5$ because most of the elemental abundances cannot be measured at this metallicity regime.

We observe that the mean $[\alpha/Fe]$ indeed shifts towards higher values at higher latitudes. However, the median value and shape of $[\alpha/Fe]$ change sharply between $b = -5^\circ$ and $b = -7.5^\circ$. Closer to the plane, the distribution is fairly uniform, but away from the plane, it is positively skewed (towards higher $[\alpha/Fe]$ values). The alpha abundance distributions of $b = -7.5^\circ$ and $b = -10^\circ$ are similar in shape and mean value, however $b = -7.5^\circ$ have slightly larger dispersion. These observations can be explained by the relative contributions of different metallicity components observed by ARGOS: the fraction of the most metal-rich (low-$\alpha$) component drops significantly between $b = -5^\circ$ and $b = -7.5^\circ$, whereas the component contributions are similar for fields $b = -7.5^\circ$ and $b = -10^\circ$ (Ness et al. 2013b). Qualitatively, our results are consistent with that of Gonzalez et al. (2011) (see their Figure 15), although our MDF is biased, which could affect the $[\alpha/Fe]$ distribution function. An interesting point to note is that there is a hint of decreasing $\sigma[\alpha/Fe]$ as a function of latitude, which can also be seen for southern APOGEE bulge fields near the minor axis (see Fragkoudi et al. 2018, Figure 12).

While an increase in the mean $[\alpha/Fe]$ with distance from the plane is expected (Gonzalez et al. 2011, Fragkoudi et al. 2018), intrinsic vertical abundance gradients of the different bulge metallicity components have not been established. In this work we are well placed to assess the variation with latitude (if any) of each metallicity component, as we have sampled the same range of metallicity at each latitude. For some elements, we are able to measure abundances down to $[Fe/H] = -2$, but for most elements (and thus $[\alpha/Fe]$), we are able to probe metallicity components within $-1.5 < [Fe/H] < 0.5$.

For each latitude, we computed the median $[X/Fe]$ at different $[Fe/H]$ bins, in steps of 0.2 dex, shown in Fig. 5.8. Errors in the median $[X/Fe]$ values are computed as the standard error in the mean. Given the uncertainties, we do not observe variations in alpha element abundances across the latitude range covered here for $-1 < [Fe/H] < 0$. Similarly, Ryde et al. (2016) did not find vertical variations in the alpha abundances of inner bulge stars within two degrees from the Galactic plane. At the low metallicity regime ($[Fe/H] < -1$), variations between fields $(0, -7.5)$ and $(0, -10)$ can be seen for certain elements (O, Mg and Si). However, the trends are not consistent. These differences more likely caused by the higher uncertainties in abundance measurements and smaller samples for $[Fe/H] < -1$. At the metal-rich regime ($[Fe/H] > 0$), for all alpha elements except calcium, the abundances of field $(0, -10)$ are enhanced compared to field $(0, -5)$. This can be seen most clearly for $[\alpha/Fe]$, but is much less certain for $[O/Fe]$. We note, however, that there are fewer stars at
Figure 5.8 The median trends of each $\alpha$-element, and the weighted average $[\alpha/Fe]$ at different latitudes. Median points are computed for [Fe/H] bins of $\approx0.2$ dex in width. The error bars are the standard deviation in the mean.
Figure 5.9  The distribution of GALAH giants in $R_{\text{GC}}$-$z$ plane. We assumed $R_{\odot} = 8$ kpc. Most of the stars are concentrated in the solar neighbourhood. Due to the survey observing strategy, only a very small fraction of the sample is located in the inner galaxy. Few stars are located at $|z| \geq 4$ kpc, they are not shown here.

the high metallicity regime, especially for field (0, -10).

The lack of vertical alpha abundance gradient in each metallicity component for $[\text{Fe/H}] < 0$ is indicative of fast bulge evolution. Similarly, it has been shown that the high-$\alpha$ disk population (commonly referred to as the thick disk) does not exhibit a vertical $[\alpha/\text{Fe}]$ gradient (Ruchti et al. 2011, Mikolaitis et al. 2014, Duong et al. 2018).

5.6.2 Comparison with GALAH DR2

Because this work uses the same lines, atomic data and spectral analysis technique as the GALAH survey, systematic differences and offsets are minimal (see Appendix A.1). Although differences are expected due to our independent reduction and lower S/N, our bulge sample allows for a consistent comparison with disk/halo stars from the GALAH survey DR2 (Buder et al. 2018). To avoid intrinsic offsets in the abundance ratios of different stellar types, we restricted the GALAH sample to approximately same parameters space as that shown in Fig. 5.2: $T_{\text{eff}} \approx 4000$–5000 K and $\log g \approx 3.5$–1.5 cms$^{-2}$. For a fair comparison, we only used results determined by SME, i.e., the reference results used to train The Cannon. The GALAH training set is of high fidelity and signal-to-noise, with mean SNR of $\approx 100$ per pixel for the green CCD. Due to the survey observing strategy, most GALAH stars are in the outer disk. Assuming $R_{\odot} = 8$ kpc, over 90% of the comparison sample are located at $R_{\text{GC}} > 7$ kpc and 80% are in the solar neighbourhood ($7 < R_{\text{GC}} < 9$ kpc). The $R_{\text{GC}}$-$z$ distribution of GALAH giants is shown in Fig. 5.9.

We determined the component membership of the GALAH disk stars based on their weighted average $[\alpha/\text{Fe}]$, which shows the clearest separation between the disk components. We separated the low and high-$\alpha$ populations of the disk guided by the 'gap' in the $[\alpha/\text{Fe}]$
distribution. The separation is shown in Fig 5.10. At the metal-poor regime ([Fe/H] ≤ −1), there is substantial overlap between the metal-weak thick disk and halo in velocities, metallicity and abundances (e.g., Reddy & Lambert 2008). To identify halo stars, we relied on the space velocities $U$, $V$, $W$, computed using Gaia DR2 parallaxes and proper motions (Gaia Collaboration et al. 2016, 2018). The solar motion is corrected by adapting $(U, V, W)_{\odot} = (11.1, 12.24, 7.25)$ from Schönrich et al. (2010). Fig 5.10 shows the total velocity $V_{\text{tot}} = \sqrt{U^2 + V^2 + W^2}$ as a function of [Fe/H]. We designated those with $V_{\text{tot}} > 180$ km s$^{-1}$ as likely halo stars (e.g., Nissen & Schuster 2010).

Fig 5.11 shows the comparison of bulge and disk/halo abundance trends for the five alpha elements and weighted average [$\alpha$/Fe]. Our abundance trends and scale are mostly compatible with GALAH, as we would expect. We note that our [Mg/Fe] trend does not resemble the GALAH trend as do the other elements. This may be due to the different Mg lines used in this study and GALAH (we omitted a magnesium line at 4730 Å due to blending). For this reason, we do not show the comparison for [$\alpha$/Fe], as this average would be affected by the systematic difference between our and GALAH [Mg/Fe] ratios.

Overall the bulge trend follows that of the high-$\alpha$ disk component for [Fe/H] $\gtrsim −0.8$. The bulge abundances remain enhanced compared to the low-$\alpha$ component also at the metal-rich regime. However, both Mg and Ca abundance ratios show little difference between the low-$\alpha$ disk and bulge, especially at high metallicity. However, we note the high and low-$\alpha$ disks are not easily separated in the GALAH [Mg/Fe] and [Ca/Fe] distributions, perhaps due to the lower precision of these measurements (see Buder et al. (2018) for details). Except for Mg and Ca, the rest of the alpha elements (O, Si, Ti) show behaviours that are in line with the conclusion of many previous works: that the bulge and high-$\alpha$ disk population shares a similar chemical evolution (Meléndez et al. 2008, Alves-Brito et al. 2010, Johnson et al. 2014, Rojas-Arriagada et al. 2017, Jönsson et al. 2017, Bensby et al. 2017). There is thus good evidence to support a disk origin for bulge stars with [Fe/H] $> −0.8$. We
Table 5.2  The median [X/Fe] of the disk/halo and bulge at [Fe/H] ≲ −0.8 for each alpha element.

<table>
<thead>
<tr>
<th>Abundance ratio</th>
<th>Bulge median</th>
<th>Disk median</th>
</tr>
</thead>
<tbody>
<tr>
<td>[O/Fe]</td>
<td>0.73 ± 0.07</td>
<td>0.55 ± 0.07</td>
</tr>
<tr>
<td>[Mg/Fe]</td>
<td>0.35 ± 0.04</td>
<td>0.25 ± 0.04</td>
</tr>
<tr>
<td>[Si/Fe]</td>
<td>0.30 ± 0.03</td>
<td>0.20 ± 0.04</td>
</tr>
<tr>
<td>[Ca/Fe]</td>
<td>0.49 ± 0.05</td>
<td>0.27 ± 0.06</td>
</tr>
<tr>
<td>[Ti/Fe]</td>
<td>0.33 ± 0.03</td>
<td>0.22 ± 0.03</td>
</tr>
</tbody>
</table>

note that McWilliam (2016) concluded the bulge is enhanced in [Mg/Fe] compared to the thick disk by examining several literature studies, however this comparison may be affected by systematic offsets between bulge RGB and thick disk main-sequence stars.

The metal-poor bulge population ([Fe/H] ≲ −0.8), however, appears to be enhanced in some alpha elements compared to the thick disk and halo by ≈ 0.1 dex. This result is less conclusive for [Si/Fe], where the scatter at low metallicity is higher than other elements. Table 5.2 shows the median for disk and bulge alpha abundance ratios at [Fe/H] ≲ −0.8 (averaged over three metallicity bins).

The enhanced alpha abundance ratios suggest a slightly higher star formation rate (SFR) for the metal-poor bulge population, as the initial mass function (IMF) of the bulge has shown to be consistent with that of the local disk (e.g., Calamida et al. 2015, Wegg et al. 2017). The metal-poor bulge population also has distinctive kinematics signatures: Ness et al. (2013b) found that stars with [Fe/H] < −1 have a different rotation profile to the metal-rich stars, and Zoccali et al. (2017) showed that their metal-poor bulge stars rotate more slowly. This would suggest that the metal-poor population may not share the same disk origin as the more metal-rich populations.

5.7 Conclusion

In this work, we have successfully obtained stellar parameters and α-element abundances for 832 RGB stars at latitudes $b = −5^\circ, −7.5^\circ, −10^\circ$ along the minor axis of the Galactic bulge. The majority of our sample are ARGOS survey stars with pre-determined bulge memberships. ARGOS stars were selected based on metallicity so that we observe higher relative fractions of the metal-rich and metal-poor bulge populations.

According to our analysis of stars in common with ARGOS, the metallicity scale reported by Ness et al. (2013a) should be compressed; i.e., we obtain slightly higher [Fe/H] for metal-poor ARGOS stars, and vice versa. Our results suggest that along the minor axis, the spacing between ARGOS MDF component centroids should be ≈0.09 dex closer. The effect of this is most apparent in field (0, −7.5), where primary ARGOS components A and B become almost indistinguishable. However, the ARGOS components remain distinct (given measured ARGOS dispersions) for fields (0, −5) and (0, −10).

108
Figure 5.11 Comparison of the abundance trends in the Galactic bulge and disk/halo. The data points are training set giants from GALAH DR2, separated into the disk and halo components as described in the text. The solid lines are median abundance trends of three bulge fields along the minor axis (colours have the same meaning as in Fig 5.8).
The optical wavelength range and resolving power of the HERMES spectrograph allowed us to measure chemical abundances for up to 28 elements, including the alpha elements O, Mg, Si, Ca and Ti. In general, we find that the \([X/Fe] \) vs \([Fe/H] \) trends of these elements follow that of previous works at similar resolving power. We also observe similar trends to the microlensed dwarfs sample from Bensby et al. (2017), which was observed at much higher resolving power but is limited to less than 100 stars. Within the scatter of the datasets, we confirm that there are no significant systematic differences between the bulge giants and microlensed dwarfs, except for \([Ca/Fe] \) from \([Fe/H] < -0.5 \), where our median \([Ca/Fe] \) is higher by up to 0.2 dex. In addition, our \([Mg/Fe] \) values decrease as a function of \([Fe/H] \) and do not flatten at super-solar metallicity. We find that the mean value of \([\alpha/Fe] \) increases with increasing distance from the plane, which is expected as the metal-poor component dominates at high latitudes. We also find that the \([\alpha/Fe] \) dispersion is smaller at higher latitudes.

Our metallicity coverage allowed assessment of the vertical variation in alpha abundances of the different bulge metallicity components. Within uncertainties, the abundance ratios remain uniform with height for most metallicity bins. At the metal-rich regime (\([Fe/H] > 0 \) ), there is evidence of enhanced alpha-abundances in field (0, -10), which is most conclusive for \([\alpha/Fe] \) (weighted average of Mg, Ca, Si, Ti). However, this conclusion is uncertain for individual elements, and does not seem to hold true for \([Ca/Fe] \). The bulge abundance trends appear to follow that of the high-\(\alpha\) disk population, and are enhanced compared to the low-\(\alpha\) disk population at super solar metallicities. However, the more metal-poor bulge population (\([Fe/H] \lesssim -0.8 \) ) is enhanced compared to thick disk and halo stars at the same metallicity.

The lack of vertical abundance variation for different metallicity components and abundance trends similar to the high-\(\alpha\), or thick disk population, both point to fast chemical enrichment in the bulge (e.g., Friaca & Barbuy 2017). Furthermore, the metal-poor bulge population may have experienced a different evolution, as we observe that it is enhanced in alpha abundances compared to the high-\(\alpha\) disk population. This may be compatible with previous findings that the metal-poor population has distinct kinematics compared to the metal-rich population, and indicates that the bulge does not just consist of stars originating from the disk. We further explore the chemical evolution of the bulge and its connection to the disk in the next paper of this series, which will focus on the abundances light, iron peak and heavy elements.
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Populations in the Galactic bulge: detailed abundances


This work explores the detailed chemistry of the Milky Way bulge using the HERMES spectrograph on the Anglo-Australian Telescope. Here we present the abundance ratios of 13 elements for 832 red giant branch and clump stars along the minor bulge axis at latitudes $b = -10^\circ$, $-7.5$ and $-5^\circ$. Our results show that none of the abundance ratios vary significantly with latitude. We also observe disk-like $[\text{Na}/\text{Fe}]$ abundance ratios, which indicates the bulge does not contain numerous helium-enhanced populations as observed in some globular clusters. Helium enhancement is therefore not the likely explanation for the double red-clump observed in the bulge. We confirm that bulge stars mostly follow abundance trends observed in the disk. However, this similarity is not confirmed across for all elements and metallicity regimes. The more metal-poor bulge population at $[\text{Fe}/\text{H}] \lesssim -0.8$ is enhanced in the elements associated with core collapse supernovae (SNeII). In addition, the $[\text{La}/\text{Eu}]$ abundance ratio suggests higher $r$-process contribution, and likely higher star formation in the bulge compared to the disk. This highlights the complex evolution in the bulge, which should be investigated further, both in terms of modelling; and with additional observations of the inner Galaxy.
6.1 Introduction

The bulge region of the Milky Way is a complex system that has been the focus of many recent Galactic studies (see Nataf 2016, Barbuy et al. 2018 and references therein). Once thought to be an exclusively old, classical bulge, much evidence has emerged suggesting it is a pseudo-bulge, formed via disk instability. Infrared images of the Galactic bulge show its X-shaped morphology, which is supported by the double clump seen in photometric studies and kinematic studies confirmed that it rotates cylindrically (Dwek et al. 1995, McWilliam & Zoccali 2010, Kunder et al. 2012, Ness et al. 2013b, Nataf et al. 2015, Ness & Lang 2016). Furthermore, the chemistry of the bulge, in particular, the abundances of alpha elements\(^1\) largely follow the thick disk trend (Meléndez et al. 2008, Alves-Brito et al. 2010, Gonzalez et al. 2011, Johnson et al. 2014, Bensby et al. 2017, Rojas-Arriagada et al. 2017, Jönsson et al. 2017).

There are, however, hints in the data indicating that bulge stars may have experienced a slightly different chemical evolution to the thick disk. Based on their high-resolution data of bulge microlensed dwarfs and turn-off stars, Bensby et al. (2013, 2017) found evidence that the ‘knee’ of the bulge, or the metallicity at which \([\alpha/\text{Fe}]\) begins to decline, is more metal-poor compared to the local thick disk. Because the alpha elements are thought to be produced in massive stars \((M \geq 8 \, M_\odot)\) with short lifetimes, this suggests faster chemical enrichment of the bulge region (e.g. Tinsley 1979, Matteucci & Brocato 1990). By comparing the alpha abundances of stellar samples from many different studies, McWilliam (2016) found offsets between the bulge and the thick disk, such that the bulge is more enhanced in the alpha elements. However, this conclusion is still under debate: the difference between the thick disk alpha knee and bulge is small, and may not be significant given measurement errors (Bensby et al. 2017, Rojas-Arriagada et al. 2017). Furthermore, offsets found between independent bulge and disk studies may well be due to the variations in linelists, atomic data and analysis techniques (Haywood et al. 2018).

Abundance measurements for element groups other than the alpha elements are also crucial to our understanding of chemical evolution in the Galactic bulge. The light elements Na and Al have unique anti-correlation signatures with respect to O and Mg, respectively, which can inform the origin of bulge stars (Gratton et al. 2012, Bastian & Lardo 2018, and references therein). It has also been demonstrated that, for globular clusters, relatively high [Na/Fe] indicates a helium-enhanced stellar population (e.g., Carretta et al. 2010, Dupree et al. 2011). In addition, the bulge [Al/Fe] vs [Fe/H] trend is similar to the alpha elements, which indicate that aluminium is produced in massive stars and will therefore provide formation time-scale constraints.

The iron-peak elements, although part of the same group, typically do not share the same production site and for some elements there are large discrepancies between predicted and observed abundance ratios (e.g., Romano et al. 2010). The abundance ratios of iron-

---

\(^1\)Typically, alpha elements are O, Mg, Si, Ca, Ti, see e.g. Burbidge et al. (1957).
peak elements also display different trends with metallicity, not necessarily tracking iron. Scandium is thought to be produced mostly in massive stars (Woosley & Weaver 1995), and shares a similar behaviour to the alpha elements. Cu is also thought to be produced in massive stars but follows an interesting, non-alpha trend, both in the Galactic disk and bulge (Woosley & Weaver 1995, Reddy et al. 2006, Romano & Matteucci 2007, Johnson et al. 2014). However, Cu abundance measurements for bulge field stars are rare in the literature, with results from Johnson et al. (2014) being the only data available. On the other hand, Cr, Mn, Co and Ni are produced via silicon burning processes (Woosley & Weaver 1995), but their correlation with metallicity can be very different (e.g. Johnson et al. 2014, Bensby et al. 2017).

Neutron-capture elements are produced via the r- (rapid) or s- (slow) process. The r-process is thought to trace rapid enrichment timescales, as one of the possible formation sites is core-collapsed supernovae, or SNeII (see e.g. Woosley et al. 1994; Sneden et al. 2008 and references therein). The merging of neutron stars is now more favoured as the likely production site of the r-process (e.g., Thielemann et al. 2017, Côté et al. 2018). The s-process occurs in low- and intermediate-mass AGB stars, with lifetimes up to several Gyrs (e.g., Karakas & Lattanzio 2014). Neutron-capture elements are produced by a combination of both s- and r- processes. For certain elements, the contribution from one process is much greater the other, thus they are referred to as ‘r-process’ or ‘s-process’ elements. Commonly studied neutron-capture elements are Ba and Eu, which in the Sun have ≈85% and ≈5% s-process contribution, respectively (Sneden et al. 2008, Bisterzo et al. 2014).

There are a few gaps in the literature regarding the abundance trends of bulge stars. One is that few measurements exist for metal-poor stars between −2 ≤ [Fe/H] ≤ −1, while an extensive study of extremely metal-poor stars have been conducted by (Howes et al. 2015, 2016). Additionally, the number of stars with abundance measurements for elements other than alpha is still relatively small. This is mainly due to difficulties with observing faint, reddened bulge targets at high resolution. As outlined above, having abundances of other elements, such as the light and neutron-capture elements will be informative for the formation/evolution timescale of the Galactic bulge. The HERMES Bulge Survey (HERBS) was designed to address some of these gaps. As detailed in Chapter 5 (hereafter Paper I), we made use of the extensive wavelength coverage of the HERMES spectrograph, which can provide abundances for up to 28 elements. The high multiplexity of the 2dF/AAT 2 system (≈350 science objects observed in a single exposure) allows for longer integration times and thus adequate signal to noise ratio (S/N) for abundance determination. One advantage of HERBS is its compatibility with abundance measurements of the GALAH survey, which targeted disk and halo stars. By using the same atomic data and analysis method, we are able to eliminate many systematic offsets that may affect the bulge-disk comparison.

In Paper I, we have presented the HERBS survey and detailed the data analysis. There we also provided the stellar parameters and abundance ratios of five alpha elements (O, Mg, Si, Ca, Ti) for 832 bulge giants. In this paper we present and discuss the results of 13 more
elements from different nucleosynthesis channels: the light elements Na and Al; iron-peak elements Ni, Mn, Cu, Cr, Co, Sc; neutron capture elements La, Nd, Eu, Ce and Zr.

6.2 Data description and analysis

The details of data selection, observation, reduction and analysis for the stellar sample presented here have been discussed in Paper I, which the reader is referred to for more information. Briefly, the majority of the sample are red giant and red clump stars with confirmed bulge membership from the ARGOS survey (Freeman et al. 2013, Ness et al. 2013a). The 2MASS $K_s$ magnitude range of ARGOS stars is 11–14. Our sample also includes 15 bulge stars from the EMBLA survey (Howes et al. 2016), which were added to help increase the number of metal-poor stars. We were able to probe the full metallicity range of the bulge, from $[\text{Fe/H}] \approx 0.5$ to $[\text{Fe/H}] \approx -2$. The minor axis fields $(\ell, b) = (0, -10); (0, -7.5)$ and $(0, -5)$ were observed with the HERMES spectrograph, at resolving power $R \approx 28000$. The four wavelength intervals covered by HERMES are 4713–4903 Å (blue CCD); 5648–5873 Å (green CCD); 6478–6737 Å (red CCD) and 7585–7887 Å (IR CCD).

All spectra were reduced with the standard HERMES reduction software 2dfdr v6.46\(^2\). Additional data processing (barycentric correction, telluric correction, co-adding) were done with custom PYTHON scripts. We used the GUESS code, which is also used by the GALAH survey, to determine radial velocities and estimate initial stellar parameters (Kos et al. 2017). The final stellar parameters were obtained with the spectral synthesis software Spectroscopy Made Easy (Valenti & Piskunov 1996, Piskunov & Valenti 2017) using 1D LTE MARCS model atmospheres (Gustafsson et al. 2008). Starting from initial estimates, SME solves for best-fit stellar parameters by optimising $\chi^2$ through an iterative process. During the stellar parameter determination stage, we implement non-LTE corrections from Amarsi et al. (2016b) for Fe i lines. All lines and atomic data used to derive stellar parameters are the same as that used in GALAH survey DR2 (Buder et al. 2018). In total there are 313 stars in field $(0, -10)$, 313 stars in $(0, -7.5)$ and 204 stars in field $(0, -5)$ with reliable stellar parameters.

Elemental abundance ratios were determined by SME after stellar parameters have been established, also using $\chi^2$-optimisation. Pre-determined wavelength regions covering each line (line masks) are given for each element. During the optimisation stage, SME computes a model spectrum based on the stellar parameters and atomic data given, and de-selects blended wavelength points within line masks. We have used the same atomic data as the GALAH survey, and where possible, the exact same lines. However, we performed line-by-line synthesis, whereas GALAH optimised all lines simultaneously for each element. In our analysis, we discovered that certain lines show problematic behaviour, such as spuriously high abundances at the metal-poor and metal-rich regimes owing either to unknown blends

\(^2\)www.aao.gov.au/science/software/2dfdr
or possible non-LTE effects. To provide as accurate results as possible, we excluded these lines from the final abundance ratios. While every effort was made to be consistent with the GALAH survey, some of the linelist changes we implemented could not be adopted in time for the GALAH Data Release 2. As the result, GALAH would have used more lines than we did here for some elements. We discuss this further in Section 6.4. The full list of lines we used in this analysis is given in Appendix B.

To compute the final abundance ratios, we averaged line-by-line abundances (normalised to solar values), weighted by measurement uncertainties. We do not include abundances that are flagged as upper limits in the weighted average. For solar normalisation, we used abundance ratios from a HERMES twilight spectrum, which was reduced and analysed in the same manner as a typical star (see Paper I for details). This ensures systematic errors, such as uncertain log (gf) values are mostly removed. For Na and Al, we took into account departures from LTE using the computations by Lind et al. (2011) and Nordlander & Lind (2017), respectively. For all other elements, abundance ratios were computed assuming LTE. Although HERMES wavelength coverage in principle allows 28 elements to be measured, we have had to omit a number of elements for various reasons, as outlined below:

- The light element Li can only be measured with lines that are too weak for reliable abundance determination, at least for the RGB stars in this study.

- The light element K (7699 Å) show very strong temperature dependency, and large scatter likely caused by non-LTE effects and interstellar absorption that are unaccounted for.

- The iron-peak elements V and Zn only have lines in the blue arm of HERMES. Since this arm has the lowest S/N and is most affected by background blends, the abundance ratios show large scatter and/or unexpected trends.

- The abundance ratios of neutron-capture elements Rb (7800 Å), Sr (6550 Å), and Sm (4854.5 Å) can only be determined with a single, weak line at HERMES resolving power. In particular the Rb line is blended by a neighbouring Si I line. Upon inspection of spectral syntheses, it is evident that the measurements are not reliable, especially not at low S/N.

- Yttrium lines are blended or fall in regions where continuum determination is very difficult. The scatter in [Y/Fe] is ≈ 1 dex. We are not confident that these results are reliable.

- Similar to GALAH survey, our results for neutron-capture element Ba show more than 1 dex scatter for both the 5854 and 6497 Å lines at all metallicities. To date we have not found the reason for this behaviour, but it is unexpected and requires further investigation.
For most elements, the abundance ratios reported below do not show effective temperature dependence. Only the elements Mn and Co show significant trends with $T_{\text{eff}}$, but they are known to be affected by non-LTE effects (Bergemann & Gehren 2008, Bergemann et al. 2010). More details can be found in Appendix A.2.

6.3 Abundance trends

In this section we discuss the [X/Fe] trends with respect to metallicity. We were able to measure abundances of most elements for $[\text{Fe/H}] \geq -1.5$. For each element, we compare our results with recent high-resolution measurements for bulge field stars that span a similar metallicity range. For elements where none, or only one bulge sample is available, abundance ratios for disk stars have been included for reference. The literature samples below all assume LTE in their abundance calculations.

6.3.1 Light elements

- **Sodium** Our [Na/Fe] trend is similar to what Bensby et al. (2017) observed for microlensed dwarfs, but with larger scatter (due to lower resolution and S/N). [Na/Fe] values are enhanced low metallicities, decreasing to solar as [Fe/H] increases, and increases to above solar again for [Fe/H] > 0. This behaviour indicates that sodium is at least partly produced in massive stars, as [Na/Fe] decreases with metallicity in the sub-solar regime (Woosley & Weaver 1995). The results from Johnson et al. (2014) (also for RGB stars) show a different behaviour, where [Na/Fe] is under-abundant at the metal-poor regime. Since Johnson et al. (2014) have shown that the discrepancy is not likely due to the non-LTE corrections from Lind et al. (2011), the cause may be different lines/atomic data used.

- **Aluminium** The Al abundance trend is basically the same as the alpha elements, in agreement with Johnson et al. (2014) and Bensby et al. (2017). [Al/Fe] is enhanced by $+0.4$ dex at low metallicities and decreases with increasing [Fe/H]. This trend has also been observed by other authors for disk stars, and indicates SNeII origin for Al (e.g., Reddy et al. 2006, Bensby et al. 2014). There is an apparent offset of $\approx 0.1$ dex around solar metallicity between our abundance ratios and that of the literature samples.

While Na and Al show disk-like behaviour in our metallicity regime, Howes et al. (2016) observed particularly low abundance ratios for these two elements for extremely metal-poor bulge stars.

6.3.2 Iron-peak elements

- **Scandium** To the best of our knowledge, only our study so far has provided scandium abundance trend for bulge field stars over a large metallicity range (but see also Grat-
Figure 6.1  The [X/Fe] vs [Fe/H] trends for the light elements Al and Na from this work (grey stars). Shown for comparison are bulge field stars from Johnson et al. (2014) and Bensby et al. (2017).

The Sc abundance ratios follow a well defined, alpha-like trend, in good agreement with results from Battistini & Bensby (2015) for the local disk. The [Sc/Fe] enhancement at low metallicities is not as high as observed in aluminium and the alpha elements (at maximum [Sc/Fe] \(\approx 0.2\) dex), but we do see a decrease in [Sc/Fe] with metallicity, reaching solar values at [Fe/H] \(\approx 0\). This behaviour is indicative of scandium production in massive stars, as suggested by Woosley & Weaver (1995).

• **Chromium** [Cr/Fe] ratios show very little scatter, and follow the same trend as observed by Johnson et al. (2014) and Bensby et al. (2017). [Cr/Fe] remains constant (at solar value) across the entire metallicity range.

• **Manganese** Unfortunately we were not able to measure manganese for many stars more metal-rich than [Fe/H] = –0.5. All Mn lines are in the blue arm of HERMES, which has the lowest S/N, and are susceptible to blends at higher metallicities. The abundances that we can measure show much larger scatter than those from Barbuy et al. (2013) (bulge giants) and Battistini & Bensby (2015) (disk dwarfs). However, the general trend is similar: that [Mn/Fe] increases linearly as a function of metallicity, and rises to [Mn/Fe] = 0 at super solar metallicity. Note that Battistini & Bensby (2015) observed a very different [Mn/Fe] vs [Fe/H] trend when non-LTE corrections are applied. The NLTE manganese abundances become essentially flat, and remain sub-solar at all metallicities.

• **Cobalt** Co is another iron-peak element that shows alpha-like behaviour, as shown by
Battistini & Bensby (2015) for disk main-sequence stars. The alpha-like trend is much less pronounced in our [Co/Fe] values, which tracks iron for [Fe/H] > −0.5, and only show a slight increase at lower metallicities. Our results are in good agreement with Battistini & Bensby (2015). We do not observe the enhanced [Co/Fe] ratios around solar metallicity as did Johnson et al. (2014).

- **Nickel** The mean [Ni/Fe] observed here is in agreement with Johnson et al. (2014), but slightly enhanced compared to Bensby et al. (2017). The [Ni/Fe] trend is reminiscent of [Na/Fe]: for both elements the abundance ratios are approximately solar between −0.5 < [Fe/H] < 0 and increase as a function of metallicity at the super-solar regime. However, nickel does not show strong enhancement at the metal-poor regime and the abundance ratios basically remain constant between −1 < [Fe/H] < 0.

- **Copper** The copper abundance trend in the bulge is not well established; Johnson et al. (2014) was the only study that measured copper abundance ratios for bulge field stars that cover a wide metallicity range. The copper abundance pattern we observe here is similar to that of Johnson et al. (2014): [Cu/Fe] increases as a function of metallicity for −1 < [Fe/H] < −0.5, remains approximately constant between −0.5 < [Fe/H] < 0, but appears to increase with metallicity at the super-solar regime. This is consistent with disk [Cu/Fe] measurements from Reddy et al. (2006). However, Johnson et al. (2014) observe a +0.4 dex enhancement in [Cu/Fe] around −0.5 < [Fe/H] < 0, which may be due to blended copper lines in their analysis (McWilliam 2016).
Figure 6.2  The \([X/Fe]\) vs \([Fe/H]\) trends for the iron-peak elements from this work (grey stars). Where few, or no bulge data for field stars can be compared against, data from studies of disk stars are included for reference (Battistini & Bensby 2015, Reddy et al. 2006).
6.3.3 Neutron capture elements

The five neutron capture abundance ratios we report here contains the $r$-process element Eu; three elements with high $s$-process contribution La, Ce, Nd and Zr (Bisterzo et al. 2014).

The abundance ratios of $s$-process elements La and Nd do not show strong variations with metallicity. In particular $[\text{La/Fe}]$ remains solar at the metal-rich regime, and increases slightly for $[\text{Fe/H}] < -0.5$ (up to $[\text{La/Fe}] \approx 0.2$). This is in line with the $[\text{La/Fe}]$ trend observed by Simmerer et al. (2004). Battistini & Bensby (2016), on the other hand, reported relatively under-abundant $[\text{La/Fe}]$ for disk stars at super-solar metallicity. Our results are not in agreement with Johnson et al. (2012), who show, on the mean, sub-solar $[\text{La/Fe}]$ for $[\text{Fe/H}] < -0.8$. For $[\text{Nd/Fe}]$, the trend observed in this work is similar to that of Battistini & Bensby (2016): the abundance ratios increase from sub-solar at $[\text{Fe/H}] > 0$ to $[\text{Nd/Fe}] \approx 0.2$ at the metal-poor regime. Johnson et al. (2012) found the same trend, but their abundance ratios show quite large scatter around solar metallicity. The $[\text{Ce/Fe}]$ ratios we measure remain at around solar value for $[\text{Fe/H}] < 0$. However, at super-solar metallicity, we observe enhanced cerium abundance ratios. Increasing $[\text{Ce/Fe}]$ with metallicity could suggest a contributing blend that has not been accounted for in one for more of our Ce lines. At subsolar metallicity, our $[\text{Ce/Fe}]$ abundance ratios agree well with Battistini & Bensby (2016). The flat $[\text{X/Fe}]$ trends of La, Nd and Ce reflect high $s$-process contribution from low mass AGB stars (Travaglio et al. 1999, Travaglio et al. 2004, Karakas & Lattanzio 2014). Since these stars have longer lifetimes and begin to contribute at higher metallicities, the yields of La, Nd and Ce increase with $[\text{Fe/H}]$ and therefore we do not observe a steep decline in $[\text{X/Fe}]$.

The lanthanum and europium and zirconium abundance ratios show linear correlations with metallicity, decreasing as metallicity increases. However, the $[\text{La/Fe}]$ slope that we observe is relatively shallow. We observe a strong slope for both europium and zirconium, but $[\text{Eu/Fe}]$ is enhanced compared to $[\text{Zr/Fe}]$. This observation is broadly in agreement with both Johnson et al. (2012) and Battistini & Bensby (2016). However, note that our $[\text{Zr/Fe}]$ values show much larger scatter at super-solar metallicity, and are almost $\approx 0.2$ dex under-abundant compared to Battistini & Bensby (2016). Our $[\text{Eu/Fe}]$ values also show much larger scatter than the literature samples. The $[\text{Eu/Fe}]$ trend is similar to the alpha elements and aluminium, and indicates a possible SNeII origin for this element. Our results suggest a $[\text{Eu/Fe}]$ plateau at $[\text{Fe/H}] \lesssim 0.5$ dex for the bulge. It is worth noting that the decline of $[\text{Zr/Fe}]$ with metallicity observed here (and by Johnson et al. 2012, Battistini & Bensby 2016) is steeper than the other $s$-process elements, despite Zr having similar $s$-process fraction to Nd. This may suggest a higher $r$-process contribution to zirconium yields than expected (see also McWilliam 2016).

The abundance trends we observed for La, Nd and Eu agree qualitatively with Van der Swaelmen et al. (2016), who reported neutron-capture abundance ratios for 56 red giants in the bulge. The cerium abundance ratios from that work are very high/low at low/high
metallicities. Furthermore, Van der Swaelmen et al. (2016) reported lower [Eu/Fe] values compared to our results and the comparison samples shown in Fig 6.3.
Figure 6.3  The [X/Fe] vs [Fe/H] trends for the neutron-capture elements from this work (grey stars). Where few, or no bulge data for field stars can be compared against, disk data from Battistini & Bensby (2016) are included for reference.
6.4 Latitude variation and comparison to the disk and halo

The aim of this section is to identify and discuss the similarities and differences between the chemistry of the bulge and other Galactic components. Such comparison can give insights on how the bulge formed and evolved (e.g., McWilliam 2016, Haywood et al. 2018). As mentioned previously, we strived to be as consistent as possible with the GALAH survey when conducting our analysis. This is to facilitate a consistent comparison between the bulge and other Galactic components observed by GALAH. However, in this study we decided to remove certain lines from the GALAH linelist that show unexpected trends, or prominent blends. Because we used the same analysis techniques and atomic data, our results are still mostly consistent with GALAH (see Paper I). For some elements, however, the removal of these lines caused discrepancies between this work and the GALAH survey. For example, we observe systematic differences in [Sc/Fe] abundance ratios, where our results are \( \approx 0.15 \) dex lower than GALAH values, as shown in Fig 6.4. The likely reason for this is our removal of a scandium line that showed very enhanced abundance ratios at all metallicities, and a strong increase in [Sc/Fe] with with increasing [Fe/H]. We note that the majority of GALAH dwarf stars do not deviate significantly from the trend reported by Battistini & Bensby (2015), suggesting that the issue mainly manifests in giants (see Fig. 23 of Buder et al. 2018). We therefore cannot provide conclusions for [Sc/Fe] in terms of its connection to other Galactic components. Furthermore, we do not provide a comparison for the element Nd, as these abundance ratios were not released as part of GALAH Data Release 2.

In the sections below, we have selected GALAH disk and halo giants with similar stellar parameters to our bulge sample for comparison. We also used the same definition as in Paper I to assign disk/halo membership. The median bulge abundance trends and standard errors were calculated for [Fe/H] bins that are \( \approx 0.2 \) dex wide. Here, data points that lie more than two sigma from the median were omitted so that metallicity bins with few data points are not affected by outliers. The median bulge abundance trends are also used to assess whether or not different bulge populations show latitude-dependent variations. Mn, Zr and Ce are excluded entirely from this exercise because we have too few data points to compute mean abundance trends. We note that Zr and Ce abundance ratios were also not available in the GALAH dataset.

6.4.1 Light elements

For both Na and Al, we do not observe significant systematic latitude variations at fixed metallicity given the standard errors. The two disk populations (low and high-\( \alpha \)) are not distinguishable by their [Na/Fe] abundances, but some distinction can be seen in [Al/Fe]. The high-\( \alpha \) population is also enhanced in [Al/Fe] compared to the low-\( \alpha \) population. Our comparison shows that the disk and bulge basically have the same [Na/Fe] trends for [Fe/H] \( \geq -1 \) (see also Alves-Brito et al. 2010). At metallicities lower than \( -1 \), there is a difference
between the bulge and thick disk/halo: the bulge [Na/Fe] remain enhanced, meanwhile, [Na/Fe] decrease to sub-solar values for the thick disk and halo. In addition, we find that the aluminium abundances in the bulge is generally enhanced compared to the low-α disk, and is consistent with the behaviour of the high-α disk. From [Fe/H]$\approx -0.8$, the bulge abundance trends lie above the thick disk. This has also been observed in the alpha elements (see Chapter 5). The few halo stars in the GALAH sample show very large scatter in [Al/Fe].

It has been confirmed by many authors that aluminium is produced in massive stars, and the [Al/Fe] trend closely resemble that the alpha elements. The so-called ‘zig-zag’ [Na/Fe] trend can be understood if Na is produced in massive stars, but the yield is metal-dependent (i.e., increasing with [Fe/H]) (McWilliam 2016, Bensby et al. 2017). If both aluminium and sodium are primarily produced in SNeII, then it appears that the metal-poor bulge population ([Fe/H] < $-0.8$) contains excess SNeII ejecta compared to the disk and halo.

The [Na/Fe] and [Al/Fe] ratios we measured here do not show the anti-correlation signature with [O/Fe] and [Mg/Fe], as often observed in globular clusters. We could expect stars with globular cluster chemistry in our sample, since Schiavon et al. (2017) found nitrogen-rich bulge stars that may have originated from a dissolved globular cluster in APOGEE data. It is unclear, however, if these stars could be distinguished in our abundance space: while the [Al/Fe]-[N/Fe] correlation was observed, the [Al/Fe]-[Na/Fe] correlation was not confirmed by Schiavon et al. (2017).

[Na/Fe], He-enhancement and the double red clump

The double red clump (double RC), or the presence of a faint and bright red clump population was confirmed by multiple authors from photometric surveys (e.g., McWilliam & Zoccali 2010, Nataf et al. 2015). The double RC is typically associated with the X-shaped morphology of the bulge, but this is not without contention. Lee et al. (2015) and Joo et al. (2017) argue that double clump can arise from two populations with different helium content, such that the helium-enhanced population manifests as a brighter red clump branch. This would be similar to multiple stellar populations with distinct helium abundances observed in globular clusters (GCs) (e.g., D’Antona et al. 2010, Dupree et al. 2011). Because helium-enhanced populations in GCs also show strong sodium enhancement (e.g., Carretta et al. 2010), one would expect to observe the same [Na/Fe] enhancement in the bulge. At high latitudes along the minor axis (e.g. $b = -10^\circ$), we should also see a higher fraction of sodium-rich stars than at lower latitudes according to the model of Lee et al. (2015). In contrast, our results here show that [Na/Fe] is very much uniform at all latitudes. Joo et al. (2017) also cited the larger spread in bulge [Na/Fe] measurements (Johnson et al. 2014) compared to the disk/halo as evidence that the bulge may contain more helium-rich stars. But this conclusion is based on multiple studies which could have large systematic offsets and differences in their intrinsic precision. Both Bensby et al. (2017) and this work have shown that the spread in bulge and disk sodium abundances are comparable for stars that
are homogeneously analysed. In theory, helium enhancement similar to the phenomenon observed in globular clusters may be able to explain the split red clump in the bulge, but this explanation is not supported by our [Na/Fe] measurements. However, it is still possible for the bulge RC to contain populations with different He content.

6.4.2 Iron-peak elements

Within errors, the iron-peak elements mostly show uniform abundance ratios as a function of latitude, as shown in Fig 6.4. Scandium exhibits slight latitude variations around solar metallicity, where field (0, −10) has higher [Sc/Fe] than the other fields. However, this may be due to the small number of stars in each bin at high metallicities. We do not observe differences between bulge and disk abundances for cobalt. Both the bulge and disk show a rather flat [Co/Fe] trend, with a modest increase at low metallicities. Although we show the GALAH [Sc/Fe] ratios against our results, the large systematic difference prevents us from making a meaningful comparison.

The GALAH survey was able to measure [Cr/Fe] at much lower metallicity than we could (due to higher S/N of GALAH stars), but with larger scatter. For all stars with [Fe/H] < −0.2, where we could measure [Cr/Fe], the bulge abundance ratios follow the same trend as the disk, which remains constant at all metallicities. However, GALAH disk stars may have slightly enhanced mean [Cr/Fe] (by ≈0.05 dex) compared to bulge stars. This perhaps indicate a small zero point error in GALAH results. We note that the GALAH [Cr/Fe] ratios begin to decrease with metallicity for [Fe/H] < −1, and at [Fe/H] ≈ −1, the mean GALAH [Cr/Fe] seems to be slightly lower than ours. However, this conclusion is less certain due to the lack of bulge data points at this metallicity regime.

For nickel, the bulge abundance ratios are in agreement with that of the disk. There is a difference compared to GALAH disk/halo stars in the metal-poor regime ([Fe/H] < −0.8). Here the bulge is enhanced in [Ni/Fe] by up to 0.2 dex compared to the disk and halo. This enhancement at low metallicity is qualitatively similar to the behaviour of [Na/Fe] we observed in the previous section. As McWilliam (2016) noted, enhanced [Ni/Fe] in the metal-poor bulge population could indicate more SNeII material in their birth environment. Some halo stellar populations that are deficient in SNeII products, such as the alpha elements, also show relatively lower [Ni/Fe] ratios (e.g., Nissen & Schuster 2010). From −0.8 ≤ [Fe/H] ≤ −0.5, the bulge has slightly enhanced [Ni/Fe] compared to the disk (by 0.05 dex). But this is similar to the typical abundance ratio uncertainties of ≈0.04 dex.

The bulge copper abundance ratios follow the same trend as the GALAH sample. For all stars with [Fe/H] ≥ −0.8, there is no noticeable difference between the mean [Cu/Fe] of the bulge and the disk. In addition, both populations clearly show increasing [Cu/Fe]

---

3We note that the high-α and low-α disks differ in their mean [Co/Fe] by 0.05 dex, smaller than the typical abundance uncertainties (0.08 dex). Because the two disk populations overlap substantially, and extend the same range, we did not discuss them separately.
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Figure 6.4  Comparison of the bulge and GALAH disk/halo sample for light, iron-peak and neutron-capture elements. The solid lines indicate median bulge trends at three minor-axis latitudes. While the GALAH [Sc/Fe] ratios are plotted here, we do not compare our results with GALAH due to systematic offsets (see text for details).
6.4.2 Neutron capture elements

As can be seen in Fig 6.4, no consistent trend with latitude is observed for La, Nd and Eu. We could not compare our [Nd/Fe] values with GALAH because they were not available as part of the survey data release. However, our [La/Fe] trend seems to be consistent with the GALAH disk sample. Both the disk and bulge show flat [La/Fe] with metallicity, but the disk has larger scatter. We also note that at sub-solar metallicity, the disk [La/Fe] is $\approx 0.1$ dex higher than the bulge. This is interesting, given that the disk sample from Battistini & Bensby (2016) does not show this enhancement compared to our results. In this case we used the same La lines as GALAH, so there should not be any systematic offsets. The higher [La/Fe] abundance ratios in the disk could indicate more efficient s-process compared to the bulge. There are too few halo data points for us to make a comparison, and the scatter in [La/Fe] is very large for halo stars.
Table 6.1 The median [X/Fe] of the disk/halo and bulge at [Fe/H] \( \lesssim -0.8 \) for some light and iron-peak elements. See text for details.

<table>
<thead>
<tr>
<th>Abundance ratio</th>
<th>Bulge median</th>
<th>Disk median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na/Fe</td>
<td>0.14 ( \pm 0.06 )</td>
<td>-0.06 ( \pm 0.06 )</td>
</tr>
<tr>
<td>Al/Fe</td>
<td>0.34 ( \pm 0.05 )</td>
<td>0.19 ( \pm 0.09 )</td>
</tr>
<tr>
<td>Cr/Fe</td>
<td>-0.02 ( \pm 0.02 )</td>
<td>-0.11 ( \pm 0.03 )</td>
</tr>
<tr>
<td>Ni/Fe</td>
<td>0.07 ( \pm 0.03 )</td>
<td>-0.03 ( \pm 0.03 )</td>
</tr>
</tbody>
</table>

Table 6.2 The median [La/Eu] of the disk/halo and bulge at different metallicity bins. The median and error in the mean are shown. See text for details.

<table>
<thead>
<tr>
<th>Metallicity range</th>
<th>Bulge median</th>
<th>Disk median</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2 &lt; [Fe/H] &lt; 0.4</td>
<td>-0.16 ( \pm 0.02 )</td>
<td>0.02 ( \pm 0.01 )</td>
</tr>
<tr>
<td>0.0 &lt; [Fe/H] &lt; 0.2</td>
<td>-0.26 ( \pm 0.04 )</td>
<td>0.034 ( \pm 0.003 )</td>
</tr>
<tr>
<td>-0.2 &lt; [Fe/H] &lt; 0.0</td>
<td>-0.30 ( \pm 0.03 )</td>
<td>-0.017 ( \pm 0.005 )</td>
</tr>
<tr>
<td>-0.4 &lt; [Fe/H] &lt; -0.2</td>
<td>-0.28 ( \pm 0.03 )</td>
<td>-0.12 ( \pm 0.01 )</td>
</tr>
</tbody>
</table>

For the \( r \)-process element Eu, our comparison with the GALAH sample indicates that the bulge is enhanced in [Eu/Fe] compared to the disk for [Fe/H] \( \gtrsim -0.4 \). At lower metallicities, the disk sample becomes quite sparse and bulge [Eu/Fe] ratios begin to show very large scatter. This is probably the reason why for all stars with [Fe/H] \( \lesssim -0.4 \), we can find no difference between the disk and bulge samples. We only used one of the two Eu lines in the GALAH linelist, but the line that we discarded is very weak, and if anything this line would have contributed even higher Eu abundances.

In Fig 6.5, we show the \( s/r \)-process ratio for our bulge sample and the GALAH disk/halo sample using [La/Eu] abundance ratios. Overall we observe a consistent trend with previous works, that the [La/Eu] ratio in both the disk and bulge increase as a function of metallicity (McWilliam & Zoccali 2010, Johnson et al. 2012, Van der Swaelmen et al. 2016). However, the bulge [La/Eu] ratios are markedly lower than in the disk (see Table 6.2), closer to the pure \( r \)-process ratio from Bisterzo et al. (2014). At sub-solar metallicity, the bulge is more similar to the high-\( \alpha \) disk population. From solar metallicity and above, the GALAH sample consists of mostly low-\( \alpha \) disk stars, which appear to have higher \( s \)-process contribution. However, we should mention that Battistini & Bensby (2016) found no distinction between their high and low-\( \alpha \) disk population, and their [La/Eu] ratios are similar to that of our bulge sample.
6.5 Conclusion

As part of the HERBS survey, this work reports abundances for 13 elements in the light, iron-peak and neutron-capture families, in addition to the five alpha elements reported in Paper I. For most of the elements, we can measure abundances to $0.5 \lesssim [\text{Fe/H}] \lesssim -1.5$. We assessed the abundance trends at different latitudes along the minor axis and compared the chemistry of bulge stars with disk/halo stars from the GALAH survey. In addition to comparing only stars with similar parameters, the same atomic data and analysis method is used in this work and GALAH. This removes the major systematic offsets between the two sets of results, even though there are some variations between the two pipelines.

In general, we find that the $[X/\text{Fe}]$ vs $[\text{Fe/H}]$ trends follow that of previous studies (of both disk and bulge stars) at similar or higher resolving power. For the bulge in particular, we do not observe enhanced copper and cobalt abundances, nor did we observe sub-solar $[\text{La/Fe}]$ and $[\text{Zr/Fe}]$ in the bulge as did Johnson et al. (2014). The majority of our iron-peak elements agree quite well with abundances from Battistini & Bensby (2015), who studied main-sequence and sub-giant stars in the local disk. For the heavy elements, there are notable differences in the $[\text{La/Fe}]$ and $[\text{Ce/Fe}]$ trends between this work and the Battistini & Bensby (2016) disk sample.

Of the neutron-capture elements, we observed rather flat trends in La, Ce and Nd, confirming the high $s$-process contribution to the yields of these elements. The $s$-process element Zr shows a steep decline with metallicity that is comparable to Eu. This observation is in agreement with other studies in the literature, and may also suggest that Zr has a higher $r$-process contribution than expected. $[\text{Eu/Fe}]$ decrease with metallicity similarly to the alpha elements. A plateau can be seen at $[\text{Fe/H}] \approx -0.5$ dex, after which the Eu abundance ratios decrease rapidly.

We do not observe consistent latitude-dependent variations in any of the elements. The uniformity of $[\text{Na/Fe}]$ with latitude, and the lack of a Na-enhanced population indicate that the double RC observed in the bulge is not due to helium enhancement similar to that observed in globular clusters. Compared the disk/halo samples from GALAH, the overarching observation is that the bulge follows the same abundance trends as the disk. For Al, which behaves like an alpha element, the bulge is enhanced compared to the low-$\alpha$ disk population. There are also differences between the Galactic components at low metallicity for some elements. In particular, the more metal-poor bulge population ($[\text{Fe/H}] \lesssim -0.8$) appears to have enhanced Na, Al, Ni and possibly Cu abundance ratios compared to the disk. In the previous paper of this series, the metal-poor population also showed enhanced $[X/\text{Fe}]$ for the majority of the alpha elements. Because these elements likely have SNeII origin, our results suggest that this population contains more SNeII material (relative to SNIa) than the more metal-rich bulge population. For all stars with $[\text{Fe/H}] \geq -0.8$, the bulge seems to the share the same chemical evolution as the disk for the light, alpha and iron-peak elements. However, the neutron-capture elements La and Eu indicates that the
r-process was more dominant in the bulge than in the disk. This result indicates perhaps a higher star formation rate in the bulge compared to the disk.

Although we confirm chemical similarities between the disk and bulge for most elements, there are also differences indicating that the stellar population with $[\text{Fe/H}] \lesssim -0.8$ has distinct chemistry to the disk/halo at the same metallicity. Furthermore, the neutron-capture elements show that the bulge may have experienced higher star formation rate than the disk. Recently, many studies in the literature have asserted that the metal-rich ($[\text{Fe/H}] \gtrsim 0.20$) bulge stars are largely the product of a dynamically buckled inner thin disk (see e.g., Di Matteo et al. 2015, Fragkoudi et al. 2018; and Nataf 2017 for a review). This is supported by the similarity between thin disk and bulge abundance ratios (e.g., Bensby et al. 2013, 2017). However, we have demonstrated that this similarity is not confirmed across the chemical abundance space spanned by our investigation. Differences can be seen not only for neutron-capture elements La and Eu, but also for Al. In addition, Paper I shows that the elements O and Ti follows the thick disk trend at high metallicity, and remain enhanced compared to the thin disk.

These conclusions further highlight the complex evolution in the bulge, which should be investigated further both in terms of alternative models (e.g., Inoue & Saitoh 2012) and more extensive observational coverage of the inner Galaxy.
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Conclusion

The Milky Way is a benchmark system that is central to our understanding of how spiral galaxies form and evolve. Properties of Galactic stellar populations, such as their kinematics, metallicity and elemental abundances have revealed important processes in the Galaxy’s assembly history. Over the last few decades, our knowledge of the Galaxy has undergone an evolution itself as new evidence emerge from increasingly larger stellar samples and more accurate measurements. In particular, there is now growing consensus on the origin of two major and controversial Galactic components that are closely linked: the thick disk and the bulge. However, many evolutionary aspects of these components are not completely understood, but necessary to fully establish the assembly history of the Milky Way.

This thesis examined the Galactic disk and bulge in order to better understand the processes from which they originate. To this end, we observed a large number of Galactic stars using the HERMES spectrograph on the 4 metre Anglo Australian Telescope. The spectrograph delivers high-resolution spectra \((R = \lambda/\Delta\lambda = 28000)\), covering four optical wavelength regions, each approximately 250 Å wide. This allowed us to obtain accurate stellar parameters and relative abundances for up to 28 elements, which provided important insights on the evolution of the Galaxy.

Like many spiral galaxies in the local group, the Milky Way appears to contain two disk components: a high density population that resides close to the plane (thin disk), and a more sparse component that occupies large heights above the Galactic plane (thick disk). The Galactic ‘thin’ and ‘thick’ disks show differences in kinematics, metallicity and elemental abundances, but can be most easily distinguished by the \([\alpha/\text{Fe}]\) abundance ratios.

\([\alpha/\text{Fe}]\) is defined as the average of alpha-capture elements, which are typically O, Mg,

---

1 In Chapter 4, \([\alpha/\text{Fe}]\) was denoted \([\alpha/M]\), as metallicity was denoted \([M/H]\). Thereafter, we used \([\alpha/\text{Fe}]\) and \([\text{Fe/H}]\) to denote the same values, as this notation is more often used in the literature.
Si, Ca and Ti (Burbidge et al. 1957). Because the alpha elements are produced in core-collapsed supernovae (SNeII) which have short lifetimes, relatively high $[\alpha$/Fe] indicates more rapid formation timescales (e.g., Tinsley 1979, Matteucci & Brocato 1990). The ‘thick’ disk is markedly more enhanced in $[\alpha$/Fe], which means that its evolution was much faster than that of the ‘thin’ disk. However, the origin of the Galactic thick disk has been a subject of intense debate ever since it was discovered. Some of the most discussed scenarios are disk heating by minor mergers and radial migration of stars from the inner to the outer Galaxy. Our disk study aimed to address the still contentious properties of the thick disk and interpret our results in the context of Galactic disk evolution.

As part of the GALAH pilot survey, we targeted disk stars in the direction of Galactic anti-rotation at $\ell \approx 270^\circ$, and five latitudes $b \approx -16^\circ, -22^\circ, -28^\circ, -34^\circ, and -42^\circ$. By observing fields at high latitudes, we were able to obtain a larger fraction of thick disk stars, especially at greater heights above the plane. The final sample contains 3191 giants, extending up to 4 kpc in height and concentrated within 1.5 kpc around the solar radius. This allowed us to reliably determine the vertical metallicity and $\alpha$-abundance profiles of the disk and its components.

We assigned thin and thick disk membership using likelihood probabilities from a Gaussian mixture model computed for the combined metallicity, $[\alpha$/Fe] and kinematic distribution. After correcting for magnitude and colour selection effects, we found a steep vertical metallicity gradient for the entire disk: $d[M/H]/dz = -0.22 \pm 0.01$ dex kpc$^{-1}$. This value is in agreement with recent estimates from large spectroscopic surveys such as SEGUE and APOGEE, noting that our sample covers a larger range in height above the plane than most literature studies. The thin disk, or low-$\alpha$ population, also shows a steep negative vertical metallicity gradient, with $d[M/H]/dz = -0.18 \pm 0.01$ dex kpc$^{-1}$. The thick disk, or $[\alpha$/Fe]-enhanced population, is found to have a shallow vertical metallicity gradient of $-0.058 \pm 0.003$ dex kpc$^{-1}$. The vertical metallicity gradient of the thin disk is similar in amplitude to those of previous studies. For the thick disk, we established that there is a vertical metallicity gradient, however it is shallower than reported by some studies in the literature. Both of the disk components have rather flat vertical $[\alpha$/Fe] gradients. We measured $d[\alpha$/Fe]/dz = 0.008 \pm 0.002$ dex kpc$^{-1}$ for the thin disk, and $d[\alpha$/Fe]/dz = 0.007 \pm 0.002$ dex kpc$^{-1}$ for the thick disk. Furthermore, the vertical $[\alpha$/Fe] profile of the Milky Way disk is not continuous: two over-densities corresponding to the high- and low-$\alpha$ components can be observed.

The negative vertical metallicity gradient of the thin disk is indicative of radial migration being an important process for its evolution. As for the thick disk, the observed metallicity gradient rules out formation scenarios that produce a uniform vertical metallicity distribution. The gradient observed in this work could have arisen from a settling phase of the disk, minor merger episodes, or caused by radial migration. However, Aumer et al. (2016) found that in their standard model, outwardly-migrating stars are not responsible for thick disk formation. Mergers cause flaring of the disk, but the high-$\alpha$ population shows little
to no flaring (Bovy et al. 2016, Mackereth et al. 2017). Recent cosmological simulations and studies of disk galaxies at high redshift indicate that disks are born thick and settle over time into a thin component. A decrease in star formation rate at an early epoch (e.g., due to a merger episode or bar formation) could be the reason for the different chemistry of thick and thin disk stars. This scenario would be qualitatively consistent with the thick disk properties observed in this work and other works in the literature. However, the vertical metallicity and $[\alpha/\text{Fe}]$ distributions of galactic disks in cosmological simulations have not been studied in detail. It is essential that these are established in order to confirm the origin of the Milky Way thick disk.

High resolution abundance studies have shown that the evolution of the Galactic disk, especially the thick disk, also have implications for the origin of the bulge. Meléndez et al. (2008), Alves-Brito et al. (2010), Bensby et al. (2013) showed that the alpha-element abundance ratios of bulge stars were similar to the thick disk, not significantly higher as previously believed (e.g., Fulbright et al. 2007). To date, multiple studies have confirmed this similarity. In addition, the metallicity distribution of the bulge has been shown to be complex, consisting of up to five components that may have arisen from disk populations (e.g., Ness et al. 2013a, Bensby et al. 2017). This suggests the bulge was formed via disk instability, a secular process. Other evidence, such as cylindrical rotation and infrared images showing a boxy, X-shaped structure, also point to a secular origin for the Milky Way bulge. However, although the chemistry of the thick disk and bulge are similar, differences have emerged in the abundance ratios of alpha, light and neutron-capture elements. Unfortunately there are no definitive conclusions regarding the chemistry of the bulge, or indeed if it is at all different to the disk. This is largely due to the scarcity of abundance measurements for elements other those of the alpha group, and relatively small number of bulge stars with a comprehensive chemical inventory.

To gain a better understanding of the Galactic bulge and how it is related to the disk, we observed giant branch and red clump stars along the minor axis, at latitudes $b = -5^\circ, -7.5^\circ, -10^\circ$. The majority of our targets were selected from the ARGOS survey, which have predetermined bulge memberships (Freeman et al. 2013, Ness et al. 2013a). Our selection function prioritised the metal-poor ($[\text{Fe/H}]_{\text{ARGOS}} \leq -0.8$) and metal-rich ($[\text{Fe/H}]_{\text{ARGOS}} \geq 0.2$) populations, such that close to 100% of these populations were observed. The intermediate bulge components were given $\approx 50\%$ allocation. This selection ensured that there are enough stars at all metallicity regimes to establish bulge abundance trends.

We successfully derived stellar parameters for 832 stars, as well as measured abundance ratios for 18 elements covering the light, alpha-capture, iron-peak and neutron-capture nucleosynthesis channels. In Chapters 5 and 6, we presented stellar parameters and $[\text{X/Fe}]$ vs $[\text{Fe/H}]$ trends for the elements Na, Al, O, Mg, Si, Ca, Sc, Ti, V, Cr, Mn, Co, Ni, Cu, Zr, La, Nd and Eu. In general, the abundance trends we observed are not drastically different to previous bulge studies at higher, or similar resolving power (albeit much smaller sample sizes). Where the bulge trends are not well established, such as for some iron-peak and
neutron-capture elements, we found that our results are largely in agreement with the high-resolution disk study by Battistini & Bensby (2015, 2016). Some notable bulge abundance trends we found are [Cu/Fe] and [Co/Fe], which are not enhanced as suggested by previous studies. In addition, the neutron capture abundance ratios [La/Fe], [Ce/Fe] and [Nd/Fe] all show relatively flat trends with metallicity, which confirms the high $s$-process contribution to the production of these elements. Also thought to be an $s$-process element, Zr shows significantly steeper decline with metallicity, suggesting that the $r$-process contribution is greater than expected.

Our wide metallicity coverage allowed us to assess vertical variations in the abundance ratios of bulge metallicity components. Within uncertainties, we found that [X/Fe] remain uniform with height at fixed metallicity. At the metal-rich regime ([Fe/H] > 0), the alpha-abundances of field (0, –10) may be enhanced. This is most conclusive for [α/Fe] (weighted average of Mg, Ca, Si, Ti), but uncertain for individual alpha elements. The [Na/Fe] abundance ratios are uniform with latitude, and we did not observe stars with relatively enhanced [Na/Fe]. Although a helium-enhanced population has been suggested as an alternative interpretation of the double red clump observed in the bulge, studies of globular clusters show that such a population would also have high [Na/Fe] values. Our observations therefore do not support helium enhancement as the likely explanation for the double red clump.

The bulge study was conducted in synergy with the GALAH survey. Not only did we use the same instrument, we also used the same spectroscopic analysis technique and atomic data. Where possible, the exact same lines were used to derive elemental abundances. This was so that we could compare the disk and bulge populations in a consistent manner. However, during our analysis we discovered that some lines in the GALAH linelist were problematic and had to be removed. This seems to have caused large systematic differences between our results and that of GALAH for the elements Mg and Sc. For the rest of the elements, our comparison indeed confirms the overall similarity of abundance trends in the disk and bulge. However, the population with [Fe/H] $\lesssim$ –0.8, has higher abundance ratios for most of the alpha elements, also for Na, Al, Ni and possibly Cu. These elements are thought to be produced in massive stars, which are progenitors of SNeII. Our results would suggest that this bulge population contains relatively more SNeII material. In addition, the [La/Eu] abundance ratio indicates higher $r$-process contribution in the bulge.

Overall, our observations advocate for fast chemical enrichment in the bulge. For many of the elements that have SNeII origin, such as the alpha elements and aluminium, the bulge has enhanced abundance ratios compared to the thin disk. Furthermore, the metal-poor bulge population appears to have distinct chemistry, and possibly distinct kinematics compared to the metal-rich population as observed by other studies. While the similarity between the Galactic disk and bulge is evident, we conclude that it is possible not all bulge stars have disk origin, and that the star formation rate in the bulge is higher than that of the disk.
7.1 Future outlook

This work has characterised properties of the Galactic disk and bulge, to better understand the formation and evolution of both components, and how they may be related to each other. The vertical metallicity and $\alpha$/Fe profiles we observed in the Galactic thick disk have placed further constraints on its formation scenario. However, additional information from cosmological and galactic chemical evolution models are needed to confirm the origin of the thick disk. Since our work was published, accurate distances and proper motions from the Gaia survey have become available for a large number of GALAH stars. One could now perform a more accurate analysis of thick disk kinematics, which would reveal further details about its evolution.

The bulge study provides perhaps the largest sample of bulge stars, with the most comprehensive chemical inventory yet. Our results highlight the complexity of bulge chemistry, and raise additional questions. It is not clear that the bulge and disk have identical chemistry. The metal-poor bulge population ($[\text{Fe/H}] \lesssim -0.8$) seems to have different chemistry to disk stars at the same metallicity. Moving forward, further development or scrutiny into bulge formation models via disk instability may be able to shed some light on this observation. Furthermore, it would be beneficial to compare the abundance ratios measured in this work with chemical evolution models that consider a composite bulge. This will help to constrain the conditions in which the Galactic bulge was formed.

It is possible to extend the bulge study, first and foremost to complete observations for the K2 field. Many of the stars in this field have been observed by K2 Campaign 9, and may soon have asteroseismic measurements. This will allow masses, and thus fairly accurate ages, to be computed for bulge stars in this field. The Cannon can then be used to transfer age labels from the K2 field to our other bulge fields (e.g., Ness et al. 2016a). Ages can also be derived using hydrogen line profiles, which is well suited to HERMES spectra (Bergemann et al. 2016). Such information would be very valuable for the study of bulge evolution when combined with our chemical inventory.

At the beginning of this thesis, we were entering a new era for Galactic Archaeology: stellar samples are larger than ever before, and their measured properties are highly accurate and precise thanks to improved and new analysis techniques. With this information, we have been able to characterise the properties of Galactic components, and better understand their evolution. In the near future, up-coming surveys such as WEAVE, 4MOST, MOONS and APOGEE-2 will provide high-resolution spectra for even larger stellar samples, especially for the inner Galaxy. As next generation telescopes such as the GMT come online, the possibility to study not only the Milky Way, but also its satellites and nearby galaxies in close detail will become a reality. And at that time, we would be a step closer to establishing a complete theory of galaxy formation and evolution in a ΛCDM universe.
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Spectroscopic analysis tests

This chapter contains a modified version of supplementary material from Chapters 5 and 6, which have been submitted for publication in Monthly Notices of the Astronomical Society.

A.1 Stellar parameters

To estimate the accuracy of our stellar parameters, we analysed giants and subgiants in the Gaia benchmark stars (GBS) sample using the reduction and parameter optimisation pipeline described above. For this purpose we used archive HERMES benchmark observations that were taken for the GALAH survey. To gauge the effects of the difference in reduction methods between our survey (2dfdr-based) and the GALAH survey (IRAF-based), we also compared our benchmark results with that obtained from spectra reduced with the GALAH reduction pipeline. The results are shown in Fig. A.1. We note that the GALAH spectrum of the benchmark giant $\epsilon$ For was not available, but this star is included in the 2dfdr comparison sample. We performed our analysis assuming $R = 28\,000$. For the IRAF benchmark reductions, adopting either this constant spectral resolution or the resolution map from (Kos et al. 2017) returned near identical results, with temperature differences $\leq 30$ K, metallicity differences $\leq 0.04$ dex and surface gravity differences $\leq 0.1$ dex, all within expected uncertainties.

In general, the differences between the two reduction methods are not significant. For the 2dfdr sample, we observe biases and standard deviations for $T_{\text{eff}}$: $40 \pm 90$ K; $\log g$: $0.02 \pm 0.25$ dex and $[\text{Fe/H}]: -0.12 \pm 0.08$ dex. The IRAF biases and standard deviations for $T_{\text{eff}}$, $\log g$ and $[\text{Fe/H}]$ are: $100 \pm 90$ K; $-0.06 \pm 0.22$ dex and $-0.05 \pm 0.06$ dex, respectively. While both sets of results are fairly accurate, spectra from the GALAH reduction pipeline produce

1The biases are defined as the median of the difference (SME – benchmark).
slightly more precise \( \log g \) and \([\text{Fe/H}]\), perhaps due to the tilted PSF correction that increases the resolution and signal-to-noise towards the CCD corners. However, GALAH-reduced spectra return even higher effective temperature for giants compared to our reductions, which already overestimates \( T_{\text{eff}} \) by 40 K compared to reference values.

For the GALAH reductions, the biases of this giants-only sample is different to that of the full giants and dwarfs benchmark sample analysed by Sharma et al. (2018). Before bias correction, Sharma et al. (2018) quoted biases in \( T_{\text{eff}} \): 23 ± 112 K; \( \log g \): –0.15 ± 0.22 dex and [Fe/H]: –0.12 ± 0.1 dex. Here, we find that neither \( \log g \) and [Fe/H] show a strong offset, and the metallicity precision is higher compared to the full sample.

We derived particularly discrepant surface gravity results for the M-giant \( \alpha \) Ceti. Compared to the benchmark value from Heiter et al. (2015a), this star has \( \Delta \log g = 1 \) dex, for both 2dfdr and IRAF reductions. The cause of this discrepancy is unclear, seeing as the M-giant \( \alpha \) Tau with similar parameters does not show this large deviation. This may be a concern that surface gravity determination for \( \log g < 1 \) dex is challenging with HERMES spectra. The outlier \( \alpha \) Ceti has been excluded from \( \log g \) standard deviation calculations.

Our comparison here shows that 2dfdr-reduced spectra perform just as well as IRAF-reduced spectra, however the IRAF reductions return higher precision for [Fe/H] and \( \log g \). We do not see significant biases in effective temperature or surface gravity in our results, and thus do make corrections to these parameters. However, the metallicity is underestimated by our pipeline by –0.12 dex. Similarly to HERMES-GALAH results, we corrected for this metallicity bias by adding +0.1 dex to all of our [Fe/H] values.

### A.2 Effective temperature and abundance ratio correlations

Fig. A.2 shows \([X/Fe]\) as a function of temperature for all 18 elements measured for the bulge sample. While most of the abundances were computed in LTE, we do not see significant trends with temperature for the majority of them. \([\text{Mg/Fe}]\) and \([\text{Ca/Fe}]\) both show positive linear trends with respect to temperature. For calcium, this could be due to non-LTE effects, however the reason for the \([\text{Mg/Fe}]-T_{\text{eff}}\) correlation is not clear. The non-LTE magnesium abundances of M67 giants observed by GALAH also the same trend with temperature (see Gao et al. 2018, their Fig. 7). \([\text{Mn/Fe}]\) also increases linearly with temperature. Manganese abundance ratios are susceptible to non-LTE effects, which is likely the reason for this abundance-temperature trend (Bergemann & Gehren 2008, Battistini & Bensby 2015). The iron-peak element cobalt also shows a positive linear trend, suggesting departure from LTE (Bergemann et al. 2010). However, the non-LTE effect on cobalt is relatively small within our metallicity range, larger effects are observed for metal-poor stars (Bergemann et al. 2010). Zirconium may have a positive correlation with temperature, but this is difficult to assess as we have few data points, and there is a large range in \([\text{Zr/Fe}]\).
Figure A.1 Comparison of our derived parameters with fundamental $T_{\text{eff}}$, $\log g$ (Heiter et al. 2015a) and Gaia ESO-derived [Fe/H] (from high resolution UVES spectra, Jofré et al. 2014) for benchmark stars. The squares indicate 2dfdr-based reductions and the circles are results from IRAF-based reductions. The differences are shown as $(\text{SME} - \text{GBS})$; the red line indicates biases for 2dfdr-based reductions only. The outlier in $\log g$ is the M-giant $\alpha$Ceti.
Figure A.2 The $T_{\text{eff}}$-[X/Fe] correlations for all 18 elements. The [O/Fe], [Na/Fe], [Al/Fe], [Mg/Fe] and [Si/Fe] abundance ratios are calculated assuming non-LTE. All other elemental abundances were derived assuming LTE. Most elements do not show a strong correlation with temperature. Similar linear trends are observed for [Mg/Fe] and [Ca/Fe], and positive linear trends can be seen for Mn, Co and Zr, although the trend is less significant for Co.
This chapter contains a modified version of the supplementary material from chapters 5 and 6, which have been submitted for publication in Monthly Notices of the Astronomical Society.

The tables below contain line data used for the spectroscopic analysis performed in chapters 5 and 6. The atomic data and lines used for stellar parameters analysis are the same as that of the GALAH survey (Buder et al. 2018). However, we omitted some lines in the GALAH linelast for our abundance analysis (details can be found in Section 5.6.2 and Section 6.4).

Table B.1  Line data used for stellar parameters determination.

<table>
<thead>
<tr>
<th>Species</th>
<th>λ (Å)</th>
<th>log (gf)</th>
<th>EP (eV)</th>
<th>Species</th>
<th>λ (Å)</th>
<th>log (gf)</th>
<th>EP (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc 1</td>
<td>4743.8300</td>
<td>0.422</td>
<td>1.448</td>
<td>Fe 1</td>
<td>5661.3447</td>
<td>-1.756</td>
<td>4.284</td>
</tr>
<tr>
<td>Sc 1</td>
<td>4753.1610</td>
<td>-1.659</td>
<td>0.000</td>
<td>Fe 1</td>
<td>5662.5161</td>
<td>-0.447</td>
<td>4.178</td>
</tr>
<tr>
<td>Sc 1</td>
<td>5671.8163</td>
<td>-0.290</td>
<td>1.448</td>
<td>Fe 1</td>
<td>5679.0229</td>
<td>-0.820</td>
<td>4.652</td>
</tr>
<tr>
<td>Sc 1</td>
<td>5686.8386</td>
<td>-0.133</td>
<td>1.440</td>
<td>Fe 1</td>
<td>5680.2404</td>
<td>-2.480</td>
<td>4.186</td>
</tr>
<tr>
<td>Sc 1</td>
<td>5717.3070</td>
<td>-0.532</td>
<td>1.440</td>
<td>Fe 1</td>
<td>5696.0892</td>
<td>-1.720</td>
<td>4.549</td>
</tr>
<tr>
<td>Sc 1</td>
<td>5724.1070</td>
<td>-0.661</td>
<td>1.433</td>
<td>Fe 1</td>
<td>5701.5442</td>
<td>-2.193</td>
<td>2.559</td>
</tr>
<tr>
<td>Sc ii</td>
<td>5657.8960</td>
<td>-0.603</td>
<td>1.507</td>
<td>Fe 1</td>
<td>5705.4642</td>
<td>-1.355</td>
<td>4.301</td>
</tr>
<tr>
<td>Sc ii</td>
<td>5667.1490</td>
<td>-1.309</td>
<td>1.500</td>
<td>Fe 1</td>
<td>5731.7618</td>
<td>-1.200</td>
<td>4.256</td>
</tr>
<tr>
<td>Sc ii</td>
<td>5684.2020</td>
<td>-1.074</td>
<td>1.507</td>
<td>Fe 1</td>
<td>5732.2960</td>
<td>-1.460</td>
<td>4.991</td>
</tr>
<tr>
<td>Sc ii</td>
<td>6604.6010</td>
<td>-1.309</td>
<td>1.357</td>
<td>Fe 1</td>
<td>5741.8477</td>
<td>-1.672</td>
<td>4.256</td>
</tr>
<tr>
<td>Sc ii</td>
<td>5669.0420</td>
<td>-1.200</td>
<td>1.500</td>
<td>Fe 1</td>
<td>5775.0805</td>
<td>-1.080</td>
<td>4.220</td>
</tr>
<tr>
<td>Ti ii</td>
<td>4758.1178</td>
<td>0.510</td>
<td>2.249</td>
<td>Fe 1</td>
<td>5778.4533</td>
<td>-3.430</td>
<td>2.588</td>
</tr>
<tr>
<td>Ti ii</td>
<td>4759.2697</td>
<td>0.590</td>
<td>2.256</td>
<td>Fe 1</td>
<td>5806.7249</td>
<td>-0.950</td>
<td>4.608</td>
</tr>
<tr>
<td>Ti ii</td>
<td>4778.2547</td>
<td>-0.350</td>
<td>2.236</td>
<td>Fe 1</td>
<td>5809.2174</td>
<td>-1.740</td>
<td>3.884</td>
</tr>
</tbody>
</table>
Table B.1  Continued from previous page.

<table>
<thead>
<tr>
<th>Species</th>
<th>$\lambda$ (Å)</th>
<th>$\log(gf)$</th>
<th>EP (eV)</th>
<th>Species</th>
<th>$\lambda$ (Å)</th>
<th>$\log(gf)$</th>
<th>EP (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiI</td>
<td>4781.7106</td>
<td>-1.950</td>
<td>0.848</td>
<td>FeI</td>
<td>5811.9144</td>
<td>-2.330</td>
<td>4.143</td>
</tr>
<tr>
<td>TiI</td>
<td>4797.9575</td>
<td>-0.630</td>
<td>2.334</td>
<td>FeI</td>
<td>5814.8071</td>
<td>-1.870</td>
<td>4.283</td>
</tr>
<tr>
<td>TiI</td>
<td>4801.9016</td>
<td>-3.060</td>
<td>0.818</td>
<td>FeI</td>
<td>5849.6833</td>
<td>-2.890</td>
<td>3.695</td>
</tr>
<tr>
<td>TiI</td>
<td>4820.4094</td>
<td>-0.380</td>
<td>1.503</td>
<td>FeI</td>
<td>5853.1483</td>
<td>-5.180</td>
<td>1.485</td>
</tr>
<tr>
<td>TiI</td>
<td>5689.4600</td>
<td>-0.360</td>
<td>2.297</td>
<td>FeI</td>
<td>5855.0758</td>
<td>-1.478</td>
<td>4.608</td>
</tr>
<tr>
<td>TiI</td>
<td>5716.4500</td>
<td>-0.720</td>
<td>2.297</td>
<td>FeI</td>
<td>5858.7780</td>
<td>-2.160</td>
<td>4.220</td>
</tr>
<tr>
<td>TiI</td>
<td>5720.4359</td>
<td>-0.900</td>
<td>2.292</td>
<td>FeI</td>
<td>6481.8698</td>
<td>-2.981</td>
<td>2.279</td>
</tr>
<tr>
<td>TiI</td>
<td>5739.4690</td>
<td>-0.610</td>
<td>2.249</td>
<td>FeI</td>
<td>6494.9804</td>
<td>-1.268</td>
<td>2.404</td>
</tr>
<tr>
<td>TiI</td>
<td>5866.4513</td>
<td>-0.790</td>
<td>1.067</td>
<td>FeI</td>
<td>6498.9383</td>
<td>-4.687</td>
<td>0.958</td>
</tr>
<tr>
<td>TiI</td>
<td>6716.6660</td>
<td>-1.370</td>
<td>2.488</td>
<td>FeI</td>
<td>6546.2381</td>
<td>-1.536</td>
<td>2.759</td>
</tr>
<tr>
<td>TiII</td>
<td>4719.5109</td>
<td>-3.320</td>
<td>1.243</td>
<td>FeI</td>
<td>6592.9124</td>
<td>-1.473</td>
<td>2.728</td>
</tr>
<tr>
<td>TiII</td>
<td>4764.5247</td>
<td>-2.690</td>
<td>1.237</td>
<td>FeI</td>
<td>6593.8695</td>
<td>-2.420</td>
<td>2.433</td>
</tr>
<tr>
<td>TiII</td>
<td>4798.5313</td>
<td>-2.660</td>
<td>1.080</td>
<td>FeI</td>
<td>6597.5592</td>
<td>-0.970</td>
<td>4.795</td>
</tr>
<tr>
<td>TiII</td>
<td>4849.1678</td>
<td>-2.960</td>
<td>1.131</td>
<td>FeI</td>
<td>6609.1097</td>
<td>-2.691</td>
<td>2.559</td>
</tr>
<tr>
<td>TiII</td>
<td>4865.6104</td>
<td>-2.700</td>
<td>1.116</td>
<td>FeI</td>
<td>6627.5438</td>
<td>-1.590</td>
<td>4.549</td>
</tr>
<tr>
<td>TiII</td>
<td>4874.0094</td>
<td>-0.860</td>
<td>3.095</td>
<td>FeI</td>
<td>6648.0796</td>
<td>-5.918</td>
<td>1.011</td>
</tr>
<tr>
<td>FeI</td>
<td>4788.7566</td>
<td>-1.763</td>
<td>3.237</td>
<td>FeI</td>
<td>6677.9851</td>
<td>-1.418</td>
<td>2.692</td>
</tr>
<tr>
<td>FeI</td>
<td>4793.9614</td>
<td>-3.430</td>
<td>3.047</td>
<td>FeI</td>
<td>6699.1413</td>
<td>-2.101</td>
<td>4.593</td>
</tr>
<tr>
<td>FeI</td>
<td>4794.3541</td>
<td>-3.950</td>
<td>2.424</td>
<td>FeI</td>
<td>6703.5660</td>
<td>-3.060</td>
<td>2.759</td>
</tr>
<tr>
<td>FeI</td>
<td>4802.8797</td>
<td>-1.510</td>
<td>3.642</td>
<td>FeI</td>
<td>6713.7425</td>
<td>-1.500</td>
<td>4.795</td>
</tr>
<tr>
<td>FeI</td>
<td>4808.1478</td>
<td>-2.690</td>
<td>3.251</td>
<td>FeI</td>
<td>6725.3558</td>
<td>-2.100</td>
<td>4.103</td>
</tr>
<tr>
<td>FeI</td>
<td>4875.8770</td>
<td>-1.900</td>
<td>3.332</td>
<td>FeI</td>
<td>6733.1503</td>
<td>-1.480</td>
<td>4.638</td>
</tr>
<tr>
<td>FeI</td>
<td>4890.7551</td>
<td>-0.386</td>
<td>2.876</td>
<td>FeII</td>
<td>4720.1386</td>
<td>-4.480</td>
<td>3.197</td>
</tr>
<tr>
<td>FeI</td>
<td>4891.4921</td>
<td>-0.111</td>
<td>2.851</td>
<td>FeII</td>
<td>4731.4476</td>
<td>-3.100</td>
<td>2.891</td>
</tr>
<tr>
<td>FeI</td>
<td>5651.4689</td>
<td>-1.900</td>
<td>4.473</td>
<td>FeII</td>
<td>4833.1916</td>
<td>-5.110</td>
<td>2.657</td>
</tr>
<tr>
<td>FeI</td>
<td>5652.3176</td>
<td>-1.850</td>
<td>4.260</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table B.2  Line data used for abundance determination. The same Ti lines in table B.1 were used to determine [Ti/Fe].

<table>
<thead>
<tr>
<th>Species</th>
<th>λ (Å)</th>
<th>log (gf)</th>
<th>EP (eV)</th>
<th>Species</th>
<th>λ (Å)</th>
<th>log (gf)</th>
<th>EP (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O i</td>
<td>7771.9440</td>
<td>0.369</td>
<td>9.146</td>
<td>Co i</td>
<td>6632.4505</td>
<td>-2.726</td>
<td>2.280</td>
</tr>
<tr>
<td>Na i</td>
<td>5688.2050</td>
<td>-0.404</td>
<td>2.104</td>
<td>Ni i</td>
<td>5748.3507</td>
<td>-3.240</td>
<td>1.676</td>
</tr>
<tr>
<td>Mg i</td>
<td>5711.0880</td>
<td>-1.724</td>
<td>4.346</td>
<td>Ni i</td>
<td>5846.9935</td>
<td>-3.460</td>
<td>1.676</td>
</tr>
<tr>
<td>Mg i</td>
<td>7691.5500</td>
<td>-0.783</td>
<td>5.753</td>
<td>Ni i</td>
<td>6482.7983</td>
<td>-2.630</td>
<td>1.935</td>
</tr>
<tr>
<td>Al i</td>
<td>6696.0230</td>
<td>-1.569</td>
<td>3.143</td>
<td>Ni i</td>
<td>6532.8730</td>
<td>-3.350</td>
<td>1.935</td>
</tr>
<tr>
<td>Al i</td>
<td>6698.6730</td>
<td>-1.870</td>
<td>3.143</td>
<td>Ni i</td>
<td>6586.3098</td>
<td>-2.780</td>
<td>1.951</td>
</tr>
<tr>
<td>Si i</td>
<td>5690.4250</td>
<td>-1.773</td>
<td>4.930</td>
<td>Ni i</td>
<td>6643.6303</td>
<td>-2.220</td>
<td>1.676</td>
</tr>
<tr>
<td>Si i</td>
<td>5701.1040</td>
<td>-1.953</td>
<td>4.930</td>
<td>Cu i</td>
<td>5782.1554</td>
<td>-2.148</td>
<td>1.642</td>
</tr>
<tr>
<td>Si i</td>
<td>5793.0726</td>
<td>-1.963</td>
<td>4.930</td>
<td>Zr i</td>
<td>4805.8700</td>
<td>-0.420</td>
<td>0.687</td>
</tr>
<tr>
<td>Ca i</td>
<td>5867.5620</td>
<td>-1.570</td>
<td>2.933</td>
<td>Zr i</td>
<td>4828.0400</td>
<td>-0.640</td>
<td>0.623</td>
</tr>
<tr>
<td>Ca i</td>
<td>6499.6500</td>
<td>-0.818</td>
<td>2.523</td>
<td>La ii</td>
<td>4716.4400</td>
<td>-1.210</td>
<td>0.772</td>
</tr>
<tr>
<td>Sc i</td>
<td>4753.1610</td>
<td>-1.659</td>
<td>0.000</td>
<td>La ii</td>
<td>4748.7300</td>
<td>-0.540</td>
<td>0.927</td>
</tr>
<tr>
<td>Sc i</td>
<td>5671.8163</td>
<td>-0.290</td>
<td>1.448</td>
<td>La ii</td>
<td>4804.0690</td>
<td>-1.870</td>
<td>0.235</td>
</tr>
<tr>
<td>Sc ii</td>
<td>5686.8386</td>
<td>-0.133</td>
<td>1.440</td>
<td>La ii</td>
<td>5805.7700</td>
<td>-1.560</td>
<td>0.126</td>
</tr>
<tr>
<td>Sc ii</td>
<td>6604.6010</td>
<td>-1.309</td>
<td>1.357</td>
<td>Ce ii</td>
<td>4773.9410</td>
<td>-0.390</td>
<td>0.924</td>
</tr>
<tr>
<td>Cr i</td>
<td>5719.8150</td>
<td>-1.580</td>
<td>3.013</td>
<td>Nd ii</td>
<td>4811.3420</td>
<td>-1.140</td>
<td>0.064</td>
</tr>
<tr>
<td>Cr i</td>
<td>5787.9190</td>
<td>-0.083</td>
<td>3.322</td>
<td>Nd ii</td>
<td>5740.8580</td>
<td>-0.530</td>
<td>1.160</td>
</tr>
<tr>
<td>Cr i</td>
<td>5844.5950</td>
<td>-1.770</td>
<td>3.013</td>
<td>Nd ii</td>
<td>5811.5700</td>
<td>-0.860</td>
<td>0.859</td>
</tr>
<tr>
<td>Mn i</td>
<td>4761.5060</td>
<td>-0.548</td>
<td>2.953</td>
<td>Eu ii</td>
<td>6645.0978</td>
<td>-0.319</td>
<td>1.380</td>
</tr>
<tr>
<td>Mn i</td>
<td>4765.8525</td>
<td>-0.445</td>
<td>2.941</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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