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Preface

This book gives an exhaustive description of the phonology and the interface between the phonology and the morphology of the Malay language. The description primarily focuses on the segmental alternations that are derived due to the morphological processes of prefixation, suffixation and reduplication. It is observed that the phonology of prefixation, suffixation and reduplication in the language are quite distinct in both character and degree of generality. Processes that are visibly active in prefixation are generally not active in suffixation or reduplication, and vice versa. This asymmetry has not been satisfactorily accounted for in previous works.

The phonological analysis proposed in this book is grounded in the theoretical framework of Correspondence Theory (McCarthy & Prince 1995b), set within the constraint-based approach of Optimality Theory (Prince & Smolensky 1993). The asymmetry between prefixation, suffixation and reduplication is satisfactorily accounted for as a consequence of the output candidate best satisfying the language's constraint hierarchy.

The book is organised into six chapters. Chapter 1 gives a brief overview of the language under investigation, and briefly introduces some fundamental aspects of Optimality Theory. Chapter 2 examines the aspects of Malay phonology which are governed and conditioned by syllable structure and syllabification.

Chapters 3 and 4 investigate the phonology and morphology interface in suffixation and prefixation respectively. It is apparent that the morphophonological behaviour of suffixation is quite distinct from prefixation both in character and in degree of generality. The asymmetry between prefixation and suffixation is accounted for as a consequence of the output candidate best satisfying the language's constraint hierarchy.

The interaction between phonology and reduplication, which gives rise to a variety of reduplicative patterns, is examined in Chapter 5. It is demonstrated that these reduplicative phenomena can be accounted for and regulated by a single language-specific ranking schema. The parallelism Correspondence Theory provides a unified framework to capture the generalisation that fundamentally a single general ranking schema is at work in driving all of those reduplicative patterns. Finally, Chapter 6 gives a brief summary of the important findings discussed thus far.
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1 Introduction

1.1 Introduction

Current work in phonology is witnessing a substantial paradigm shift. The formalisation and the explanatory burden of linguistic generalisation have now been largely or entirely shifted from input-based rewrite rules to output-based well-formedness constraint. Works with such approach are Government Phonology (Kaye, Lowenstamm & Vergnaud 1985), Constraint and Repair Strategies (Paradis 1988), Constraint-Based Phonology (Bird 1990; Scobbie 1992), Harmonic Phonology: (Goldsmith 1993), Cognitive Phonology (Lakoff 1993), Optimality Theory (Prince & Smolensky 1993), and Two-Level Phonology (Koskenniemi 1983; Karttunen 1993). One of the most prominent constraint-based approaches in recent literature is Optimality Theory propounded by Prince and Smolensky (1993). Optimality Theory represents a new perspective on how a grammar is constructed, most notably its phonology.

With the advent of Optimality Theory, numerous analyses of phenomena cast under the conventional rule-based approach have been reexamined and reanalysed. The result is illuminating, as linguistic generalisations can be captured more adequately and elegantly under the new approach. Furthermore, phenomena which are problematic and difficult under rule theory can now be handled quite straightforwardly. In keeping with current work in phonology, the present study attempts to offer an Optimality Theoretic account on the interface between phonology and morphology in Malay reduplication.

This chapter is organised as follows. Section 1.2 gives a brief overview of the language under investigation. Section 1.3 outlines briefly the statement of the problem and §1.4 reviews some substantial works that have been done previously. Section 1.5 highlights the purposes and scope of the present study. In §1.6, I introduce some fundamental aspects of Optimality Theory, particularly the basic ideas, the key assumptions, and the notation that underlie the architecture of the theory. Section 1.7 presents the overall structure of this dissertation.

1.2 A brief note on the language

Bahasa Melayu or the Malay language is a member of the Western Branch of the Malayo-Polynesian family, which is one of the branches of the Austronesian family. As shown in Map 1, the native speakers of the language are mainly concentrated in the area of
Map 1: Areas where Malay has been spoken as a mother tongue.
(Adapted from Prentice (1987:914))
the Malacca Straits. In the early days, this route was a very strategic location through which the extensive maritime trade between India and Arabia in the west and China in the east had to pass. The monsoon pattern here made it impossible to complete the voyage without having a pause for some months in the Malay-speaking area. This geographical factor resulted in Malay eventually serving as a lingua franca throughout the Southeast Asia region. It has been reported that when the earliest Europeans arrived in the Indonesian archipelago, they found Malay already in widespread use in that region (Prentice 1987).

Today Malay is the national language of four of the Southeast Asia countries, spoken by an estimated 180 million people: the Republic of Indonesia (160 million), the Federation of Malaysia (15 million), the Republic of Singapore (3 million) and the Sultanate of Brunei (0.25 million) (Prentice 1987). Unlike the other nation states, the Republic of Indonesia has given the language a new name, officially termed Bahasa Indonesia or the Indonesian language, which is inspired by political and national aspirations.¹ The renaming of Bahasa Melayu as Bahasa Indonesia was solemnly proclaimed by young nationalists in the famous declaration of Sumpah Pemuda (or the youth oath) in 28th October 1928, as part of their fight for independence.

Despite being widely spoken, Malay is by no means the mother tongue of the majority of the Indonesians. It is estimated that only 7% of the total population speak Malay as their first language, and 93% as a second language which is formally learned in schools (Prentice 1987). Indonesia has many Austronesian languages which are spoken as a first language. After Indonesian, the most important language of the whole region is Javanese (60 million speakers in central and eastern Java), followed by Sundanese (20 million speakers in western Java). The other important languages spoken by more than one million speakers are Achenese (northernmost Sumatra), Batak (north-central Sumatra), Minangkabau (south-west Sumatra), Buginese, Makassarese (both in southern Celebes), Madurese (Madura and eastern Java), and Balinese (Bali) (Prentice 1987).

In Malaysia, Malay is the mother tongue of about 45% of the total population (Prentice 1987). Most of them are found in Peninsula Malaysia and the coastslands of Sabah and Sarawak. The other 55% learn Malay as a second language in schools and universities. The languages which are natively spoken by this group are as follows: Chinese languages (mainly Cantonese, Hakka, Hokkien, Hainanese, Teochew, Fuchow), Indian languages (Tamil, Malayalam, Telegu, Punjabi), Austronesian languages (native to Sabah and Sarawak: Iban, Land Dayak, Melanau, Bisayah, Murut, Bidayuh, Kadazan, etc.).

Like any other natural language, Malay is characterised by the presence of various dialects or varieties, regional as well as social. Generally, the division of the Malay language into regional dialects seems to coincide with the division of Malaysia into various states (cf. Asmah 1993). Thus, there are dialects known as Johore Malay, Kedah Malay, Perak Malay, Kelantan Malay and so on (see Map 2).

It has been traditionally considered that the Johore-Riau Malay which is predominantly spoken in the southern part of the Malay peninsula is the standard dialect of Malay. This presumption is based on the historical fact that this was the standard language of the Johore empire in the seventeenth century, which covered the states of Terengganu, Pahang, Johore and Riau Archipelago. It is said that the manuscript called Sejarah Melayu, translated as

¹ Under the same consideration, in the early seventies, following the communal riot of 1969, the Malaysian government designated the term Bahasa Malaysia (the Malaysian language) to supersede Bahasa Melayu. It replaced English and became the sole medium of instruction in schools, with the intention of uniting an ethnically divided society in the region. However, this did not last long. In the late eighties, the term Bahasa Melayu regained its status as the designated term for the Malay language.
The Malay Annals, was written during this period. The preference of Johore-Riau Malay as the standard dialect of Malay is further supported by the fact that it is morphologically and syntactically closer to literary Malay, than to other Malay dialects (cf. Farid 1980; Asmah 1975).

Map 2: Malay dialects in Peninsula (West) Malaysia
(Adapted from Asmah (1993:129))

It has long been observed that there are some minor differences between literary Malay and the standard dialect of Malay. First, orthographic <a> in word final position corresponds to a low back vowel [a] in literary Malay, while in the standard dialect it is realised as a schwa, [ə]. Due to this particular feature, this dialect is also commonly referred to as the schwa-variety (Asmah 1977). Second, orthographic <r> is pronounced as a flap [ɾ] word initially and medially in literary Malay, whereas in the standard dialect it is generally pronounced as a velar fricative [ɣ] (see §2.5.3 for a more precise description). Third, <r> is never pronounced in syllable coda position in the standard dialect, except root internally,
while in literary Malay this segment is always retained. Fourth, orthographic <i, u> in stem closed final syllables correspond to the high vowels [i, u] in literary Malay, whereas in the standard dialect they are realised as mid vowels [e, o]. Apart from these facts, there seems to exist some degree of uniformity and consistency between the two varieties.

In a recent development, the Dewan Bahasa dan Pustaka (The government Language Planning Agency) has ruled that the ‘sebutan baku Bahasa Melayu’, translated as the standard pronunciation of Malay, must be based on literary Malay. This requires that the word must be pronounced more in accordance with its orthographic representation. From a linguistic point of view, such a stance is purely prescriptive. As is well known, linguistics is a descriptive discipline, not a prescriptive one. Thus, for the purposes of the present study, I consider the schwa-variety or the Johore-Riau Malay as the dialect most representative of contemporary standard Malay pronunciation, and not the prescriptive variety that is associated with literary Malay.

1.3 Statement of the problem

In current theories of phonology and morphology, in particular Prosodic Morphology (McCarthy & Prince 1986 et seq.), reduplication is essentially considered part of affixational morphology. Unlike ordinary affixes, the reduplicative affix is phonologically unspecified, receiving its phonemic content through copying the melodic material of the base. The goal of Prosodic Morphology, as argued in McCarthy and Prince (1995b), is to derive the properties of reduplication and kindred phenomena from general principles of phonology and morphology, reducing and ultimately eliminating the principles that are specific just to reduplication. Thus, the regularities of reduplication and similar phenomena should be derived from (i) general properties of phonology, (ii) general properties of morphology, and (iii) general properties of the interface between phonology and morphology.

As far as Malay reduplication is concerned, the aspects (i) and (iii) have been underdescribed and understudied. This is arguably because, unlike ordinary affixation, reduplication is associated with a lot of apparently exceptional phonological behaviour, which are very difficult, if not impossible, to capture under the traditional rule-based analysis.

Farid's (1976) PhD dissertation, published in 1980, remains the most comprehensive research to date on aspects of Malay phonology and morphology. In addition to prefixation and suffixation, he examines the phonological aspects of reduplication quite extensively. Farid’s analysis of reduplication is couched in the standard linear rule-based approach of Wilbur’s (1973a) Global Theory.

With the advent of multilinear phonology, Farid’s work was re-examined and reanalysed in Teoh’s (1988) PhD dissertation, published by Dewan Bahasa dan Pustaka in 1994. Given the insights afforded by multilinear phonology, Teoh argued that the new analysis is superior and more adequate, and that its account fulfils the requirements of descriptive, observational and explanatory adequacy. Nevertheless, the superiority of the non-linear analysis over the linear one was not been demonstrated in the domain of reduplication, which was disregarded in Teoh’s work. Thus, Farid’s linear account of the phonology of reduplication remains to date unchallenged.

As argued in the literature, the interaction between phonology and morphology in reduplication gives rise to reduplicative patterns which are commonly dubbed overapplication, underapplication and normal application (Wilbur 1973; Marantz 1982; Carrier 1979; McCarthy & Prince 1995). Overapplication refers to the case in which both the base and the reduplicant undergo the same phonological alternation, although the regular
triggering condition is found in just one of them (i.e. /məŋ+ tari/ → [mənari-nari]). It is examined quite extensively in Farid (1980).

Remarkably, two other reduplicative patterns which are well attested in the language are overlooked by him. These are underapplication — where a regular phonological effect fails to apply to the base or the reduplicant when the relevant environment is found only in one or the other — and normal application — where both the base and the reduplicant are phonologically well-behaved, as the rule in Farid's term applies whenever its environment is satisfied.

Interestingly, over-, under- and normal application can be triggered by a single phonological rule. In other words, the same phonological rule in Farid’s term can apply in three different reduplicative modes. This situation is very difficult, if not impossible, to account for under the Global Theoretic approach, and therefore the account in Farid (1980) is descriptively and explanatorily inadequate. Descriptively, it fails to account for how the same rule can overapply in some environments, and either normally apply or underapply in others. Explanatorily, it cannot spell out the conditions that determine such different reduplicative effects.

In addition to reduplication, phonological irregularities, more specifically phonological opacities do occur in suffixation and root internal domains. This fact has not been satisfactorily explained in previous studies. Even worse, the generalisations have simply been overlooked or misinterpreted.

It has been observed that the suffix boundary is opaque to visibly active effects such as Nasal Assimilation and Nasal Coalescence. Since no plausible solution can be offered under the rule-based analysis, this peculiar behaviour has been treated as an exception (cf. Farid 1980). It is also observable that regular effects such as Nasal Deletion, r-Deletion, Glottal Epenthesis are inapplicable root internally. This fact, however, is either overlooked or misinterpreted in Farid (1980) and Teoh (1994).

In conclusion, the phonology of reduplication, suffixation and root in Malay is faced with certain apparent phonological irregularities. These phenomena have not been satisfactorily captured and accounted for in the previous studies. The irregular behaviour is treated either as an exception or the facts are either simply overlooked or else misconstrued.

1.4 Review of previous studies

Malay reduplication has been studied by many linguistic investigators. Most of them approach reduplication from the perspective of morphology. Thus, their descriptions are basically focused on the classification of forms, grammatical functions and meanings of these reduplicative words. Some substantial works are Abdullah (1974, 1986), Asmah (1975), Nik Safiah, Farid and Hashim (1989) and Hashim (1993). It must be mentioned that there are also some substantial works on the phonology and morphology of the dialects of Malay, most of which are published and unpublished theses and dissertations. Among the most informative sources are Zainal (1964), Hendon (1966), Zahara (1966), Musa (1974) and Zaharani (1991).

Although some aspects of phonology are briefly discussed in Abdullah (1974) and Hashim (1993), the rules they discuss are only applicable to ordinary affixations, such as prefixation and suffixation. The effects of phonological rules on reduplication have not been precisely discussed and explained. This aspect has not been seriously studied, arguably because reduplication is not considered a part of affixational morphology, and because it is not subject to the regular phonology.
Concerning Malay phonology, some substantial works that are cited in the literature are Yunus (1980), Farid (1980) and Teoh (1994). Yunus (1980) is in the old taxonomic framework. His description focuses mainly on the inventories and distributions of phonological segments. Yunus (1980:2, 51) claims that the Malay phonemic inventory consists of 6 vowels — /i, u, e, o, a/ and 19 consonants — /p, b, t, d, ċ, j, k, g, ?, s, h, m, n, ŋ, ŋ, l, r, y, w/. Each segment is provided with a brief articulatory description and its distribution within words is exemplified in three different environments, namely word initially, medially and finally.

Yunus also discusses the syllable briefly and affirms that Malay is a language with a (C)V(C) syllable structure. He observes that most of the roots in the language are disyllabic: monosyllabic and polysyllabic roots are said to be very rare, and are generally borrowed. One notable shortcoming of Yunus's description is that phonological phenomena of segmental alternations, in particular morphophonemic alternations are disregarded. This is expected within the taxonomic approach, as morphophonemics is not treated as part of the phonology component.

Farid's (1980) description is couched in the framework of generative phonology, as indicated by the title. His study attempts to describe certain phonological and morphological alternations found in the language, so as to make that description as revealing of the processes of Malay phonology and morphology as possible. As a rule-based approach, the regularities are captured and formalised into rules by using the formalism of the standard linear analysis.

Under Farid's analysis, the glottal stop is not regarded as part of the underlying phonemes due to the fact that its occurrence is highly predictable. Farid's phonemic inventory, therefore, is slightly more economical than Yunus's: 18 consonants and 6 vowels. With respect to syllable structure, both of them agree that Malay is a (C)V(C) language.

When a multilinear framework became prevalent in phonological theory, Farid's (1980) work was re-examined by Teoh ([1988]1994). The earlier linear representations of standard generative phonology are expanded in various multilinear ways. For instance, vowels and consonants are represented in the hierarchical model of Sagey (1986), and underlying segments are organised hierarchically into syllable structures built by an ordered series of basic syllabification rules in the style of Steriade (1982) and Levin (1984). Similarly to Yunus (1980), Teoh (1994:12&52) affirms that Malay has 19 consonants and 6 vowels in its phonemic inventory.

Contrary to Yunus (1980) and Farid (1980), Teoh (1994) claims that the basic syllable structure of Malay is CV(C), the requirement for onset is obligatory in this language. Given the insights afforded by multilinear phonology, Teoh (1994) noted that the Malay phonological phenomena can be accounted for in an observationally and explanatory adequate manner if the CV(C) assumption is adopted. Both Farid (1980) and Teoh's (1994) accounts will be reviewed in further detail in the appropriate chapters, particularly when the issues become relevant to the exposition.

As noted, Farid's (1980) pioneering work, which used Wilbur's (1973a) Global Theory, remains to date the only comprehensive study on the phonology of Malay reduplication. Following the assumption of the standard theory, he approaches reduplication as a morphological rule whose application precedes that of the phonological rules. After reduplication has applied, phonological rules scan both the input base and the output reduplicant to check for satisfaction of their structural descriptions. If the condition is met, either in the base or in the reduplicant, both the elements undergo the same phonological alternation. This behaviour is generally referred to as overapplication.
As I have commented earlier, there are two other attested reduplicative patterns namely underapplication and normal application which are disregarded in Farid’s work, arguably because they cannot be accounted for under the global theoretic approach. Farid’s (1980) analysis will be reviewed in more detail when we discuss reduplication in Chapter 5.

Subsequently, in their joint work on Correspondence Theory, McCarthy and Prince (1995b), reexamine one of Farid’s overapplicational patterns, which involves a phonological rule of so-called Vowel Nasalisation. They view this overapplicational effect as interactional overapplication, where the base both triggers and undergoes the same phonological alternation. McCarthy and Prince (1995b) point out that this kind of interaction between phonology and reduplication is only possible in a theory with parallel evaluation of fully output structures, such as Correspondence Theory, which is set within Optimality Theory.

Since their analysis on the phonology of Malay reduplication is not extensive, they missed the important observation that Vowel Nasalisation occurs in the reduplicative pattern of normal application as well. It is apparent that these two patterns cannot be accounted for by the hierarchical ranking proposed in McCarthy and Prince (1995b). To overcome this drawback, I propose a different type of constraint ranking. The discussion of this matter will be presented in Chapter 5.

1.5 Data and methodology

As mentioned in §1.2, Johore Malay is generally considered the standard dialect of Malay. Consequently, previous phonological studies, in particular Yunus (1980), Farid (1980) and Teoh (1994), are based on Johore Malay, and Farid (1980) explicitly states that he is a native speaker of this dialect.

Following this tradition, my description is also based on Johore Malay. Specifically, the sources of this study are as follows:

(i) Johore Malay data used in the previous literature, in particular Yunus (1980), Farid (1980) and Teoh (1994)
(ii) My own observations
(iii) and my own intuitions as a speaker of general Malay

The relevant data were transcribed phonetically. Words were next segmented into their constituent parts, namely, roots, prefixes and suffixes, in order to identify the various alternants of a single morpheme. The various alternants of a morpheme were examined to look for a pattern to the alternation. Such patterns of alternation are analysed in the main body of the thesis using the theoretical framework of Optimality Theory.

1.6 Purpose and scope of this study

The primary aim of the present study is to examine and to account for the regularities in Malay reduplication and incorporate them in the general properties of phonology, as well as in the general properties of the interface between the phonology and the morphology of the language. As noted, this aspect of reduplication has been underdescribed and understudied. This study focuses on one particular type of reduplication, generally called root reduplication — a process of copying the base root, and most often in conjunction with prefixation and suffixation.
Root reduplication is the most productive and versatile type of reduplication in the morphology of the language. Besides being associated with a variety of semantic nuances, the various combinations of reduplication and affixation give rise to a number of significant reduplicative patterns. This latter aspect of reduplication will be scrutinised extensively in this study, and not so much their semantic interpretations. It is apparent that some of these regular patterns are overlooked in Farid's (1980) ground-breaking study. One of the main aims is to describe all the reduplicative patterns observed in the language, which will subsequently lead to a revealing description of the phonology of Malay reduplication.

This study is couched in the theoretical framework of Correspondence Theory (McCarthy & Prince 1994, 1995b), set within the constraint-based approach of Optimality Theory, where the relations between Input-Output Faithfulness and Base-Replicant Identity are treated equally and formalised into a broadly identical set of formal constraints. Constraints of the two types are distinct, and therefore they are separately ranked in the hierarchy.

I shall demonstrate that the present analysis can account for all the reduplicative patterns in the language quite systematically and naturally, the emergence of each type being a consequence of the output candidate best satisfying the language’s constraint hierarchy. The constraint-based account is superior to the rule-based analysis, in the sense that it fulfils the requirement of observational, descriptive and explanatory adequacies (Chomsky 1968).

This study also examines certain aspects of Malay phonology and the interface between phonology and morphology in suffixation and prefixation, as they become relevant to the present discussion. The particular aspect of phonology that comes under scrutiny is the segmental phonology, which includes phonological alternations and distributional restrictions.

With respect to this, the present study will reinterpret and reformalise the regular phonological phenomena which were previously formalised in terms of input-driven rewrite rules, into output well-formedness constraints. It will become evident that the present analysis must be preferred, as it manages to capture the generalisations more adequately. Furthermore, it can account for phenomena which are problematic under the previous rule-based analysis. One important aspect that has not been satisfactorily accounted for in previous analyses involves the irregularities which occur in the domain of suffixation and roots. This irregular behaviour is treated as an exception, and in certain cases the facts have been overlooked or misinterpreted.

Similarly to the case of reduplication, the effect of phonological irregularity is straightforwardly accounted for as the outcome of best satisfying the language’s constraint hierarchy. In other words, the regular visibly active constraints have to be violated in order to ensure the satisfaction of a more dominant constraint in the hierarchy.

1.7 Theoretical background

This section presents an overview of the fundamental ideas and the essential architecture of Optimality Theory (henceforth OT) (Prince & Smolensky 1993; McCarthy & Prince 1993a), the theoretical approach adopted in this study. The pivotal analytical proposal of OT is that a grammar is a hierarchical ranking of well-formedness constraints. These constraints are specified in the Universal Grammar, and individual grammars are constructed by imposing a language-particular ranking on those universal well-formedness constraints.

The distinguishing feature of OT with respect to other constraint-based approaches is that it allows violation of the those universal constraints. Lower ranked constraints can be minimally violated in order to assure the satisfaction of higher ranked constraints. Universal
Grammar, according to McCarthy and Prince (1994:334) must include at least the following components:

(1) **Con**: The set of constraints out of which grammars are constructed.

**Gen**: A function defining, for each possible input \( i \), the range of candidate linguistic analyses available to \( i \).

**Eval**: A function that comparatively evaluates sets of forms with respect to a given constraint hierarchy \( \Gamma \), a ranking of Con.

As mentioned, with the advent of OT, the formalisation and the explanatory burden of linguistic generalisation have substantially been shifted from input-driven rewrite rules to output well-formedness constraints. Accordingly, this shift demonstrates a drastic change in how the relation between the input and output phonological forms is interpreted.

In the rule-based approach, as established in the standard theory of generative phonology propounded by Chomsky and Halle (1968) and many later works that build on it, the representation starts with an underlying form and is mapped to a surface form in a step-by-step procedure through a series of rules in a derivation. Each rule has a specific structural description and structural change. The output of each rule contributes as the input to the next one (i.e. intermediate representation), and finally the result of the derivation is the surface form.

In the constraint-based approach of OT, the actual surface output of the underlying input is selected from among a large set of potential surface forms commonly referred to as candidates. The selection is based on the well-formedness constraint system evaluation.

Schematically, the representational structure of a grammar in OT can be summarised as in (2) (McCarthy & Prince 1993a, 1994). This grammar pairs input /in/ with output \([\text{cand}_k]\).

\[
\begin{align*}
\text{GEN (in)} &= \{ \text{cand}_1, \text{cand}_2 \ldots \} \\
\text{EVAL (\{cand}_1, \text{cand}_2 \ldots \}) &\rightarrow \text{cand}_k \text{ (the output, given in)}
\end{align*}
\]

The function GEN (short for generator) will provide each input (underlying representation) with a large set of possible candidate outputs (surface representation) which is in principle infinite. According to Prince and Smolensky (1993), GEN produces candidate surface forms based on very general conditions. For the purposes of this study, the candidates generated by GEN will consist of all possible syllable parsing and segmental copying of an underlying form.

The function EVAL (short for evaluation) will assess the well-formedness of each member of the whole candidate set. The candidate that best satisfies or least violates the constraint system is termed optimal or most harmonic, and constitutes the actual surface form attested in the language.

In summary, there are five basic tenets of OT (McCarthy & Prince 1994:335).

(3) (i) **Universality** — UG provides a set Con of constraints that are universal and universally present in all grammars.

(ii) **Violability** — Constraints are violable; but violation is minimal.

(iii) **Ranking** — The constraints of Con are ranked on a language-particular basis; the notion of minimal violation is defined in terms of this ranking. A grammar is a ranking of the constraint set.

(iv) **Inclusiveness** — The constraint hierarchy evaluates a set of candidate analyses that are admitted by very general considerations of structural well-formedness.
Parallelism — Best-satisfaction of the constraint hierarchy is computed over the whole hierarchy and the whole candidate set. There is no serial derivation.

In what follows I shall illustrate schematically the notion of constraint interaction in the constraint hierarchy. To begin with, let us assume that there is a language L with two universal constraints A and B. The grammar of L is constructed depending on how A and B are ranked with respect to each other.

Like any grammar, the grammar of L will pair underlying forms with surface forms: GEN produces a set of possible candidate outputs, and EVAL selects the optimal one that is the candidate that best satisfies the constraint ranking. Suppose that for an underlying form /input/, there are two possible candidate surface forms namely [cand1] and [cand2], and that [cand1] is the actual surface form. If [cand1] and [cand2] are compatible, that is, one satisfies both A and B, while the other violates them, then there is nothing significant, and the notion of constraint ranking becomes irrelevant.

The ranking of constraints is crucial when there is a disagreement between [cand1] and [cand2], in particular when they are in a conflict situation with respect to the satisfaction and violation of A and B. For instance, [cand1] satisfies A and violates B, whereas [cand2] satisfies B and violates A. The two constraints oppose each other, where the satisfaction of one constraint leads to the violation of the other. This conflict is resolved by ranking the constraints in a strict dominance hierarchy (cf. Prince & Smolensky 1993a). Since [cand1] is, by assumption, the actual surface form, this suggests that the grammar of L requires that constraint A dominates constraint B (i.e. A >> B). In other words, A is ranked higher than B in the constraint hierarchy for L. In OT, the constraint ranking is represented in the form of a constraint tableau, which is a useful calculational device, as illustrated below.

(4) Constraint tableau, A >> B, /input/ → [cand1]

<table>
<thead>
<tr>
<th>Candidates</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. [cand1]</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. [cand2]</td>
<td></td>
<td>!</td>
</tr>
</tbody>
</table>

The tableau in (4) introduces some useful conventions, as follows: (i) constraints are represented in their domination order from left to right, that is the highest-ranked constraint is arranged in the leftmost column; (ii) possible candidates are listed in vertical order; (iii) constraint violation is marked by '*', and constraint satisfaction is unmarked; (iv) constraint violations accompanied by an exclamation mark '!' suggest a fatal violation which is responsible for the elimination of a candidate; and (v) the optimal candidate output is signalled by a pointing finger 'ظروف'.

The suboptimal candidate in (4) [cand2] is ruled out as it fatally violates A. The optimal candidate [cand1] avoids this violation at the expense of violating the lower-ranked B. This violation is, however, not significant since the victor has already been determined. As suggested in Optimality Theory, once a victor emerges, the remaining lower ranked constraints become irrelevant: whether the sole surviving candidate obeys them or not does not affect its grammaticality.

There are other ways where candidate outputs can interact, in particular when there is a tie with respect to the satisfaction or violation of a given constraint. Candidates are in a tie position when both of them pass or fail the higher ranked constraint equally. In this situation, the decision is made by consulting the next available constraint in the hierarchy.
As can be seen in (5), candidates [cand₁] and [cand₂] both satisfy the higher ranked constraint A equally, and this constraint cannot contribute to a decision between them. Due to this tie relation, the next constraint in the hierarchy, that is B, must be referred to. At this stage, [cand₁] fatally violates B, while [cand₂] satisfies B. Hence, the latter is pronounced as the winner.

In (6), a tie relation occurs when both candidates violate the high ranked constraint A equally. Similarly, A cannot determine the optimal form, therefore the evaluation has to consult B. [cand₁] passes B, while [cand₂] fails B, and hence the former is more harmonic than the latter. This interaction reveals that constraint violation is not essentially the end of a candidate's chances. A violation of a constraint can be fatal only when there are other competitive candidates that satisfy it.

Another type of interaction that must be considered concerns multiple violations of a single constraint in the grammar. In this case the violation is assessed gradiently, rather than categorically. Suppose another underlying form /input/ from L produces the following candidate outputs:

Candidates [cand₁] and [cand₂] tie on A, and as expected, the evaluation goes to B to determine the optimal output. As shown, [cand₁] is more harmonic, because its accumulated violations of B are less as compared to the failed candidate [cand₂]. B is violated minimally here, and by the evaluation of minimal violation, [cand₁] emerges as the victor.

It must be mentioned that, as noted in McCarthy and Prince (1993a:88), constraint violations are not counted, but are merely a comparison more versus less, that is a matter of ordering and not of quantity (cf. Prince & Smolensky 1993). In this case, [cand₁] and [cand₂] are compared for violations with respect to B. At the first stage, both are violating B equally, so they are in a tie position. They are subject to B again, and on this second pass, [cand₁] spares A, but [cand₂] does not. Constraint B now rules out [cand₂] in favour of [cand₁].

It is important to note that not all constraints are crucially ranked. Constraint ranking becomes relevant only in the case of potential conflict, that is, a satisfaction of one constraint leads to a violation of another in a nonoptimal candidate. When constraints do not conflict,
they are not ranked with respect to each other. This type of interaction is represented by a dotted vertical line in the tableau.

(8) \[ A, B \gg C, /\text{input}_m/ \rightarrow [\text{cand}_1] \]

<table>
<thead>
<tr>
<th>Candidates</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. [ \neg [\text{cand}_1] ]</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. [ [\text{cand}_2] ]</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>c. [ [\text{cand}_3] ]</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>

Violations of A and B are regarded as equal because interchanging these constraints makes no difference to the outcome. Both candidates \([\text{cand}_2]\) and \([\text{cand}_3]\) are not the optimal output, and thus their interaction is not significant. As noted in McCarthy and Prince (1993a), the potential conflict between constraints over the ill-formed candidates is, as a matter of principle, of no interest. In the case of C, it has to be ranked with respect to A and B because the decision is called upon C.

1.8 Structure of this book

The present study is organised into six chapters. The organisation of the remaining chapters is as follows. Chapter 2 discusses the general properties of the Malay syllable and examines how syllable structure plays a significant role in governing and conditioning most of the phonological phenomena in the language.

Chapters 3 and 4 investigate the phonology and morphology interface in suffixation and prefixation, respectively. It is apparent that the morphophonological behaviour of suffixation in this language is quite distinct both in character and degree of generality from prefixation. Processes that are visibly active at the stem-suffix juncture are inapplicable at the prefix-stem boundary, and vice versa.

The phonological asymmetry between prefixation and suffixation is accounted for in the present study as a consequence of a candidate output to best satisfy the constraint hierarchy, particularly with respect to prosody-morphology interface constraints which govern the interactions at the morpheme boundaries.

After presenting the background phonology of the language, Chapter 5 investigates how the phonology interacts with the morphology in the process of reduplication. The particular type of reduplication that comes under scrutiny is Root Reduplication — a process of copying the base root, most often in conjunction with prefixation and suffixation. The various combinations of reduplication and affixation give rise to a number of interesting phonological properties which will be examined and accounted for.

The analysis of Malay reduplication is couched in the theoretical framework of Correspondence Theory (McCarthy & Prince 1994, 1995b), set within the constraint-based approach of OT. Earlier in this chapter, I present a brief introduction to the fundamentals of Correspondence Theory. The Correspondence Theory of reduplication comes in two models, namely, the Full Model and the Basic Model. In the present study I adopt the Basic Model approach.

After a brief overview of reduplication in the language, I move to the core focus of this study, that is, to examine and account for the phonology of Malay reduplication.
Phonological regularities in reduplication are exemplified with three types of canonical patterns, commonly dubbed overapplication, underapplication and normal application.

Chapter 5 will demonstrate that the parallelist Correspondence Theory can account for all the three reduplicative patterns observed in Malay. Over-, under- and normal application are regulated under a single constraint hierarchy. All the possible candidate outputs are evaluated symmetrically and simultaneously with respect to this ranking. This suggests that neither the base nor the reduplicant has serial priority in the interaction. As theoretically expected, the optimal form is always the candidate that best satisfies the ranking hierarchy.

Finally, in Chapter 6 I briefly summarise the general findings of this study. These concern phonology, the interface between phonology and morphology, and aspects of reduplicative phonology. In the concluding remarks, I note that there are interesting phonological regularities in Partial Reduplication and Nasal Coalescence not explored here, and left for future research.
2 Syllable structure and syllabification

2.1 Introduction

In this chapter I shall examine the aspects of Malay phonology which are governed and conditioned by syllable structure and syllabification. As generally accepted, syllable structures are not present in the lexical representation, and are derived in the course of phonological derivation. Section 2.2 briefly outlines how the process of syllabification is construed in the framework of OT.

It is a well established fact that the sonority hierarchy plays a major role in determining the nucleus and margins of the syllable. Vowels are more sonorous than consonants, and basically make more harmonic nuclei and less harmonic margins. Within the vowels, the high vocoids are less sonorous, and therefore they can potentially qualify as margins. In the literature, high vowels in the margins are referred to as ‘glides’, and claimed to be members of the underlying inventory of contrasting phonological segments in the language (Abdullah 1974; Yunus 1980; Farid 1980; Teoh 1994). In §2.3 I shall argue that there are no such segments as ‘glides’ in Malay, as there are no phonological grounds for establishing them.

Malay generally requires that every surface syllable must have an onset. Underlying hiatus is resolved by c-epenthesis. Although this requirement is generally observed, it can be violated in certain environments. This fact is well observed and attested in Yunus (1980), but is not satisfactorily accounted for in the analyses of Farid (1980) and Teoh (1994). Section 2.4 demonstrates that this generalisation can be captured satisfactorily under the OT account.

Despite the fact that the Malay syllable may have a single member coda, there is a restriction in the language which prohibits a small class segments from occupying the coda position. This is reflected in various forms of alternations. The prohibition of some segments in the coda is governed by the Syllable Coda Condition (Itô 1986), and this will be explored in §2.5.

It has been previously proposed that Johore Malay has a rule, the so-called Vowel Lowering, which changes high vowels to mid-vowels in the environment of a closed final syllable. In §2.6 I shall argue that there is no strong phonological evidence or motivation for postulating such a rule, and therefore it should be discarded in the Malay grammar. In my analysis, mid-vowels are present underlingly in that environment.
2.2 Basic syllable structure and syllabification

It has long been claimed that the basic structure of the Malay syllable is (C)V(C) (Abdullah 1974; Yunus 1980; Farid 1980). Typologically, this language belongs to a class of languages which Clements and Keyser (1983) refer to as a type IV group that has four basic syllable structures, namely V, VC, CV and CVC. This claim, however, has been rejected by Teoh (1994) who claims that Malay is a type III language with a CV(C) syllable structure, and that every syllable must have an onset.

In contrast with Teoh (1994), I am more inclined towards the earlier proposal that Malay syllable is (C)V(C). The language generally requires that every surface syllable must have an onset. Despite the fact that this requirement is generally observed, it can be violated in certain environments, in particular word initially and root internally.

I postulate that Malay has 16 underlying consonants — /p, b, t, d, k, g, tʃ, dʒ, s, h, m, n, ɲ, j, l, r/1 and 6 underlying vowels — /i, u, e, o, a, a/. This inventory is more economical than the ones proposed before (i.e. Farid (1980) — 18 consonants 6 vowels; Abdullah (1974), Yunus (1980) and (Teoh 1994) — 19 consonants 6 vowels).

As mentioned above, the sonority hierarchy plays a major role in determining the nucleus and margins of the syllable. Vowels are more sonorous than consonants, and basically make more harmonic nuclei and less harmonic margins. In Malay only vowels are permitted in the syllable nucleus position, whereas consonants are variably associated with the syllable margins, namely onset and coda. Each syllabic constituents (e.g. onset, nucleus, coda) can only be occupied by a single segment, suggesting that the language disfavors segmental clusters.

As commonly accepted by most phonological theories, syllable structures are not present in the lexicon, and are derived in the course of phonological derivation. Within the OT framework, the process of syllabification is a matter of choosing the optimal output from among the possible analyses, rather than algorithmic structure building (Prince & Smolensky 1993:15). Syllable structure is generated in the same way as any other grammatical property by the function GEN, which produces a set of candidates with various possibilities of syllable parsing from each unsyllabified input. These possible candidates are then evaluated in parallel by the function EVAL based on a language particular constraint hierarchy. As expected, a candidate that minimally violates the constraints in the hierarchy is termed optimal and pronounced as the true output.

In early OT (Prince & Smolensky 1993; McCarthy & Prince 1993a), syllabification is construed as a process of incorporating segments into higher prosodic constituents. Phonological elements are said to be ‘parsed’ when they are associated and dominated by the appropriate node of the prosodic hierarchy, and this is controlled by a formal constraint called PARSE. As a family of constraints, PARSE provides a number of constraints that ensure parsing, such as PARSE-SEGMENT which requires that all segments must belong to moras and PARSE-M which demands that all moras be parsed into syllables. A constraint family is a group of similar and related constraints which are all built from a single broad concept (i.e. PARSE) but they are separately rankable in the hierarchy.

With the advent of Correspondence Theory (McCarthy & Prince 1995b), the earlier faithfulness constraints of the PARSE family have been subsumed under the MAX constraint.

---

1 This consonant sound inventory has often been regarded as the primary consonants or native consonant sounds. In addition, there are also secondary or loan consonants, namely fricative sounds /ʃ, ʒ, θ, ð, z, j, x/ which may occur in borrowed words mainly from Arabic and English. These loan consonants are retained only in the speech of educated group, but for most speakers in general they are simply being replaced by the closest native equivalent sounds (see Farid 1980:19 and Yunus 1980:88).
family which requires that every segment of $S_1$ (input/base) has a correspondent in $S_2$ (output/reduplicant). PARSE-SEGMENT is now reformulated as MAX-IO, which demands that every segment of the input must have a correspondent in the output.\footnote{The correspondence relation that involves a base and reduplicant will be discussed in Chapter 5.} A process of phonological deletion is reckoned as a violation of MAX-IO.\footnote{The crucial difference between violating PARSE-SEGMENT and MAX-IO is that in the former case the unrealised surface segment is not deleted, but remains unparsed (marked by an angle bracket < >). This is due to the principle of Containment which forbids any deletion of input materials. In the latter case, however, this is interpreted as phonological deletion.} Similarly, PARSE-11 can be reformulated as MAX-IO-11.

The process of syllabification is primarily an interaction of the faithfulness constraint MAX-IO and the syllable structure constraints, such as ONSET, NO CODA and *COMPLEX, which are formally defined as follows:

\begin{equation}
\text{(9) Syllable structure constraints (Prince & Smolensky 1993)}
\begin{align*}
\text{ONSET} & \quad \text{Syllables must have onsets} \\
\text{NO CODA} & \quad \text{Syllables must not have a coda} \\
*\text{COMPLEX} & \quad \text{No more than one segment may associate to any one syllabic constituent (i.e onset, nucleus, coda)}
\end{align*}
\end{equation}

Let us first consider the interaction between MAX-IO and the syllable structure constraint NO CODA. It is apparent that MAX-IO and NO CODA can be in a relation of conflict which means that there are pairs of competing candidates on which the two constraints are in disagreement. One of the candidates (the actual output form) must emerge as optimal.

As noted, MAX-IO demands that all the input segments must appear on the surface regardless of whether the form has an illicit syllable structure, for instance a syllable with a coda. This is to ensure that all underlying segments are parsed. On the other hand, NO CODA disallows any coda element. Since Malay is a (C)V(C) language which optionally allows codas, the relevant ranking is: MAX-IO dominates NO CODA. This conclusion is illustrated in the following tableau (syllable boundaries are marked by a full stop '.').

\begin{equation}
\text{(10) MAX-IO >> NO CODA - /pasti/ 'sure, certain'}
\begin{tabular}{|l|c|c|}
\hline
/pasti/ & MAX-IO & NO CODA \\
\hline
a. pa.ti & *! & \\
\hline
b. pas.ti & * & \\
\hline
\end{tabular}
\end{equation}

Tableau (10) shows that faithfulness to the underlying form by parsing all the input segments leads to a violation of a syllable structure constraint. Generally, such a violation can be avoided by vowel epenthesis, which is one way of ensuring that all the input segments are parsed, and concurrently satisfying the NO CODA syllable structure constraint.

In standard OT analysis, epenthesis is governed by another faithfulness constraint called FILL (Prince & Smolensky 1993; McCarthy & Prince 1994), which states that all nodes of syllable structure must be filled by underlying segments. In the Correspondence Theoretic approach, this constraint is subsumed under the DEP constraint family which demands that every segment of $S_2$ (output/reduplicant) has a correspondent in $S_1$ (input/base). FILL is now reformulated as DEP-IO, which requires that every segment of the output must have a correspondent in the input.
DEP-IO can also be in a conflict relation with NO CODA. The latter requires a syllable without any coda, and this can be achieved by inserting an epenthetic schwa interconsonantally. The former, by contrast, favours a nonepenthetic form, even if it has an illicit syllable structure. In Malay, DEP-IO clearly outranks NO CODA. The interaction is shown in the tableau below.

(11) \[ \text{DEP-IO} \gg \text{NO CODA} \]

<table>
<thead>
<tr>
<th>/pasti/</th>
<th>DEP-IO</th>
<th>NO CODA</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. pa.sa.ti</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. pas.ti</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

Another possible form that should be considered is [pa.sti]. In this candidate, the intervocalic consonant cluster /s/ and /t/ are both parsed to the second syllable, creating a complex structure in the onset node. Considering the available constraints developed in (10) and (11), this candidate obeys all their requirements, and thus it would be the most harmonic. However, this is not the correct surface form. It must then be the case that another constraint is crucially involved in ruling out this candidate, and this constraint must be more dominant. The relevant constraint that plays a crucial role here is *COMPLEX which bans the occurrence of clusters in any node of the syllable structure. This constraint is unviolated, therefore undominated in the hierarchy.

(12) \[ \text{*COMPLEX} \gg \text{NO CODA} \]

<table>
<thead>
<tr>
<th>/pasti/</th>
<th>*COMPLEX</th>
<th>NO CODA</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. pa.sti</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. pas.ti</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

Malay loan phonology offers a good piece of evidence that *COMPLEX is highly respected in the language. Borrowed lexical items containing clusters are generally resolved by schwa epenthesis and C-deletion. For example, English words like stamp, glass, class, club, post are realised as [s;tæm], [g;læs], [bIas], [blap] and [pos], respectively.4

It must be mentioned that in principle, MAX-IO, DEP-IO and *COMPLEX are also in a conflict situation with respect to each other. For instance, *COMPLEX disallows complex onset such as [pa.sti], and this can be resolved either by C-deletion (i.e. [pa.ti]) or by V-epenthesis (i.e. [pa sa.ti]). The satisfaction of *COMPLEX by the former compels a violation of MAX-IO, whereas the latter involves the DEP-IO violation. MAX-IO demands that all the input segments must appear on the surface regardless of whether the syllable contains an illicit consonant cluster (i.e. [pa.sti]). Likewise, DEP-IO requires a nonepenthetic form even though that form has an illicit consonant cluster.

The potential conflict between the three constraints, however, is not significant because all the three candidates are ill-formed. In this case the constraints at hand are not crucially ranked with respect to each other. Conventionally, this kind of interaction is indicated by a dotted line in the tableau.

---
4 It must be noted that in literary Malay, particularly under the new spelling system 1975 (Pedoman Umum Bahasa Malaysia) consonant clusters in borrowed words are preserved in the orthography. However, in the old spelling system (Ejaan Sekolah), such clusters are not permitted.
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(13) *COMPLEX, MAX-IO, DEP-IO >> NO CODA

<table>
<thead>
<tr>
<th>/pasti/</th>
<th>*COMPLEX</th>
<th>MAX-IO</th>
<th>DEP-IO</th>
<th>NO CODA</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. pa.sti</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. pa.ti</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. pa.so.ti</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>d. pas.ti</td>
<td></td>
<td></td>
<td></td>
<td>*!</td>
</tr>
</tbody>
</table>

After evaluating NO CODA, let us assess the position of ONSET as it interacts with the faithfulness constraints MAX-IO and DEP-IO. Malay generally requires that every surface syllable must have an onset. Underlying vowel sequences derived by morphemic concatenation can never be faithfully syllabified. For instance, a morphological process of prefixation that brings together /V+V/, cannot be syllabified heterosyllabically as [V.V], since it produces an onsetless syllable, a clear violation of ONSET. The hiatus is then resolved by C-Epenthesis. The examples in (14) show that the vowel clusters surface as a heterosyllabic sequence separated by a glottal stop.

(14) /di + ubah/ [di?ubah] 'to move (passive)'
     /di + ikat/ [di?ikat] 'to tie (passive)'
     /d3uru + af{ara/ [d3uru?at{ara] 'master of ceremony'
     /s? + indah/ [s?indah] 'to be as beautiful as'
     /s? + elok/ [s?elo?] 'to be as pretty as'
     /k? + ibu + an/ [k?ibuwan] 'motherhood'
     /k? + omas + an/ [k?om?asan] 'golden'

The occurrence of epenthetic glottal stops intervocally in the above examples is triggered by the ONSET requirement. Obedience to ONSET compels a violation of DEP-IO, as the output glottal stop has no correspondent in the input form. The two constraints conflict with each other, and evidently DEP-IO must be dominated by ONSET.

(15) ONSET >> DEP-IO

<table>
<thead>
<tr>
<th>/di + ubah/</th>
<th>ONSET</th>
<th>DEP-IO</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. di.u.bah</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. di.?u.bah</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

Potentially, there are two other possibilities for ensuring ONSET satisfaction. The first candidate is *[du.bah], where one of the vocalic segments in the input undergoes the process of deletion. This leads to a violation of the faithfulness constraint MAX-IO, which ensures that all the input materials must surface in the output. Deleting a vowel to ensure ONSET satisfaction is never permitted in this language. However, it must be pointed out that a consonant can be deleted when it conflicts with the structural well-formedness constraint (see §2.5.3). Similarly, inserting a consonant is permissible (see 15b) but not a vowel (see 13c). The generalisation that can be deduced from this is that the deletion/insertion of a vowel and the deletion/insertion of a consonant have a very different status in Malay.

It is common cross-linguistically that vowels behave quite differently from consonants. In OT, this distinction is captured by positing two different and related constraints of MAX-IO and DEP-IO, namely MAX-IO_vow/MAX-IO_cons and DEP-IO_vow/DEP-IO_cons. These constraints...
resemble PARSE$^\text{CONSONANT}$/PARSE$^\text{VOWEL}$ and FILL$^\text{CONSONANT}$ and FILL$^\text{VOWEL}$ in early standard OT (Prince & Smolensky 1993). Constraints of these two types are distinct, and therefore they are separately rankable in the hierarchy. Given the facts of Malay, it is evident that the vowel faithfulness constraints, namely MAX-IO$^\text{VOW}$/DEP-IO$^\text{VOW}$ are highly ranked than the consonant faithfulness constrains MAX-IO$^\text{CONS}$/DEP-IO$^\text{CONS}$.

The second candidate is *[dju.bah], where the high vowel is parsed in the onset. Although this candidate spares ONSET, MAX-IO$^\text{VOW}$ and DEP-IO$^\text{CONS}$, it fatally violates the undominated syllable structure constraint *COMPLEX. The interaction between the four constraints is controlled by the following ranking: *COMPLEX, MAX-IO$^\text{VOW}$ >> ONSET >> DEP-IO$^\text{CONS}$. The first two constraints do not conflict, and therefore they are not crucially ranked with respect to each other.\(^5\)

\[(16) \quad *\text{COMPLEX}, \text{MAX-IO}^\text{VOW} >> \text{ONSET} >> \text{DEP-IO}^\text{CONS}\]

<table>
<thead>
<tr>
<th>/di + ubah/</th>
<th>*\text{COMPLEX}</th>
<th>MAX-IO$^\text{VOW}$</th>
<th>ONSET</th>
<th>DEP-IO$^\text{CONS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. di.u.bah</td>
<td>*</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. du.bah</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. dju.bah</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. di.?u.bah</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

In conclusion, the process of syllabification in OT involves choosing the most harmonic output between a set of candidates with various possibilities of syllable parsing based on the interaction of wellformedness constraints ranked on a language particular basis. Considering all the constraints we have discussed so far, we can establish the hierarchical ranking as follows: *\text{COMPLEX}, \text{MAX-IO}^\text{VOW} >> \text{ONSET} >> \text{DEP-IO}^\text{CONS} >> \text{NO CODA}.

In the rule-based analysis of Teoh (1994), Malay syllable structures are constructed in a step-by-step fashion. He adopts Levin's (1984) syllable structure and syllabification procedure, which has a strong resemblance to the X-bar syntactic structure, as represented in (17).

\[(17) \quad X \quad X \quad X \quad N \quad N' \quad N''\]

The syllable is construed as a projection of the syllabic nuclei which is represented as an N node. This nucleus node is immediately dominated by two other nodes, namely N' (the rhyme) and N'' (the syllable 'o'). The coda can be defined as the 'complement' (right sister) of the nucleus, dominated by the first projection of N', and the onset as the 'specifier' (left sister) of the syllable, dominated by the second projection of N''. In the case where N' and N'' projections are absent, the nucleus vowel functions as a complete constituent just like a syntactic head without any complement or specifier.

\(^5\) The phenomenon of Glottal Epenthesis at the prefix boundary will be discussed in more detail in Chapter 4, §4.2.1.
Technically, the procedural nature of syllabification in Teoh (1994) encounters some analytical problems. One noted criticism is that the incorporation of a post-nucleus melodic segment into syllable structure prior to the pre-nucleus segment contradicts the universally observed precedence of onset formation formally captured by many proposals such as the CV rule (Steriade 1982), the Maximal Onset Principle (Selkirk 1982), the Onset First Principle (Clements & Keyser 1983), the Onset Creation Rule (Hyman 1985), the Universal Core Syllable Condition (Ito 1986), and the Minimal Onset Satisfaction Principle (Roca 1994).

By incorporating Levin's (1984) view of syllable structure and Steriade's (1982) CV rule, Teoh (1994:27) posits that Malay basic syllable structures are produced by an ordered series of three syllable building rules, namely (i) a nucleus building rule, (ii) an onset building rule, and (iii) a coda building rule, which can be formalised as in (18).

(18) (i) Nucleus building rule — assign a vocalic segment to the nucleus.

\[
\begin{align*}
V & \rightarrow V \\
N & \rightarrow N \\
R & \rightarrow R \\
\sigma & \rightarrow \sigma
\end{align*}
\]

(ii) Onset building rule — assign a preceding consonant to the onset.

\[
\begin{align*}
C & \rightarrow C \\
V & \rightarrow V \\
N & \rightarrow N \\
R & \rightarrow O \\
O & \rightarrow O \\
\sigma & \rightarrow \sigma
\end{align*}
\]

(iii) Coda building rule — assigns a single free consonant to the coda of the preceding syllable.

\[
\begin{align*}
V & \rightarrow V \\
C & \rightarrow C \\
N & \rightarrow N \\
R & \rightarrow R \\
\sigma & \rightarrow \sigma
\end{align*}
\]

How this set of rules operates is illustrated in the following derivation.

---

6 It must be noted that the formalisation in (18) is much more complex than the one proposed by Teoh (1994:27). I enrich the representation for convenience of exposition.
Chapter 2

(19) /past/ ‘sure, certain’

(i) Syllabification Rule 1

(ii) Syllabification Rule 2

(iii) Syllabification Rule 3

Apparently, the procedural syllabification algorithm in (19) works satisfactorily if the underlying forms consist of a successive sequence of consonant and vowel segments, such as CVCV, CVCVC or CVCCVC, etc. In cases where the underlying forms contain sequences of vowels, particularly in combination with high vowels (e.g. /hairan/ 'surprised', /leuat/ 'late', /uagi/ 'fragrance'), an additional syllabification rule would then be required to reassign the nucleic high vocoid in the V-slot to a syllable margin in the C-slot (see §2.3.4 below). From the point of view of Prosodic Phonology, this additional rule is not phonologically motivated because the melodic segment, in this case the high vowel, has already been licensed. Therefore, it is not independently required by the syllabification algorithm.

2.3 ONSET satisfaction: vowel sequences and the syllabification of high vowels

As observed in relation to the data in (14) that underlying vowel sequences derived by morphemic concatenation cannot be syllabified heterosyllabically because it creates an onsetless syllable, an obvious violation of ONSET. The hiatus is then resolved by Glottal Epenthesis, and the price for this overparsing is a DEP-IOCONS violation. The schematic ranking that has been established is ONSET >> DEP-IOCONS.
Syllable structure and syllabification

Heterosyllabic parsing of vowel sequences within a morpheme is also disfavoured in the language. Underlying clusters with prevocalic, postvocalic and intervocalic high vowels cannot be syllabified heterosyllabically. For instance, underlying /HV, /VH/ or /NVHV/ (i.e. V stands for vowel and H for high vowel) cannot be parsed as [H.V], [V.H] or [V.H.V]. Unlike in the heteromorphemic case, the optimal way of resolving vowel sequences morpheme internally is not by Glottal Epenthesis, but by parsing the high vowels in the margin.

As mentioned, it is a well-known fact that the sonority hierarchy plays a major role in determining the nucleus and margins of the syllable. Vowels are more sonorous than consonants, and therefore they make more harmonic nuclei and less harmonic margins. Within the vowels, the high vocoids are less sonorous than the non-high ones. Thus, in accordance with the Sonority Sequencing Generalisation7 (or Sonority Sequencing Principle) (Selkirk 1984:116), the high vowels can qualify as margins in the pre-, post- and intervocalic environments.

In the literature, high vowels occurring in the margins are commonly referred to as 'glides', and are classified as [-syllabic, -consonantal] segments in SPE (Chomsky & Halle 1968). There are however strong objections against the use of the SPE feature [± syllabic] for representing syllabicity. Syllabicity alternations have been examined in numerous languages, and for the most part appear to be predictable and non-distinctive (Blevins 1995:221). Syllabicity has been established to be a consequence of both segmental substance and relational adjacency. Thus, most phonological theories accept that syllable structures are not present in the lexicon, and are generated in the course of phonological derivation. In compliance with this assumption, a specification [± syllabic] becomes meaningless and therefore should be discarded. An obvious consequence of the ban on [± syllabic] is that there is no such thing as 'glides', if by 'glide' is meant a [-syllabic] high vowel (Roca 1997).

In the spirit of Roca (1997), Durand (1987), Clements and Hume (1995), I claim that there are no such underlying segments as 'glides' in Malay, as there are no phonological grounds for establishing them. This contradicts the previous view about 'glides', which are regarded as members of the underlying inventory of contrasting phonological segments in the language (Abdullah 1974; Yunus 1980; Farid 1980; Teoh 1994).8 I suggest that there is no difference in phonological substance between 'glides' and high vowels, the distinction between the two arising exclusively from their respective syllabification.

In this section I primarily examine syllabification of high vowels within morphemes. Cross-boundary syllabification, namely across suffix and prefix boundaries, will be explored later, in Chapters 3 and 4 respectively. To begin with, I lay out some of relevant examples illustrating surface syllabification of high vowels in three different positions, namely prevocalic, intervocalic and postvocalic, as listed in (22) below. For convenience, the occurrence of high vowels /i, u/ in margin positions is conventionally transcribed as [j, w].

---

7 The Sonority Sequencing Generalisation states that 'In any syllable, there is a segment constituting a sonority peak that is preceded and/or followed by a sequence of segments with progressively decreasing sonority values' (Selkirk 1984:116).

8 Although Teoh (1994:29) does put forward an assumption that the high vowels and glides do not differ in their feature structure and the distinction between them can be determined by the syllable structure, all these segments are still represented as underlying phonemes in his analysis.
(20) Surface syllabification of high vowels morpheme-internally\(^9\)

a. Prevocalic position — HV(C).

[wa.\textit{ni}.] ‘fragrance’
[ja.\textit{ken}.] ‘to convince’
[ju.\textit{ran}.] ‘fee’
[wa.\textit{si}.] ‘money’
[kah.\textit{wen}.] ‘to marry’
[da?\textit{wat}.] ‘ink’
[kas.\textit{wi}.] ‘a kind of cake’

b. Intervocalic position — CV.HV(C).

(i) [le.\textit{wat}.] ‘late’
[la.\textit{wan}.] ‘enemy’
[wa.\textit{ja}.\textit{ni}.] ‘movie’
[la.\textit{ju}.] ‘to wither’
[ku.\textit{ju}.] ‘half closed eye’
[se.\textit{wa}.] ‘rent’

(ii) [bu.\textit{wah}.] ‘fruit’
[ku.\textit{weh}.] ‘cake’
[si.\textit{jap}.] ‘complete’
[ku.\textit{wi}.\textit{ni}.] ‘a kind of mango’
[pi.\textit{ju}.\textit{ta}.\textit{ni}.] ‘loan’
[bi.\textit{ja}.\textit{s}.\textit{a}.] ‘usual’
[m\textit{an}.ku.\textit{wa}.\textit{ni}.] ‘screw-pine’

c. Postvocalic position — CVH.

[pi.\textit{si}.\textit{aw}.] ‘knife’
[gu.\textit{raw}.] ‘to joke’
[pa.\textit{kaj}.] ‘to wear’
[pa.\textit{dan}.\textit{j}.] ‘clever’
[sa.\textit{poj}.] ‘blowing softly’
[do.\textit{doj}.] ‘lullaby’
[taw.\textit{lan}.] ‘friend, comrade’
[haj.\textit{ran}.] ‘surprised, wonderment’

The descriptive generalisations that are observed in (20) can be summarised as follows: (i) in morphemes with sequences of three vowels, the intervocalic high vowel is always parsed in the onset (20b) and (ii) in morphemes with sequences of two vowels, the high vowel is parsed tautosyllabically either in the coda (20c) or in the onset (20a), depending on whether it occurs in postvocalic or prevocalic position. We shall examine each of these syllable parsings in turn. For convenience, we begin with the postvocalic distribution (20c), followed by the intervocalic (20b) and the prevocalic environments (20a).

---

\(^9\) Vowels immediately preceded by nasal consonants are always nasalised in Malay. Nasality spreads progressively until it is blocked by an oral consonant. For the purposes of present discussion, Vowel Nasalisation will be overlooked, and its detail will be pursued in §4.6.
2.3.1 Postvocalic high vowel

As shown in (20c), a postvocalic high vowel is parsed tautosyllabically in the coda, giving rise to a falling diphthong. It has long been claimed that Malay has three diphthongs, namely /ai/, /au/ and /oi/ (Za’ba 1964; Abdullah 1974; Asmah 1975; Yunus 1980; Farid 1980; Nik Safiah 1989).

We have seen earlier that underlying vowel sequences derived by morphemic concatenation cannot be parsed heterosyllabically, since it yields an onstless syllable, an instance of violation of ONSET. To eschew the ONSET violation, the hiatus is then resolved by Glottal Epenthesis. The price for Glottal Epenthesis is a violation of DEP-IOCONS. We then established the schematic ranking MAX-IOVOW >> ONSET >> DEP-IOCONS (16).

Although Glottal Epenthesis is visibly active in the language, it is not permitted within the root domain. In this particular case, the most harmonic way of avoiding the ONSET violation is by parsing the postvocalic high vowel tautosyllabically with the preceding vowel, and a falling diphthong surfaces. This option survives MAX-IOVOW, ONSET and DEP-IOCONS, at the expense of violating the syllable structure constraint *MN in (21).

(21) *M/V (Prince & Smolensky 1993)

Vowels may not associate to Margin nodes (Onset and Coda).

It is apparent that not any vowel in Malay can be parsed in the syllable margin, but only the high vowels. This behaviour is quite common cross-linguistically. Under the OT framework, this generalisation is captured by a set of micro constraints of the *M/V family which are determined by the sonority hierarchy such as *M/i,u , *M/e,o , *M/a and *M/o (cf. Prince & Smolensky 1993; Kenstowicz 1994c). These constraints are distinct, therefore separately rankable in the hierarchy.

I assume that the sonority hierarchy in Malay does not distinguish between mid and low vowels (cf. Selkirk 1984). Hence, the only distinction is that the high vowels are less sonorous than the non-high ones. Thus, the relevant constraints at play here are *M/H and *M/NH, as formally defined below.

(22) a. *M/H

High vowels may not associate to Margin nodes (Onset and Coda).

b. *M/NH

Non-high vowels may not associate to Margin nodes (Onset and Coda).

Unlike *M/H, the syllable structure constraint *M/NH is unviolated, therefore undominated in the constraint hierarchy (see also §2.4).10 In order for tautosyllabification to be optimal, *M/H must be ranked below DEP-IOCONS in the hierarchy.

Another possible alternative that must be considered is that of parsing both vowels in the nucleus, creating clusters in that syllabic constituent. This vacuously satisfies *M/H, since the vowel does not occur in the margin node. This satisfaction of *M/H, however, compels a serious violation of the syllable structure constraint, *COMPLEX, which disallows the association of more than one segment to any one syllabic constituent (i.e. onset, nucleus, coda). Similarly to MAX-IOVOW, *COMPLEX is an unviolated constraint, therefore cannot be dominated in the ranking hierarchy. Putting all the constraints together, the relevant ranking

10 The satisfaction of *M/NH compels a violation of ONSET within the root internal domain. This is an instance where ONSET is violated in the language. See §2.4 for details.
that can be established here is as follows: $\text{MAX-IO}_{Vow} \gg \text{*COMPLEX} \gg \text{ONSET} \gg \text{DEP-IO}_{CONS} \gg \text{*M/H}$.

(23)  
Tautosyllabic parsing in the rhyme.

<table>
<thead>
<tr>
<th>/hairan/</th>
<th>*COMPLEX, MAX-IO_{Vow}</th>
<th>ONSET</th>
<th>DEP-IO_{CONS}</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ha.iran</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. * ha.jran</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ha.ran</td>
<td>MAX-IO_{Vow} *!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. ha.jran</td>
<td>*COMPLEX *!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>e. ha.?i.ran</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As can be seen, the tautosyllabified candidate (23b) spares ONSET at the expense of violating the syllable structure constraint *M/H. The parsing of the high vowel in the margin incurs a violation of NO CODA as well. This violation, however, is insignificant, because NO CODA is lower ranked in this language, as we have seen in tableau (13).

### 2.3.2 Intervocalic high vowel

In morphemes with sequences of three vowels, the intervocalic high vowel is always associated to the onset node. Similarly to the postvocalic case mentioned above, this is a strategy to eschew the ONSET violation. Under the same hierarchical ranking as established in (23), the grammar predicts that a candidate with a marginal parsing of the high vowel emerges as the most harmonic output, as illustrated in the following tableau.

(24)  
Parsing of intervocalic high vowel in the onset.

<table>
<thead>
<tr>
<th>/leuat/</th>
<th>*COMPLEX, MAX-IO_{Vow}</th>
<th>ONSET</th>
<th>DEP-IO_{CONS}</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. le.u.at.</td>
<td></td>
<td>**!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. * le.wat.</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. lat.</td>
<td>MAX-IO_{Vow} **!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. leu.at.</td>
<td>*COMPLEX *!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>e. lwat.</td>
<td>MAX-IO_{Vow} *!</td>
<td>*COMPLEX *!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f. le.?u.?at.</td>
<td></td>
<td>**!</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As far as the underling form is concerned, it is apparent that morphemes such as in (20bii) must consist of sequences of two vowels instead of three, since a sequence of two identical vowels is ruled out by the Obligatory Contour Principle (OCP). Thus, the underlying representation of a form such as [kuwinii] is /kuuni/, not /kuuinii/. In previous analyses the occurrence of surface 'glides' in (20bii) is treated as an epenthetic segment, derived by the so-called Glide Insertion rule (cf. Abdullah 1974; Farid 1980; Zaharani 1993; Teoh 1994).

Within the framework of OT, the occurrence of margin high vowels (i.e. 'glides') in the hiatal environment in (20bii) is interpreted as a consequence of syllable parsing. In McCarthy and Prince's (1993b) analysis of Malay/Indonesian, this phenomenon is explained
as the result of parsing the high vowel ambisyllabically that is as the nucleus of one syllable and as the onset of the following one. It is crucial to note that the epenthetic segments [j, w] are not derived by default, but from the input high vowels. Therefore, the faithfulness constraint FILL (DEP-IOCONS in our analysis) is not violated here (Rosenthal 1994). Ambisyllabification is represented, as in (25).

\[(25)\]
\[\sigma \sigma \]
\[\text{s i a p} \quad \text{[sijap]} \quad \text{‘complete’} \]
\[\sigma \sigma \sigma \]
\[\text{b a n t u + a n} \quad \text{[bantuwan]} \quad \text{‘aid’} \]

Contrary to McCarthy and Prince (1993b), I shall construe the structure in (25) as an ambiskeletal\(^{12}\) parsing, that is, the high vowel is parsed to two X-skeletal (timing units) (Levin 1985), which are then immediately dominated by two successive syllables. The first X-slot is associated to the nucleus, while the second X is associated to the following onset. Ambiskeletal parsing is now illustrated in (26).

\[(26)\]
\[\sigma \sigma \]
\[\text{x x x x x} \quad \text{s i a p} \]
\[\sigma \sigma \sigma \]
\[\text{x x x x x + x x x} \quad \text{b a n t u + a n} \]

The representations in (26) are very close to those for a geminate consonant in (27) (see §3.2 for detailed discussion). The significant difference between (24) and (27) is that in the former the first of the Xs is associated to a nucleus, while in the latter it is parsed to a coda. In short, ambiskeletal parsing gives rise to two types of geminate, namely \(V\)-geminate\(^{13}\) (26) and C-geminate (27).

\[(27)\]
\[\sigma \sigma \sigma \]
\[\text{x x x x x + x x x} \quad \text{t u l e s a n} \quad \text{[tulessan]} \quad \text{‘writing’} \]

It has long been observed that a geminate commonly involves as a single melodic element behaving as equivalent to sequences of two segments for various processes. Segment length in a geminate is generally represented in a skeletal framework as mapping of a single set of features to two skeletal positions. By contrast, in a moraic framework it is represented as features mapped to a mora.

---

\(^{11}\) It must be noted that the outputs in (25) are not completely faithful. They only spare a DEP-IOSEGMENT violation but violate DEP-IO\(^4\), since there is a new X-slot in the output representation.

\(^{12}\) I am grateful to Iggy Roca for suggesting this term to me.

\(^{13}\) There are cases where the high vowel is associated to the coda and onset simultaneously, creating a true \(V\)-geminate (e.g. /pakai+an/ ‘cloth → [pakajjan]). See §3.2.1 for detailed discussion.
In a Correspondence Theoretic approach, an ambiskeletal parsing in a geminate is interpreted as a one-to-two mapping from the input to the output; two output segments stand in correspondence with a single input segment. The relation between the input and the output in ambiskeletal structure is illustrated below.

(28) Input 

\[
\begin{array}{c}
X_1 \\
\text{Root}_1 \\
\end{array}
\]

Output 

\[
\begin{array}{c}
X_1 \\
\text{Root}_1 \\
X_2 \\
\end{array}
\]

As can be seen in (28), both the output segments \(X_1\) (i.e. [i] or [u]) and \(X_2\) (i.e. [j] or [w]) have an input correspondence, that is, the root node \(/\text{Root}_1/\) (i.e. /i/ or /u/). By definition, therefore, the output segment \(X_2\) is not epenthetic, and thus it satisfies \textit{DEP-IO} \textit{CONS}, which demands that every segment of the output have a correspondent in the input. This interpretation is compatible with the notion of ambisyllabic parsing proposed in standard Optimality Theory (McCarthy & Prince 1993; Rosenthal 1994; Lamontagne & Rice 1995).

However, it must be noted that there is a crucial difference between a geminate and ambisyllabicity. The doubly-linked structure in a geminate, which denotes a long segment, generally tends to resist separation by rules of epenthesis, and fails to undergo phonological rules whose structural descriptions are satisfied by only one part of the geminate structure — properties referred to as integrity and inalterability respectively (cf. Kenstowicz & Pyle 1973; Hayes 1986). For instance, a rule of schwa-insertion in the Ait Segrouchen dialect of Berber fails to apply to a geminate that has been created by a rule of assimilation (Guerssel 1978). Also in Tigrinya, a Semitic language, a geminate \(k\) derived by assimilation fails to undergo a rule of spirantisation (changing it to \(x\)), a rule that applies to both \(k\) and \(q\) when they are preceded by a vowel (Steriade 1982).

The doubly-linked structure in ambisyllabicity, on the other hand, involves a short single segment, which commonly triggers certain phonological alternations. For example, English \(t\) is flapped in practically all American dialects in words like \textit{city}, \textit{sitting}, or \textit{sitter}, but not in \textit{sister}, and \textit{settee}. According to Kahn (1976), the condition for flapping is, the ambisyllabicity of the \(t\) in \textit{city}, etc. In German, an underlying fricative /\(\text{ç}/\) surfaces as [\(x\)] in words such as \textit{rauchen} ‘smoke’, or \textit{knochig} ‘boney’, but not in \textit{Frauchen} ‘mistress (of an animal), little woman’ or \textit{Masochist} ‘masochist’. Merchant (1994) accounts for this alternation as the result of ambisyllabicity of the /\(\text{ç}/\) in \textit{rauchen}, or \textit{knochig}.

Observe that the representation in (28) involves multiple correspondences. Under Correspondence Theory, a formal constraint that is violated here is \textit{INTEGRITY} which is defined in McCarthy and Prince (1995b) as follows:

\[
\text{(29) \textit{INTEGRITY}}
\]

No element of the input has multiple correspondents in the output.

In principle, an ambiskeletal parsing does not involve multiple segment correspondents. What actually happens here is that there is a single input segment associated to two X-timing units. In accord with this interpretation, a more appropriate constraint that is applicable here is \textit{INTEGRITY-X}, which is part of the \textit{INTEGRITY} constraint family.

---

14 Lamontagne and Rice (1995) propose a correspondence constraint called \textit{*MULTIPLE CORRESPONDENCE} \textit{(*MC)} to account for a similar phenomenon.
(30) INTEGRITY-X

No element of the input has multiple X correspondents in the output.

The correspondence constraint (30) militates against structure with multiple associations. This rules out ambiskeletal parsing in V-geminate (26) and C-geminate (27).

The preference of ambiskeletal parsing over Glottal Epenthesis suggests that INTEGRITY-X must be ranked lower than DEP-IOCONS, so that the latter can be ruled out in the competition. Note that an ambiskeletal parsing also violates *M/H, since it involves an association of high vowels to the syllable margin. Under such conditions, INTEGRITY-X and *M/H do not need to be crucially ranked: no matter how they are ordered, a candidate violating INTEGRITY-X can never emerge as the winner. Putting all the relevant constraints in (23) together with (30), I establish the following partial constraint ranking: COMPLEX, MAX-IOvow >> ONSET >> DEP-IOCONS >> INTEGRITY-X, *M/H.

(31) Ambiskeletal parsing of high vowel.

<table>
<thead>
<tr>
<th>/kuini/</th>
<th>*COMPLEX, MAX-IOvow</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ku.i.ni</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ku.wi.ni</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| c. kwi.ni | *COMPLEX *! | | | | *
| d. ku.ni | | MAX-IOvow *! | | | |
| e. ku.?i.ni | | | | *! | |

Observe that there is a significant difference between an intervocalic segment [w] in candidate (31b) and a glottal stop in candidate (31e). The latter is an epenthetic element without any input correspondent, and therefore it fatally incurs a violation of DEP-IOCONS, which militates against C-epenthesis. The failed candidate (31c) syllabifies the first high vowel tautosyllabically in the onset, creating clusters [kw] in the onset node, a fatal violation of *COMPLEX. Candidate (31b) emerges as the victor as it minimally violates only the lower ranked constraints INTEGRITY-X and *M/H.

Considering the available constraints in (31), another potential candidate *[kuj.ni] can be generated by parsing the high vowel /i/ tautosyllabically with the first syllable. This candidate seems to be more harmonic than (31b), as it passes INTEGRITY-X and minimally violates the lowest constraint *M/H. Since *[kuj.ni] is not the actual output, it must be ruled out by some other constraints. Surely, this particular constraint must be ranked higher than INTEGRITY-X in the hierarchy.

It is apparent that not any vowel sequence in Malay can be syllabified tautosyllabically, but only sequences of non-high vowels and a high vowel in either order. To exclude tautosyllabic sequences of high + high vowels or non-high + non-high vowels, a sonority constraint called SONFALL (Sonority Fall) is imposed requiring that a diphthong must have a decrease in sonority (cf. Rosenthal 1994). In other words, the sonority of the first vowel must be greater than the sonority of the second vowel.
According to the Sonority Sequencing Generalisation (Selkirk 1984), the sonority profile of the syllable must slope down from the peak to the syllable margin. The constraint SONFALL is in conformity with this general requirement. I assume that the sonority hierarchy in Malay does not distinguish between mid and low vowels (cf. Selkirk 1984). Hence, the only distinction is that high vowels are less sonorous than non-high vowels. Following this assumption, SONFALL rules out tautosyllabic sequences like [uj], [iw], [ae] and [ao].

Considering all the relevant constraints mentioned thus far, we establish the following part of the constraint hierarchy: \text{MAX-IOvow, *COMPLEX, SONFALL} \gg \text{ONSET} \gg \text{DEP-IOCONS} \gg \text{INTEGRITY-X, *M/H.}

(33) Ambiskeletal parsing of high vowel.

$$\begin{array}{|c|c|c|c|c|}
\hline
\text{/kuini/} & \text{*COMPLEX, MAX-IOvow, SONFALL} & \text{ONSET} & \text{DEP-IOCONS} & \text{INTEGRITY-X} & \text{*M/H} \\
\hline
\text{a. ku.i.ni} & & & *! & & \\
\text{b. ku.wi.ni} & & * & & * \\
\text{c. kwLni} & \text{*COMPLEX *!} & & & * \\
\text{d. kuj.ni} & \text{SONFALL *!} & & & * \\
\text{e. ku.ni} & \text{MAX-IOvow *!} & & & *! \\
\text{f. ku.?i.ni} & & & & *! \\
\hline
\end{array}$$

2.3.3 Prevocalic high vowel

As in the two previous cases, the phonological motivation that triggers the parsing of prevocalic high vowels in the onset is to avoid a hiatus (20a). This type of parsing occurs in two environments, namely, in root medial and root initial positions.

Most of the previous works regard the occurrence of [j] and [w] in these environments as part of the lexical representations (Yunus 1980; Farid 1980; Abdullah 1974). For instance, forms such as /uaunj/, /iuran/ and /kahuen/ are represented as /wanji/, /juran/ and /kahwen/. This representation suggests that Malay essentially has so-called 'glides' in its phonemic inventory. As mentioned in §2.3, this analysis misses an important generalisation about the fact that the occurrence of 'glides' in this language is predictable and non-distinctive.

In our analysis, the emergence of [j, w] in this environment is a consequence of parsing the high vowel in the onset tautosyllabically with the following vowel. It seems indisputable that the structural motivation for this syllabification is to avoid a hiatus. Although there are many plausible candidates, they fare no better against the tautosyllabic candidate. In the table below, I list down some of the possible candidates for /kahuen/ ‘to marry’ and the constraints they potentially violate.
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(34) Candidates Constraints Violated
a. *[ka.huen] *COMPLEX, SONFALL
b. *[ka.hwen] *COMPLEX, *M/H
c. *[ka.hen] MAX-IO\textsubscript{VOW}
d. *[ka.hu.en] ONSET
e. *[ka.hu.?en] DEP-IO\textsubscript{CONS}
g. *[kah.wen] *M/H

As established before, *COMPLEX and MAX-IO\textsubscript{VOW} are undominated constraints, and therefore can never be violated. This rules out candidates (34a), (34b) and (34c). Violating the higher ranked ONSET and DEP-IO\textsubscript{CONS} are also fatal, and these eliminate (34d) and (34e). The competition is now between candidates (34f) and (34g). The former satisfies ONSET at the expense of violating INTEGRITY-X, whereas the latter does not incur such violation. The violation of *M/H by both candidates is irrelevant as it does not conflict with INTEGRITY-X. The following tableau sums up the argument we just made.

(35) Parsing of prevocalic high vowel in the onset.

<table>
<thead>
<tr>
<th>/kahuen/</th>
<th>*COMPLEX, MAX-IO\textsubscript{VOW}, SONFALL</th>
<th>ONSET</th>
<th>DEP-IO\textsubscript{CONS}</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ka.hu.en</td>
<td>*COMPLEX *! SONFALL *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ka.hwen</td>
<td>COMPLEX *!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. ka.hen</td>
<td>MAX-IO\textsubscript{VOW} *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. ka.hu.en</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. ka.hu.?en</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f. ka.hu.wen</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>g. *[kah.wen]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

In avoiding the INTEGRITY-X violation, the optimal candidate incurs more violations of NO CODA. However, this is not significant, because NO CODA is lower ranked in the constraint hierarchy. Although Malay tolerates syllable codas, there is a restriction by which some segments are not permitted in the coda position. This prohibition is governed by the syllable structure constraint CODA COND which is highly ranked in the language.\textsuperscript{15} Obedience to CODA COND can be achieved by parsing the high vowel ambiskeletically, as the following tableau shows.

\textsuperscript{15} See §2.5 for detailed discussion on CODA COND in Malay.
Ambiskeletal parsing of high vowel — i.e. /bɔːruːŋ/ ‘bear’

<table>
<thead>
<tr>
<th>/bɔːruːŋ/</th>
<th>*COMPLEX, MAX-IOVOW, SONFALL</th>
<th>ONSET, CODA COND</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. bɔːruŋ</td>
<td>*COMPLEX *, SONFALL *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. bɔːrwɑŋ</td>
<td>*COMPLEX *,!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. bɔːran</td>
<td>MAX-IOVOW *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. bɔːruŋ</td>
<td>ONSET *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. bɔːruŋ</td>
<td></td>
<td>ONSET *!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f. ʃ bɔːruˈwɑŋ</td>
<td>CODA COND*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g. bɔːwrɑŋ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tautosyllabic parsing in the onset also occurs root initially (e.g. /uɑŋ/ → [wɑŋ] and /iuran/ → [juran]). An ambiskeletal parsing is blocked, and forms such as *[uwaŋ] and *[ijuran] are not the true outputs. It is observable that an ambiskeletal parsing is inadequate in this environment because it only provides an onset for the second vowel, while the initial vocoid still remains onsetless. On the other hand, if the initial high vowel is parsed directly to the onset, the candidate satisfies ONSET at the price of violating the low ranked constraint *M/H.

Given the same constraint hierarchy established earlier, the optimal candidate inevitably falls to the one that undergoes tautosyllabification, as the following tableau demonstrates.

<table>
<thead>
<tr>
<th>/iuran/</th>
<th>*COMPLEX, MAX-IOVOW, SONFALL</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. i.uران</td>
<td>**!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. i.ラン</td>
<td>MAX-IOVOW *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. i.ɯ.ران</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. i.ɯ.ラン</td>
<td>SONFALL *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. ʃ i.ɯ.ラン</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f. ʃ ju.ラン</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.3.4 Previous accounts

As far as the phonology of Malay ‘glides’ is concerned, some substantial works that are relevant to the present discussion are Farid (1980), Durand (1987) and Teoh (1994). Farid's description is couched in the framework of linear generative phonology of SPE (Chomsky & Halle 1968). He proposes two types of ‘glides’ in Malay, namely lexical ‘glides’ and non-lexical ‘glides’. The former occurs in two specific environments — prevocalic position and
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intervocalic position. Thus, forms in (20a) and (20bi) are lexically represented in Farid (1980) as /wa\ni/, /ju\ran/, /kah\wen/, /le\wat/, /la\ju/, /wa\jan/, etc.

The non-lexical 'glides' are generated in the course of phonological derivation via two general rules called Marginal Vowel Derived Rule (38) and Glide Insertion (39). They are underlingly high vowels in postvocalic and prevocalic positions, such as in /pis\au/, /gur\au/ (20c), /ku\ni/, /pi\tan/ (20bii), etc. In Farid's (1980) analysis, following SPE's feature representation (Chomsky & Halle 1968), the distinction the high vowels and the lexical 'glides' is categorised by the features [syllabic] and [consonantal] — high vowels are classified as [+ syllabic, - consonantal], and lexical 'glides' as [- syllabic, - consonantal].

As previously mentioned, there are strong objections against the use of the SPE feature [± syllabic] for representing syllabicity. Most phonological theories affirm that syllabicity is predictable and non-distinctive, and therefore it must not be represented in the lexicon, as it can be generated in the course of phonological derivation.

Farid's (1980) rules, the so-called Marginal Vowel Derived Rule and Glide Insertion, which capture the occurrences of non-lexical 'glides' in (20c) and (20bii), are formalised in terms of SPE formalism, as in (38) and (39) below.

(38) Marginal Vowel Derived Rule (Farid 1980:22)

\[ V \rightarrow \ y \ / \ V \]  
[- high]

(39) Glide Insertion (Farid 1980:51).

\[ \emptyset \rightarrow \begin{cases} 
\text{- syllabic} \\
\text{- consonantal} \\
\text{+ high} \\
\alpha \text{ low} \\
\beta \text{ back} 
\end{cases} \] 

\[ / \begin{cases} 
\text{+ high} \\
\alpha \text{ low} \\
\beta \text{ back} 
\end{cases} \] 


Rule (38) states that, "the first of a sequence of two vowels, if it is non-high, will be realised as syllable nucleus, and the second vowel will be realised as syllable margin" (Farid 1980:22). This rule accounts for the surface occurrence of diphthongal 'glides' in (20c). Remarkably, this rule is also applicable to mid vowels, such as underlying /na\ik/ 'to ascend' becomes [na\eq\]. As Farid (1980:22) pointed it out, 'In the case of /na\ik/, for example, the vowel /a/ is realised as [a] at syllable nucleus, and the following vowel /i/ is realised as [e], as a result of Vowel Lowering, at syllable margin'.

One general comment about this representation is that, it creates a complex coda, which runs against the basic syllable structure (C)V(C) proposed in Farid's (1980:24) analysis.

Rule (39), which inserts a homorganic 'glide' between a high vowel and another vowel, accounts for the distribution of 'glides' in (20bii). As currently argued, SPE formalism, such as in (39) is very unconstrained and cumbersome. More generally, other substantial criticisms that apply to SPE apply to Farid (1980) as well, and therefore we are not going to review his analysis in further detail.

16 I shall argue in §2.6 that there is no strong phonological evidence for postulating the so-called Vowel Lowering, and therefore it should be discarded in the Malay grammar. I will also argue in §2.4 that the mid vowel in [naek] is parsed in the nucleus, not in the margin (cf. Yunus 1980; Teoh 1993).
Unlike Farid (1980), Durand (1987) argues that the phonology of Malay does not require a category of 'glides' ('semi-vowels' in his terminology), and they are simply high vowels in non-syllabic positions. His analysis is conducted under the Dependency Phonology framework. To account for the phenomenon of Glide Insertion in (20bii), Durand (1987:94) offers two possible non-linear analyses: (i) a process which copies a rhyme-final high vowel (specified as \{i\~a\}) into the free onset of the next syllable, or (ii) a process of simple reassociation within the same configuration. The two solutions are formalised by Durand (1987:95) as in (40) below.

(40) Semi-Vocalisation (Durand 1987:95)

(a) High Vowel Copying

(b) High Vowel Reassociation

According to Durand (1987:95), the choice of (i) over (ii) is not significant, and therefore he adopts Semi-Vocalisation as a neutral term here. What is relevant is that the simplest analysis is to treat these 'glides' or 'semi-vowels' simply as the high vowel in a non-syllabic disguise.

However, as noted in Durand (1987:97), there is a problem with respect to the rule of Semi-Vocalisation formulated in (40), because it fails to predict the data in (20a) and (20bi). For instance, forms such as /uanji/, /iuran/, /laiu/, /kuu/ become *[wuanji], *[ijurang], *[laiju] and *[kwju], respectively, rather than [wanji], [jurang], [laju] and [kju]. In solving this problem, Durand (1987:97) points out that, 'Two solutions are open to us: either we mark certain \{V\}s as inherently non-syllabic, or we modify our account of Semi-Vocalisation. I shall suggest further down that on the evidence of a wider range of data, the second option is the one we should follow'.

Durand (1987:99) then revised the rule of Semi-Vocalisation, which he claims to apply to any high \{V\} preceding a non-high \{V\}. Thus, forms like /buah/ and /tiap/ in (20bii) become [bwah] and [tjap] respectively, surfacing as monosyllabic words with complex onset. Durand (1987:98) argues that the syllable template for Malay has to be somewhat more complex than traditionally assumed: the Malay syllable template allows for complex onsets and codas (e.g. [bwah] 'fruit', [kweh] 'cake' [bjas] 'usual'). He also commented that Farid's Glide Insertion rule is somewhat oversimplified. In particular, it is not the case that every /...CiV.../ or /...CuV.../ sequence surfaces as a disyllabic form with glide epenthesis or reassociation: [...CijV...] or [...CuwV...].
However, Durand (1980:98) notes that there seems to be some variation. For instance, forms such as tuah 'luck' and hias 'to decorate' are always realised as [tuwah] not *[twah], and [hijas] not *[hjas]. Since he disfavours the rule of Glide Insertion, he accounts for this generalisation by postulating that the underlying forms for tuah and hias as /tuuah/ and /hiias/ respectively. One notable comment about this representation is that it violates the high ranking constraint OCP which prohibits two adjacent identical vowels.

To account for diphthongisation in (20c), following Farid (1980), Durand (1987) captures this process as the result of Marginal Vowel Derived rule which makes a postvocalic high vowel non-syllabic when it follows a non-high vowel. In contrast with Farid, this rule does not apply to mid vowels, and therefore an underlying /naik/ 'to ascend' surfaces as [najk] and not [nae?] as described in Farid (1980).17

In short, Durand's (1987) analysis offers two important generalisations. First, Malay does not require a category 'glides', in agreement with the present study. Second, Malay may have complex syllable structures which allows complex onsets and codas. This claim is obviously in contradiction with the present proposal, as well as with the traditional assumption that the basic structure of the Malay syllable is simplex (cf. Yunus 1980; Farid 1980; Teoh 1994).

Given the facts of Malay, forms with complex onsets, such as *[bwah] and *[tjap] are not grammatical, because they run against the canonical sound pattern of the language (cf. Yunus 1980; Farid 1980; Teoh 1994). If complex onsets were to be allowed, these would be the only clusters that ever occurred in the language. In addition, psychological evidence from a language game demonstrates that [buwah] and [tijap] are clearly disyllabic words with simplex structure.

In Malay, there is a language game which involves reversing syllables between a non-ludling word and a ludling 'nonsense' word. For instance, words like [pi saw] 'knife' and [la ju] 'to wither' are transformed into [saw pi] and [ju la]. In the case of [buwah] and [tijap], the reversal words are realised as [wah bu] and [jap ti] respectively. Since there is a disagreement between Durand's interpretation and ours with respect to the Malay data, we refrain from commenting any further about the merit of Durand's Dependency Theoretic approach.

Teoh's (1994) description, couched in a multi-linear framework, seems to be more relevant, and it will be reviewed in detail in this section. As far as 'glides' are concerned, Teoh's proposal with respect to their phonological status is not firmly consistent. At one point he seems to deny the existence of 'glides', as he asserts in Teoh (1994:29):

We assume that /i/ and /j/ as well as /u/ and /w/ do not differ in their feature structure. The distinction between high vowel and glide will be a function of syllable structure. A [+high, -cons] segment in onset will be interpreted as a glide while the same features in the syllable nucleus are realised as a high vowel.

However, in another place, particularly in his description about the consonant inventory of the language, he clearly postulates that /j/ and /w/ are part of the Malay phoneme inventory (Teoh 1994:52). In his distinctive feature matrix, the segments /j/ and /w/ are specified as [+high, -syllabic, +consonantal] (Teoh 1994:53). His inconsistency is observable in his representation of some of the Malay data. For instance, the underlying forms for [wanj] 'fragrance' and [jaken] 'confident' are represented as /wanj/ and /jakin/, whereas for [ju] 'shark' and [ja] 'which' are represented as /iu/ and /ianj/ respectively. It is apparent to me

17 As can be seen the two transcriptions are incompatible with respect to each other. We shall discuss this in more detail in the following §2.4.
that the reason /j/ and /w/ are treated as lexical 'glides' in /wanj/ and /jakin/ is that this is the only way the phenomenon of Nasal Deletion can be formally captured.\(^{18}\)

In Teoh’s analysis, ‘glides’ are derived by four types of syllabification rules, namely (i) Diphthongisation, (ii) Devocalisation, (iii) Glide Insertion, and (iv) Glide Formation. Before we go to each of these rules, it is important to note Teoh’s general proposal with respect to Malay basic syllable structure and syllabification procedures.

As mentioned, Teoh (1994:28) argues that Malay is a language with a CV(C) syllable structure, requiring an obligatory onset but with an optional coda. The phonotactic constraints of the language do not allow the onset or coda to have consonant clusters. By incorporating Levin’s (1984) syllable structure and Steriade’s (1982) CV rule, Teoh (1994:29) posits that the syllabification algorithm is produced by an ordered series of three syllable building rules, as in (18).

The rules in (18) are basic syllabification rules, whereas the rules for deriving ‘glides’, such as (i) Diphthongisation, (ii) Devocalisation, (iii) Glide Insertion, and (iv) Glide Formation, are additional syllabification rules which generally involve resyllabification.

To account for the occurrence of diphthongal ‘glides’, as in (20b), Teoh (1994:23) postulates a rule called Diphthongisation, an additional syllabification rule which converts the syllabic high vowel (i.e. N associated to $$\sigma_2$$) into a non-syllabic glide. This rule is formalised in (41).

\[
\text{Diphthongisation Rule (Teoh 1994:23)}
\]

\[
\begin{array}{c|c|c}
N & 1 & 2 \\
1 & \sigma_1 & \sigma_2 \\
\end{array}
\]

Rule (41) simply means that the syllabic high vowel in the second syllable is reassociated tautosyllabically as a coda of the first syllable and realised as offglide. The effect of the Diphthongisation rule is shown in the derivation below.

\[
\text{(42) a. }\begin{array}{c|c|c|c|c|c|c|c|c|c|c|c|c|c}
\text{ha} & \text{i} & \text{ran} & \rightarrow & \text{b. }\begin{array}{c|c|c|c|c|c|c|c|c|c|c|c|c|c}
\text{ha} & \text{aj} & \text{ran} & \\
\hline
\text{x} & \text{x} & \text{x} & \text{x} & \text{x} \\
\hline
\text{O} & \text{R} & \text{R} & \text{R} & \text{R} \\
\hline
\sigma & \sigma & \sigma & \\
\end{array}
\end{array}
\]

The structural representation in (42a) is constructed by the basic procedural syllabification building rules in (18). The Diphthongisation rule is then brought into action by reassociating the syllabic /i/ tautosyllabically to the coda of the preceding syllable, to derive a representation such as in (42b). A substantial question that arises here is that of what the motivation for such a rule is. At first glance, it seems that this additional conversion rule is not phonologically motivated because the melodic segment, in this case the high vowel /i/, has

---

\(^{18}\) This alternation will be discussed in §4.5 in Chapter 4.
already been licensed, and therefore it is not independently required by the syllabification algorithm.

However, by understanding the basic assumption proposed by Teoh (1994), that every Malay syllable must have an onset, it is clear that the motivation underlying the Diphthongisation rule is to avoid an onsetless syllable. The preferability of a diphthong to avoid an onsetless syllable is of course fully explicit only in OT, as illustrated in tableau (23).

To account for the occurrences of intervocalic glides (20bi) and prevocalic glides root initially (20a), Teoh (1994) postulates a phonological rule called Devocalisation, which converts the syllabic high vowel into a non-syllabic glide through resyllabification. According to Teoh (1994:30), the environment of this rule is '... when it is followed by another vowel and it is preceded by a vowel or by the word boundary'. However, as can be seen in (43), the statement of the rule itself makes no such claim. It is quite obvious that vowel and word boundary do not form a natural class.

(43) Devocalisation rule (Teoh 1994:30)

How Devocalisation operates in deriving surface forms such as [wanji] 'fragrance' and [kujul] 'half closed eye' from underlying forms /uanji/ and /kuiu/ is illustrated in the derivations in (44) and (45) below.

(44) Devocalisation - root initial

(a) \[ \begin{array}{c}
\text{u} \quad \text{a} \quad \text{n} \quad \text{j} \\
\text{x} \quad \text{x} \quad \text{x} \quad \text{x} \\
\text{R} \quad \text{R} \quad \text{O} \quad \text{R} \\
\sigma \quad \sigma \quad \sigma
\end{array} \] \[ \rightarrow \]

(b) \[ \begin{array}{c}
\text{w} \quad \text{a} \quad \text{n} \quad \text{j} \\
\text{x} \quad \text{x} \quad \text{x} \quad \text{x} \\
\text{O} \quad \text{R} \quad \text{O} \quad \text{R} \\
\sigma \quad \sigma \quad \sigma
\end{array} \]

(45) Devocalisation - root medial

(a) \[ \begin{array}{c}
\text{k} \quad \text{u} \quad \text{i} \quad \text{u} \\
\text{x} \quad \text{x} \quad \text{x} \quad \text{x} \\
\text{O} \quad \text{R} \quad \text{R} \quad \text{R} \\
\sigma \quad \sigma \quad \sigma
\end{array} \] \[ \rightarrow \]

(b) \[ \begin{array}{c}
\text{k} \quad \text{u} \quad \text{j} \quad \text{u} \\
\text{x} \quad \text{x} \quad \text{x} \quad \text{x} \\
\text{O} \quad \text{R} \quad \text{O} \quad \text{R} \\
\sigma \quad \sigma \quad \sigma
\end{array} \]
The basic procedural syllabification building rules will first construct the structural representation in (44a) and (45a). The Devocalisation rule then reassociates the syllabic high vowel to the onset of the following syllable, to derive the representations in (44b) and (45b). Similarly to Diphthongisation, although the high vowel has already been fully syllabified, the additional conversion rule of Devocalisation is essentially required in order to assure that every syllable has an onset.

Teoh (1994:31) notes that the rule in (43) is a schema which will obviously overgenerate. Since its structural description is fully met, Desyllabification will apply to underlying forms such as /buah/ and /siap/, generating the incorrect surface forms *[bwah] and *[sjap], respectively. To circumvent this shortcoming, Teoh (1994:31) proposes a syllable structure constraint which allows only a single segment in the onset. This constraint rules out illicit forms such as *[bwah] and *[sjap].\(^{19}\)

As proposed in Teoh's work, every syllable in Malay requires an onset. In compliance with this requirement, the vowel sequences in /buah/ and /siap/ obviously cannot surface heterosyllabically as *[bu.ah] and *[si.ap] respectively. In this case, according to Teoh (1994:31), '... a hiatus breaking glide is inserted providing every syllable with an onset. The onset is realised as a homorganic glide deriving its feature from the preceding vowel with [+high, a round] features'. The process of Glide Insertion is illustrated in the following derivation.

\(\text{(46) Glide Insertion} \)

\(a. \quad \text{Underlying melodies with syllabification} \)

\[
\begin{align*}
\text{siap} & & \\
\text{buah} & & \\
\text{X} & & \\
\text{O} & & \\
\sigma & & \\
\end{align*}
\]

\(b. \quad \text{X-insertion} \)

\[
\begin{align*}
\text{siap} & & \\
\text{buah} & & \\
\text{X} & & \\
\text{O} & & \\
\sigma & & \\
\end{align*}
\]

\(^{19}\) These forms are regarded as the correct outputs in Durand (1987). As I commented above, these data run against the phonology of the language, which disallows segmental clusters in any one syllabic constituent (i.e. onset, nucleus, coda) (cf. Yunus 1980; Farid 1980; Teoh 1994).
c. Feature spreading

It must be mentioned that in addition to Glide Insertion, Teoh (1994:74–75, 82–83) postulates another rule called Glide Formation, which specifically applies across a morpheme boundary, in particular at the stem-suffix juncture. Glide Formation is construed as a process spreading the features [+high, α back] of the final high vowels of the stem to an available empty X-slot of vowel-initial suffixes.

Thus, with respect to the vowel-initial suffixes /-an/ and /-i/ in Malay, Teoh (1994:74) assumes that they possess an underlying representation with an extra empty/featureless X-slot (i.e. /-Xan/ and /-Xi/). According to him, this is in compliance with his basic claim that every underlying syllable in Malay is CV(C), that is, every syllable must have an onset. As noted, this empty onset X-slot then gets its melodic content from the preceding high vowels through spreading of the [+high, α back] features. Since the melody is realised in the onset of the syllable, it appears as a ‘glide’.

Although Glide Insertion and Glide Formation are characterised by the same process of feature spreading, there is a significant phonological difference between them. In the former, there is no underlying empty X-slot postulated in the input, and the epenthetic ‘glide’ is inserted to break up the underlying hiatus. Although the rule of Devocalisation is applicable in this environment, this is ruled out by the syllable structure constraint which prohibits complex clusters in the onset.

In Glide Formation there is an underlying empty X-slot between the vowel clusters which requires a melodic segment in order to be realised. This requirement is fulfilled by the process of feature spreading from the preceding segment. The derivation in (47) illustrates this effect.

---

20 Teoh (1994:75) notes that this would also account for all the geminated forms of stems ending in a consonant other than a voiceless velar stop when suffixed with /-Xan/ or /-Xi/. How these phenomena are accounted for within the OT framework will be pursued in chapter three.
As can be readily seen in (47), it is the empty X-slot that triggers the spreading due to the general principle that every slot at the X-tier must be filled with melodic materials in order to be realised in surface representation. By contrast, the spreading in (46) applies without any such slot. The discrepancy in (46) and (47) demonstrates that Teoh's account is inconsistent and incompatible, particularly with respect to the postulation of the underlying forms. The representation in (47) complies with his primary claim that every underlying syllable must have an onset, but (46) does not. Due to this shortcoming, in his later work Teoh (1989b) postulates that the 'glides' constitute part of the underlying representation. Thus, the forms in (46) are represented as /sijap/ and /buwah/, respectively. One notable comment about this representation is that it misses an important generalisation about the fact that the occurrence of 'glides' in Malay is highly predictable and non-distinctive.

2.4 ONSET violation: ALIGN-LEFT and CONTIGUITY

We have observed that Malay disfavours an onsetless surface syllable: underlying hiatus with pre-, post-, and intervocalic high vowels is resolved by parsing the high vocoids to the
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syllable margins, and in the case where such a parsing is inapplicable, the hiatus is resolved by C-epenthesis. Apparently, however, ONSET is a dominated constraint, and thus it is violable. There are two instances where ONSET is violated in this language, namely at word initial and root medial environments. The violation of ONSET is the result of respecting a more dominant constraint in the hierarchy.

Let us first examine the case of ONSET violation word initially. As noted in McCarthy and Prince (1993a, 1993b), it is quite common cross-linguistically for languages that otherwise demand strictly C-initial syllables to admit V-initial words. As observed in Farid (1980) and Yunus (1980), the initial syllable of Malay words can be onsetless. Seemingly, this is the evidence that corroborates their claim that the basic syllable structure of Malay is (C)V(C).

In (48), we lay out some examples which show that all the six underlying vowels can occur in this environment.

(48) /ubah/ [ubah] 'to change'
    /indah/ [indah] 'beautiful'
    /elok/ [elo?] ‘pretty’
    /olah/ [olah] ‘to beguile’
    /anakat/ [anakat] ‘to lift’
    /amak/ [amak] ‘mother’

As was demonstrated in (14), when V-initial stems combine with the V-final prefixes, such as /sə-/, /kə-/ and /di-/, the underlying vowel sequences /V+V/ at the prefix juncture cannot be parsed heterosyllabically as [V.V], as it produces an onsetless syllable which disobeys ONSET. This is then resolved by Glottal Epenthesis, and the price is a DEP-IOCONS violation.

On the other hand, when those stems concatenate with consonant-final prefixes, such as /bar-/, /tar-/, /manj-/ and /panj-, the onsetless stems then get their onset from the preceding consonant in accordance with the Minimal Onset Satisfaction Principle (Roca 1994). In this case, ONSET can be fully satisfied without violating the faithfulness constraint DEP-IOCONS:

(49) a. Vowel-final prefixes + Vowel initial stems
    /di + ubah/ [di.?ubah] 'to change (passive)'
    /sə + indah/ [sə.?indah] 'to be as beautiful as'
    /kə + indah + an/ [kə.?indah.an] 'beauty'
    /sə + elok/ [sə.?elok] 'to be as pretty as'
    /di + olah/ [di.?olah] 'to beguile (passive)'
    /di + anakat/ [di.?anakat] 'to lift (passive)'
    /dʒuru + atfara/ [dʒu.ru.?a.tfara] 'master of ceremony'

b. Consonant-final prefixes + Vowel initial stems
    /manj + indah + kan/ [mənjindahkan] 'to beautify'
    /panj + anakat/ [panjankat] 'lifter (instrument)'
    /tar + elok/ [tar.elok] 'most beautiful'
    /manj + ubah/ [mənju.bah] 'to change (active)'
    /bar + anakat / [baruankat] 'to depart'

As shown in (48), Malay freely tolerates onsetless syllables word initially. Although Glottal Epenthesis is potentially active as an alternative way to satisfy ONSET, this solution does not seem to be preferred in this particular environment. The violation of ONSET in
V-initial stems is common in many languages, such as in Timugon Murut (Prentice 1971; McCarthy & Prince 1993ab), Tagalog and Axininca Campa (McCarthy & Prince 1993ab), and so it is not a mere fluke in Malay.

In McCarthy and Prince's (1993ab) analysis of Axininca Campa, the V-initial phenomenon arises from the interaction of ONSET and ALIGN-LEFT (50), an alignment constraint of prosody-morphology interface which requires that the left edge of any stem must coincide with the left edge of a PrWd (Prosodic Word). ALIGN-LEFT is unviolated, and therefore it is undominated in the constraint hierarchy of Axininca Campa. ONSET is violated when it conflicts with ALIGN-LEFT, and the ranking is ALIGN-LEFT >> ONSET.

(50) ALIGN-LEFT (McCarthy & Prince 1993b)
Align (Stem, L, PrWd, L)

It is apparent that the interaction ALIGN-LEFT >> ONSET can handle a similar phenomenon in Malay. However, in order to account for the Malay data adequately and satisfactorily, I will adopt a different definition of ALIGN-LEFT, as formalised in (53).

ALIGN-LEFT belongs to a family of well-formedness constraints, called GENERALISED ALIGNMENT (henceforth GA), which is formalised in McCarthy and Prince (1993b) as in (51).

(51) GENERALISED ALIGNMENT (McCarthy & Prince 1993b:80)
Align (Cat1, Edge1, Cat2, Edge2) = _def 
∀ Cat1 ∃ Cat2 such that edge1 of Cat1 and Edge2 of Cat2 coincide.

Where
Cat1, Cat2 ∈ Pcat ∪ Gcat
Edge1, Edge2 ∈ {Right, Left}

GA requires that a designated edge (i.e left or right) of each prosodic or morphological constituent (i.e. Pcat and Gcat) of type Cat1 coincide with a designated edge (i.e left or right) of some other prosodic or morphological constituent (i.e. Pcat and Gcat) Cat2.21 As demonstrated in McCarthy and Prince (1993b), GA is able to express a wide range of reference to edges in the grammar of many languages via various types of alignment constraints. For instance, to account for stress pattern in Garawa, two alignment constraints are proposed, namely ALIGN-PRWD — Align (PrWd, L, Ft, L), and ALIGN-FT — Align (Ft, R, PrWd, R); Tagalog prefixation requires ALIGN-um — Align ([um]Af, L, Stem, L); Ulwa suffixation needs ALIGN-TO-FOOT — Align ([Poss]Af, L, Ft, R).

It is important to note that the term 'edge' in Alignment theory is interpreted as relational rather than categorical. According to McCarthy and Prince (1993b:89), "the notion that we really need is relational, something like 'sharing an edge', rather than categorical, referring to edge per se. Two categories are aligned when they 'share an edge', and the Alignment constraint specifies the categories and which side of each is involved in 'sharing an edge'".

Now let us examine the V-initial phenomenon in Malay as shown in the data (48). Observe how, in the following examples, an onsetless syllable guarantees coincidence between the word stem and the edge of a syllable. While, Glottal Epenthesis locates the morphological word edge inside a syllable. The relevant word-edge is marked by ' | ' and the syllable boundary is shown by a full stop '.'.
(52) Word-Syllable Alignment
Input: /ubah/       Output: a. [.Iu.bah]
b. *[.?Iu.bah]
c. *[.<u>.bah]

The distinction between matching and non-matching of word/syllable edges in (52) is regulated by a formal constraint called ALIGN-LEFT, which is formally defined in this study as in (53).

(53) ALIGN-LEFT
Align (Word, Left, σ, Left)

Unlike (50), constraint (53) says that the left edge of any morphological word must coincide with the left edge of a syllable. I will show in Chapter 4 that ALIGN-LEFT defined in McCarthy and Prince (1993), as in (50) does not work for Malay.

In order for ALIGN-LEFT to be fully satisfied, the V-initial word must be parsed with an ONSET violation. If epenthesis were to apply, the presence of C-epenthetic segment which is not part of the morphological word will shift the syllable edge away from the word edge (52b). This causes a misalignment of the leading edges of the syllable and the word. Equivalently, deleting the initial vowel, a MAX-IOvow violation, as a way to avert an ONSET violation, can never bring a form into agreement with ALIGN-LEFT (52c) (cf. McCarthy & Prince 1993a, 1993b).

In short, obedience to ALIGN-LEFT can only be achieved, if the word-initial segments, vowels or consonants, occupy the word initial position. ALIGN-LEFT is unviolated, and therefore it is undominated in the constraint hierarchy. When ALIGN-LEFT conflicts with ONSET, inevitably the latter has to give way. This suggests that the ranking is ALIGN-LEFT, MAX-IOvow >> ONSET >> DEP-IOCONS. The following tableau clarifies the arguments I just made.

(54) ALIGN-LEFT, MAX-IOvow >> ONSET >> DEP-IOCONS

<table>
<thead>
<tr>
<th>/ubah/</th>
<th>ALIGN-LEFT</th>
<th>MAX-IOvow</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. .Iu.bah</td>
<td>✔</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. &lt;&gt;.bah</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ?.Iu.bah</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

As can be seen, in the losing candidates (54b) and (54c), the word edge and the syllable edge do not coincide due to deletion (as shown by ‘< >’) or the presence of epenthetic an glottal stop. In contrast, the optimal candidate (54a) is well-aligned, but minimally violates the syllable structural constraint ONSET.

Although ONSET can be violated in the bare forms, the situation is totally different in the prefixed forms, particularly in the case where V-final prefixes concatenate with V-initial stems (49a). The initial vowel of the stem appears in a word internal position, thus, ALIGN-LEFT is irrelevant and vacuously satisfied. Glottal Epenthesis then has to apply in compliance with the ONSET requirement.
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(55) \[
\begin{array}{|c|c|c|c|}
\hline
/di+ubah/ & \text{ALIGN-LEFT} & \text{MAX-IOVOW} & \text{ONSET} & \text{DEP-IOCONS} \\
\hline
\text{a.} & \text{.di.u.bah} & & \ast! & \\
\text{b.} & \text{.du.bah} & & \ast! & \\
\text{c.} & \text{.di.?u.bah} & & & \ast! \\
\hline
\end{array}
\]

All the candidates satisfy ALIGN-LEFT, since the edges of the word and the syllable coincide. The next constraints that should be consulted are MAX-IOVOW and ONSET, which then rule out (55a) and (55b) respectively. Although the optimal candidate (55c) violates DEP-IOCONS, this is irrelevant, since the victor has already been determined.

In the case where C-final prefixes concatenate with V-initial stems, obviously the rule of Glottal Epenthesis is not required. The final consonant of the prefix is readily available to fulfil the minimal ONSET requirement. Thus, the optimal candidate fully satisfies all the four given constraints. The following tableau demonstrates this fact.

(56) \[
\begin{array}{|c|c|c|c|}
\hline
/maŋ+ubah/ & \text{ALIGN-LEFT} & \text{MAX-IOVOW} & \text{ONSET} & \text{DEP-IOCONS} \\
\hline
\text{a.} & \text{.maŋ.u.bah} & & \ast! & \\
\text{b.} & \text{.maŋ.?u.bah} & & \ast! & \\
\text{c.} & \text{.maŋ.nu.bah} & & & \\
\hline
\end{array}
\]

In conclusion, the emergence of a glottal stop preceding the V-initial stem in the prefixed forms is motivated by the wellformedness condition on syllable structure which requires that every syllable must have an onset. However, when the V-initial stems occur in isolation as independent words, Glottal Epenthesis can never apply due to the dominant ranking of ALIGN-LEFT. This readily explains the phonological alternation that has taken place.

In Farid's linear analysis (1980:48–50), the phenomenon of Glottal Epenthesis is captured by a rule called Glottal Insertion Rule, which is formalised as in (57). \textsuperscript{22}

(57) \[ \theta \rightarrow ? / V - \_ \_ \_ \_ V \]

Condition: '-' designates a prefix boundary

In his multilinear analysis, Teoh (1994) suggests that the glottal stop at the prefix juncture is not rule-derived, but underlyingly present in the stems. Teoh (1994:89) writes,

... vowel-initial stems may be pronounced optionally either with or without the glottal stop when in isolation and that the same glottal stop resurfaces obligatorily when vowel-initial stems are prefixed to the vowel-final passive marker /di-/. In order to solve this particular problem we have again assumed the [?] as underlying in all so-called vowel-initial stems.

\textsuperscript{22} According to Farid (1980:49), the rule of Glottal Epenthesis also applies between two identical vowels morpheme internally (i.e. /sâat/ 'seconds' and /peel/ 'behaviour' become [sa?at] and [pe?el]). Teoh (1994:86) denies this, and takes the position that these words are borrowed from Arabic with the voiced pharyngeal fricative [?] occurring in the medial position, and this consonant is replaced by [?] in Malay. I am in agreement with Teoh in this respect.
Postulating the glottal stop as an underlying segment word initially in the so-called vowel-initial stems (i.e. /rubah/, /pindah/) is in compliance with his primary claim that no syllable in this language can begin with a vowel, as it is constrained by the syllable typology CV(C) of the language.

In supporting his analysis about the presence of underlying glottal stop word initially, Teoh (1994) offers a piece of language external evidence extracted from a language game inverting the syllables of each stem. For example, forms such as /batu/ 'stone' or /satu/ 'one' will be transformed into [tuba] and [tusa] respectively. However, for vowel-initial stems, such as /aku/ 'I' and /apa/ 'what', these words are inverted and rendered as [ku?a] and [pa?a], and not as *[kuwa] and *[paa] which is what one would expect to be. The alternation in the language game can be accounted for more generally and simply if the glottal stop is postulated as part of the underlying representation (i.e. /?aku/ and /?apa/).

Given the facts of Malay, Teoh's analysis misses two important phonological generalisations. First, he fails to capture the regular process of cross-morphemic syllabification at the prefix-stem juncture which is motivated by the principle of Minimal Onset Satisfaction (Steriade 1982; Selkirk 1982; Clements & Keyser 1983; Hyman 1985; Ito 1986; Roca 1994). This is represented in (49b) where the prefix-final consonant is syllabified in the onset of the following stem. In Teoh's analysis, a possible way of accounting for this fact is through a rule that first deletes the stem-initial glottal stop, followed by the resyllabification rule. Obviously, such a solution introduces complexity in the grammar, and therefore it should be discarded.

Second, it is observed that the so-called underlying glottal stop only occurs in this specific location and never in any other word positions. When this restrictional distribution is taken into account, then the phonemicity of the glottal stop becomes precarious and suspicious. It is worth noting that the occurrence of a glottal stop in other environments, such as in the stem syllabic coda and in the onset at the suffix boundary is not lexical, but derived via Debuccalisation (see §2.5.1) and Glottal Epenthesis (see §3.2.1), respectively. Surely also the language games data can be understood in terms of epenthesis anyway.

In contrast to Teoh, I assume that the so-called vowel initial stems lexically begin with vowel segments. This suggests that Malay basic syllable structure can be onsetless. The occurrence of a glottal stop in the intervocalic position at the prefix juncture is interpreted as a result of C-epenthesis, which is phonologically motivated as a resolving 'mechanism' for breaking up the hiatus (cf. Farid 1980; Durand 1987; McCarthy & Prince 1993b).

Another case that involves a violation of ONSET is within the root domain. The examples in (58) illustrate this situation.23

(58) /kaen/ /naek/ /maen/ /haos/ /laot/ [ka.en] [na.e?] [ma.en] [ha.os] [la.ot] 'cloth' 'to ascend' 'to play' 'thirsty' 'sea'

Notice that the underlying vowel sequences are parsed heterosyllabically preserving the hiatus in the surface output, a clear violation of ONSET. Apparently, ALIGN-LEFT is irrelevant in this context, since the position occupied by the onsetless syllable is not at the word edge. Given the schematic ranking ONSET >> DEP-IOCONS established thus far, we

---

23 Neither k ~ ŋ alternation nor Vowel Nasalisation are relevant here. They will be discussed in detail in §2.5.1 and §4.6, respectively.
would expect the rule of epenthesis will generally apply to resolve the conflict. Nevertheless, this is not the case here. This suggests that the preservation of hiatus root internally must be due to some other formal constraint. Before we identify that particular constraint, it is important to note that there is a disagreement among linguists with respect to both the input and the output representations of the data in (59).

(59)  
a. Yunus (1980)  
/kain/  [ka.en]  
/naik/  [na.e?]  
/laut/  [la.ot]  

b. Farid (1980)  
/kain/  [ka?n]  
/naik/  [na??]  
/laut/  [laqt]  

c. Durand (1987)  
/kain/  [kajn]  
/naek/  [najk]  
/laut/  [lawt]  

d. Teoh (1994)  
/ka?in/  [ka.?en]  
/na?ek/  [na.?e?]  
/la?ut/  [la.?ot]  

In Yunus (1980), Farid (1980) and Teoh’s (1994) analyses, the underlying high vowels /i, u/ in the closed final syllable are lowered to [e, o], respectively, by the so-called Vowel Lowering. I shall argue in §2.6 that this rule is not phonologically motivated, and therefore it is preferable to represent the underlying vowel as a mid-vowel.

Notice that in Farid’s description the derived mid-vowels [e, o] are syllabified in the margin via Marginal Vowel Derived Rule (38), whereas in Yunus and Teoh’s they are syllabified in the nucleus. As far as the syllable position of mid-vowels is concerned, I agree with Yunus and Teoh’s description. As previously commented, the parsing of the mid-vowels in the margin creates complex codas, and this runs against the basic syllable structure (C)V(C) proposed in Farid (1980:24).

In Durand (1987), the high vowels in closed final syllable do not get lowered into [e, o]. They remain as high vowels, but are tautosyllabically parsed in the rhyme, giving rise to complex codas as in Farid (1980). According to Durand (1987:98), the Malay syllable template allows for complex onsets and codas. This assumption contradicts the general view that the basic structure of the Malay syllable is simplex (cf. Yunus 1980; Farid 1980; Teoh 1994).

Contrary to Farid (1980) and Yunus (1980), Teoh’s (1994) surface forms contain an intervocalic glottal stop. This interpretation is observationally inadequate. To best of my knowledge, no varieties of Malay have a glottal stop in that position. Based on my observation, I agree with Yunus’s (1980) analysis that the input vowel sequences in (56) are parsed heterosyllabically, preserving the hiatus in the surface output. This observation is further supported by psychological evidence from the same language game, as discussed earlier, which involves syllable reversing in a stem. Thus, words like [nā.ē?] and [la.ot] are reversed into [ē?,nā] and [ot.la].
We have observed that tautosyllabification and C-epenthesis are two general mechanisms that the language employs in order to break up an underlying hiatus. However, for the case under discussion, neither of them is applicable. In what follows, we attempt to determine the relevant constraints that rule out these two possibilities.

First, let us consider tautosyllabification. As mentioned, not any vowel sequence in Malay can be syllabified tautosyllabically, but only sequences that end with a high vowel. To exclude tautosyllabic sequences of non-high vowels, a sonority constraint called SONFALL (32) is imposed requiring that tautosyllabic vowel sequences must have a decrease in sonority (Rosenthal 1994). To put it simply, the sonority of the first vowel must be greater than the sonority of the second vowel.

When the mid-vowels in /kaen/ and /laot/ are parsed tautosyllabically, this also violates *COMPLEX, which militates against the occurrence of two or more segments in any one of the syllabic node, and in this particular case is in the rhyme. Both SONFALL and *COMPLEX are undominated constraints, and they rule out a tautosyllabified candidate, as illustrated in tableau (60).

(60)  Onsetless syllable root internally: *COMPLEX, SONFALL >> ONSET

<table>
<thead>
<tr>
<th></th>
<th>*COMPLEX</th>
<th>SONFALL</th>
<th>ONSET</th>
</tr>
</thead>
<tbody>
<tr>
<td>/kaen/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. kaēn</td>
<td>*!</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. ka.en</td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

It is also worth noting that unlike, the high vowels /i, u/, the low vowel /a/ cannot be parsed ambiskeletally in the margin, because it is the most sonorous segment (cf. McCarthy & Prince 1993a; Rosenthal 1994). In our study, this prohibition is governed by a syllable structure constraint *MINH (22), which is also unviolated in the language. This constraint rules out the possibility of the low vowel undergoing an ambiskeletal parsing.

(61)  *COMPLEX, SONFALL, *M/NH >> ONSET

<table>
<thead>
<tr>
<th></th>
<th>*COMPLEX</th>
<th>SONFALL</th>
<th>*M/NH</th>
<th>ONSET</th>
</tr>
</thead>
<tbody>
<tr>
<td>/kaen/</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. kaēn</td>
<td>*!</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. ka.en</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. ka.en</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

Now, we turn to the process of C-epenthesis. We have seen that Glottal Epenthesis (14) is used to resolve underlying hiatus at the prefix-stem juncture. We then established the schematic ranking MAX-IOvow >> ONSET >> DEP-IOcons, as demonstrated in (16). However, this ranking fails to account for the phenomenon under discussion, since it yields an incorrect result, as the following tableau shows.

(62)  MAX-IOvow >> ONSET >> DEP-IOcons

<table>
<thead>
<tr>
<th></th>
<th>MAX-IOvow</th>
<th>ONSET</th>
<th>DEP-IOcons</th>
</tr>
</thead>
<tbody>
<tr>
<td>/kaen/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. ka.en</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. *ka.ēn</td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. kan</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>
As can be seen, (62b) is chosen as the optimal candidate, as it minimally violates the lower-ranked constraint DEP-IOCONS. Nevertheless, the correct surface form is (62a), the candidate marked by ‘©’. This means that there must be another constraint which is crucially involved in evaluating these candidates, and this constraint definitely must be ranked higher than ONSET. The relevant constraint that plays a significant role here is CONTIGUITY, which demands that the input and the output strings must be contiguous.

It has been observed that, in most languages, there are many phonological processes that typically apply at the edge of a grammatical constituent rather than internal to one. For examples, in Axininca Campa and Lardil, epenthetic augmentation is external to the root (McCarthy & Prince 1993a); in Chukchee, morpheme-edge epenthesis is favoured than morpheme-internal epenthesis (Kenstowicz 1994c; Spencer 1993); in Diyari, a prohibition on syllable codas causes all consonants to be deleted word finally, but not word medially. This situation is captured by a general constraint called CONTIGUITY, which is defined in McCarthy and Prince (1995b) as follows:

(63) CONTIGUITY

I-CONTIG (‘No Skipping’)

The portion of $S_1$ (input) standing in correspondence forms a contiguous string.

O-CONTIG (‘No Intrusion’)

The portion of $S_2$ (output) standing in correspondence forms a contiguous string.

The constraints in (63) distinguish two types of contiguity. The constraint I-CONTIG rules out internal deletion in the input string. For instance, when a string /abc/ surfaces as [ac], this violates I-CONTIG because ac is not a contiguous string. This constraint, however, is not violated if the deletion rule applies at the edge, as in /abc/ → [ab], because ab is a contiguous string. Likewise, the violation of O-CONTIG is compelled if epenthesis were to apply internally to the input string, such as /ac/ → [abc]. By contrast, epenthesis at the edge, such as /ab/ → [abc] does not. For present purposes, we don’t need to distinguish these two constraints. Both epenthesis and deletion will be controlled by a single general constraint called CONTIGUITY.

The question is, does Glottal Epenthesis in Malay violate CONTIGUITY? The answer can either be yes or no, depending on the grammatical constituent which constitutes the domain of the application of the rule. CONTIGUITY is violated at the word level, since the rule applies internally to the word domain. However, at the root level, CONTIGUITY is fully satisfied, since the epenthesis rule only applies at the edge of the root domain.

It has been commonly observed that a large number of disparate phonological phenomena are subject to stricter faithfulness requirements within the root than elsewhere in the word, that is, from the relative markedness of roots (cf. McCarthy & Prince 1995b). The greater markedness of roots is undoubtedly driven by the demand to sustain more contrasts between roots than between affixes. McCarthy and Prince (1995b) formalise this difference in markedness by proposing a general ranking schema in which root-specific versions of faithfulness constraints are intrinsically ranked higher than the general, or affix-specific version of the same constraint.

Considering the case under discussion, we need a root-specific constraint of CONTIGUITY called ROOTCONTIG which bans root-internal epenthesis and deletion. ROOTCONTIG is an unviolated constraint in Malay, therefore it cannot be dominated in the hierarchy. The relevant ranking to account for ONSET violation root internally is as follows: *COMPLEX, *M/NH, SONFALL, ROOTCONTIG >> ONSET >> DEP-IOCONS.
(64) Onsetless syllable root internally (final version)

<table>
<thead>
<tr>
<th>/kaen/</th>
<th>*COMPLEX</th>
<th>*M/NH</th>
<th>SONFALL</th>
<th>ROOT CONTIG</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. kaën</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ka.ən</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. kaʔen</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. kan</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. ə ka.en</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It must be noted that the ruled out candidate (64d) violates the undominated constraint MAX-IOvow as well. It is evident now, despite the fact that ONSET is highly ranked, it is simply being disobeyed in this particular environment basically because other possible means, such as tautosyllabification (64a), ambiskeletal parsing (64b), Glottal Epenthesis (64c) and Vowel Deletion (64d) fatally violate the undominated constraints *COMPLEX, *M/NH and ROOTCONTIG respectively. Since there are no other possible competitors in the set, the candidate with ONSET violation (64e) emerges as the winner.

In conclusion, the reason why ONSET can be violated word initially and root internally is that this is the most harmonic way to assure that the undominated constraints are satisfied. The fact that Malay syllables can be onsetless disposes of Teoh’s (1994) strong claim that every syllable in this language must begin with an onset.

2.5 Syllable structure: CODA COND

We have observed that Malay syllables may have a single member coda. Nevertheless, there is a restriction in the language which prohibits a small class of segments from occupying the coda position. In the phonological analysis of syllable structures, the prohibition of some segments in the coda is governed by the Syllable Coda Condition (Itô 1986), which has usually been conceived of as a negative condition ruling out particular configurations syllable-finally.

Following Itô (1986), Teoh (1994) postulates the Syllable Coda Condition of Malay in (65), which states that the segments specified [-anterior] are barred from occupying the coda of a syllable.

(65)  
\[ \text{[-anterior]} \]

According to Teoh (1994:58), the constraint in (65) bars /tʃ, dʒ, ŋ/ from codas, except in very few loan words, such as [mætʃ] ‘march’ and [koledʒ] ‘college’ (Yunus 1980:69, Farid 1980:13). As pointed out by Teoh (1994:58), the occurrence of homorganic clusters [ŋdʒ] and [ŋtʃ] in words such as [pəŋdʒat] ‘to climb’ and [məŋtʃari] ‘to find’ is not construed as violating this constraint, because homorganic clusters are treated as partial geminates and therefore they have doubly-linked representations. By invoking Hayes’s (1986) Linking Constraint, which requires that all association lines present in rules be interpreted exhaustively, the Syllable Coda Condition for Malay as stated above does not apply to doubly-linked structures. It must be pointed out that Constraint (65) also bans /g, k, r, ŋ, h/
from syllable codas, since they are specified with [-anterior] feature in Teoh's (1994:53) feature matrix. This is not correct, because both /ŋ/ and /h/ can occur in the coda position.

In addition to the absence of /tʃ, dʒ, n/, there is another significant observation in the syllable coda not captured in Teoh's (1994) Syllable Coda Condition. This involves phonological alternations such as deletion and feature changing rules which effect some class of segments, namely the voiceless velar stop /k/, the voiced obstruents /b, d, g/ and the liquid /l/. As far as the Syllable Coda Condition is concerned, this phonological behaviour is more relevant, particularly in the context of the points made by Blevins (1995:228), who states that

Wherever possible, coda constraints should be supported by positive evidence from native and loan phonology in the form of stray erasure, extraprosodicity, feature changing rules, or epenthesis triggered by arguably illicit coda segments. Only in such cases is there positive evidence of the systematic nature of gaps in the coda inventory.

If such supportive evidence is crucial, the effect of the Syllable Coda Condition and the prohibition of /tʃ, dʒ, n/ in the coda then becomes suspicious. It is apparent that their absence in the native vocabulary is purely accidental. There is no positive evidence to support this distributional constraint. In short, Teoh's (1994) description on the Syllable Coda Condition of Malay is not satisfactory.

In what follows, I attempt to show more tangible effects of the Syllable Coda Constraint, supported by positive evidence from native and loan phonology in the form of feature changing mechanisms (i.e. feature delinking and feature spreading) and segmental deletion. These strategies are used to resolve illicit coda segments.

In the earlier OT analysis, the Syllable Coda Condition is governed by a formal constraint generally referred to as CODA COND and defined in prose. For example, CODA COND for Axininca Campa (McCarthy & Prince 1993a, 1994) is as follows.

(66) CODA-COND

A coda consonant is a nasal homorganic to a following stop or affricate

This constraint has been reinterpreted and reformalised in terms of an alignment statement requiring consonants to be left-aligned with a syllable (Itô & Mester 1994), as formally defined in (67) below.

(67) CODA COND: Align-Left (Cσ)

The formulation in (67) generally implies that all consonants are ruled out from syllable final position. In concrete cases, however, the consonantal element referred to by means of 'C' in (67) is often more narrowly circumscribed by referring to Cplace, marked Cplace, major segment types (resonant, obstruents), etc., and in this way CODA COND (67) is, properly speaking, an alignment scheme that in individual grammars is cashed in for some set of elementary alignment conditions (Itô & Mester 1994:31). For instance, CODA COND for Japanese is formalised in terms of an alignment constraint by Itô and Mester (1994) as in (70), which requires a consonantal place node to occupy the left periphery of a syllable.

(68) CODA COND: Align-Left (Cplaceσ)

As I have mentioned, CODA COND is subject to the Linking Condition (Hayes 1986; Itô 1986, 1989). Any segment which is doubly-linked to both rhyme and onset is immune to this constraint. Thus, geminates and place-linked clusters are not counted as a violation of CODA COND. Itô and Mester (1994:34) call this 'noncrisp alignment', as opposed to the 'crisp' one. Consider the following representations in Japanese (Itô & Mester 1994).
2.5.1 ALIGN-STOP(K): Debuccalisation

The voiceless velar stop /k/ has two phonetic realisations depending on its position in the syllable structure; [k] occurs in the onset, and a glottal stop [ʔ] occupies the coda. The wider distribution of the velar stop as compared to glottal stop generally leads to the postulation of

---

24 In the PARSE/FILL approach of earlier OT (Prince & Smolensky 1993), feature delinking is construed as a violation of a PARSE(F) constraint. In the case of laryngeal neutralisation, the relevant constraint is PARSE (Laryngeal) (cf. Lombardi 1995).
the former as the basic underlying form (Yunus 1980; Farid 1980; Teoh 1994). In terms of rule-based approach, the change of the stop obstruent /k/ into [?] in the syllable coda is referred to as a process of Debuccalisation.25 Some relevant examples are listed below.

(70) /saksi/ [saʔsi] ‘witness’
/laksə/ [laʔsa] ‘a kind of noodle’
/sepkə/ [sepaʔ] ‘to kick’
/baekə/ [baeʔə] ‘good’
/kəkəkə/ [kakaʔa] ‘sister’
/kəpakə/ [kapəʔa] ‘an axe’

In previous studies the process of Debuccalisation is commonly known as Glottal Formation (Farid 1980; Teoh 1994). This process occurs in many languages, such as Toba Batak (Hayes 1986b), which converts all voiceless stops in coda position to a glottal stop, and the New York City English and Scottish dialects, which replace oral stop [t] to [ʔ] (Lass 1976).

Glottal Formation is formulated in Farid (1980:9) as in (71). Following Sagey’s (1986) feature representation, this rule is reinterpreted in Teoh (1994:74) as in (72) which is seen as the result of the delinking of the supralaryngeal node of the velar stop at syllable coda position, leaving only the laryngeal node linked to the root node.

(71) Glottal Formation (Farid 1980:9)

k → ? / ___ {#, C}

(72) Glottal Formation (as delinking) (Teoh 1994:74)

Rime

X /  
/   
\root
   + cons. - cont.
 LT            SL
 [-voiced]    pl dorsal [+back]

Both these rules lack explanatory adequacy, as they only describe the phenomenon, without providing an explanation for what motivates such a rule. In our analysis, Debuccalisation is construed as a mechanical strategy to avoid the violation of the CODA COND constraint. Following Itô and Mester (1994), the CODA COND constraint for the voiceless velar stop is ALIGN-STOP(K), the alignment constraint requiring the velar stop /k/ to be left-aligned with a syllable, as formally defined in (73).

25 In the Kelantan and Terengganu dialects of Malay, this rule affects all the voiceless stops /p, t, k/. Thus, the rule is more general in these dialects (see Teoh 1994; Trigo 1991).
ALIGN-STOP(K)  
Align-Left (k, α)  

The constraint in (73) demands that the consonant /k/ must be an onset. One way of 
eschewing a violation of ALIGN-STOP(K) is by feature delinking. The consequence of this is a 
violation of the featural faithfulness IDENT-IO[F] constraint family, which demands that the 
correspondent of the input segment specified as [F] must be [F] (Pater 1996). In the case of 
k ∼ ? alternation, the relevant constraint at play is IDENT-IO[Dorsal].  

It has been generally claimed that Debuccalisation basically involves the delinking of the 
place node (McCarthy 1988). To capture this generalisation, I employ a formal constraint 
IDENT-IO[Place], formally defined in (74).  

IDENT-IO[Place]  
The correspondent of the input segment specified as [Place] must be [Place].  

ALIGN-STOP(K) and IDENT-IO[Place] conflict with each other, and the schematic ranking in 
the former must dominate the latter, as the following tableau demonstrates.  

Debuccalisation: ALIGN-STOP(K) >> IDENT-IO[Place]  

<table>
<thead>
<tr>
<th>/masak/</th>
<th>ALIGN-STOP(K)</th>
<th>IDENT-IO[Place]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ma.sak</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. ma.sa?</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>/saksi/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. sak.si</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. sa?si</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

The failed candidate (75a) violates ALIGN-STOP(K), since [k] occurs in the coda position. 
By contrast, in the optimal candidate (75b), the coda consonant is [?], and therefore ALIGN-
STOP(K) is vacuously satisfied at the expense of violating IDENT-IO[Place]. Other possibilities 
of feature changing strategies in terms of rule based approach are Spirantisation, where stops 
become fricatives (i.e. /k/ → [x]), and Deoralisation, where oral stops become nasals (i.e. /k/ 
→ [n]), are ruled out by assuming that the IDENT-IO[Continuant] or IDENT-IO[Sonorant] are 
ranked higher than ALIGN-STOP(K).  

In addition to the feature changing rules, the satisfaction of structural well-formedness 
can be achieved by vowel epenthesis (i.e. overparsing) and consonant deletion (i.e. 
underparsing). The price for such parsings are violations of DEP-IOvow and MAX-IOcons respectively. Deletion is visibly active in this language and this will be explored in §2.5.3.  

In the case under discussion, the strategy of consonant deletion is not applicable. This 
suggests that the possibility must be ruled out by a more dominant constraint in the hierarchy. 
As we have demonstrated in §2.3, root internal deletion and epenthesis are prohibited in order 
to respect the undominated constraint ROOTCONTIG. The same explanation goes for a root, 
such as /saksi/ ‘witness’, as illustrated in (76), where the satisfaction of ALIGN-STOP(K) by 
segmental deletion (i.e. *[sasi]) and epenthesis (i.e. *[saksi]) compels a fatal violation of 
ROOTCONTIG.  

26 As noted in McCarthy and Prince (1995b), featural faithfulness can refer to distinctive features as well as 
feature nodes.
Debuccalisation: \textsc{rootcontig} $>$ $>$ \textsc{align-stop(K)} $>$ $>$ \textsc{ident-io[Place]}

\begin{center}
\begin{tabular}{|l|l|l|}
\hline
/saksi/ & \textsc{root contig} & \textsc{align-stop(K)} & \textsc{ident-io[Place]} \\
\hline
a. sak.si & *! & & \\
b. sa.kasi & *! & & \\
c. sa.si & *! & & \\
d. sa?si & & * & \\
\hline
\end{tabular}
\end{center}

However, as previously mentioned, the general constraint \textsc{contiguity} (63) is not violated if the deletion or epenthesis rule applies at the edge (McCarthy & Prince 1995). Following this assumption, \textsc{rootcontig} becomes irrelevant when deletion or epenthesis applies at the edge of /masak/, yielding possible candidates *[masa] and *[masaka] respectively. Since these candidates are not optimal, they must be ruled out by some other dominant constraints.

Recall the alignment constraint called \textsc{align-left} (53) which requires that the left edge of a word must coincide with the left edge of a syllable. This constraint prohibits word initial epenthesis or deletion, as was illustrated in (54). To account for the prohibition of word final epenthesis and deletion, we need a formal constraint which closely resembles \textsc{align-left}, namely, \textsc{align-right}, which is formally defined as follows:

\textbf{Constraint (77) \textsc{align-right}}

\begin{center}
\textsc{align} (\text{stem, right, $\sigma$, right})
\end{center}

Constraint (77) states that the right edge of a stem must coincide with the right edge of a syllable. Similarly to \textsc{align-left}, in order for \textsc{align-right} to be fully satisfied, the final segment of the input stem cannot be deleted (i.e. underparsed) or syllabified with an epenthetic vowel (i.e. overparsed). Deletion and Epenthesis will cause a misalignment of the leading edges of the syllable and the stem, as shown in (78). The relevant stem-edge is marked by ' $|$ ', the syllable boundary is indicated by a full stop ' . ', and deletion is shown by ' $< >$ '.

\textbf{Constraint (78) Stem-Syllable Alignment}

\begin{center}
\text{Input: } /masak/ \hspace{1cm} \text{Output: } a. *[ma.sa.$<$|$] \\
\hspace{1cm} b. *[ma.sa.k$|$a]$] \\
\hspace{1cm} c. *[ma.sa?$|$]$] \\
\hspace{1cm} <\text{plc}>
\end{center}

As can be seen, the effects of C-deletion (i.e. delinking of the root node) in (78a) and V-epenthesis in (78b) have shifted the syllable edge away from the input stem edge, a clear violation of \textsc{align-right}. Notice that, although the stem and syllable edges coincide in the optimal form (78c), delinking is also involved: the delinking material is a feature rather than a root node. It has been argued that delinking of features would result in a violation of \textsc{align-right}, just as delinking of a root node does. In order for \textsc{align-right} to be fully satisfied, all the feature content of the input stem, as well as the root node, must have a correspondent in the output (i.e. faithfully parsed) (cf. McCarthy 1993b; Lombardi 1995).

Unlike \textsc{align-left}, \textsc{align-right} is a dominated constraint in this language. In this particular case, it is outranked by \textsc{align-stop(K)}. Since all the candidates in (78) violate \textsc{align-right} equally, this constraint does not play a crucial role here. Therefore, the elimination of (78a) and (78b) must be due to \textsc{max-10cons} and \textsc{dep-10vow}, which militate
against deletion and epenthesis, respectively. Crucially, these constraints must be ranked higher than IDENT-IO[Place]. Unlike V-epenthesis, C-deletion is visibly active in this language to avoid CODA COND violations (see §2.5.3). In the case where deletion is favoured over epenthesis, this implies that MAX-IOCONS must be ranked lower than DEP-IOvow. To account for the case under discussion, I then establish the following part of the constraint ranking: ALIGN-STOP(K), DEP-IOvow >> ALIGN-RIGHT >> MAX-IOCONS >> IDENT-IO[Place]. The tableau in (79) clarifies the arguments we just made. For convenience, the relevant stem-edge, the syllable boundary and delinking are marked by ' | ', '. ' and '< >', respectively.

(79)  

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{masak} & \text{ALIGN-STOP(K)} & \text{DEP-IOvow} & \text{ALIGN-RIGHT} & \text{MAX-IOCONS} & \text{IDENT-IO[Place]} \\
\hline
\text{a. masakl} & *! & & & & \\
\text{b. ma.sak-la} & *! & & * & & \\
\text{c. ma.sa.< >} & & * & * & & \\
\text{d. ma.sa?} & & & * & * & \\
\hline
\end{array}
\]

As can be seen, although the losing candidate (79a) is well-aligned constituent-wise, it incurs a fatal violation of ALIGN-STOP(K). Candidate (79b) is ruled out, as it fatally violates DEP-IOvow. Candidates (79c) and (79d) spare this violation, but both disobey ALIGN-RIGHT. Thus, they are in a tie position, and subject to evaluation by the next available constraints. MAX-IOCONS rules out (79c) and determines (79d) as the winning candidate. A violation of IDENT-IO[Place] becomes irrelevant, since the victor has already been pronounced.

2.5.2 ALIGN-OBST: Obstruent Devoicing

Malay has both voiced and unvoiced obstruents in its phonemic inventory. However, native phonology demonstrates that only voiceless obstruents are permitted syllable-finally. Loan phonology inhibits a phenomenon the so-called Obstruent Devoicing which changes the underlying voiced obstruents /b, d, g/ into voiceless counterparts (Yunus 1980; Teoh 1994).

(80)  

\[
\begin{array}{ccc}
\text{/d3auab/} & [d3awap] & \text{‘answer’} \\
\text{/abdi/} & [apdi] & \text{‘slave’} \\
\text{/adab/} & [adap] & \text{‘manners’} \\
\text{/dekad/} & [dekat] & \text{‘decade’} \\
\text{/abad/} & [abat] & \text{‘century’} \\
\text{/d3ag/} & [d3a?] & \text{‘jug’} \\
\text{/ragbi/} & [ra?bi] & \text{‘rugby’} \\
\end{array}
\]

27 It should be noted that all word final voiceless stops are unreleased, which means that the contact between the lips or other relevant articulatory organs for producing stop sounds, is not exploded or completely released.
The rule of Obstruent Devoicing is formulated in Teoh (1994:53) as in (81). Notice that the voice velar stop /g/ does not change into [k], as predicted by the rule, but becomes a glottal stop instead. This must be due to the effect of ALIGN-STOP (K) discussed earlier.

(81) \[
\begin{array}{c}
+ \text{cons} \\
- \text{cont} \\
+ \text{voice}
\end{array} \rightarrow [\text{- voice}] / \]
\[\text{Cl}_{0}
\]

As we commented on earlier, rule (81) also lacks explanatory motivation. In our analysis, the Obstruent Devoicing in the coda is the effect of the CODA COND constraint which bars voiced obstruents in the coda. CODA COND is formalised in terms of Itô and Mester's (1994) alignment constraint as ALIGN-OBST (Align Obstruent), which requires that the voiced obstruent segments be left-aligned with a syllable.

(82) ALIGN-OBST
Align-Left (voiced obstruent, σ)

Similarly to Debuccalisation (§2.5.1), one possibility of satisfying ALIGN-OBST is by feature delinking. In this particular case, the feature [voice] of the input is not faithfully parsed. This strategy is closely similar to Obstruent Neutralisation in German (cf. Lombardi 1995) and Coda Devoicing in Dutch (cf. Booij 1997). As mentioned, the price of the feature delinking mechanism is a violation of the featural markedness constraint IDENT-IO, particularly IDENT-IO[Voice], as in (83).

(83) IDENT-IO[Voice]
The correspondent of the input segment specified as [Voice] must be [Voice].

Just like with ALIGN-STOP(K), other possibilities of feature changing strategies, such as stops becoming nasals (i.e. /b/ → [m]) or stops becoming fricatives (i.e. /b/ → [f]), are ruled out by the assumption that IDENT-IO[Sonorant] and IDENT-IO[Continuant] are ranked higher than ALIGN-OBST in the hierarchy.

The elimination of candidates with vowel epenthesis and consonant deletion at the stem edge are not the consequence of ALIGN-RIGHT, but are rather due to DEP-IOvow and MAX-IOCONS. Similarly to Debuccalisation, the faithfulness constraints MAX-IOCONS and DEP-IOvow must outrank the featural faithfulness constraint IDENT-IO[Voice]. The interaction of ALIGN-OBST, DEP-IOvow >> ALIGN-RIGHT >> MAX-IOCONS >> IDENT-IO[Voice] is illustrated in the tableau below.

(84) Obstruent Devoicing

<table>
<thead>
<tr>
<th>/abad/</th>
<th>ALIGN-OBST</th>
<th>DEP-IOvow</th>
<th>ALIGN-RIGHT</th>
<th>MAX-IOCONS</th>
<th>IDENT-IO[Voice]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. a.bad</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. a.ba.d</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. a.ba.&lt;</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. a.bat</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Observe that in (80) the voiced velar /g/ surfaces as a glottal stop [ʔ], instead of the voiceless velar [k] predicted by Obstruent Devoicing. The g ~ ʔ alternation is not inexplicable.
if we invoke the earlier CODA COND constraint of ALIGN-STOP(K) (73). If /g/ were to become [k], this would violate ALIGN-STOP(K), since [k] occurs in the syllable coda position. As demonstrated in (79), the optimal way of eschewing an ALIGN-STOP(K) violation is by delinking the feature [Place], the segment thus surfacing as a glottal stop.

Given the fact that IDENT-IO[Place] is lower ranked in the hierarchy, it is plausible for /b, d/ to become a glottal stop as well. However, this possibility can never be optimal because in addition to the IDENT-IO[Place] violation, it disobeys IDENT-IO[Voice] as well. In this situation, the two constraints do not conflict, and therefore they are not ranked with respect to each other. Putting all the constraints together yields the following set of rankings: ALIGN-OBST, ALIGN-STOP(K), DEP-IOvow >> ALIGN-RIGHT >> MAX-IOCONS >> IDENT-IO[Place], IDENT-IO[Voice].

(85) Alternation of /g/ - ?

<table>
<thead>
<tr>
<th>Alternation of /g/ - ?</th>
<th>ALIGN-OBST, ALIGN-STOP(K), DEP-IOvow</th>
<th>ALIGN-RIGHT</th>
<th>MAX-IOCONS</th>
<th>IDENT-IO[Place]</th>
<th>IDENT-IO[Voice]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. d3agl.</td>
<td>ALIGN-OBST *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. d3a.gla.</td>
<td>DEP-IOvow *!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. d3a.&lt; &gt;]</td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. d3akl. &lt;Voı&gt;</td>
<td>ALIGN-STOP(K) *!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. d3a?l. &lt;Piec, Voı&gt;</td>
<td>*</td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(86) Alternation of voiced - voiceless obstruents

<table>
<thead>
<tr>
<th>Alternation of voiced - voiceless obstruents</th>
<th>ALIGN-OBST, ALIGN-STOP(K), DEP-IOvow</th>
<th>ALIGN-RIGHT</th>
<th>MAX-IOCONS</th>
<th>IDENT-IO[Place]</th>
<th>IDENT-IO[Voice]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. a.badl.</td>
<td>ALIGN-OBST *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. a.ba.dla.</td>
<td>DEP-IOvow *!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. a.ba.&lt; &gt;]</td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. a.batl. &lt;Voı&gt;</td>
<td>*</td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. a.ba?l. &lt;Piec, Voı&gt;</td>
<td>*</td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As can be seen, the failed candidate (85d), which undergoes the regular Obstruent Devoicing strategy, is ruled out because it incurs a fatal violation of ALIGN-STOP(K). The optimal candidate (85e) spares ALIGN-STOP(K) and ALIGN-OBST at the expense of violating IDENT-IO[Place] and IDENT-IO[Voı] respectively. However, in the case of the voiced ~ voiceless obstruent alternation in (86), a candidate violating IDENT-IO[Place] and IDENT-IO[Voı] can never be optimal, because there is always a better candidate, (86d), which only violates the latter.
2.5.3 ALIGN-RHOTIC: r-Deletion

It has long been observed that the segment \( r \) is never pronounced word finally in Malay (Yunus 1980; Asmah 1975; Farid 1980). As Yunus (1980:73) points out, 'Many speakers, perhaps the majority of speakers in Malaya and Singapore, do not use \([r]\) in word final position; neither pronunciation will make any semantic change in the word: \([bəna]\) or \([bənar]\) "true or correct".

In the previous rule-based analysis, the absence of \([r]\) in stem final position is treated as an obligatory \( r \)-deletion rule by Farid (1980:16), but as an optional \( r \)-delinking rule by Teoh (1994:43).\(^{28}\) As shown in (87) and (88), both rules have the same structural description, that is, \( r \) in coda position. We will argue later that this rule is oversimplified. Based on our available data, it is attested that in a stem medial position the coda \( r \) is always preserved and distinctively manifested in the surface forms (i.e. /tərbaŋ/ → [tərbaŋ] 'to fly' and not *[təbaŋ]).

(87) \( r \)-deletion rule (Farid 1980:16)

\[
\begin{align*}
\text{coda} \\
\downarrow \\
\text{root} \\
\begin{cases}
\text{+ cons.} \\
\text{- cont.} \\
\text{+ son.}
\end{cases}
\end{align*}
\]

(88) \( r \)-delinking rule (Teoh 1994:43)

Before we offer an OT account of the phenomenon, there are some important remarks about the segment \( r \) that need to be addressed. In literary Malay, this segment is represented as \( r \), and described as an alveolar trill (Asmah 1977:2) or as a rolled alveolar consonant (Yunus 1980:73). However, both of these authors, agree that the literary \( r \) is commonly realised as a voiced velar fricative \([\gamma]\), instead of a trill or a rolled \([r]\) by most Malay speakers (Yunus 1980:95; Asmah 1975:70).

As noted in Asmah (1975:70), 'None of the Malay dialects in Malaysia as far as I know, pronounce \( r \) as an alveolar trill. The letter \( r \) in our writing system represents the dialectal \([\gamma]\) and \([R]\). The velar fricative \([\gamma]\) occurs in the southern dialect, while the uvular fricative \([R]\)\(^{29}\) occurs in the northern dialect'.

---

\(^{28}\) Based on the previous observations of Asmah (1975), Yunus (1980) and Farid (1980), and prevalently supported by our contemporary data, I disagree with Teoh (1994) and strongly affirm that \( r \)-deletion word finally is absolutely obligatory.

\(^{29}\) It must be mentioned that Asmah (1975) has employed an incorrect IPA symbol for representing the sound. A uvular fricative is commonly symbolised with \([u]\), while a letter \([R]\) represents a uvular trill.
Farid (1980:16) claims that this sound is 'a non-trilled [r] ... which is produced with the tongue somewhat retracted towards the front of the soft palate, and without radical constriction, and is described in this work as a voiced back liquid'. This segment is represented as /l/ in Farid (1980).

Based on our available data, we absolutely agree with Yunus (1980) and Asmah (1975) that the literary \( r \) segment is commonly pronounced as a voiced velar fricative /\( y \)/. In terms of manner of articulation, /\( y \)/ is undeniably a fricative sound at the phonetic level of representation. However, at the phonological level, it must be represented as a liquid segment because it exhibits similar behaviour to the lateral /l/.[30] This is not a peculiar case, as Lass (1984:157) asserts, ‘Liquids' covers a disparate set of segments, primarily lateral approximants and ‘\( r \)', i.e. alveolar and post-alveolar trills, taps, and approximants, and occasionally fricatives, and some uvular and velar trills, fricatives and approximants. (Whether a fricative ‘counts as' an obstruent or a liquid is a matter of phonological analysis: German /\( f \)/ counts as a liquid with /l/ because of its distribution and other phonological behaviour).

Another significant observation about this segment is that its occurrence at the stem-suffix boundary, particularly when it is followed by the vowel initial suffixes /-an/ and /-i/, most often surfaces as a flap [r] instead of [\( y \)], more specifically as a geminate [rr].[31] The flap [r] is produced by a single rapid contact between the tip of the tongue and the alveolar ridge. For some speakers, however, both variants are used interchangeably without any difference of meaning.[32] We therefore regard this allophonic alternation as free variation. However, for convenience of presentation, we represent this segment as a trill [r], similarly to the form used in literary Malay. To begin our analysis of r-Deletion phenomenon, we lay out some relevant examples as in (89).

(89) a. Word final /r/

/kotor/ [koto:] 'dirty'
/ukor/ [uko:] 'to measure'
/pasar/ [pasa:] 'market'

b. Root final /r/ + V-initial suffix

/kotor+an/ [kotorrani] 'dirt'
/ukor+an/ [ukorrani] 'measurement'
/pasar+an/ [pasarrani] 'market'

---

[30] In the process of affixation with the nasal-final prefixes /man-/ and /pan-/ stems begin with /l/ and /\( y \)/ segments generally undergo the same phonological rule called Nasal Deletion. See Chapter 4 for detailed discussion.

[31] All C-final stems surface as geminates at the stem-suffix juncture, and this phenomenon will be discussed in length in Chapter 3.

[32] This allophonic variation is also observed by Yunus (1980:95) and he states, '[r] in final position of a base word will be rendered [\( y \)] in the speech of some speakers when followed by the suffixes [\-an] or [\-i], in which case the [r] or [\( y \)] will now be the initial consonant of the final syllable in the newly formed complex word'.
c. Root internal /ɾ/

\[
\begin{array}{ll}
/pəɾlu/ & [pəɾlu] \quad *[^pəɾlu] \quad \text{‘must’} \\
/təɾbaŋ/ & [təɾbaŋ] \quad *[^təɾbaŋ] \quad \text{‘to fly’} \\
/təɾdʒɔn/ & [təɾdʒɔn] \quad *[^təɾdʒɔn] \quad \text{‘to dive’} \\
/kəɾdʒa/ & [kəɾdʒa] \quad *[^kəɾdʒa] \quad \text{‘work’} \\
\end{array}
\]

\[
\begin{array}{l}
\text{d. /ɾ/ final prefix + V-initial stems} \\
/bəɾ+ubah/ & [bəɾubah] \quad \text{‘change’} \\
/bəɾ+ikot/ & [bəɾi̯kot] \quad \text{‘as follows’} \\
/təɾ+anʃkat/ & [təɾanʃkat] \quad \text{‘carry’} \\
\end{array}
\]

\[
\begin{array}{l}
\text{e. /ɾ/ final prefix + C-initial stems} \\
/bəɾ+kəɾdʒa/ & [bəɾkəɾdʒa] \quad \text{‘work’} \\
/bəɾ+ləwaŋ/ & [bəɾləwaŋ] \quad \text{‘fight’} \\
/təɾ+sepək/ & [təɾsepək] \quad \text{‘kick’} \\
\end{array}
\]

Notice that in (89a) when the segment /ɾ/ is deleted, the preceding vowels will then get lengthened. This particular case of compensatory lengthening is quite common in many Malay dialects (cf. Collins 1986; Zaharani 1991). This is captured in Teoh (1994) as a process of re-linking the timing X-slot to the preceding vowel. As Teoh (1994:47) points out, ‘/ɾ/ deletion is seen as a delinking of the root node, thus erasing everything that it dominates leaving behind an empty X-slot. The preceding vowel then re-links to the empty X-slot thus resulting in the lengthening of the vowel’. It is important to note that the deletion of the prefix-/ɾ/ in (89e) is never accompanied by compensatory lengthening either in the standard dialect (cf. Farid 1980) or in the regional dialects (Zaharani 1991). The prohibition of compensatory lengthening at the prefix juncture will be accounted for in chapter four.

Observe that in (89c), the underlying /ɾ/ is always preserved root internally. This fact is not captured in the previous rule-based approaches. Given the formalisations in (87) and (88), r-Deletion will certainly apply, since its structural description is fully satisfied. This derivation, however, yields an incorrect surface form, as indicated by the asterisk in (89c). Thus, the previous accounts of r-Deletion in Malay are descriptively and explanatorily inadequate.

The deletion and preservation of /ɾ/ in the coda can be accounted for quite elegantly in our analysis. As usual the choice is based on the interaction of constraints in the constraint hierarchy. The candidate that best satisfies the constraint ranking will always emerge as the optimal form.

Obviously, the deletion of /ɾ/ in the coda must be triggered by the CODA COND constraint. And again, by adopting Ito and Mester’s (1994) alignment formalism, the relevant constraint at play here is ALIGN-RHOTIC, which requires that the segment /ɾ/ be left-aligned with a syllable.

\[
\text{(90) ALIGN-RHOTIC} \\
\text{Align-Left (r, σ)}
\]

As shown in (89), the optimal way of satisfying the CODA COND constraint in (90) is by segmental deletion. This strategy is similar to that of the Eastern Massachusetts dialect as reported in McCarthy (1993a). Deleting the final segment of a stem incurs a violation of ALIGN-RIGHT. Crucially, for the case under discussion the hierarchical ranking is ALIGN-RHOTIC >> ALIGN-RIGHT, as demonstrated in tableau (91). Since a feature changing
mechanism is not harmonic here, therefore any possible IDENT-IO(F) constraint must be ranked higher than ALIGN-RHOTIC in the hierarchy.

(91)  r-Deletion: ALIGN-RHOTIC >> ALIGN-RIGHT

<table>
<thead>
<tr>
<th></th>
<th>ALIGN-RHOTIC</th>
<th>ALIGN-RIGHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ko.to.r</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. ko.to:&lt; &gt;</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

Another possibility for eschewing the ALIGN-RHOTIC violation is by V-epenthesis (i.e. [ko.to.rə]). This candidate violates ALIGN-RIGHT as well, since the syllable edge and stem edge do not coincide. Thus, we have a tie situation here which must obviously be resolved by the faithfulness constraints. Deleting an input consonant violates MAX-IOCONS, and inserting epenthetic vowel violates DEP-IOvow. In the case where deletion is favoured over epenthesis, MAX-IOCONS must be ranked lower than DEP-IOvow.

Considering the case under discussion, the relevant ranking to account for the phenomenon of r-Deletion is as follows: DEP-IOvow, ALIGN-RHOTIC, >> ALIGN-RIGHT >> MAX-IOCONS.

(92)  r-Deletion

<table>
<thead>
<tr>
<th></th>
<th>DEP-IOvow</th>
<th>ALIGN-RHOTIC</th>
<th>ALIGN-RIGHT</th>
<th>MAX-IOCONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ko.to.r</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ko.to.rə</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ko.to:&lt; &gt;</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Another important observation in the data in (89) that has not been explored thus far is the phenomenon of compensatory lengthening. As mentioned, when the coda /l/ is deleted, the preceding vowel then gets lengthened. It is common cross linguistically that a deletion of a coda consonant is always followed by vowel lengthening, such as in Latin (Ingria 1980, Bichakjian 1986), Ancient Greek (Wetzels 1986), Turkish (Sezer 1986) and Tiberian Hebrew (Lowenstamm & Kaye 1986).

Following the same interpretation of the autosegmental analysis, compensatory lengthening is construed in this study as the result of parsing the timing X-slot (possibly analysed as a mora) to the preceding vowel. Thus, we need another formal constraint that belongs to the MAX-IO constraint family called MAX-IOx, which is formally defined as in (93).

(93)  MAX-IOx

Every X in the input must have a correspondent in the output.

Although MAX-IOCONS and MAX-IOx belong to the same MAX-IO family, they are two distinct constraints, and therefore in principle they are separately rankable in the hierarchy. Given the facts of Malay, these two constraints never conflict, and therefore they don’t need to be ranked with respect to each other.
When the timing X-slot is associated to the preceding vowel, this creates a long vowel with a doubly-linked structure. The price for this is a violation of a constraint in (94), which prohibits long vowels (cf. Rosenthal 1994).

(94) No Long Vowel (NLV)

\[
\begin{array}{c}
*G \\
\downarrow \\
x \quad x \\
\downarrow \\
V
\end{array}
\]

Crucially, the faithfulness constraint MAX-IO_x must outrank NLV in the hierarchy. Putting all the constraints together, the relevant ranking for r-Deletion is now established as follows: DEP-IOvow, ALIGN-RHOTIC, >> ALIGN-RIGHT >> MAX-IOCONS, MAX-IOx >> NLV.

(95) r-Deletion and compensatory lengthening

<table>
<thead>
<tr>
<th>/kotor/</th>
<th>DEP-IOvow</th>
<th>ALIGN-RHOTIC</th>
<th>ALIGN-RIGHT</th>
<th>MAX-IOx</th>
<th>MAX-IOCONS</th>
<th>NLV</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ko.to.</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ko.to.r</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ko.to.&lt; &gt;</td>
<td>*</td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. ko.to.&lt; &gt;</td>
<td>*</td>
<td>*</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

In addition to segmental deletion, the failed candidate (95c) erases the timing-X unit as well, thus, incurring MAX-IO_cons and MAX-IO_x violations. The optimal candidate (95d) satisfies MAX-IO_x by parsing the underlying X-element to the preceding vowel, which surfaces as a long vocoid. The satisfaction of MAX-IO_x compels a violation of NLV. This violation is irrelevant, since the victor has already been determined.

The next important generalisation that needs to be accounted for is the preservation of /r/ in root internal position, as in (89c). As mentioned, this fact has been overlooked in previous studies. Given the constraint ranking established in (95), a candidate with /r/ deletion will always emerge as the winner, as the following tableau illustrates.

(96). r-Deletion root internally: incorrect result

<table>
<thead>
<tr>
<th>/turban/</th>
<th>DEP-IOvow</th>
<th>ALIGN-RHOTIC</th>
<th>ALIGN-RIGHT</th>
<th>MAX-IOx</th>
<th>MAX-IOCONS</th>
<th>NLV</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. tur.ban</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. turaban</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. turan</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. *tur:ban</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

As can be seen, the optimal form falls to candidate (96d). However, this is not the correct surface form in the language. This suggests that the deletion of /r/ root internally should be avoided because it crucially effects some other dominant constraints in the grammar.
Recall the case of hiatus preservation in §2.3. ONSET is minimally disobeyed in order to satisfy CONTIGUITY (63), in particular ROOTCONTIG, which disallows any process of deletion or epenthesis within the root morpheme. The same phonological effect equally applies in the case of r-Deletion. As established earlier, ROOTCONTIG is an unviolated constraint, therefore it is undominated in the hierarchy. The tableau below gives a better picture of how a candidate with a coda /r/ surfaces as an optimal form.

(97) Preservation of /r/ root internally

<table>
<thead>
<tr>
<th>/tərbanŋ/</th>
<th>ROOT CONTIG</th>
<th>DEP-I0vow</th>
<th>ALIGN-RHOTIC</th>
<th>MAX-IOX</th>
<th>MAX-I0CONS</th>
<th>NLV</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ʃ tər·banŋ</td>
<td>!</td>
<td>!</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. tə·ran·banŋ</td>
<td>*!</td>
<td>*</td>
<td>!</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. tə·banŋ</td>
<td>*!</td>
<td>*</td>
<td>!</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>d. tə·banŋ</td>
<td>*!</td>
<td>*</td>
<td>!</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

In short, although the CODA COND constraint ALIGN-RHOTIC is a highly ranked constraint, it can be violated root internally in order to obey the more dominant constraint in the hierarchy ROOTCONTIG. ROOTCONTIG captures the generalization about the irregular behavior of the root stems with respect to rules that are visibly active in the language.

2.5.4 ALIGN-NASAL: Nasal Assimilation

Another phonological effect of CODA COND is on nasal segments. All the previous studies affirmed that a nasal segment which forms the coda of the first syllable is always homorganic with the following onset obstruent, and this fact is captured by a very general rule called Nasal Assimilation (Farid 1980:13; Teoh 1994:101). This generalization is true for clusters within the stem and at the prefix juncture, but not for clusters at the suffix boundary, as the following examples show.

(98) a. Homorganic cluster within the stem

/sampan/ [sampan] ‘boat’
/nampak/ [nampaʔ] ‘to see’
/pantas/ [pantas] ‘fast’
/pandu/ [pandu] ‘to drive’
/pændʒat/ [pændʒat] ‘to climb’

b. Homorganic cluster at prefix juncture

/məŋ+basoh/ [məmbasoh] ‘wash’
/məŋ+datanŋ/ [məndatanŋ] ‘come’
/məŋ+gali/ [məŋgali] ‘dig’
/məŋ+dʒilat/ [məndʒilat] ‘lick’

c. Non-homorganic cluster at suffix boundary

/tanam+kan/ [tanāmkan] *[tanāŋkan] ‘bury (imperative)’
/hitam+kan/ [hitamkan] *[hitāŋkan] ‘blacken (imperative)’
/padan+kan/ [padankan] *[padaŋkan] ‘match (imperative)’
/təkan+kan/ [təkan kan] *[təkanŋ kan] ‘press (imperative)’
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d. Word final nasal

/malam/ [mālam] 'night'
/makan/ [mākan] 'to eat'
/pasaŋ/ [pasaŋ] 'to assemble'

The occurrence of homorganic clusters is common cross-linguistically and is construed as the result of Nasal Assimilation. In Farid’s (1980) analysis, Nasal Assimilation is formalised as a feature changing rule as in (99). One notable comment about the formalism in rule (99) is that it is very unconstrained and cumbersome.

(99) Nasal Assimilation as feature changing (Farid 1980:13)

Within the multilinear framework (Teoh 1994), Nasal Assimilation is interpreted as a process of spreading, that is, the nasal segment gets its specification for place of articulation through linking with the following consonantal segments. This is illustrated in (100).

(100) Nasal Assimilation as Spreading (Teoh 1994:101)

Notice that in (98c) Nasal Assimilation fails to apply, otherwise we will get incorrect surface forms, as indicated by the asterisk. However, given the formulations of the rules in (99) and (100), we would expect nasal assimilation to take place, because its environment is fully satisfied.

This irregular behaviour of Nasal Assimilation at the suffix boundary is not discussed in Teoh (1994). Farid (1980:13), on the other hand, regards this as an exception, as he notes, ‘Nasals always appear on the surface as homorganic to a following consonant, except in cases of reduplication, or if the cluster consists of nasal plus suffix-initial consonant [kan]’.

In an OT account, the irregularity of Nasal Assimilation at the suffix juncture is explainable. This process does not take place in the optimal output because the candidate in hand is not the candidate best satisfying the constraint hierarchy.
As is widely accepted, Nasal Assimilation in natural languages is triggered by the CODA COND constraint. As mentioned, in the earlier OT analysis (McCarthy & Prince 1993ab, 1994), the CODA COND for nasals is defined in prose as in (66) above. Following Itô and Mester (1994), this constraint has been reinterpreted and reformalised in terms of alignment statement, and we label it ALIGN-NASAL here.

(101) ALIGN-NASAL
 Align-Left (CPlace Nasal, σ)

The constraint in (101) penalises any occurrence of specified CPlace nasal in the coda. As established in the earlier version of CODA COND (Itô 1986), geminates and place-linked clusters are not counted as a violation. Itô and Mester (1994:34) call this noncrisp alignment, as opposed to the crisp one. The difference between crisp and noncrisp alignments can be seen below.

(102) a. [kamu] ‘you’

![Diagram of kamu with σ σ CPlace labial parents and Crisp alignment]

b. [lampu] ‘light’

![Diagram of lampu with σ σ CPlace labial parents and Noncrisp alignment]

The CPlace in (102a) fulfils ALIGN-NASAL, since it is exclusively linked as a leftmost syllable daughter (‘Crisp alignment’). The CPlace in (102b) satisfies ALIGN-NASAL as well, because it is linked to the left edge of the second syllable, in spite of the additional link to the preceding syllable (‘noncrisp alignment’) (cf. Itô & Mester 1994).

In the rule-based approach, the process of Nasal Assimilation basically involves two general procedures. First, the nasal segment loses its specified [Place] node by delinking. Second, it obtains a new [Place] node from the following consonant through spreading. The consequence of Nasal Assimilation is a violation of the featural faithfulness constraint IDENT-Io[Place] (74), which requires that the correspondent of the input segment specified as [Place] must be [Place]. A violation of IDENT-Io[Place] directly effects ALIGN-RIGHT. As mentioned, in order for ALIGN-RIGHT to be fully satisfied, all the feature content of the input stem, as well as the root node, must have a correspondent in the output (cf. McCarthy 1993b; Lombardi 1995).

Obviously, the inapplicability of Nasal Assimilation at the suffix boundary is the consequence of satisfying ALIGN-RIGHT. Thus, the ranking is ALIGN-RIGHT >> ALIGN-NASAL. As mentioned, although ALIGN-STOP(K) and ALIGN-NASAL belong to the same CODA COND family, they are distinct constraints, and therefore they can be separately ranked in the constraint hierarchy. Tableau (103) gives a clear illustration why an assimilated candidate fails to emerge as the winner. Since ALIGN-OBST is irrelevant here, it is not represented in the tableau.
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(103) ALIGN-NASAL violation at the suffix juncture

<table>
<thead>
<tr>
<th>/tanam+kan/</th>
<th>DEP-IOVOW</th>
<th>ALIGN-RIGHT</th>
<th>ALIGN-NASAL</th>
<th>MAX-IOCONS</th>
<th>IDENT-IO[Place]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ta.na.&lt; &gt;kan</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ta.na.m\a.kan</td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. ta.nan\l.kan</td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>d. \t\ta.nam\l.kan</td>
<td>*</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

The assimilated candidate (103c), which has a multiple-linked structure survives ALIGN-NASAL, in compliance with a noncrisp alignment. The delinking of the [Place] node of the underlying nasal /m/, however, fatally violates ALIGN-RIGHT. The optimal candidate (103d) is featurally faithful to the input, but it disobeys the dominated CODA COND constraint ALIGN-NASAL.

The hierarchical ranking in (103) also accounts for the preservation of the specified feature [Place] of the nasal segment word finally. This is illustrated in tableau (104).

(104) ALIGN-NASAL violation word finally

<table>
<thead>
<tr>
<th>/tanam/</th>
<th>DEP-IOVOW</th>
<th>ALIGN-RIGHT</th>
<th>ALIGN-NASAL</th>
<th>MAX-IOCONS</th>
<th>IDENT-IO[Place]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ta.na.&lt;</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ta.na.m\a.</td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. ta.n\l.</td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>d. \t\ta.n\l.</td>
<td>*</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Observe that candidate (104c) undergoes Debuccalisation not C-Deletion. As noted, Debuccalisation is a process that involves delinking of the Place node. As illustrated in (75), /k/ debuccalises into a glottal stop in order to avoid a violation of the CODA COND constraint ALIGN-STOP(K). In this particular case, when the nasal segments lose their [Place] node of articulation, leaving behind a nasal element [nasal] (i.e. a nasal lacking a point of articulation). This nasal element is then docked into the preceding vowel deriving a nasalised vowel.

Nasal Debuccalisation is a very productive rule in some of the Malay dialects as a strategy used to get rid of word-final nasals (cf. Teoh 1994; Trigo 1991). The effect of Debuccalisation is a violation of ALIGN-RIGHT as well as the featural faithfulness constraint IDENT-IO[Place]. The Debuccalised candidate (104c) cannot be better than the optimal candidate (104d), which preserves the specified [Place] node of the nasal segment.

On the other hand, at the prefix juncture, the nasal segment in the coda of the first syllable is always homorganic with the following onset obstruent of the second syllable. The application of Nasal Assimilation suggests that ALIGN-NASAL must be obeyed by the candidate in order to emerge as the optimal output.

In previous studies the C-final prefix in (98b) is represented with nasal segment which is not specified for the feature node [Place] (cf. Teoh 1994, Kroeger 1988). This consonant gets its [Place] node from the following obstruent through spreading. It has been argued that
underspecification is unnecessary in the analysis of OT (Prince & Smolensky 1993; Itô, Mester & Padgett 1995). As Itô, Mester and Padgett (1995) point out, 'Since there is no sequential phonological derivation in Optimality Theory, there is no sense in which (parts of) the phonological derivation could be characterised by underspecification'. Following this assumption, I construe the nasal-final prefix in Malay as fully specified in the lexical representation, and as represented as a dorsal nasal /ŋ/, since this segment appears before V-initial stems (cf. Farid 1980).

Nasal Assimilation applies at the prefix boundary, and this suggests that a process of delinking is taking place here. However, this has no effect on ALIGN-RIGHT, since the effected segment occurs at the left edge of the stem. In this case, ALIGN-RIGHT is vacuously satisfied by an assimilated candidate. By employing the same ranking hierarchy in (104), the effect of Nasal Assimilation at the prefix boundary is demonstrated in tableau (105) below.

(105) ALIGN-NASAL satisfaction at the prefix juncture

<table>
<thead>
<tr>
<th>/məŋ+basoh/</th>
<th>DEP-IOvow</th>
<th>ALIGN-RIGHT</th>
<th>ALIGN-NASAL</th>
<th>MAX-IOCONS</th>
<th>IDENT-IO[Place]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. məŋbasoh</td>
<td></td>
<td></td>
<td></td>
<td>!</td>
<td></td>
</tr>
<tr>
<td>b. məŋbasoh</td>
<td>!</td>
<td></td>
<td></td>
<td>!</td>
<td></td>
</tr>
<tr>
<td>c. mbasoh</td>
<td></td>
<td></td>
<td>!</td>
<td>!</td>
<td></td>
</tr>
<tr>
<td>d. t mbasoh</td>
<td>&lt;Plc&gt;</td>
<td></td>
<td></td>
<td>!</td>
<td>!</td>
</tr>
</tbody>
</table>

The alignment constraint ALIGN-RIGHT is irrelevant in this prefixal environment, and therefore it is vacuously satisfied by all the candidates. Candidate (105a) gets its [Place] node by default and surfaces as a velar nasal [ŋ]). The cluster is not homorganic, and therefore it is ruled out by ALIGN-NASAL. The failed candidates (105b) and (105c) spare ALIGN-NASAL at the expense of violating the faithfulness constraints DEP-IOvow and MAX-IOCONS, respectively. Candidate (105d) incurs no such violation and is the victor.

2.6 Mid-vowels in closed final syllables

It has been proposed that Malay has a rule, the so-called Vowel Lowering rule, which changes the high vowels /i/ and /u/ to the mid-vowels [e] and [o] in a closed final syllable. This rule is formalised in Farid (1980) and Teoh (1993) as in (106a) and (106b) below.

(106) a. Vowel Lowering (Farid 1980:20)

\[
\begin{align*}
V & \quad [+ \text{high}] \rightarrow [- \text{high}] / \quad C \{C, #\} \\
\end{align*}
\]

b. Vowel Lowering Rule (Teoh 1994:32)

\[
\begin{align*}
V & \quad \rightarrow [- \text{high}] / \quad C \{C, #\} \\
[+ \text{high}] & \quad \rightarrow \quad VC_{\text{stem}} \\
\end{align*}
\]
As can be seen, although the rule predicts the same phonological alternation, its domain of application is totally different. Rule (106a) applies within the word domain, whereas rule (106b) operates within the stem domain. Besides this substantial difference, the evidence in Farid (1980) and Teoh (1994) to justify the necessity of this rule is also significantly distinct. We shall argue later that there is no strong phonological evidence or motivation for postulating the so-called Vowel Lowering rule, and therefore it should be discarded from the Malay grammar. Without this rule, the mid vowels /e/ and /o/ are represented as underlying. One of the advantages of this representation is that no additional rule is needed, making the grammar simpler and more easily learned.

The phonology of the native vocabulary shows that there is a general pattern regulating the distribution of high and mid-vowels in the final syllable of the stems. The high vowels [i, u] occur in open syllables, while the mid-vowel [e, o] occur in closed syllables, except in cases where the final /r/ gets deleted in the surface outputs, as in [ukor], [uke:], which are derived from /ukor/ 'to measure' and /uker/ 'to carve' respectively (cf. Yunus 1980; Teoh 1994). In addition, there is also a general restriction restraining the occurrence of vowels in the preceding syllable. In particular, the high vowels [i, u] in open final syllables never cooccur with the mid vowels [e, o], except in a few borrowed words, such as [topi] 'hat', [lori] 'lorry', and [d3eli] 'jelly'.

In his taxonomic analysis, Yunus (1980) captures this generalisation as complementary distribution and vowel harmony. As observed, the high vowels [i, u] and the mid-vowels [e, o] are distributionally complementary stem-finally. Thus, Yunus (1980:25) noted that 'therefore in a phonemic analysis of these vowel sounds, members of each group may, with due regard to certain exceptions, be considered as allophones of the same phoneme'. Furthermore, in determining the phonemic representation of the stem-final syllable, he introduces the notion of vowel harmony.

Yunus (1980:21) defines vowel harmony as 'the regular “adjustment” in the manner of production and in the point of articulation of the first vowel in disyllabic simple words of the structures VCV, VCCV, CVVC, CVCCV (all with open final syllable) and VCVC, VCCVC, CVCVC, and CVCCVC (all with closed final syllable), to “harmonise”, as it were, with the second vowel in the respective structures. In other words, the manner and point of articulation of one vowel are conditioned by the other vowel in the same structure'.

In compliance with the idea of vowel harmony defined above, vowels in the closed final syllable will be represented as mid-vowels /e, o/, if the first vowels are also mid-vowels /e, o/ (107a), and conversely as high vowels /i, u/, if the first vowels are /i, u, a, a/ (107b). This principle is implemented in the new spelling system of Malay (1975). Some relevant examples are as follows:

(107) a. /geleŋ/ [geleŋ] ‘to shake (head)’
/tempoŋ/ [tempoŋ] ‘duration’
/goloŋ/ [goloŋ] ‘to group’
/boleŋ/ [boleŋ] ‘able’

It must be noted that in the old spelling system (Ejaan Sekolah), the high vowels, /i/ and /u/ in final closed syllables were spelled as <e> and <o> respectively. However, under the new spelling system 1975 (Pedoman Umum Bahasa Malaysia), these vowels are spelled as <i> and <u> if the vowels in the preceding syllable are <i>, <u>, <a>, and <e>, but are spelled as <e> and <o> if the vowels in the preceding syllable are <e> and <o>.
b. /giliŋ/ [gilen] 'to grind'
/tulis/ [tules] 'to write'
/gulun/ [gulon] 'to roll'
/siput/ [sipot] 'snail'
/sakit/ [saket] 'sick'
/takut/ [takot] 'scared'
/tampuh/ [tampoh] 'to face'

Arguably, this phonemic analysis of Yunus (1980) is the source of Farid's (1980) and Teoh's (1994) analyses. However, they offer different phonological evidence, as we shall examine shortly, arguably because the principle of vowel harmony introduced in Yunus (1980) is incorrect and misleading.

Let us first consider the evidence offered in Farid (1980). According to Farid (1980:20), "Underlying high vowels, /i/ and /u/, normally correspond to their surface realisations, [i] and [u], respectively, but they become [e] and [o] when in final closed syllable, or when a cluster of consonants follows'. The following examples cited in Farid (1980:20) demonstrate this generalisation.

(108) /milik/ [mile?] 'to own, to possess'
/milik-i/ [miliki] ~ [mile?ki] 'to cause to own'
/pilih/ [pileh] 'to choose'
/pilih+an/ [pilihkan] 'choice'
/pilih+kan/ [piliehkan] 'to cause to choose for'
/tutup/ [tutop] 'to close'
/mañ+tutup+i/ [mànutupi] 'to cause to close'
/tutup+kan/ [tutopkan] 'to cause to close for'

The above facts are then accounted for by a rule, the so-called Vowel Lowering, which is formulated as in (106a). This rule is descriptively inadequate, particularly with respect to the environment CC (i.e. /pilih+kan/ → [piliehkan]). There are many cases where this rule never applies, specifically in stem medial positions, even though the environment CC is fully met. For instance, forms like /musnah/ 'to destroy', /dusta/ 'to lie', /cipta/ 'to create' are realised as [musnah], [dusta], and [cipta], respectively, and not *[mosnah], *[dosta] and *[cepta].

In the case where vowel harmony is claimed in Yunus (1980), with both the first and the second syllables represented with the mid-vowels /e, o/, the relevant forms do not undergo any phonological alternation, as illustrated in the following examples cited from Farid (1980:21).

(109) /belek/ [bele?] 'to scrutinise'
/mañ+belek+i/ [màmbèle?ki] 'to cause to scrutinise'
/mogok/ [mogo?] 'to strike'
/pañ+mogok+an/ [pàmogok?kan] 'the strike'

In short, Farid (1980) captures the generalisation derived by vowel harmony in Yunus (1980) on the basis of evidence from phonological alternation. Teoh (1994b) disputes this fact and comments that the analysis offered in Farid (1980) is observationally inadequate. As observed in Teoh (1994:33), there is no [i, u] ~ [e, o] alternation between the bare and the suffixed forms, as shown in the following examples.
To capture the generalisation in (110), Teoh (1994:34) formalises the rule of Vowel Lowering as in (106b), where its domain of application is the stem. Unlike Farid (1980), the evidence offered by Teoh (1994) for positing high vowels as underlying is based on phonological distribution. Teoh (1994:32) notes that there is complementary distribution between the high and mid-vowels in the final syllable of disyllabic stems. The high vowels occur in final open syllables, whereas the mid-vowels occur in final closed ones. Based on universal tendency in vowel inventories, the high vowels /i, u/ are then chosen as the underlying forms because they are more basic and natural than /e, o/. It is argued that in many languages with a three vowel system, they invariably have high vowels in their inventories, rather than mid vowels.

Basically, complementary distribution is a device used to reduce the underlying inventory of phonemes. In the Malay case, both the high and the mid-vowels have already been established as phonemes, since they are contrastive in other environments. Thus, the argument that the high vowels /i, u/ make better phonemes than the mid-vowels /e, o/ does not arise at all.

Another piece of evidence offered in Teoh (1994) is based on the distribution of two-vowel sequences within a stem. According to Teoh (1994:25), there are only six sequences that are permissible within a stem, namely /iu/, /ia/, /ui/, /ua/, /ai/, and /au/. These underlying vowel sequences are built from combinations of the more primitive vowels /i, u, a/. The mid vowels /e, o, a/ systematically fail to cluster with another vowel. Following this observation, forms such as [tiyop] 'to blow' and [duwet] 'money' are represented underlyingly as /itiup/ and /duiet/, rather than /tiop/ and /duet/ respectively.

In addition, combinations of the same vowels such as */aa/, */ii/, and */uu/ within a stem are never permitted, and they are ruled out by the Obligatory Contour Principle (OCP), which prohibits the repetition of adjacent elements on a given autosegmental tier (Teoh 1994:26). By assuming that the closed final vowel is underlyingly high (i.e */CiCi/ or */CuuC/), the systematic absence of */CiyeC/ and */CuwoC/ stems in the language can be explained as due to the OCP. As Teoh (1994:33) points out, 'If we assume that the intervocalic glides in */CiyeC/ and */CuwoC/ derive from spreading from the preceding high vowels, then we can exclude these forms by the OCP if the final syllable vowels are underlying high vowels'.

Contrary to Farid (1980), Teoh (1994) postulates the high vowels as the basic forms based on the criterion of vowel distributional restriction within a stem. It is apparent that Teoh’s observation is oversimplified. First, his claim that mid vowels fail to cluster with another vowel is not true. One remarkable example is the presence of a diphthong /oi/ within a stem (Yunus 1980:41–43; Farid 1980).

---

34 It is argued in Teoh (1994) that an addition of the suffix /-an/ triggers gemination of the preceding consonant. I shall discuss this in more detail in Chapter 3.

35 For detailed discussion on vowel co-occurrence and distribution, see Teoh (1994:16–23).
The occurrence of underlying /oi/ contradicts Teoh's claim, and hence this sequence is
deliberately disregarded in his analysis. As noted in Teoh (1994:23), 'The diphthong [oil]
only occurs in stem final position in a handful of words and will be ignored in developing our
analysis'.

Second, if we invoke our earlier assumption that the so-called glides are derived from the
underlying high vowels, then there are many more instances of vowel combinations with the
mid vowels, particularly in three-vowel sequences within a stem.

As shown in (111) and (112), it is permissible for the the mid-vowels /e, o/ to cluster with
/i, u, a/ within a stem. Accordingly, it is plausible to posit /tiop/ and /duet/ as the underlying
forms of [tiop] and [duet], respectively, due to the fact that underlyingly /io/ and /ue/ do
constitute licit clusters in Malay.

It is important to note that, despite the fact that he is arguing for the high vowel as the
basic phoneme, many forms in Teoh (1994) are represented with the underlying mid-vowels
as well. Some of the examples are /tembok/ ‘wall’, /gosok/ ‘to rub’, /cocok/ ‘to pierce’,
/pendek/ ‘short’, /solek/ ‘to make up’ and /boleh/ ‘able’. A generalisation that can be reached
here is that both the first and the second syllables of the stems are composed of mid-vowels.
These representations are similar to those in (107a), which is claimed to be derived by vowel
harmony (Yunus 1980).

To sum up, in Farid (1980) and Teoh (1994), the occurrence of mid-vowels /e, o/ in
closed final syllables in Malay is analysed as the surface manifestation of two different
underlying phonemes, namely the high vowels /i, u/ and the mid-vowels /e, o/. The high
vowels then get lowered in the derivation by the so-called Vowel Lowering rule. As I argued,
this rule is not phonologically motivated, and therefore I postulate the mid-vowels /e, o/ as
underlying. One of the advantages of this representation is that no additional rule is needed,
hence making the grammar simpler and more easily learned.

2.7 Conclusion

Malay is a (C)V(C) language which generally requires that every syllable must have a
single onset in surface representation. This requirement prompts the parsing of pre-, post- and
intervocalic high vowels in the syllable margins. Despite the fact that the satisfaction of
ONSET is highly required, it can be minimally violated word initially and root internally in
order to respect the more dominant constraints in the hierarchy, namely, ALIGN-LEFT and
ROOTCONTIG.
Malay syllables may have a single member coda. However, a small class of segments is prevented from occupying the coda position, and this is governed by the CODA COND constraint family. Among the strategies used to eschew CODA COND violations are feature delinking, feature spreading and delinking of the root node.

For convenience of reference, I briefly tabulate some of the significantly motivated rankings that outline the general pattern of the Malay phonology.

(113) Constraint Rankings

<table>
<thead>
<tr>
<th>Rankings</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>ONSET &gt;&gt; DEP-IO&lt;sub&gt;CONS&lt;/sub&gt;</td>
<td>C-epenthesis to provide onset (15)</td>
</tr>
<tr>
<td>MAX-IO&lt;sub&gt;vow&lt;/sub&gt; &gt;&gt; DEP-IO&lt;sub&gt;CONS&lt;/sub&gt;</td>
<td>C-epenthesis is preferred to V-deletion (16)</td>
</tr>
<tr>
<td>ONSET &gt;&gt; *M/H</td>
<td>Hiatus avoidance by parsing the high vowels in the margin (23) (24), (35), (37)</td>
</tr>
<tr>
<td>ONSET &gt;&gt; INTEGRITY-X</td>
<td>Hiatus avoidance by ambiskeletal parsing (31)</td>
</tr>
<tr>
<td>DEP-IO&lt;sub&gt;CONS&lt;/sub&gt; &gt;&gt; INTEGRITY-X, *M/H</td>
<td>Tautosyllabic and ambiskeletal parsing are preferred to C-epenthesis (23), (33)</td>
</tr>
<tr>
<td>ALIGN-LEFT &gt;&gt; ONSET</td>
<td>Epenthesis is not allowed word initially (54) Onsetless syllables are freely tolerated</td>
</tr>
<tr>
<td>ROOTCONTIG &gt;&gt; ONSET</td>
<td>Epenthesis and deletion root internally is prohibited (64) Onsetless syllables are allowed root internally</td>
</tr>
<tr>
<td>ALIGN-STOP(K) &gt;&gt; IDENT-IO[Place]</td>
<td>Coda wellformedness by feature delinking (75)</td>
</tr>
<tr>
<td>ALIGN-OBST &gt;&gt; IDENT-IO[Voice]</td>
<td>Coda wellformedness by feature delinking (84)</td>
</tr>
<tr>
<td>ALIGN-RHOTIC &gt;&gt; MAX-IO&lt;sub&gt;CONS&lt;/sub&gt;</td>
<td>Coda wellformedness by delinking of the root node (92)</td>
</tr>
<tr>
<td>ROOTCONTIG &gt;&gt; ALIGN-RHOTIC</td>
<td>Root internal epenthesis and deletion not sacrificed to get coda wellformedness (97)</td>
</tr>
<tr>
<td>ALIGN-RIGHT &gt;&gt; ALIGN-NASAL</td>
<td>Feature delinking not sacrificed to get coda wellformedness (103), (104)</td>
</tr>
</tbody>
</table>
3 The phonology-morphology interface in suffixation

3.1 Introduction

This chapter investigates the phonological alternations that are derived due to the morphological process of suffixation. Generally, the phonology of suffixation reveals that the visibly active processes in the language are inapplicable in this particular domain, as if there was a barrier at the stem-suffix juncture blocking the application of the regular processes.

In this study, this apparent irregularity is accounted for as a consequence of a candidate output respecting a more dominant constraint in the hierarchy. It is apparent that the relevant constraint that plays a central role in deriving the basic generalisation here is ALIGN-RIGHT (77), a prosody-morphology interface constraint, which requires that the right edge of a stem coincide with the right edge of a syllable. As demonstrated in the previous chapter, in order for ALIGN-RIGHT to be fully satisfied, all the feature content of the input stem, as well as the root node, must have a correspondent in the output (cf. McCarthy 1993b; Lombardi 1995).

In the process of suffixation, the concatenation of stems with suffixes forces the alignment constraint ALIGN-RIGHT to interact with the syllable structure constraints, particularly ONSET and CODA COND. Section 3.2 examines the phenomena which are triggered by the conspiracy to satisfy ALIGN-RIGHT and ONSET.

The interaction between ALIGN-RIGHT and CODA COND is explored in §3.3. As shown earlier, Malay has a set of micro constraints of the CODA COND family, namely, ALIGN-STOP(K), ALIGN-RHOTIC and ALIGN-NASAL. These constraints are distinct, and therefore they are separately ranked with respect to ALIGN-RIGHT in the hierarchy.

Despite the fact that ALIGN-RIGHT is highly respected, it is a dominated constraint, and thus it can be violated under domination. The violation of ALIGN-RIGHT is compelled by the satisfaction of ALIGN-RHOTIC. Another instance of ALIGN-RIGHT violation is embodied in the phenomenon of Vowel Debuccalisation, and this is pursued in §3.4.

3.2 ALIGN-RIGHT and ONSET interaction

Malay has two V-initial suffixes, namely, /-an/ and /-i/, which crucially require an onset, since the language disfavours an onsetless surface syllable. Generally, the onsetless suffixes can get their onset from the preceding consonant of the stem in accordance with the Minimal
Onset Satisfaction Principle (Roca 1994). This parallels the case of prefixation in (49b): when V-initial stems concatenate with C-final prefixes, the onsetless stems get their onset from the preceding consonant (e.g. /bɔ+əŋkat/ ‘to depart’ becomes [bɔɾəŋkat]).

In the case where the stem ends in a vowel, specifically a high vowel or a low vowel, a violation of ONSET can be avoided by syllabifying the high vocoid in the margin nodes (see §2.3). However, both of these regular strategies fail to operate here, because the satisfaction of ONSET in this way would compel a fatal violation of ALIGN-RIGHT. Essentially, in the process of suffixation with the V-initial suffixes /-an/ and /-i/, both ONSET and ALIGN-RIGHT must be satisfied simultaneously. This conspiracy triggers the phenomena generally referred to as Glottal Epenthesis, V-gemination and C-gemination.

### 3.2.1 Glottal Epenthesis and V-Gemination

We have seen in §2.3 that prevocalic, postvocalic and intervocalic high vowels within the root morphemes are parsed in the syllable margin to eschew an ONSET violation. Let us now examine whether such syllable parsing is applicable across stem-suffix juncture. In (114) I lay out some relevant examples, where the morphological process of suffixation brings together sequences of high and non-high vowels, in either order.

(114) a. Postvocalic position

```
/mula+i/ [mulaʔi] *[mulaj] ‘to begin’
/məŋ+gula+i/ [məŋgulaʔi] *[məŋgulaj] ‘to cause to sweeten’
/di+puŋa+i/ [dipuŋaʔi] *[dipuŋaj] ‘to cause to own (passive)’
/di+suka+i/ [disukaʔi] *[disukaj] ‘to cause to like (passive)’
```

b. Prevocalic position

```
/kə+tahu+an/ [kətahuwan] *[kətahwan] ‘know’
/kə+mahu+an/ [kəməhəwən] *[kəməhwən] ‘want’
/pər+kolahi+an/ [pərkəlaḥiwan] *[pəkolahhəwan] ‘fight’
/batu+an/ [batuwan] *[bətəwan] ‘mileage’
/aku+i/ [akuwi] *[aʔwi] ‘to acknowledge’
```

c. Intervocalic position

```
/pakai+an/ [pakajjan] *[pakajjan] ‘cloth’
/kə+pandai+an/ [kəpandaŋjan] *[kəpandaŋjan] ‘cleverness’
/gurau+an/ [gəɾawwan] *[gəɾawwan] ‘joke’
/kə+pulau+an/ [kəpulaʔwan] *[kəpulaʔwan] ‘islands’
```

Notice that the surface syllabification of high vowels across the stem-suffix boundary in (114) is different from the one within the root morphemes in (20) above. Given the schematic ranking we have established in §2.3, ONSET >> DEP-IOCONS >> INTEGRITY-X, *M/H, the grammar would predict the forms with the asterisk as more harmonic than the actual surface forms, as illustrated in the tableaux below.
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(115) Postvocalic high vowel

<table>
<thead>
<tr>
<th>/mula+i/</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. *mu.laj</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>b. mu.la?i.</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. mu.la.i.</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(116) Prevocalic high vowel

<table>
<thead>
<tr>
<th>/ka+tahu+an/</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. *ka.tah.wan</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>b. ka.ta.hu.wan</td>
<td></td>
<td>*!</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. ka.ta.hu.an</td>
<td></td>
<td>*!</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

(117) Intervocalic high vowel

<table>
<thead>
<tr>
<th>/pakai+an/</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. *pa.kaj.an</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>b. pa.kaj.an</td>
<td></td>
<td>*!</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. pa.kai.an</td>
<td></td>
<td>**!</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As can be seen, candidates (115a), (116a) and (117a) are chosen as the optimal output, as they minimally violate the lowest constraint in the hierarchy. Nevertheless, the correct surface forms are (115b), (116b) and (117b), the candidates marked by '©'. This suggests that the grammar must contain a constraint, superordinate to DEP-IOCONS and INTEGRITY-X, that dismisses the suboptimal candidates.

Before we offer an OT account, let us review how the generalisations in (114) are accounted for in the previous rule-based analyses. The phenomena in (114a) is captured in Farid (1980) by the Glottal Insertion rule in (118), where its structural description is conditioned by a suffix boundary '='. This rule is extrinsically ordered before the Marginal Vowel Derived Rule (38) (i.e Diphthongisation) in the derivation. The phenomena in (114b) and (114c) are handled by the rule of Glide Insertion, which is formalised as in (119). Similarly, this rule is extrinsically ordered before the Marginal Vowel Derived Rule (38).

(118) Glottal Insertion (Farid 1980:50)

\[
0 \rightarrow ?/V = \underline{\text{V}} \quad \text{[-high]}
\]

Condition: '=' designates a suffix boundary.
Glide Insertion (Farid 1980:51).

\[
\theta \rightarrow \left[ \begin{array}{c}
- \text{syllabic} \\
- \text{consonantal} \\
+ \text{high}
\end{array} \right] / \left[ \begin{array}{c}
\alpha \text{low} \\
\beta \text{back}
\end{array} \right] \quad \text{V} \\
\quad \left[ \begin{array}{c}
+ \text{high} \\
\alpha \text{low} \\
\beta \text{back}
\end{array} \right] \quad \text{V}
\]

As commented on by Teoh (1994), rule (118) is morphologically conditioned and relies on extrinsic rule ordering. The formalism of rule (119), on the other hand, is very unconstrained and cumbersome. Thus, both are unmotivated, and therefore they should be discarded. Teoh (1994) then suggests that the occurrence of glottal stop in (114a) and the appearance of 'glides' in (114b) and (114c) are derived by a default rule (120) and a Glide Formation rule (121), respectively.

Glottal Insertion (Teoh 1994:76)

\[
? \\
X \rightarrow X
\]

Glide Formation — spreading of feature [+high, α back] features

As previously mentioned, Teoh (1994) crucially assumes that underlyingly the V-initial suffixes /-ani/ and /-i/ possess an extra empty or featureless X-slot in the onset position (i.e /-Xani/ and /-Xi/). This provision is in accordance with his primary claim that every underlying syllable in the language must have an onset. The empty onset X-slot then gets its melodic material from the preceding segment either through feature spreading or segmental linking.\(^1\)

As can be seen in (121), the feature spreading rule is conditioned by a segment that is specified with [+high, α back] features. Obviously, this rule cannot apply in (114a) because the stem ends with a low vowel /a/, which lacks such feature values. Since nothing spreads, the empty X-slot of the V-initial suffixes is then filled with a glottal stop by default (120). This is to assure that no X-slot remains unassociated in the surface. How Glottal Insertion and Glide Formation are derived is illustrated in (122) and (123) below.

---

\(^1\) The process of segmental linking creates a geminate across the stem-suffix juncture. We shall examine this phenomenon in §3.2.2.
As shown in the derivation, the phonological representation in (122) does not meet the structural description of the Diphthongisation rule (41). The presence of an empty onset X-slot between the /a+xil/ sequence blocks the reassociation of /i/ to the preceding vowel /a/. In short, Teoh's explanation is superior to Farid's in this respect, because the phonological representation itself explains the inapplicability of the rule.
Teoh (1994:76) argues that the rule of Feature Spreading in (121) only applies unidirectionally from left to right. This will block regressive feature spreading from taking place, otherwise the derivation would then yield an ungrammatical surface form such as *[mulaji].

In our analysis, the emergence of a glottal stop in this context is a consequence of best satisfying the conflicting constraints in the hierarchy. It is clear that the structural motivation that underlies Glottal Epenthesis is the need to break up a hiatus, in keeping with the demand of the highly ranked ONSET constraint. The satisfaction of ONSET compels a violation of DEP-IOcons.

Recall that /ai/ is a permissible diphthong in Malay. Hence, it is possible to parse /a+i/ tautosyllabically, escaping the consequence of both ONSET and DEP-IOcons violations. The price of such parsing is a violation of the syllable structure constraint *M/H. Since DEP-IOcons outranks *M/H in the hierarchy, tautosyllabification is preferred to Glottal Epenthesis. Given the input /mula+i/, we would expect that *[mulaj] is superior to the actual surface form [mula?i], as demonstrated in (115). The fact that this is not the desired result implies that tautosyllabification of /a+i/ across morpheme junctures is not permitted. Therefore, the grammar must have a constraint that rules out the coalescent candidates.

It is apparent that cross-morphemic syllabification has a significant effect on an alignment constraint of the prosody-morphology interface which requires that the edge of some grammatical category coincide with the corresponding edge of some prosodic category. Observe how, in the following examples, Glottal Epenthesis guarantees coincidence between the edge of the stem and the edge of a syllable, whereas coalescence locates the morphological stem-edge inside a syllable. The relevant stem-edge is marked by ' | ' and the syllable boundary is shown by a full stop '.

(124) Stem-Syllable Alignment.
   Input: /mula+i/          Output: a. [mu.la]?i.]
       b. *[mu.la]i.

In OT, the distinction between matching and non-matching of stem/syllable edges is regulated under the formal constraint ALIGN-RIGHT (cf. McCarthy & Prince 1993a,b), which is formally defined as follows:

(125) ALIGN-RIGHT
   Align (Stem, Right, σ, Right)

Constraint (125) resembles ALIGN-LEFT (50), which states that the right edge of a stem must coincide with the right edge of a syllable. Both constraints belong to the GENERALISED ALIGNMENT constraint family of the prosody-morphology interface, formalised in (51) above. In order for ALIGN-RIGHT to be fully satisfied, the final segment of the stem must be parsed at the right edge of a syllable. If tautosyllabification were to apply, the right edge of the stem would lie inside a syllable, causing a misalignment of the leading edges of the syllable and the stem.

A similar state of affairs exists in Axininca Campa (McCarthy & Prince 1993b) where the coalescence of /IV+V/ is not permitted. Although /ai/ is a permissible diphthong in the language, a tautosyllabic parsing of /a+i/ is prohibited due to ALIGN-RIGHT. The hiatus is resolved by C-epenthesis, which guarantees coincidence of the stem-syllable edge.

In terms of hierarchical ranking ALIGN-RIGHT and ONSET are not ranked with respect to each other, because they do not show any conflict in the interaction. The relevant ranking to
account for Glottal Epenthesis at the stem-suffix juncture is as follows: ALIGN-RIGHT, ONSET &gt; DEP-IOCONS &gt; *M/H.

(126) Glottal Epenthesis across stem-suffix juncture

<table>
<thead>
<tr>
<th></th>
<th>ALIGN-RIGHT</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. mu.la.l'i</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. mu.la.l'</td>
<td>*!</td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. mu.la.l'i</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It must be noted that the optimal candidate (126c) does not violate the undominated constraint ROOTCONTIG (63), since C-epenthesis takes place at the root edge and not root internally. Another potential candidate that needs to be considered is *[mu.la.ji.j]. This candidate obeys ALIGN-RIGHT and ONSET respectively. The emergence of the so-called 'glide' [j] here is the result of ambiskeletal parsing of the high vowel /i/. As established earlier, the ambiskeletal parsing spares DEP-IOCONS, but at the expense of violating INTEGRITY-X. This violation, however, cannot rule out the suboptimal output *[mulaji] because INTEGRITY-X is ranked lower than DEP-IOCONS, as shown in (115), (116) and (117).

It is important to note that there is a significant structural difference between the ambiskeletal parsing developed earlier (i.e. /siap/ &gt; [si.jap]) and the one mentioned above (i.e. /mula+i/ &gt; *[mu.la.ji.j]). In the former the two X's are dominated by two successive syllables, whereas in the latter they are under the same syllable. It has been observed cross-linguistically that an ambiskeletal parsing (cf. feature spreading in the rule-based analysis) must only be allowed to go rightward, crossing syllable boundaries, due to a widely observed constraint against ONSET-NUCLEUS HOMORGANICITY (Keer 1995; Thornburn 1995; McCarthy & Prince 1995b). This constraint rules out the failed candidate *[mulaji].

Unlike tautosyllabic parsing, ambiskeletal parsing can apply across the morpheme boundary. As shown in (127) the stem-final high vowel occupies two different positions in two separate syllables. The question that arises from this is, does the output of ambiskeletal parsing satisfy ALIGN-RIGHT?

(127) Ambiskeletal parsing across stem-suffix juncture

\[
\begin{array}{cccc}
\sigma & \sigma & \sigma & \sigma \\
|x|\text{xx} |\text{xx} &|\text{xx} + \text{xx} \\
\text{k a t h u a n} & \rightarrow & [k\text{atahuwan}]
\end{array}
\]

As can be seen, the right edge of the stem coincides with two syllable edges, one on the right and the other on the left. There is a debate in the literature with respect to ALIGN-RIGHT and multiply linked structure at the stem-suffix boundary. In McCarthy and Prince's (1993a:39-40) analysis of Axininca Campa, it is argued that multiple linking in a case like (128) does violate ALIGN-RIGHT. As McCarthy and Prince (1993a:39) state, 'ALIGN requires sharply defined morpheme edges, but linking [as in (128)], undoes the desired relation between the morphological and prosodic constituency of a form'.
(128) *[kimPaanchi], with multiple linking

\[
\begin{array}{c}
\sigma \\
\text{ki m} \\
\text{CPI} \\
\text{[labial]}
\end{array}
\rightarrow
\begin{array}{c}
\sigma \\
\text{Pa a n. c\textsuperscript{h}i}
\end{array}
\]

This explains why the form /kim + aanchi/ surfaces as [ki.maan.c\textsuperscript{h}i] instead of *[kim.Paan.c\textsuperscript{h}i]. Both violate ALIGN-RIGHT, and the former is more optimal because it does not incur a DEP-IO\textsubscript{CONS} violation.

On the other hand, in their analysis of Lardil, Itô and Mester (1994) affirm that a double-linked structure as in (129) does satisfy ALIGN-RIGHT in accordance with the notion of ‘noncrisp’ alignment. In Lardil, subminimal stems are augmented to fulfil the bisyllabic word minimality requirement (Prince & Smolensky 1993). Augmentation results in the addition of a whole new syllable, with an epenthesised vowel and an epenthesised onset consonant (homorganic with the preceding coda onset).

(129) [kañKA] with multiple linking

\[
\begin{array}{c}
\sigma \\
\text{k a n} \\
\text{K A} \\
\text{CPI} \\
\text{[dorsal]}
\end{array}
\rightarrow
\begin{array}{c}
\sigma \\
\text{\textsuperscript{c}}
\end{array}
\]

If ALIGN-RIGHT were violated in a case like (129) (as assumed by McCarthy and Prince (1993a) for the parallel situation in Axininca Campa, as in (128) above), we would expect *[kañja] as the optimal candidate, as compared to the true surface form [kañ.ka]. If both violated ALIGN-RIGHT equally, the former would be better because it would not violate DEP-IO\textsubscript{CONS}. If on the other hand, there is no ALIGN-RIGHT violation then [kañ.ka] wins with ranking (in Lardil) of ALIGN-RIGHT >> DEP-IO\textsubscript{CONS}.

Following Itô and Mester (1994), I construe ALIGN-RIGHT as ‘noncrisp’, and in other words multiple linking in ambiskeletal parsing is not reckoned as an alignment violation. As we have shown earlier, multiple parsing only violates INTEGRITY-X and *M/H (see §2.3.2). These constraints are dominated by DEP-IO\textsubscript{CONS} (see §2.3.2). Under this condition, Glottal Insertion can never be more harmonic than the multiple-linked syllabification in resolving the underlying hiatus.
The phonology-morphology interface in suffixation

Ambiskeletal parsing across stem-suffix juncture

<table>
<thead>
<tr>
<th>/kə+tahu+an/</th>
<th>ALIGN-RIGHT</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. kə.ta.huJ.an</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. kə.tah.wan</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. r::r b.tahuJ.wan</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. kə.ta.huJ.an</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notice that tautosyllabic parsing in candidate (130b) forces the stem-right edge to lie inside a syllable. This fatally violates ALIGN-RIGHT, as it causes a misalignment of the leading edges of the stem and the syllable. Although candidates (130a) and (130d) are well-aligned, they are both eliminated by virtue of the fact that they disobey the higher ranked ONSET and DEP-IOCONS, respectively. The multiple-linked candidate (130c) spares all the three constraints and is pronounced the victor. The ambiskeletal parsing we discussed thus far only involves the parsing of a high vowel in the nucleus and in the onset of two separate syllables. There is also a case where the high vowel is multiply parsed only in the marginal positions. To put it simply, the first X is assigned to the coda of the first syllable, and the second X to the onset of the following one. I call this a V-geminate because of its close resemblance to a C-geminate (see §3.2.2).

Ambiskeletal parsing — V-geminate

Recall that an intervocalic high vowel within the root morpheme is parsed in the onset to avoid hiatus (see §2.3.2). For instance, forms such as /baiam/ ‘spinach’ and /bauan/ ‘onion’ surface as [ba.jam] and [ba.waJ]. The intervocalic high vowel never undergoes ambiskeletal parsing, and therefore there is no V-geminate within the root morpheme such as *[baj.jam] and *[baw.waJ]. This is expected because a structure with a single linking only violates *M/H, whereas in the case of multiple parsing, in addition to the double violation of *M/H, the candidate is violating INTEGRITY-X as well. Under such conditions, no matter how the two constraints are ranked, a multiple-linked candidate can never be optimal. However, the reverse state of affairs occurs at the stem-suffix juncture. A geminate candidate with multiple-linked structure is preferred to a candidate with a single linking, as shown in the tableau below.
Chapter 3

(132) V-geminate across stem-suffix juncture

<table>
<thead>
<tr>
<th>/pakai+an/</th>
<th>ALIGN-RIGHT</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. pa.kajlan</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>b. pa.kajlan.</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. pa.kajlan</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>d. pa.kajlan</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

Observe that the tautosyllabic parsing of the intervocalic high vowel across the stem-suffix juncture forces the right edge of the stem to rest inside a syllable, as shown in candidate (132b). This results in a misalignment between the leading edges of the syllable and the stem, a fatal violation of ALIGN-RIGHT. Despite the fact that the losing candidates (132a) and (132c) are well-aligned, they are ruled out due to their violation of ONSET and DEP-IOCONS, respectively. The geminate candidate with doubly-linked association (132d) satisfies all the top three constraints, and therefore it is the most harmonic. The INTEGRITY-X violation compelled here is irrelevant, because the victor has already been determined.

In short, the conspiracy of ALIGN-RIGHT and ONSET forces the stem-final high vowel to be parsed ambiskeletally. An interesting question that arises from here is, why can't the low vowel /a/ undergo the same syllabic parsing, as represented in (133).

(133) Ambiskeletal parsing of low vowel

\[ \sigma \sigma \sigma \]

\[ x x x + x x \]

m u l a i \[ \rightarrow [\text{mu.la.}\!i] \]

The potential candidate in (133) seems to be better than the optimal candidate with Glottal Epenthesis (i.e. [mu.la.\!i]), as it eschews the DEP-IOCONS violation. The elimination of *[mu.la.\!i] in the competition can be straightforwardly explained if we invoke the earlier syllable structure constraint *M/NH (22), which militates against the parsing of non-high vowels in the syllable margins. This constraint is unviolated, and therefore it is undominated in the constraint hierarchy.

(134) Glottal Epenthesis across stem-suffix juncture

<table>
<thead>
<tr>
<th>/mula+i/</th>
<th>*M/NH</th>
<th>ALIGN-RIGHT</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. mu.la!i</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. mu.lai</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. mu.la!i</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. mu.la.?i</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.2.2 C-Gemination

As was mentioned, resyllabification is a common cross-linguistic strategy used to fulfil the Minimal Onset Satisfaction Principle (Roca 1994). In Malay, when V-initial stems concatenate with C-final prefixes, the onsetless stems always get their onset from the preceding consonant (i.e. /bə+an+kat/ 'to depart' and /mən+an+kat/ 'to lift' become [bər+an+kat] and [mən+an+kat]). Cross-junctural resyllabification, however, does not apply at the stem-suffix boundary, as shown in (135). This is another instance of the ALIGN-RIGHT effect.

(135) /latop+an/ [latoppan] 'explosion'
/lan+kap+i/ [lan+kappi] 'to cause to complete'
/rambot+an/ [rambotan] 'a kind of fruit'
/dakati+i/ [dakatti] 'to cause to come close'
/teles+an/ [telessan] 'writing'
/atas+i/ [atassi] 'to cause to overcome'
/kaseh+an/ [kasehhan] 'sympathy'
/kaseh+i/ [kasehhi] 'to cause to adore'
/kənal+i/ [kanallan] 'friend'
/səsal+i/ [səsalli] 'to cause to regret'

Notice that the stem-final consonant surfaces as a geminate in this environment. Before we proceed, it is important to note that Malay does not have underlying geminates. This is the only case where surface geminates occur in the language. Farid (1980:11) argues that the geminated forms in (135) are not manifested phonetically, as the language generally does not permit gemination of surface consonants. However, gemination of surface vowels does occur in his description, where forms like /bə+pulau+an/ 'archipelago' and /kə+pandai+an/ 'cleverness, skill' surface as [bəpulawwan] and [kəpandajjan], respectively (cf. Farid 1980:52).

Teoh (1994:66), on the other hand, claims that geminated forms are clearly perceptible, even in fast speech. As pointed out by Teoh (1994:67), the gemination rule is one crucial piece of evidence that can help explaining the phenomenon of Debuccalisation (i.e. Glottal Formation 3.3.1) in suffixed forms, such as /masak+an/ and /bae+ki/, pronounced [masa?kan] and [bae?ki], respectively.

As described in Abdullah (1993), one of the characteristics of Malay pronunciation is that the final consonant of a stem is realised as a geminate when it is followed by the V-initial suffixes /-an/ and /-i/. Based on my own observations, I agree with Teoh (1994) and Abdullah (1993) that Malay does have cross-junctural geminated surface forms. Psychological evidence from a language game supports this observation. For example, words like [telessan] 'writing' and [kasehhan] 'sympathy' are realised as [sanlestu] and [hansehka].

In Teoh’s (1994) analysis, a geminate is derived by a process of linking the stem-final consonant to the empty X-slot of the V-initial suffixes. This process is closely parallel to the case of Glide Formation in (123). The derivation in (136), according to Teoh (1994:75), ‘... would account for all the geminated forms of stems ending in a consonant other than a voiceless velar stop when suffixed with /-Xan/ or /-Xi/’.

---

2 It must be noted that in Farid’s (1980:52) transcription these forms are transcribed as [kapulauwan] and [kapandajjan]. I have altered his transcription in this respect.

3 In Teoh’s analysis, a geminated voiceless velar stop will undergo another phonological rule before its final output form is derived. This particular segment needs to be exempted from the general rule because its phonological behaviour is distinct, and we shall explore this shortly in §3.3.
(136) Gemination – linking of the C-final stem

a. Underlying melodies with syllabification

\[ \text{uman} + \text{an} \quad \text{ules} + \text{an} \]

In our analysis, a C-geminate is formed in exactly the same fashion as a V-geminate (see §2.3.2), that is, the final segment of the stem undergoes ambiskeletal parsing, as represented in (137).

(137) Ambiskeletal parsing: C-geminate

\[ \text{tules} + \text{an} \rightarrow \text{[tulessan]} \]

As can be seen, the geminate consonant arches across two syllable nodes. It is evident that C-gemination must be triggered by the higher-ranked constraint ONSET, which requires that every surface syllable must have an onset. Gemination is superior to Glottal Insertion (i.e. *[tules*an]) because the former is more faithful to the input than the latter. Gemination respects the faithfulness constraint DEP-IO\text{cons} at the expense of violating INTEGRITY-X, which militates against multiple correspondents between the input and the output.

As mentioned, when V-initial stems concatenate with C-final prefixes (49b), Minimal Onset Satisfaction (Roca 1994) is fulfilled by resyllabification. One of the advantages of resyllabification is that it can abstain from the violation of INTEGRITY-X. Remarkably,
resyllabified suffixed forms such as *[tulesan] and *[kasehan] are not the optimal outputs. This is another piece of evidence that shows that cross-junctural syllabification is prohibited at the suffix boundary (i.e. /C+V/ → *[CV]), even though it is visibly active in other environments, in particular at the prefix-stem juncture.

Similarly to the previous case, the crucial constraint at play here is ALIGN-RIGHT (125), which requires that the right edge of a stem coincide with the right edge of a syllable. If resyllabification were to apply, the right edge of the stem would lie inside a syllable. This causes a misalignment of the leading edges of the syllable and the stem.

In sum, obedience to ALIGN-RIGHT can only be achieved, if the stem-final segment, whether a vowel or a consonant, occupies the syllable final position. As noted, ALIGN-RIGHT is crucially interpreted in our analysis as 'noncrisp' alignment (Ito & Mester 1994), and therefore multiple linking in geminates is not reckoned as an alignment violation.

It is absolutely clear that C-geminate and V-geminate are forced by a conspiracy of ONSET and ALIGN-RIGHT, particularly in the case where V-initial suffixes attach to stems. Both phenomena are regulated under the same constraint hierarchy, that is, ALIGN-RIGHT, ONSET >> DEP-IOCONS >> INTEGRITY-X.

(138) C-Geminate across stem-suffix juncture

<table>
<thead>
<tr>
<th>/tules+an/</th>
<th>ALIGN-RIGHT</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. tu.les\an</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. tu.les\an</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. tu.les\san</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. tu.les?an</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As shown, in the losing candidate (138b), the stem right edge ' | ' lies inside the syllable. This fatally violates ALIGN-RIGHT, as the leading edges of the stem and the syllable do not coincide. Candidates (138a) and (138d) are well-aligned, but they are ruled out because of the ONSET and DEP-IOCONS violations. The geminated candidate (138c) spares all these violations and emerges as the optimal output.

In conclusion, the satisfaction of ONSET by cross-junctural syllabification is not permitted at the suffix boundary, in order to respect the highly ranked alignment constraint ALIGN-RIGHT, which demands that the stem-final segment be syllable final. Thus, in order to satisfy ONSET and ALIGN-RIGHT simultaneously, the stem-final segment has to be multiply parsed, giving rise to the phonological phenomena known as V-gemination and C-gemination. In the case where ambiskeletal parsing is impossible, specifically for stems ending in a low vowel, as in (134), ONSET is satisfied by Glottal Epenthesis.

3.3 ALIGN-RIGHT and CODA COND interaction

As discussed in §2.5, although Malay syllables may have a single coda, there is a constraint in the language which prohibits a small class of segments from occupying the coda position. This prohibition is governed by the syllable structure constraint CODA COND. Following Ito and Mester (1994), the CODA COND constraint is being formalised in this study in terms of an alignment statement.
I have suggested that Malay crucially needs more than one CODA COND constraints, all subsumed under the CODA COND constraint family, namely, ALIGN-STOP(K), ALIGN-RHOTIC and ALIGN-NASAL. The crucial idea about the constraint family is that of a group of similar and related constraints, all built around a single broad concept, but separately rankable in the constraint hierarchy (Prince & Smolensky 1993). This is evident from the fact that illicit coda segments are resolved by different strategies, such as feature delinking, root node delinking and feature spreading.

In §2.5 we observed that the interaction between the CODA COND constraints and ALIGN-RIGHT gives rise to the following part of ranking hierarchy: ALIGN-STOP(K), ALIGN-RHOTIC \( \gg \) ALIGN-RIGHT \( \gg \) ALIGN-NASAL. In what follows, we shall examine how this ranking governs the alternations that occur at the stem-suffix boundary, such as Debuccalisation, r-Deletion, r-gemination, and Opacity of Nasal Assimilation and Nasal Coalescence.

### 3.3.1 ALIGN-STOP (K) satisfaction: Debuccalisation

I showed in §2.5.1 that Malay has a CODA COND constraint called ALIGN-STOP(K) (73), which bans the voiceless velar stop /k/ from occupying the coda of a syllable. When this consonant occurs in the coda position, the best way of eschewing the ALIGN-STOP(K) violation is by feature delinking. This strategy is called Debuccalisation (traditionally known as Glottal Formation). Since the segment /k/ is now realised as a glottal stop [ʔ] in the coda, ALIGN-STOP(K) is satisfied vacuously. The price paid for such alternation is a violation of the featural faithfulness constraint IDENT-Io[place] and the alignment constraint ALIGN-RIGHT.

The relevant ranking derived from this is ALIGN-STOP(K) \( \gg \) ALIGN-RIGHT \( \gg \) IDENT-Io[Place].

It must be mentioned that other plausible feature changing mechanisms, such as Spirantisation, where stops become fricative (i.e. /k/ \( \rightarrow \) [x]), or Deoralisation, where oral stops become nasals (i.e. /k/ \( \rightarrow \) [ŋ]), are ruled out by assuming that the IDENT-Io[F] constraints effected by such strategies, in particular IDENT-Io[Continuant] and IDENT-Io[Obstruent] are ranked higher in the hierarchy. To proceed, let us observe what happens to the stem-final /k/ when it occurs in suffixed forms.

<table>
<thead>
<tr>
<th>Underlying form</th>
<th>Surface form</th>
</tr>
</thead>
<tbody>
<tr>
<td>/masak/</td>
<td>[māsaʔ]</td>
</tr>
<tr>
<td>/masak+an/</td>
<td>[māsaʔkan]</td>
</tr>
<tr>
<td>/masak+kan/</td>
<td>[māsaʔkan]</td>
</tr>
<tr>
<td>/galak/</td>
<td>[galaʔ]</td>
</tr>
<tr>
<td>/galak+an/</td>
<td>[galaʔkan]</td>
</tr>
<tr>
<td>/galak+kan/</td>
<td>[galaʔkan]</td>
</tr>
<tr>
<td>/tāpok/</td>
<td>[tāpoʔ]</td>
</tr>
<tr>
<td>/tāpok+an/</td>
<td>[tāpoʔkan]</td>
</tr>
<tr>
<td>/tāpok+kan/</td>
<td>[tāpoʔkan]</td>
</tr>
<tr>
<td>/pātek/</td>
<td>[pāteʔ]</td>
</tr>
<tr>
<td>/pātek+an/</td>
<td>[pāteʔkan]</td>
</tr>
<tr>
<td>/pātek+an/</td>
<td>[pāteʔkan]</td>
</tr>
<tr>
<td>/baek/</td>
<td>[baeʔ]</td>
</tr>
<tr>
<td>/baek+i/</td>
<td>[baeʔki]</td>
</tr>
</tbody>
</table>

(139) Underlying form | Surface form
---|---
/masak/ | [māsaʔ] 'to cook'
/masak+an/ | [māsaʔkan] 'cooking, dish'
/masak+kan/ | [māsaʔkan] 'cook (imperative)'
/galak/ | [galaʔ] 'to encourage'
/galak+an/ | [galaʔkan] 'encouragement'
/galak+kan/ | [galaʔkan] 'encourage (imperative)'
/tāpok/ | [tāpoʔ] 'to clap'
/tāpok+an/ | [tāpoʔkan] 'applause'
/tāpok+kan/ | [tāpoʔkan] 'clap (imperative)'
/pātek/ | [pāteʔ] 'to pick'
/pātek+an/ | [pāteʔkan] 'extract'
/pātek+an/ | [pāteʔkan] 'pick (imperative)'
/baek/ | [baeʔ] 'good'
/baek+i/ | [baeʔki] 'to repair'
Notice that there is homophony between the suffixed forms of the C-initial suffix /-kan/ and V-initial suffix /-an/. The alternation of k ~ ? before the prefix /-kan/ is phonologically expectable, since it conforms with the general strategy of Debuccalisation. Given the schematic ranking ALIGN-STOP(K), DEP-IOvow >> ALIGN-RIGHT >> MAX-IOcons >> IDENT-IO[Place] established in (79), the Evaluation correctly predicts that the debuccalised candidate is the most harmonic, as shown in tableau (140).

\begin{table}
\begin{tabular}{|c|c|c|c|}
\hline
/masak+kan/ & ALIGN-STOP(K), DEP-IOvow & ALIGN-RIGHT & MAX-IOcons & IDENT-IO[Place] \\
\hline
a. ma.sak\textbackslash kan. & ALIGN-STOP(K) *! & & & \\
b. ma.sa.k\textbackslash a.kan. & DEP-IOvow *! & * & & \\
c. ma.sa.< >kan. & & * & *! & \\
d. ma.sa? \textbackslash kan. & & & * & \\
\hline
\end{tabular}
\end{table}

As can be seen, although the losing candidate (140a) is well-aligned, it fatally violates ALIGN-STOP(K). The failed candidate (140b) is ruled out, as it incurs the DEP-IOvow violation. The competitive candidates (140c) and (140d) spare this violation, but disobey ALIGN-RIGHT equally. Thus, they are in a tie position, and subject to evaluation by the next available constraint MAX-IOcons, which rules out (140c) and pronounces (140d) as the winning candidate. A violation of IDENT-IO[Place] is not significant because the victor has already been determined.

On the other hand, the occurrence of the consonant cluster [?k] before the suffix /-an/ needs further clarification and explanation. Before I offer an OT account, let us view how Debuccalisation in [?k] is accounted for in the rule-based analysis of Teoh (1994).

Generally, when C-final stems concatenate with V-initial suffixes, the stem-final consonant surfaces as a geminate (135). This generalisation is captured in Teoh (1994) as the result of linking the stem-final consonant to the empty X-slot of the V-initial suffixes (136). If Gemination were to apply to forms such as /masak+an/ and /baek+i/, the derivation would then yield the geminated forms *[masakkan] and *[baekki]. However, these forms are not the actual surface outputs.

Although Teoh (1994:74) does postulate a rule, the so-called Glottal Formation (72), this rule ought not apply in this particular environment, because it will violate the geminate integrity and inalterability conditions (Hayes 1986a), which prohibit any segment forming halves of geminates to undergo rules that they would be expected to undergo in a normal phonological application.

In Toba Batak (Hayes 1986b), a geminate that is derived by assimilation rule (i.e. spreading) fails to undergo Glottal Formation or Debuccalisation. This is due to the linking constraint (Hayes 1986a), which predicts that whenever the assimilation rule has applied, the double linkage that results should block Glottal Formation.

In order to be in agreement with this general principle, Teoh (1994:78) then posits an additional constraint that bars geminates, as in (141).

\begin{itemize}
\item \textbf{C}
\end{itemize}
\begin{itemize}
\item X
\item X
\end{itemize}
When a linking rule (136) creates a geminate which violates the constraint in (141), the structural representation is repaired by a minimal adjustment of the autosegmental linking, that is, by switching to the alternative representation with a single linking (Teoh 1994:78). Under this new representation, the singly-linked /k/ in coda position is accordingly glottalised by the Glottal Formation Rule in an obvious way, as the derivation in (142) demonstrates.

(142) Glottal Formation at the stem-suffix juncture

a. Underlying representation

```
masak+an
```

b. Linking rule

```
masak+an
```

c. Readjustment autosegmental linking

```
masak+k+an
```

d. Glottal formation

```
masa?kan
```

Although the derivation given above produces a correct output [masa?kan], a crucial theoretical issue that arises here is that the proposed minimal readjustment linking structure (142c) is not independently motivated within the framework of autosegmental machinery. This rule also creates a serious analytical problem because it involves an OCP violation — adjacent identical segments are prohibited. As a result, Teoh's account for the occurrence of the consonant cluster [?k] at the suffix boundary in Malay is arbitrary and ad hoc, and therefore unsatisfactory.

In our analysis, no such an arbitrary device is needed. The emergence of [?k] in this particular environment is a consequence of best satisfying the conflicting constraints in the hierarchy. It is evident that the phonological motivation that underlies Debuccalisation before the V-initial suffixes is to satisfy three higher ranked constraints in the hierarchy, namely, ALIGN-RIGHT, ONSET and ALIGN-STOP(K).
Before we proceed, it is worth mentioning that it is not unusual for phonological rules to alter one half of a geminate, in apparent violation of the integrity principle. For example, in Icelandic (Thráinson 1978) (cited in Kenstowicz 1994) voiceless stops are aspirated: /gata/ 'street' surfaces as [gə:tʰa]. When a voiceless stop is combined with a preceding consonant in a cluster, the aspiration shifts to the first member: /telpa/ 'girl' becomes [təlpə] ([l] marks an aspirated liquid). This rule of aspiration shift also applies to a geminate, and followed by a debuccalisation process, so that /kappi/ 'hero' is realised as [kəhpɪ]. The process of Debuccalisation in Icelandic is similar to Malay, except that in the former the C-geminate is underlying, whereas in the latter it is derived by ambiskeletal parsing (i.e. spreading).

As demonstrated in the previous section, ambiskeletal parsing is triggered by a conspiracy of ONSET and ALIGN-RIGHT. In order for these two constraints to be fully satisfied, the final segment of the stem must be parsed ambiskeletally, that is, in the coda of one syllable and in the onset of the following one. Since the first X element occurs in the coda, it is subject to the CODA COND constraint. For the case under discussion, the first [k] in the coda is subject to ALIGN-STOP(K). It is worth noting that in the previous discussion, I have suggested that multiple linking in a geminate is not reckoned to violate an alignment constraint, particularly ALIGN-RIGHT, in agreement with to the notion 'noncrisp' alignment in Itô and Mester (1994).

Following this suggestion, an important question that arises — does multiple linking in a geminate satisfy the alignment constraint ALIGN-STOP(K)? Evidently, it doesn't, otherwise we would get the geminated forms such as *[ma.sak.kan.] and *[ba.ek.ki] as the optimal outputs. If that is the case, ALIGN-STOP(K) must be interpreted as a ‘crisp’ alignment constraint which requires a sharp edge alignment. As suggested in Itô and Mester (1994), both ‘crisp’ and ‘noncrisp’ alignment constraints are independently required in OT. They are treated as two different constraints, and therefore separately rankable in the hierarchy. Itô and Mester (1994:37) state:

We propose that alignment constraints are indeed fulfilled in noncrisp linkage situation. At the same time there is a constraint favouring crisp edges of prosodic categories (we will call it ‘Crisp Edge’): CrispEdge is formally independent of the various alignment constraints in terms of its function and its ranking with respect to other constraints.

As far as the correspondence relation is concerned, both Debuccalisation (i.e. [ʔk]) and C-Gemination (i.e. [kk]) involve a one-to-two mapping from the input to the output — one input segment stands in correspondence with two output X-elements. This relationship can be depicted as follows:

\[
\begin{align*}
\text{Input} & \quad \text{Output} \\
X & \quad [k]X_1 \quad X_2 [k] \\
/k/ & \quad k_{1,2}
\end{align*}
\]

(143) a. C-Gemination

---

For example, ALIGN-RIGHT in Lardil is interpreted as a 'noncrisp' alignment, whereas for Axininca Campa is a 'crisp' alignment constraint (Itô & Mester 1994).
b. Debuccalisation

Both forms are satisfying ALIGN-RIGHT and violating INTEGRITY-X equally. What makes the form [ʔk] a better candidate than [kk] must, therefore, be attributed to some other constraints. The relevant constraint is not hard to determine, namely, ALIGN-STOP(K).

As noted, I crucially assume that ALIGN-STOP(K) is a ‘crisp’ alignment constraint which requires a sharp edge alignment, that is, the voiceless velar stop [k] must precisely occupy the left periphery of a syllable. In other words, the consonant [k] must be parsed in the onset position. Following this assumption, ALIGN-STOP(K) is violated in the geminated form [k.k] (143a), since the leftmost [k] occupies the syllabic coda position. In the debuccalised form [ʔ,k] (143b), however, the leftmost segment is not [k], but [ʔ], and therefore no such violation is encountered.

The schematic ranking ALIGN-STOP(K) > ALIGN-RIGHT, ONSET > DEP-IOCONS > INTEGRITY-X, IDENT-IO[Place] straightforwardly accounts for the phenomenon of Debuccalisation, as the following tableau illustrates.

(144) Debuccalisation across stem-suffix juncture

<table>
<thead>
<tr>
<th>/masak+an/</th>
<th>ALIGN-STOP(K)</th>
<th>ALIGN-RIGHT</th>
<th>ONSET</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>IDENT-IO[Place]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ma.sak</td>
<td>an.</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ma.sa.k</td>
<td>an.</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ma.sak</td>
<td>?an.</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. ma.sak</td>
<td>kan</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. ma.sa</td>
<td>?kan</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f. ma.sa</td>
<td>?an</td>
<td>*!</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

Notice that there is a significant difference between the optimal form [masaʔkan] in (144) and [masaʔkan] in (140). Although they have the same surface forms, they are phonologically distinct in terms of constraint satisfaction and violation, particularly with respect to ALIGN-RIGHT and IDENT-IO[Place].

As suggested earlier (see §3.3.1), the alternation of the voiceless velar stop /k/ into a glottal stop [ʔ] involves a violation of the featural faithfulness constraint IDENT-IO[Place] (74), which requires that the correspondent of the input segment specified as [Place] must be [Place]. When IDENT-IO[Place] is violated, it directly effects ALIGN-RIGHT as well. In order for ALIGN-RIGHT to be fully satisfied, all the feature content of the stem, as well as the root node, must be faithfully parsed (cf. McCarthy 1993; Lombardi 1995).

I assume that the one-to-two mapping in (143b) and (144e) is not reckoned as violating IDENT-IO[Place]. The featural faithfulness constraint is not violated as long as the input segment specified as [Place] has an output correspondent which is also specified as [Place]. It
does not matter whether the input segment also corresponds to another output segment that lacks a feature [Place] specification. The one-to-two mapping in (143b) also satisfies ALIGN­RIGHT, since the feature [Place] of the stem is faithfully parsed in the onset of the following syllable.

IDENT-IO[Place] and ALIGN-RIGHT are certainly violated if the stem-final /k/ surfaces as a single glottal stop like in (140d) or a geminate glottal stop as in (144f). The diagrams in (145) clarify the points I just made.

(145) a. ALIGN-RIGHT and IDENT-IO[Place] violations — a single parsing

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>X + X</td>
<td>[?] X + X[k]</td>
</tr>
<tr>
<td>/k/ + /k/</td>
<td>k + k</td>
</tr>
</tbody>
</table>

b. ALIGN-RIGHT and IDENT-IO[Place] violations — a multiple parsing

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>[?] X₁ X₂[?]</td>
</tr>
<tr>
<td>/k/</td>
<td>k₁₂</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>[?] X₁ X₂[k]</td>
</tr>
<tr>
<td>/k/</td>
<td>k₁₂</td>
</tr>
</tbody>
</table>

In sum, the phenomenon of Debuccalisation across stem-suffix boundary is regulated by two independent alignment constraints, namely, ALIGN-RIGHT and ALIGN-STOP(K). ALIGN­RIGHT is construed as a 'noncrisp' alignment constraint, and thus multiple linking in the ambiskeletal parsing is not reckoned as a violation. By contrast, ALIGN-STOP(K) is a 'crisp' alignment constraint, which requires a sharp edge alignment, that is, the voiceless velar stop [k] must precisely occupy the onset of a syllable. In order for both constraints to be fully satisfied, one part of the geminate undergoes Debuccalisation (to satisfy ALIGN-STOP(K)), and the other half preserves the input specification (to satisfy ALIGN-RIGHT).
3.3.2 ALIGN-RHOTIC satisfaction: r-Gemination, r-Deletion and compensatory lengthening

As observed in §2.5.3, when the stem-final /r/ gets deleted, the preceding vowels will then be lengthened. This phenomenon is commonly referred to as compensatory lengthening, and is familiar in many Malay dialects (cf. Collins 1986; Zaharani 1991). To proceed, let us examine the alternation that arises when stem-final /r/ occurs in suffixed forms.

(146) /uker/ [uke:] 'to carve'
/uker+an/ [ukerran] 'carving'
/uker+kan/ [uke:kan] 'carve (imperative)'
/ukor/ [uko:] 'to measure'
/ukor+an/ [ukorrar] 'measurement'
/ukor+kan/ [uko:kan] 'measure (imperative)'
/ipasarl/ [pasa:] 'market'
/ipasar+an/ [pasarrar] 'stock market'
/ipasar+kan/ [pasa:kan] 'sell (imperative)'

As can be seen, the bared forms and the suffixed forms containing a C-initial suffix exhibit the same phonological behaviour, that is, the /r/ undergoes deletion followed by compensatory lengthening. In the case where the stems concatenate with a V-initial suffix, the /r/ will surface as a geminate [rr].

I have demonstrated that the deletion of /r/ in the coda is triggered by the CODA COND constraint called ALIGN-RHOTIC (90), which demands that the consonant /r/ be left aligned within a syllable. Unlike ALIGN-STOP(K), the best way of satisfying ALIGN-RHOTIC is by root node delinking (i.e. segmental deletion) rather than by a feature delinking mechanism. Deleting a stem-final segment can never bring a stem into agreement with ALIGN-RIGHT. Thus, the violation of ALIGN-RIGHT is compelled by the satisfaction of ALIGN-RHOTIC. The two constraints are in a conflict situation, and therefore they have to be ranked with respect to each other. The relevant ranking has to be ALIGN-RHOTIC >> ALIGN-RIGHT as the following tableau demonstrates.

(147) r-Deletion: ALIGN-RHOTIC >> ALIGN-RIGHT

<table>
<thead>
<tr>
<th>/pasar+kan/</th>
<th>ALIGN-RHOTIC</th>
<th>ALIGN-RIGHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. pa.sar.: kan</td>
<td>*</td>
<td>!</td>
</tr>
<tr>
<td>b. pa.:&lt;</td>
<td>&gt;kan</td>
<td>*</td>
</tr>
</tbody>
</table>

The failed candidate (147a) is well-aligned, but the presence of /r/ in the coda fatally violates ALIGN-RHOTIC. The optimal candidate (147b) spares this violation at the expense of violating ALIGN-RIGHT. As can be seen, the right edge of the stem ' | ' does not coincide with the right edge of a syllable ' | ', because they are separated by an angled bracket '<|>', which indicates a segmental deletion.

---

5 It must be noted that the coda /r/ in root internal position is always preserved as a consequence of satisfying the undominated constraint ROOTCONTIG.

6 The deletion of the prefix /r/ is never accompanied by compensatory lengthening. See §4.6. for details. It must also be noted that in Farid's analysis there is no compensatory lengthening.
It is worth noting that V-insertion (i.e. [pa.sa.rə.kan]) is another alternative to eschew the ALIGN-RHOTIC violation. But, this option serves no better than C-deletion because it equally violates ALIGN-RIGHT. The preference of C-deletion over V-insertion in this particular case can be captured by the schematic ranking DEP-IOvow >> MAX-IOcons.

As noted earlier (see §2.2), V-deletion/V-epenthesis and C-deletion/C-epenthesis have a very different status in Malay, given the fact that a vowel can never be deleted when it conflicts with the structural constraints. To capture this generalisation, two different constraints of MAX-IO and DEP-IO, namely, MAX-IOvow/MAX-IOcons and DEP-IOvow/DEP-IOcons are postulated. These constraints are distinct, and therefore they are separately ranked in the hierarchy. Crucially, vowel faithfulness constraints always dominate their consonant counterparts.

Another important observation that must not be missed is the compensatory lengthening. When the coda /r/ is deleted, the preceding vowel gets lengthened. As previously shown, this phenomenon is derived as the consequence of parsing the X to the preceding vowel in compliance with the demand of MAX-IOx (93), a faithfulness constraint that belongs to the MAX-IO constraint family, which demands that the X in the input must have a correspondent in the output. The satisfaction of MAX-IOx compels a violation of NLv, which militates against long vowels.

Considering all the constraints mentioned above, the relevant ranking is as follows: DEP-IOvow, ALIGN-RHOTIC >> ALIGN-RIGHT >> MAX-IOx, MAX-IOcons >> NLv.

(148) r-Deletion and compensatory lengthening

<table>
<thead>
<tr>
<th>/pasar+kan/</th>
<th>DEP-IOvow</th>
<th>ALIGN-RHOTIC</th>
<th>ALIGN-RIGHT</th>
<th>MAX-IOx</th>
<th>MAX-IOcons</th>
<th>NLv</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. pa.sar.</td>
<td>kan.</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. pa.sar.</td>
<td>ə.kan.</td>
<td>*!</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>c. pa.sa.&lt; &gt;</td>
<td>kan.</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>d. pa.sa.&lt; &gt;</td>
<td>kan.</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Despite the fact that the overparsed candidate (148b) survives ALIGN-RHOTIC, it is eliminated due to the fatal violation of DEP-IOvow. The loosing candidate (148c) deletes the stem-final /r/, and the X-slot is stray erased. This option disobeys ALIGN-RIGHT, MAX-IOcons and MAX-IOx. Although candidate (148d) violates ALIGN-RIGHT as well as MAX-IOcons, it incurs no violation of MAX-IOx, and thus it becomes the sole winner of the competition. As usual, the violation of the lower ranked NLv becomes irrelevant once the victor is pronounced.

Another potential candidate that must be taken into consideration is *[pasarran]. This candidate preserves the stem-final /r/ and deletes the suffix-initial /k/ instead. The remaining X-slot of the suffix is associated to the stem-final /r/, and this gives rise to an r-geminate, as illustrated in (149). Gemination violates INTEGRITY-X, which prohibits multiple-linked representation.
(149) k-deletion and r-gemination

As demonstrated earlier, ambiskeletal parsing in a geminate at the stem-suffix juncture does satisfy ALIGN-RIGHT, and therefore the potential candidate (149) seems to be better than the optimal candidate (148d). The violation of INTEGRITY-X compelled here is not significant, since the constraint at hand is lower ranked. The form in (149), however, is not the true output in the language, suggesting that the candidate must be ruled out by a more dominant constraint crucially ranked higher than ALIGN-RIGHT.

Although ALIGN-RHOTIC dominates ALIGN-RIGHT, the former cannot rule out the suboptimal candidate in (149), given the fact that it is a 'noncrisp' alignment constraint, where a double-linked structure in a geminate [rr] is not reckoned as a violation. r-gemination is visibly active in the suffixed forms, particularly in the case that involves a combination of r-final stems with V-initial suffixes (e.g. /pasar+an/ → [pasarran]). As shown in the previous sections, the conspiracy to satisfy ALIGN-RIGHT and ONSET forces the stem-final segment to undergo ambiskeletal parsing, giving rise to V-geminates and C-geminates. This strategy indiscriminately applies to r-final stems as well, as can be seen in (146).

Since the geminated candidate in (149) is not the actual output, it must be eliminated by other dominant constraints in the hierarchy. It is apparent that a relevant constraint at work here is an alignment constraint of prosody-morphology interface, which requires that the edge of some grammatical category coincide with the corresponding edge of some prosodic category. Deletion of the initial C of the suffix is blocked in order to guarantee coincidence between the edge of the suffix and the edge of a syllable.

(150) Suffix-Syllable Alignment


b. *[pa.sar.r]< >an.]

As can be seen in (150b), a deletion of C-initial suffix (marked by '< >') locates the morphological suffix edge (marked by '|' ') inside a syllable, causing a misalignment of the leading edges of the syllable and the suffix. The distinction between matching and non-matching of suffix/syllable edges is governed under a formal constraint called ALIGN-SUFF (Align Suffix), which is formally defined as in (151). This prosody-morphology interface constraint states that the left edge of a suffix must coincide with the left edge of a syllable.

(151) ALIGN-SUFF

Align (Suffix, Left, σ, Left)

Candidate (150b) is well-aligned with respect to ALIGN-RIGHT, but ill-aligned in terms of ALIGN-SUFF. By contrast, candidate (150a) satisfies ALIGN-SUFF at the expense of violating ALIGN-RIGHT. The interaction in hand reveals that these two constraints are in conflict, and
therefore they have to be ranked with respect to each other. The ranking is \texttt{ALIGN-SUFF} must outrank \texttt{ALIGN-RIGHT} in the hierarchy.

\texttt{ALIGN-SUFF}, however, does not conflict with \texttt{ALIGN-RHOTIC}, and therefore they are not ranked with respect to each other. The ranking for the hierarchy now is as follows: \texttt{DEP-IOvow}, \texttt{ALIGN-RHOTIC}, \texttt{ALIGN-SUFF} \texttt{ALIGN-RIGHT} \texttt{MAX-IOx} \texttt{INTEGRITY-X} \texttt{MAX-IOcons}. The effects of this hierarchy are illustrated in tableau (152).

(152) \textit{r-deletion and compensatory lengthening}

<table>
<thead>
<tr>
<th>/(pasar+kan)/</th>
<th>\texttt{DEP-IOvow}, \texttt{ALIGN-RHOTIC}, \texttt{ALIGN-SUFF}</th>
<th>\texttt{ALIGN-RIGHT}</th>
<th>\texttt{MAX-IOx}</th>
<th>\texttt{INTEGRITY-X}</th>
<th>\texttt{MAX-IOcons}</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. pasar.\texttt{kan}.</td>
<td>\texttt{ALIGN-RHOTIC} *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. pasar.\texttt{ran}.</td>
<td>\texttt{DEP-IOvow} *!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. pasar.\texttt{ran}.</td>
<td>\texttt{ALIGN-SUFF} *!</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. pasar.\texttt{ran}.</td>
<td></td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. pa.sar.\texttt{ran}</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Let us now turn to the suffixed forms that involve a combination of \textit{r}-final stem and \textit{V}-initial suffix. Like all \textit{C}-final stems in the language, the conspiracy to satisfy \texttt{ALIGN-RIGHT} and \texttt{ONSET} forces the stem-final /\textit{r}/ to undergo ambiskeletal parsing, giving rise to \textit{r}-gemination. The satisfaction of \texttt{ONSET} and \texttt{ALIGN-RIGHT} compels a violation of \texttt{ALIGN-SUFF}, since the suffix edge now lies inside a syllable, as illustrated in (153).

(153) \textit{Violation of \texttt{ALIGN-SUFF} in ambiskeletal parsing of /pasar + an/}
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In order for \texttt{ALIGN-SUFF} to be fully satisfied, the \textit{V}-initial suffix must be parsed with an \texttt{ONSET} violation. If ambiskeletal parsing were to apply, this would shift the syllable edge away from the suffix edge. This will result in misalignment between the two leading edges.

When \texttt{ALIGN-SUFF} conflicts with \texttt{ONSET}, inevitably the former has to give way. This suggests that the ranking is \texttt{ALIGN-RHOTIC}, \texttt{ONSET} \texttt{ALIGN-SUFF} \texttt{ALIGN-RIGHT} \texttt{INTEGRITY-X}. Tableau (154) gives an illustration of the effects of this hierarchy.

(154) \textit{r-gemination across stem-suffix juncture}

<table>
<thead>
<tr>
<th>/(pasar+an)/</th>
<th>\texttt{ALIGN-RHOTIC}</th>
<th>\texttt{ONSET}</th>
<th>\texttt{ALIGN-SUFF}</th>
<th>\texttt{ALIGN-RIGHT}</th>
<th>\texttt{INTEGRITY-X}</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. pasar.\texttt{jan}</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. pasar.\texttt{jan}</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. pa.sar.\texttt{ran}</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. pa.sa.\texttt{ran}</td>
<td></td>
<td>*</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>
Although the loosing candidate (154a) is well-aligned with respect to ALIGN-SUFF, it fatally disobeys the higher ranked ALIGN-RHOTIC and ONSET. The candidates (154c) and (154d) avoid these violations, but equally disobey ALIGN-SUFF, since the left edge of a suffix ‘|’ does not coincide with the left edge of a syllable ‘.’. This means that the two candidates are in a tie position, and thus the next available constraint has to be consulted. Candidate (154d) is ruled out because of not being obedient to ALIGN-RIGHT, and candidate (154c) is therefore the sole winner of the competition.

3.3.3 ALIGN-NASAL violation: opacity of Nasal Assimilation and Nasal Coalescence

Thus far we have seen that the CODA COND constraints ALIGN-STOP(K) and ALIGN-RHOTIC are fully obeyed in the optimal output of a suffixed form. Both constraints dominate ALIGN-RIGHT and ALIGN-SUFF in the hierarchy. In what follows we shall observe how ALIGN-RIGHT and ALIGN-SUFF interact with the next CODA COND constraint called ALIGN-NASAL. To begin, let us examine the data displayed in the table below.

(155)  
<table>
<thead>
<tr>
<th>Pattern</th>
<th>Surface Form</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>/tanam/</td>
<td>[tanām]</td>
<td>‘to bury’</td>
</tr>
<tr>
<td>/tanam+an/</td>
<td>[tanāmmān]</td>
<td>‘plant’</td>
</tr>
<tr>
<td>/tanam+kan/</td>
<td>[tanāmkan] * [tanāŋkan]</td>
<td>‘bury (imperative)’</td>
</tr>
<tr>
<td>/hitam/</td>
<td>[hitam]</td>
<td>‘black’</td>
</tr>
<tr>
<td>/ka+hitam+an/</td>
<td>[kahñitammān]</td>
<td>‘blackish’</td>
</tr>
<tr>
<td>/hitam+kan/</td>
<td>[hitamkan]</td>
<td>‘blacken (imperative)’</td>
</tr>
<tr>
<td>/tākan/</td>
<td>[tākan]</td>
<td>‘to press’</td>
</tr>
<tr>
<td>/tākan+an/</td>
<td>[tākannān]</td>
<td>‘pressure’</td>
</tr>
<tr>
<td>/tākan+kan/</td>
<td>[tākanban] * [tākāŋkan]</td>
<td>‘press (imperative)’</td>
</tr>
<tr>
<td>/makan/</td>
<td>[mākan]</td>
<td>‘to eat’</td>
</tr>
<tr>
<td>/makan+an/</td>
<td>[mākannān]</td>
<td>‘food’</td>
</tr>
<tr>
<td>/makan+kan/</td>
<td>[mākanban] * [mākāŋkan]</td>
<td>‘eat (imperative)’</td>
</tr>
</tbody>
</table>

All the previous studies affirmed that a nasal segment which forms the coda of the first syllable is always homorganic to a following onset obstruent, and this fact is captured by a very general rule called Nasal Assimilation (Farid 1980:13; Teoh 1994:101). This generalisation, however, does not hold at the suffix boundary, as can be seen in (157).

In the process of affixation with the suffix ‘/-kan/, Nasal Assimilation fails to apply, otherwise we will get incorrect surface forms, as indicated by the asterisk. Given the formalism formulated in the rule-based analysis, the opacity of Nasal Assimilation in this particular environment is very difficult if not impossible to account for. Arguably, this is the main reason why this well observed phonological fact has been overlooked in Teoh (1994). Farid (1980:13), on the other hand, regards this as an exception to the regular rule, as he notes, ‘Nasals always appear on the surface as homorganic to a following consonant, except in cases of reduplication, or if the cluster consists that of nasal plus suffix-initial consonant [kan]’.

Given an OT account, the opacity of Nasal Assimilation at the suffix juncture is not merely exceptional but is an explainable phenomenon. Nasal Assimilation is blocked as a consequence of a candidate output best satisfying the constraint hierarchy, in accord with the theoretical assumptions of OT.
It is a well accepted fact that Nasal Assimilation in natural languages is triggered by the CODA COND constraint (McCarthy & Prince 1993a,b, 1994; Ito & Mester 1994). In our analysis this constraint is referred to as ALIGN-NASAL (101), which penalises any occurrence of specified Cplace nasal in the coda. We have observed in §2.5.4 that Malay does allow specified Cplace nasal segments occur in the word final coda, an instance of ALIGN-NASAL violation.

Possible strategies such as deletion (violation of MAX-IOCONS) and feature delinking rule (violation of IDENT-IO[Place]) which are visibly active in the language never apply here. These possibilities are blocked by ALIGN-RIGHT. As noted (see §3.2), in order for ALIGN-RIGHT to be fully satisfied, all the feature content of the stem, as well as the root node, must be faithfully parsed.

Unlike ALIGN-STOP(K) and ALIGN-RHOTIC, ALIGN-NASAL must be dominated by ALIGN-RIGHT in the hierarchy. As was mentioned, although the three CODA COND constraints belong to the same family, they are entirely distinct, and therefore they are separately ranked.

To account for the occurrence of specified Cplace nasal segments in the word final coda, I have established the following partial constraint hierarchy (as in §2.5.4): DEP-I0VOW >> ALIGN-RIGHT >> ALIGN-NASAL >> MAX-IOCONS >> IDENT-I0[Place].

(156) ALIGN-NASAL violation word finally

<table>
<thead>
<tr>
<th>/tanam/</th>
<th>DEP-I0VOW</th>
<th>ALIGN-RIGHT</th>
<th>ALIGN-NASAL</th>
<th>MAX-I0CONS</th>
<th>IDENT-I0[Place]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ta.na.&lt;&gt;</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ta.na.mə</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ta.nã.</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;Plc&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. ta.nam</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

The failed candidate (156c) undergoes place delinking, not C-Deletion, and therefore it spares MAX-I0. The delinking of the Place node leaves behind a nasal element. This nasal element docks to the preceding vowel deriving a nasalised vowel [tanã]. Delinking crucially violates ALIGN-RIGHT, which requires that all the specified features of the right edge segment must be parsed. The only candidate that survives ALIGN-RIGHT is (156d), which inevitably emerges as the victor.

Notice that in combination with the C-initial suffix /-kan/, the final nasal consonant does not assimilate with the following obstruent. If Nasal Assimilation were to apply, this will involve delinking of the [Place] node of the stem-final nasal followed by spreading of the [Place] node of the following consonant. As noted, feature delinking crucially violates ALIGN-RIGHT, which requires that all the feature content of a stem, particularly the right edge segment to be faithfully parsed.

By imposing the same constraint ranking in (156), the interaction straightforwardly explains why Nasal Assimilation is opaque at the stem-suffix boundary. The Evaluation reveals that the assimilated candidate is not the one best satisfying the constraint hierarchy, as shown in tableau (157).

---

7 This phonological phenomenon occurs in many Malay dialects, such as Kelantan dialect and Terengganu dialect (Teoh 1994; Trigo 1991).
ALIGN-NASAL violation — opacity of Nasal Assimilation

<table>
<thead>
<tr>
<th>/tanam+kan/</th>
<th>DEP-IO_vow</th>
<th>ALIGN-RIGHT</th>
<th>ALIGN-NASAL</th>
<th>MAX-IO_CONS</th>
<th>IDENT-IO_[Place]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ta.na.&lt;&gt;kan</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>b. ta.na.m</td>
<td>ə.kan</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ta.naI</td>
<td>I.kan &lt;Plc&gt;</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. ta.nam</td>
<td>kan</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In candidate (157c), the underlying nasal /m/ surfaces as [ŋ] due to Nasal Assimilation, which involves delinking and spreading of the Place node. Delinking violates the featural faithfulness constraint IDENT-IO[Place]. A more serious effect of delinking is a fatal violation of ALIGN-RIGHT. The optimal candidate (157d) is featurally faithful to the input, and thus it obeys ALIGN-RIGHT at the expense of disobeying the CODA COND constraint ALIGN-NASAL.

Notice that the optimal candidate (157d) satisfies ALIGN-SUFF as well, since the left edge of the suffix coincide with the left edge of a syllable. ALIGN-SUFF is construed in the present study as a 'crisp' alignment constraint, which requires sharply defined morpheme edges. Multiple linking in place linked clusters is counted as a violation of ALIGN-SUFF. In short, the opacity of Nasal Assimilation at the suffix boundary is due to the conspiracy to satisfy ALIGN-RIGHT and ALIGN-SUFF simultaneously.

In the case of suffixation with V-initial suffix, ALIGN-SUFF has to be sacrificed in order to assure that ONSET is fully satisfied. When the demand for ALIGN-RIGHT and ALIGN-NASAL satisfactions is also at stake, the best way of achieving this is by parsing the stem-final nasal ambiskeletally, and this gives rise to nasal gemination. The tableau in (158) demonstrates the points I just made.

Nasal-gemination across stem-suffix juncture

<table>
<thead>
<tr>
<th>/tanam+an/</th>
<th>ONSET</th>
<th>ALIGN-SUFF</th>
<th>ALIGN-RIGHT</th>
<th>ALIGN-NASAL</th>
<th>INTEGRITY-X</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ta.nam</td>
<td>an</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ta.nam</td>
<td>?an</td>
<td>*</td>
<td>*</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>c. ta.nam</td>
<td>an</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>d. ta.nam</td>
<td>man</td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Another significant aspect of the behaviour of the nasal clusters at the suffix boundary that has not been addressed in the literature is the opacity of Nasal Coalescence. Following Pater (1999), Nasal Coalescence is construed in this study as a process of merging a nasal and a voiceless obstruent driven by a universal and violable constraint *NÇ, which prohibits nasal/voiceless obstruent sequences. In Malay, this process is very regular and productive at the prefix juncture.

---

8 In Farid (1980) and Teoh (1994) this process is treated as two separate, but related rules which are extrinsically ordered, namely, Nasal Assimilation and Voiceless Obstruent Deletion. We shall discuss this process in more detail in §4.5.
Typological studies show that nasal/voiceless obstruent clusters are disfavoured in many languages. One of the possibilities that languages use to resolve the occurrence of these clusters is Nasal Coalescence. In Correspondence Theory (McCarthy & Prince 1995b), the process of merging both the nasal and the voiceless obstruent is interpreted as a two-to-one mapping from the input to the output — two input segments stand in correspondence with a single output segment.

Since there is no deletion, Nasal Coalescence is not counted as a violation of MAX-IO\textsubscript{CONS}. In addition to the satisfaction of \*NC, Nasal Coalescence can also help to achieve the satisfaction of ALIGN-NASAL, as the nasal segment is now parsed to the left periphery of a syllable. However, a serious consequence of Nasal Coalescence is that it fatally violates ALIGN-RIGHT and ALIGN-SUFF.

(160) Opacity of Nasal Coalescence — e.g. /pasən+kan/ ‘to fix’

<table>
<thead>
<tr>
<th>/pasən+kan/</th>
<th>DEP-IO\textsubscript{VOW}</th>
<th>ALIGN-SUFF</th>
<th>ALIGN-RIGHT</th>
<th>ALIGN-NASAL</th>
<th>MAX-IO\textsubscript{CONS}</th>
<th>*NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. pa.sa.&lt;</td>
<td>kan.</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. pa.sa.ŋo.kan.</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. pa.sən.ŋan</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. pa.sən.ŋan</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. pa.sən.ŋan</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

The failed candidate (160d) undergoes Nasal Coalescence, that is, the cluster /k/ is fused together and becomes a velar nasal /ŋ/. As can be seen, the consequence of this is that the stem-edge and the suffix-edge do not coincide with a syllable boundary, a fatal violation of ALIGN-RIGHT and ALIGN-SUFF. In short, the opacity effect of certain regular phonological processes at the suffix boundary is not an irregular phenomenon. The visibly active processes are inapplicable as a consequence of a candidate output to best satisfy the constraint hierarchy.

3.4 Vowel Debuccalisation

The phonology of the native vocabulary demonstrates that there is a distributional restriction that prohibits the low vowel [a] from occupying the word final position. The underlying low vowel /a/ word finally is generally reduced to a schwa [ə]. However, in the suffixed forms of words, the /a/ retains its basic form and surfaces as [a]. The resulting morphophonemic alternation a ~ ə is a characteristic of the contemporary standard pronunciation of Malay.\footnote{As noted in the introductory chapter, orthographic <a> is pronounced as a low back vowel [a] word finally in literary Malay. In 1988, the Dewan Bahasa dan Pustaka (the Government’s Language Planning Agency) has ruled that the standard pronunciation of Malay must be based on literary Malay.}
To account for the phenomenon of a ~ ə alternation at the word final position, Farid (1980) and Teoh (1994) postulate a rule called Vowel Reduction, which is respectively formulated as a linear rule (162) and a non-linear rule (163). Both rules state that the vowel /a/ will be reduced to a schwa when it is in a word final position.

162) Vowel Reduction (Farid 1980:47)
\[ a \rightarrow \emptyset / \_ \_ \_ \# \]

163) Vowel Reduction (Teoh 1994:48)
\[ /a/ \rightarrow [\emptyset] / \_ \_ \_ \_ \_ \# \]

Recall the rule of r-Deletion (see §2.5.3), which deletes the segment /r/ in word final position. It must be noted that in Farid's (1980) analysis, the deletion of /r/ in this environment is never followed by compensatory lengthening. Thus, the application of r-Deletion has an opacity effect on the Vowel Reduction rule, as the following examples show.

164) r-Deletion in Farid (1980:47)
\[ /\text{bakar} / [\text{baka}] \quad \text{‘burn’} \]
\[ /\text{tukar} / [\text{tuka}] \quad \text{‘change’} \]
\[ /\text{kisar} / [\text{kisa}] \quad \text{‘revolve’} \]
\[ /\text{hindar} / [\text{hinda}] \quad \text{‘avoid’} \]

Notice that the output forms end with a low vowel as the result of r-Deletion. This representation certainly meets the structural description of Vowel Reduction rule. However, the rule fails to apply in this particular environment. Under his linear analysis, Farid (1980:48) accounts for this fact by imposing an extrinsic counterfeeding rule ordering, that is, Vowel Reduction precedes r-Deletion.

Farid (1980:48) noted that the extrinsic rule ordering analysis, being language-specific, is too costly. He then proposed an alternative solution couched in the global rule approach. The basic assumption of this approach is that some phonological rules apply under conditions that cannot be stated solely in terms of the immediate input string; derivationally earlier or later forms of the string may also have to be taken into consideration (Farid 1980:85). Under this analysis, the rule of Vowel Reduction is now formalised as in (165).
Vowel Reduction (Farid 1980:92)

\[
\begin{align*}
& a \rightarrow æ / \_\_ \# \\
& \text{[- derived]}
\end{align*}
\]

The rule states that the vowel /a/ reduces to [æ] in word final position only if it is underlyingly stem-final. The inclusion of the derivational history specification in (165) would now justify the failure of r-Deletion to feed Vowel Reduction no matter in which order the rules are applied.

In Teoh's (1994) analysis, the deletion of the stem-final /r/ is always accompanied by compensatory lengthening. I agree with Teoh (1994) in this respect, and it is obvious that Farid's r-Deletion rule seems to be oversimplified. As previously noted, this particular type of vowel lengthening is very common in many of Malay dialects (cf. Collins 1986; Zaharani 1991).

Under Teoh's (1994) multi-linear analysis, the whole phonological process seems to be much simpler without any extrinsic ordering and global devices, and is much more generalisable. As Teoh (1994:49) points out:

The vowel reduction rule written as a non-linear rule as above will prevent the [a:] in [baka:, tuka:, kisa: and hind:] from changing to a schwa even though ... that they are at word final position. The vowel [a:] fails to undergo vowel reduction because it is now long or multiply attached to two-X-slots instead of one; its [the rule's] structural description is not met and the vowel reduction rule fails to apply and this correctly predicts the data above. A non-linear analysis therefore is descriptively and explanatorily more adequate than a linear analysis.

Given a multi-linear phonological representation, the following derivation gives a clear illustration of the interaction between r-Deletion, Vowel Lengthening and Vowel Reduction.

Input Representation

<table>
<thead>
<tr>
<th>/bakar/ 'to burn'</th>
<th>/gula/ 'sugar'</th>
</tr>
</thead>
<tbody>
<tr>
<td>r-Deletion</td>
<td></td>
</tr>
<tr>
<td>b a k a r</td>
<td></td>
</tr>
<tr>
<td>x x x x x</td>
<td></td>
</tr>
<tr>
<td>Vowel Lengthening</td>
<td></td>
</tr>
<tr>
<td>b a k a</td>
<td></td>
</tr>
<tr>
<td>x x x x x</td>
<td></td>
</tr>
<tr>
<td>Vowel Reduction</td>
<td></td>
</tr>
<tr>
<td>inapplicable</td>
<td>g u l a</td>
</tr>
<tr>
<td>x x x x</td>
<td></td>
</tr>
<tr>
<td>Phonetic Representation</td>
<td></td>
</tr>
</tbody>
</table>

[b a k a:]  [g u l a]

x x x x x  x x x x
Both Farid (1980) and Teoh (1994) construe Vowel Reduction as a segmental rule. It is quite common cross-linguistically that Vowel Reduction is associated with stress. For instance, vowel reduction to schwa in unstressed position occurs in English (Kenstowicz 1994:159): for example, \[æ\] \[\rightarrow\] [ə] in átom, atómic.

In Malay, the main stress generally falls on the penultimate syllable (cf. Prentice 1987; Teoh 1994). If the penultimate syllable has a schwa, then the main stress falls on the following syllable. This is quite closely parallel to Indonesian stress (cf. Cohn & McCarthy 1994). There is no secondary stress in the language.

(167) /baca/ [bácə] ‘to read’
/baca+an/ [bacá?an] ‘reading’
/suka/ [súkə] ‘to like’
/kə+suka+an/ [kəsuká?an] ‘favourite’
/mula/ [múla] ‘to begin’
/mula-i/ [mulá?i] ‘cause to begin’
/bahasa/ [bahásə] ‘language’
/kə+bahasa+an/ [kəbahasá?an] ‘language’
/bahaiə/ [baháiə] ‘dangerous’
/ucap/ [úcap] ‘to speak’
/pantas/ [pántas] ‘quick’
/təlæn/ [təlán] ‘to swallow’
/təndəŋ/ [təndoŋ] ‘to kick’
/gali/ [gáli] ‘to dig’
/baru/ [báru] ‘new’

In the segmental analysis, the inapplicability of Vowel Reduction rule in the suffixed forms is readily expected since its structural description is not met. In the prosodic analysis, however, the stem-final /a/ does not get reduced simply because it is now stressed. Despite the fact that the latter can capture the generalisation quite naturally, it is not a good solution as far as the Malay phonology is concerned. If Vowel Reduction is triggered by the unstressed syllabic position, then the rule should apply to other vowels as well. Remarkably, this is not the case. The rule is restricted to the low vowel /a/. Furthermore, the unstressed low vowel /a/ must occur in a light syllable at word final position. Considering this constraint, the segmental analysis seems to be more applicable. In the present study, I propose a constraint NO-LIGHT [a], which is formalised as in (168) below.

(168) NO-LIGHT [a]

\[\star \sigma \]
\[X \]
\[a \]

Constraint (168) states that a low vowel [a] in a light syllable word finally is prohibited. Potentially, there are three possible ways of eschewing the NO-LIGHT[a] violation, namely, by feature delinking, C-insertion and V-deletion. None of these strategies can bring a stem into agreement with ALIGN-RIGHT.
The phonology-morphology interface in suffixation

(169) Stem-syllable alignment

Input: /mula/                 Output: a. *[mu.la?]
                               b. *[mul.<!]
                               c. [mu.la]
                               <Plc>

All the three candidates violate ALIGN-RIGHT and equally satisfy NO-LIGHT[a]. Thus, they are in a tie position, as far as the two constraints are concerned. The elimination of (169a) and (169b), therefore, must be governed by other constraints. The application of C-insertion in the former violates DEP-IO_cons, while the absence of the final vowel in the latter disobeys MAX-IO_vow. Candidate (169c) undergoes Debuccalisation, a rule that delinks the [VPlace] node of a vowel. Debuccalisation of a vowel gives rise to a schwa (Kenstowicz 1994a:159). Thus, the vowel schwa in Malay lacks any distinctive specification for the feature [Place] (i.e. height and backness) (cf. Teoh 1994). As usual, the price paid for feature delinking is a violation of the featural faithfulness constraint IDENT-IO[Place].

Of course, there are other plausible feature changing rules, such as the low vowel /a/ becomes high (i.e. /a/ → [u]) or mid (i.e. /a/ → [o]). These possibilities are ruled out by assuming that the IDENT-IO[F] constraints involved in such alternations, are ranked higher in the hierarchy. For present purposes, the relevant constraints are ranked as follows: MAX-IO_vow, NO-LIGHT[a] >> ALIGN-RIGHT >> DEP-IO_cons >> IDENT-IO[Place].

(170) Vowel Debuccalisation

<table>
<thead>
<tr>
<th>/mula/</th>
<th>MAX-IO_vow</th>
<th>NO-LIGHT[a]</th>
<th>ALIGN-RIGHT</th>
<th>DEP-IO_cons</th>
<th>IDENT-IO[Place]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. mu.la.</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. mu.la?</td>
<td></td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. mul.&lt;!</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. (mu.la)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;Plc&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Vowel Debuccalisation in (170) reminds us of the process of Consonant Debuccalisation, in particular of the alternation of k ~ ?, which reflects the same strategy. The generalisation that can be drawn from here is that the phenomena resolved by a feature delinking mechanism are governed by the same formal constraint, namely, IDENT-IO[Place].

To proceed, let us examine the position of /a/ in the suffixed forms. As can be seen in the examples given in (167), the low vowel /a/ now occupies a word medial position. Under this environment, it is not subject to the constraint NO-LIGHT[a], and therefore the vowel /a/ retains its phonetic form as [a]. In other words, the constraint NO-LIGHT[a] is not active in the suffixed form, since its target segment never occurs in word final position. Thus, it is vacuously satisfied by all the candidates.
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(171) [a] preservation in the suffixed form

<table>
<thead>
<tr>
<th>/mula-i/</th>
<th>MAX-IoVow</th>
<th>NO-LIGHT[a]</th>
<th>ALIGN-RIGHT</th>
<th>DEP-IOCONS</th>
<th>IDENT-IO[Place]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. mu.lal[j]</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. mu.lal?[i]</td>
<td></td>
<td>*!</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>
| c. *<Plc> | | | | | *

It is important to note that the occurrence of glottal stop at the stem-suffix boundary is triggered by the high ranked ONSET (126). Although the failed candidate (171a) avoids the ONSET violation via cross morphemic syllabification, it fatally disobeys ALIGN-RIGHT. Candidate (171b) undergoes Deubuccalisation, and thus it incurs a fatal violation of ALIGN-RIGHT as well, because the feature content of the stem, particularly the feature [Place] does not have a correspondent in the output (i.e. not faithfully parsed). Candidate (171c) is featurally faithful, eschewing any violation of IDENT-IO[Place] and more importantly ALIGN-RIGHT, and therefore it emerges as the optimal candidate.

Now we turn to the interaction between V-Debuccalisation and r-Deletion word finally. As was shown in (89), when /r/ is deleted, the preceding low vowel gets lengthened and not debuccalised. For instance, the input form /tukar/ 'to change' surfaces as [tuka:] and not *[tub:]. According to Teoh (1994), the long vowel [a:] fails to undergo Debuccalisation (i.e. Teoh’s vowel reduction rule) because its structural description does not meet the rule. The low vowel is now multiply attached to two X-slots, and not one as formalised in the rule. This is in compliance with Hayes’s (1986a) Linking Constraint, which states that association lines present in rules must be interpreted exhaustively. Alternatively because the long [a:] constitutes a heavy syllable, it is not subject to the constraint NO-LIGHT[a]. Therefore, NO-LIGHT[a] is vacuously satisfied. If V-Debuccalisation were to apply, it would crucially violate IDENT-IO[Place]. Although this constraint is lower ranked, it determines the winner between the two competing candidates, as the following tableau shows.

(172) The interaction between V-Debuccalisation and r-Deletion

<table>
<thead>
<tr>
<th>/bakar/</th>
<th>ALIGN-RHOTIC</th>
<th>NO-LIGHT [a]</th>
<th>ALIGN-RIGHT</th>
<th>MAX-IoX</th>
<th>MAX-IOCONS</th>
<th>IDENT-IO[Place]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ba.kar[</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ba.ka:&lt; &gt;</td>
<td>*!</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. *&lt;Plc&gt;</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. bak:&lt; &gt;</td>
<td></td>
<td>*</td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The ruled out candidate (172b) contains a light syllable [a] word finally, and therefore it fatally violates NO-LIGHT[a]. Candidates (172c) and (172d) spares NO-LIGHT[a] because their final syllables are heavy. They both violate ALIGH-RIGHT and MAX-IOCONS, and satisfy MAX-IoX equally. Thus, they tie with each other, the next available constraint IDENT-IO[Place], which plays a decisive role here, selecting (172c) as the optimal output.
3.5 Conclusion

The phonology of suffixation demonstrates that the prosody-morphology interface alignment constraint ALIGN-RIGHT, which requires that the right edge of a stem coincide with the right edge of a syllable, plays a significant role in the phonology of Malay at the stem-suffix juncture. ALIGN-RIGHT prohibits cross-junctural syllabification. This explains why the satisfaction of ONSET by tautosyllabic parsing is generally blocked in this environment.

In order to satisfy ALIGN-RIGHT and ONSET simultaneously, the stem-final segment undergoes ambiskeletal parsing, which is construed here as the parsing of the root node of the stem to two X-skeletal (timing units), which are then immediately dominated by two successive syllables. Following Itô and Mester (1994), ALIGN-RIGHT is interpreted as 'noncrisp', a doubly-linked structure not being reckoned as an alignment violation. This straightforwardly explains the phenomena of V-gemination and C-gemination. In the case where ambiskeletal parsing is impossible, the ONSET requirement is fulfilled by Glottal Epenthesis (see §3.2.1).

ALIGN-RIGHT also interacts with the CODA COND constraints ALIGN-STOP(K), ALIGN-RHOTIC and ALIGN-NASAL as the result of morpheme concatenation. CODA COND constraints are formalised here in terms of the alignment statement of Itô and Mester (1994), requiring particular consonants be left-aligned with a syllable. Although ALIGN-STOP(K), ALIGN-RHOTIC and ALIGN-NASAL belong to the same family, they are distinct, and therefore separately ranked in the hierarchy (see §3.5).

These constraints are also distinguishable with respect to Itô and Mester's (1994) notion of 'crispness' alignment. ALIGN-STOP(K) is interpreted as 'crisp' alignment, which requires a sharp edge alignment, while ALIGN-RHOTIC and ALIGN-NASAL are 'noncrisp' alignment constraints.
4 The phonology-morphology interface in prefixation

4.1 Introduction

After investigating the phonological aspects of suffixation, we now turn to prefixation. It is apparent that the morphophonological behaviour of prefixation in this language is quite distinct both in character and degree of generality from suffixation. Processes that are visibly active at the stem-suffix juncture are generally not active at the prefix-stem boundary, and vice versa. This asymmetry has not been satisfactorily accounted for in previous works.

In the previous chapter, we observed that the stem-suffix juncture acts as a barrier, blocking cross-junctural syllabification, Nasal Assimilation, and Nasal Coalescence. Formally, this is due to the high ranking ALIGN-RIGHT, a prosody-morphology interface constraint requiring the right edge of a stem to coincide with the right edge of a syllable. ALIGN-RIGHT is construed here as 'noncrisp', where a multiple-linking structure is not counted as an alignment violation, and thus it does not block cross-junctural ambisekeletal parsing.

However, as we shall see in the following discussion, a reverse state of affairs occurs in the domain of prefixation. Another alignment constraint of the prosody-morphology interface at work here is ALIGN-PREF, requiring that the right edge of a prefix must coincide with the right edge of a syllable. ALIGN-PREF is a dominated constraint, and therefore it is violated whenever a conflict arises.

In the process of prefixation, the concatenation of stems with prefixes forcesALIGN-PREF to interact with the structural constraints ONSET, CODA COND, *NC and OCP. The interaction between ALIGN-PREF and ONSET is explored in §4.2. The conspiracy to satisfy ONSET triggers the processes of Glottal Epenthesis and cross-junctural syllabification.

Sections 4.3 and 4.6 examine the cases where ALIGN-PREF has to be violated in order to secure the satisfaction of the CODA COND constraints ALIGN-NASAL and ALIGN-RHOTIC.

1 Other morphological processes are circumfixation and infixation. Although morphologically and semantically distinct, phonologically circumfixes are composed of two formatives, namely a prefix and a suffix, which can both occur independently in a word. The phonological behaviour of circumfixes is similar to that of the independently occurring prefix and suffix, and therefore they can be analysed as a combination of prefix plus suffix. Infixation is morphologically not distinct from ordinary prefixation. The usual alignment of an external affix can be minimally violated with the affix displaced inward under compulsion of higher ranked constraints (cf. McCarthy & Prince 1993b). In this study I assume that there are only two affixational morphologies in Malay, namely, prefixation and suffixation.
These are manifested in the phenomena of cross-junctural Nasal Assimilation, Nasal Deletion and r-Deletion. The violation of ALIGN-PREF is also compelled by the satisfaction of the OCP and *N.C. The OCP and *N.C. effects are demonstrated in the processes of Nasal Deletion and Nasal Coalescence, and they are discussed in §4.4 and §4.5, respectively.

4.2 ONSET satisfaction: Glottal Epenthesis and Resyllabification

As demonstrated in §2.4, while ONSET is highly ranked, the language disfavouring onsetless surface syllables, it is violated in two instances, namely, at word initial and root medial positions. The violation of ONSET is compelled as to secure the satisfaction of two undominated constraints in the hierarchy, ALIGN-LEFT (50) and ROOTCONTIG (63), which apparently share some common phonological targets: ALIGN-LEFT bans word-initial epenthesis and deletion, and ROOTCONTIG prohibits root-internal epenthesis and deletion.

When V-final prefixes combine with V-initial stems, the derived underlying vowel sequence /V+V/ cannot be syllabified heterosyllabically as [V.V], as this incurs a fatal violation of ONSET. Both constraints ALIGN-LEFT and ROOTCONTIG are ineffective here, because the onsetless syllable now occurs word internally, and at the edge of the root. Compliance with the ONSET requirement is then achieved by Glottal Epenthesis. The satisfaction of ONSET compels a violation of a faithfulness constraint DEP-IOcons, since the epenthetic glottal stop does not have any correspondence in the input. By contrast, in combination with C-final prefixes, the onsetless stem readily gets its onset from the preceding consonant via the Minimal Onset Satisfaction Principle (Roca 1994).

(173) a. V-final prefixes + V-initial stems

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Stem</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>/di+asah/</td>
<td>[di?asah]</td>
<td>'to sharpen (passive)'</td>
</tr>
<tr>
<td>/di+olah/</td>
<td>[di?olah]</td>
<td>'to beguile (passive)'</td>
</tr>
<tr>
<td>/di+elak/</td>
<td>[di?elai]</td>
<td>'to avoid (passive)'</td>
</tr>
<tr>
<td>/di+inat/</td>
<td>[di?inat]</td>
<td>'to remember (passive)'</td>
</tr>
<tr>
<td>/di+ubah/</td>
<td>[di?ubah]</td>
<td>'to shift (passive)'</td>
</tr>
<tr>
<td>/d3uru+at,fara/</td>
<td>[d3uru?at,fara]</td>
<td>'master of ceremonies'</td>
</tr>
<tr>
<td>/d3uru+ukor/</td>
<td>[d3uru?ukor]</td>
<td>'surveyor'</td>
</tr>
<tr>
<td>/sa+utoh/</td>
<td>[sa?utoh]</td>
<td>'to be as intact as'</td>
</tr>
<tr>
<td>/sa+iras/</td>
<td>[sa?iras]</td>
<td>'to be as similar as'</td>
</tr>
<tr>
<td>/sa+aman/</td>
<td>[sa?aman]</td>
<td>'to be as peaceful as'</td>
</tr>
<tr>
<td>/kə+igen+an/</td>
<td>[kə?igenan]</td>
<td>'desire'</td>
</tr>
<tr>
<td>/kə+omas+an/</td>
<td>[kə?omasan]</td>
<td>'golden'</td>
</tr>
<tr>
<td>/kə+ada+an/</td>
<td>[kə?adaan]</td>
<td>'situation'</td>
</tr>
</tbody>
</table>

b. C-final prefixes + V-initial stems

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Stem</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>/bar+asah/</td>
<td>[barasah]</td>
<td>'be sharpen'</td>
</tr>
<tr>
<td>/bar+ubah/</td>
<td>[barubah]</td>
<td>'change (stative)'</td>
</tr>
<tr>
<td>/par+ubah+an/</td>
<td>[parubahhan]</td>
<td>'a state of change'</td>
</tr>
<tr>
<td>/tar+anjkat/</td>
<td>[taranjkat]</td>
<td>'to carry (passive)'</td>
</tr>
<tr>
<td>/mən+anjkat/</td>
<td>[mənjanjkat]</td>
<td>'to carry (active)'</td>
</tr>
<tr>
<td>/mən+asah/</td>
<td>[mənəsah]</td>
<td>'to sharpen (active)'</td>
</tr>
<tr>
<td>/pən+anjkat/</td>
<td>[pənənjkat]</td>
<td>'carrier (an instrument)'</td>
</tr>
<tr>
<td>/pən+asah/</td>
<td>[pənəsah]</td>
<td>'sharpener (an instrument)'</td>
</tr>
</tbody>
</table>
Notice that in (173a) the post- and prevocalic high vowels are not parsed tautosyllabically (e.g. *[sawtoh], *[sájras], etc.) or ambiskeletally (e.g. *[dihasah], *[dísurwát'ara], etc.) to eschew the ONSET violation without incurring DEP-IOCONS violation. This suggests that there is a barrier at the prefix-stem juncture blocking cross-morphemic syllabification. As can be seen in (173b), this is not true, because cross-morphemic syllabification at the prefix boundary is permitted.

As was demonstrated in §3.2.1, the satisfaction of ONSET by means of Glottal Epenthesis is visibly active at the stem-suffix boundary. Although it is possible to have tautosyllabic parsing escaping both ONSET and DEP-IOCONS violations, this is not an optimal solution in the suffixed words. Syllabification across stem-suffix juncture is not permitted due to ALIGN-RIGHT. As noted, this prosody-morphology interface constraint requires that the right edge of the stem must coincide with the corresponding right edge of a syllable. Glottal Epenthesis is the only way where the coincidence between the edge of the stem and the edge of a syllable can be obtained.

Following the same line of reasoning, the phonology of prefixation needs a similar type of formal constraint from the GENERALISED ALIGNMENT constraint family, which demands that the edge of some grammatical category coincide with the corresponding edge of some prosodic category. The relevant constraint at play here is ALIGN-PREF, which can be formally defined as follows:

(174) ALIGN-PREF

\[
\text{Align (Prefix, Right, } \sigma, \text{ Right)}
\]

Constraint (174) resembles ALIGN-RIGHT (77), which states that the right edge of a prefix must coincide with the right edge of a syllable. Observe how, in the following examples, Glottal Epenthesis guarantees coincidence between the edge of the prefix and the edge of a syllable, whereas tautosyllabification locates the morphological prefix-edge inside a syllable. The relevant prefix-edge is marked by ‘ ‘ and the syllable boundary is shown by a full stop ‘.’.

(175) Prefix-Syllable Alignment.

Input: /sə+utoh/  
Output: a. [sə|.u.toh.]  
b. *[sə|w.toh.]

In order for ALIGN-PREF to be fully satisfied, the final segment of the prefix must be parsed at the right edge of a syllable. If tautosyllabification were to apply, the right edge of the prefix would lie inside a syllable. This causes a misalignment of the leading edges of the syllable and the prefix.

As far as constraint ranking is concerned, obviously DEP-IOCONS must be dominated by ONSET and ALIGN-PREF. The effects of this ranking are illustrated in the tableau below.

(176) Glottal Epenthesis across prefix boundary

<table>
<thead>
<tr>
<th>/sə+utoh/</th>
<th>ONSET</th>
<th>ALIGN-PREF</th>
<th>DEP-IOCONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. sə</td>
<td>.u.toh</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. sə</td>
<td>w.toh</td>
<td></td>
<td>*!</td>
</tr>
<tr>
<td>c. sə</td>
<td>.u.toh</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The failed candidate (176b) undergoes cross-morphemic tautosyllabification, which locates the stem-edge inside a syllable, a fatal violation of ALIGN-PREF. Although candidate (176a) is well-aligned, it disobeys ONSET, and therefore it is fatal as well. The optimal candidate (176c) spares both ALIGN-PREF and ONSET, at the expense of violating the lower ranked DEP-IOCONS. Notice that the optimal candidate (176c) does not violate the undominated constraint ROOTCONTIG (63), since C-epenthesis takes place at the root edge and not root internally.

Another potential candidate that needs to be considered is *[sa]wu.toh.]. This candidate obeys ALIGN-PREF and ONSET, respectively. The emergence of [w] in the above form is the result of ambiskeletal parsing of the high vowel /u/. As was shown in (31) above, ambiskeletal parsing incurs a violation of INTEGRITY-X, but this violation cannot rule out the suboptimal output *[sa]wu.toh.] because INTEGRITY-X is ranked lower than DEP-IOCONS in the hierarchy.

The elimination of *[sa]wu.toh.] must, therefore, be a function of other constraints. It is common cross-linguistically that an ambiskeletal parsing (i.e. feature spreading in the rule-based analysis) must only be allowed to go rightward, crossing syllable boundaries, due to a widely observed constraint against ONSET-NUCLEUS HOMORGANICITY (Keer 1995; Thornburn 1995; McCarthy & Prince 1995b). The high ranking of this constraint certainly rules out the suboptimal candidate *[sa]wu.toh.].

Observe that in (173a) cross-junctural ambiskeletal parsing is also prohibited at the prefix boundary. Significantly, ONSET-NUCLEUS HOMORGANICITY is not effected here, since the association is going rightward, crossing the syllable boundary. This prohibition, therefore, must be due to ALIGN-PREF, which functions as a barrier blocking cross-morphemic syllabification.

Recall that in the process of suffixation the conspiracy to satisfy ONSET and ALIGN-RIGHT forces the stem-final segment being parsed ambiskeletally across stem-suffix juncture, giving rise to V-geminate and C-geminate (see §3.2.1 and §3.2.2). Following Itô and Mester (1994), ALIGN-RIGHT is construed as a ‘noncrisp’ alignment constraint, where a multiple linking structure in ambiskeletal parsing is not reckoned as an alignment violation.

However, a reverse state of affairs occurs in prefixation. Candidates with multiple-linked structures such as *[məŋjasah] and *[dijasah] never emerge as the optimal outputs. This suggests that ALIGN-PREF must be construed as ‘crisp’, requiring a single linking representation. As suggested in Itô and Mester (1994), both ‘crisp’ and ‘noncrisp’ alignment constraints are independently required in OT.

The constraint ALIGN-PREF is closely parallel to ALIGN-RIGHT in Axinica Campa (McCarthy & Prince 1993a:39), which demands sharply defined morpheme edges. Multiple linking, as in (177), undoes the desired relation between the morphological and prosodic constituency of a form.

(177) Ambiskeletal parsing with multiple linking — ALIGN-PREF violation
In short, the disparity between prefixation and suffixation arises as a result of satisfying two prosody-morphology interface constraints, ALIGN-RIGHT and ALIGN-PREF, distinguished on the requirement of crispness satisfaction. To account for Glottal Epenthesis in (173a), I propose the following partial constraint hierarchy: ONSET >> ALIGN-PREF >> DEP-IOCONS >> INTEGRITY-X, *M/H. This ranking correctly gives the desired result, as demonstrated in the tableaux below, where a multiple-linked structure is signalled by ‘V’:

(179) Glottal Epenthesis is preferred to ambiskeletal parsing

<table>
<thead>
<tr>
<th>/di+asah/</th>
<th>ONSET</th>
<th>ALIGN-PREF</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. di</td>
<td>a.asah</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. dj</td>
<td>a.asah</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. di</td>
<td>ja.asah</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>d. dj</td>
<td>?a.asah</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

(180) Glottal Epenthesis is preferred to tautosyllabic parsing

<table>
<thead>
<tr>
<th>/sæ+utoh/</th>
<th>ONSET</th>
<th>ALIGN-PREF</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. sæ</td>
<td>u.toh</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. sæw.toh</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. sæ</td>
<td>?u.toh</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The phonology-morphology interface in prefixation (Roca 1994). The satisfaction of ONSET by cross-morphemic syllabification certainly violates ALIGN-PREF. Therefore, given the hierarchical ranking developed above, C-resyllabification across the prefix boundary can never be more harmonic than the one with Glottal Epenthesis, as the following tableau shows:

(181) C-resyllabification across prefix-stem boundary — incorrect result

<table>
<thead>
<tr>
<th>/məŋ+asah/</th>
<th>ONSET</th>
<th>ALIGN-PREF</th>
<th>DEP-IOCONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. məŋ</td>
<td>a.sah</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. məŋ</td>
<td>a.sah</td>
<td></td>
<td>*!</td>
</tr>
<tr>
<td>c. *məŋ</td>
<td>?a.sah</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>/bər+asah/</th>
<th>ONSET</th>
<th>ALIGN-PREF</th>
<th>DEP-IOCONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. bər</td>
<td>a.sah</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. bər</td>
<td>a.sah</td>
<td></td>
<td>*!</td>
</tr>
<tr>
<td>c. bər</td>
<td>?a.sah</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

As can be seen, the evaluation procedure has chosen the suboptimal candidates (181c) as the optimal output. Since this is not the actual surface output, this suggests that the candidate in hand must be violating some other dominant constraint in the language, which brings about its elimination. It is quite obvious that the dismissal of candidates (181c) is connected with the occurrence of the segments [ŋ] and [r] in the syllable coda.

As already mentioned, although Malay syllables may have a coda, there is a constraint in the language whose ranking bans a small class of segments from occupying the coda position, and this constraint is the syllable structure constraint family CODA COND. I have suggested that Malay requires a set of micro constraints subsumed under the CODA COND constraint family, namely, ALIGN-STOP(K), ALIGN-RHOTIC and ALIGN-NASAL. For the purposes of this section, we focus on the last two constraints, since they are the ones relevant to the present discussion.

There are only five C-final prefixes in Malay, namely, /məŋ-/ /pəŋ-/, /bər-/, /tər-/ and /pər-/. These prefixes end either with /r/ or /ŋ/, and therefore they are subject to ALIGN-NASAL (101), which penalises any occurrence of specified CPlace nasal in the coda, and ALIGN-RHOTIC that bans any occurrence of rhotic /r/.

As noted, ALIGN-NASAL and ALIGN-RHOTIC are distinct constraints, and therefore they are ranked separately in the hierarchy. As shown in §2.5, ALIGN-RHOTIC is ranked above ALIGN-RIGHT, while ALIGN-NASAL is dominated by ALIGN-RIGHT.

Considering the case under discussion, both ALIGN-NASAL and ALIGN-RHOTIC must be ranked above ALIGN-PREF, so that their satisfaction takes priority whenever a conflict arises. Recall that the need to satisfy ALIGN-NASAL (or ALIGN-RHOTIC) and ALIGN-RIGHT forces the stem-final nasal to undergo ambiskeletal parsing, giving rise to a nasal-geminate (or r-geminate). A double-linked structure in a geminate is not counted as a violation of ALIGN-NASAL (or ALIGN-RHOTIC) and ALIGN-RIGHT, because both constraints are 'noncrisp'.

However, a nasal-geminate or r-geminate at the prefix boundary will fare no better than cross-junctural syllabification, since they also violate ALIGN-PREF. Cross-junctural syllabification is more harmonic because it is more faithful to the input than a nasal or a r-geminate, which compels a violation of INTEGRITY-X. The tableau in (182) gives a clear picture of the points I just made.
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(182) C-resyllabification across prefix-stem boundary — correct result

<table>
<thead>
<tr>
<th>/maŋ+asah/</th>
<th>ALIGN-NASAL</th>
<th>ALIGN-RHOTIC</th>
<th>ONSET</th>
<th>ALIGN-PREF</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. maŋ.ə.a.sah</td>
<td>*!</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>b. maŋ.ə.ta.sah.</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>c. maŋ.ə.ta.sah. V</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>d. maŋ.ə.ta.sah</td>
<td>*!</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>/baŋ+asah/</th>
<th>ALIGN-NASAL</th>
<th>ALIGN-RHOTIC</th>
<th>ONSET</th>
<th>ALIGN-PREF</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. baŋ.ə.a.sah</td>
<td>*!</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>b. baŋ.ə.ta.sah.</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>c. baŋ.ə.ta.sah. V</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>d. baŋ.ə.ta.sah</td>
<td>*!</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

It is worth mentioning that Nasal-Deletion or r-Deletion is another alternative to eschew the ALIGN-NASAL or ALIGN-RHOTIC violation (e.g. *[maŋ.?a.sah] or *[baŋ.?a.sah]). This option fares no better than cross-morphemic syllabification, because the both alternatives violate ALIGN-PREF equally. Deleting the prefix final segment will cause a misalignment of the leading edges of the prefix and the syllable, a violation of ALIGN-PREF. The optimal candidate [maŋ.ə.a.sah] (or [baŋ.ə.a.sah]) (182b) is more faithful than *[maŋ.?a.sah] (or *[baŋ.?a.sah]), and therefore the latter can never be more harmonic than the former.

In sum, the language generally disfavours cross-morphemic syllabification at both affix boundaries, as the consequence of two alignment constraints of prosody-morphology interface, namely ALIGN-RIGHT and ALIGN-PREF, which require that the right edge of some grammatical category (i.e. stem and prefix) coincide with the corresponding edge of some prosodic category (i.e. a syllable). These two constraints behave distinctly with respect to Itoff and Mester's (1994) crispness alignment parameter. Given the facts of Malay, ALIGN-RIGHT is interpreted as 'noncrisp', whereas ALIGN-PREF is a 'crisp' alignment constraint.

In previous analyses the phenomena of Glottal Epenthesis and C-resyllabification across prefix-stem boundary have not been accounted for satisfactorily. As already mentioned, in Farid's linear analysis (1980:48–50) the occurrence of an epenthetic glottal stop in this environment is captured by a rule called Glottal Insertion, which is formalised as in (183). This rule must be extrinsically ordered before the Glide Insertion rule (39) in the derivation.

(183) $\emptyset \rightarrow ? /V - \_\_\_ /V$

Condition: ‘-’ designates a prefix boundary

Teoh (1994) commented that rule (183) is morphologically constrained and confined to extrinsic rule ordering, and therefore it is unmotivated, and should be discarded. He then suggests that the occurrence of a glottal stop at the prefix juncture is not rule-derived, but underlyingly present in the stems (i.e. /?ubah/, /?asah/). This representation is in accord with his primary claim that no syllable in this language can begin with a vowel, as it is constrained by the syllable typology of the language. According to Teoh (1994:89), Malay basic syllable structure is CV(C), and not (C)V(C) as claimed in this study, as well as in Farid (1980) and Yunus (1980).
As I have argued earlier, however, Teoh's analysis misses one important phonological generalisation, that is, the fact that the occurrence of a glottal stop in this language is nondistinctive and highly predictable. Postulating the glottal stop as underlying increases the number of phonemes in the inventory, and therefore the phonemic inventory becomes less economic. Furthermore, in order to capture the simple regular process of cross-morphemic syllabification at the prefix-stem juncture, motivated by Minimal Onset Satisfaction (Roca 1994), Teoh (1994) needs two rules, that are moreover extrinsically ordered. The first rule must obligatorily delete a glottal stop in the stems, while the second rule resyllabifies the C-final prefix in the following onsetless syllable. Obviously, such an analysis causes complexity in the grammar, and therefore it should be discarded.

In addition, it is observed that the so-called underlying glottal stop occurs in this specific location and never in any other word positions. When this restrictional distribution is taken into account, then the phonemicity of the glottal stop becomes precarious and suspicious. The occurrence of a glottal stop in other environments, such as in the coda and in the onset at the suffix boundary is not lexical, but rule-derived via Debuccalisation (§2.5.1) and Glottal Epenthesis (§3.2.1), respectively.

In contrast to Teoh, I affirm that V-initial stems begin with vowel segments. This means that Malay basic syllable structure can be onsetless (cf. Farid 1980; Yunus 1980). The occurrence of a glottal stop in the intervocalic position at the prefix juncture is construed as a result of epenthesis, phonologically motivated as a resolving mechanism for breaking up the hiatus (cf. Farid 1980; Durand 1987; McCarthy & Prince 1993b).

In McCarthy and Prince's (1993b) analysis of stem-initial hiatus in Malay/Indonesian, they proposed a solution based on constraint reranking (cf. Cohn & McCarthy 1994). It is not an unusual strategy within the OT framework that morphophonological differences between prefixation and suffixation in a language are accounted for by assuming that the two morphological processes are governed by two separate but interconnected constraint systems, namely, prefix-level and suffix-level, which are distinguished by constraint reranking. For instance, in their analysis of Axininca Campa, McCarthy and Prince (1993a) employ constraint reranking to capture phonological distinctions between prefixation and suffixation.

It has long been observed that the phonological properties of prefixation and suffixation are quite distinct both in character and in degree of generality in many languages. Therefore, in many phonological theories and analyses, they are treated differently in the grammar.

In standard Lexical Phonology (Kiparsky 1982; Mohanan 1982), it is claimed that the word formation rules (WFRs) and the lexical phonological rules can be partitioned into a series of levels or strata. The ordered lexical strata function as the domains of application for these morphological and phonological rules. Thus, within this framework, phonological differences between prefixation and suffixation can be captured by postulating that each morphological process operates at a different stratum in the grammar.

In Prosodic Phonology, particularly in the theory of the Prosodic Hierarchy (Nespor & Vogel 1986), it is argued that the level of the word, defined prosodically rather than morphologically, is a significant level for the application of phonological rules. The relevant prosodic constituents which constitute rule domains are the syllable, the foot, and the prosodic word.

By adopting the Prosodic Hierarchy (Nespor & Vogel 1986), it can be granted that prefixation and suffixation constitutes a different prosodic domain. As argued by Cohn (1989), in Hungarian and Indonesian, a combination of stem and suffix forms a Prosodic Word which constitutes a domain for the application of phonological rules. However, such a prosodic domain is not formed when the stem combines with a prefix.
In the OT framework, the morphophonological distinction between prefixation and suffixation can be accounted for by positing two different constraint systems in the grammar. As McCarthy and Prince (1993a:24) state:

In terms of a standard Lexical Phonology of the grammar, it is plausible to assume that there are distinct Prefix-level and Suffix-level constraint systems ... Each level constitutes a separate mini-phonology, just as in ordinary rule-based Lexical Phonology (e.g., Kiparsky 1982, Mohanan 1982, Borowsky 1986) or in the level-based rule + constraint system of Goldsmith (1990, 1991). The constraint hierarchies at each level will overlap only in part, and will in fact specify somewhat different constraint rankings. Each level selects the candidate form that best satisfies its parochial constraint hierarchy...

To come back to the case of stem-initial hiatus in Malay/Indonesian, McCarthy and Prince (1993b) propose constraint reranking ONSET >> ALIGN-LEFT (cf. Cohn & McCarthy 1994). It is important to note that in their analysis ALIGN-LEFT is formally defined as Align (Stem, L, PrWd, L) (50), which says that the left edge of the stem must coincide with the left edge of a Prosodic Word. Since PrWd dominates σ in the Prosodic Hierarchy, the stem edge cannot lie within a syllable, if ALIGN-LEFT is to be satisfied.

In McCarthy and Prince's (1993b) analysis, ALIGN-LEFT requires sharply-defined morphological and prosodic edges (i.e. a 'crisp' alignment in Itô and Mester's (1994) terms), and an ambisyllabic linkage at the prefix boundary (i.e. ambiskeletal parsing in this study) is counted as violating ALIGN-LEFT. Given this assumption, the competing candidates *[di.[ja.sah] and [di.[ja.sah] both violate ALIGN-LEFT equally. The choice is then decided by ALIGN-LEFT, which is evaluated gradiently, rather than categorically. [di.[ja.sah] is preferred to *[di.[ja.sah], because the former violates ALIGN-LEFT less seriously than the latter. As McCarthy and Prince (1993) state: The worse violation separates the left stem-edge from the syllable-edge (and therefore the PrWd-edge) by a full segment, and moreover a segment that is sponsored by a morpheme outside the stem. The better violation mis-aligns by only the empty segment □, realised as a glottal stop.

The interaction between ONSET and ALIGN-LEFT in the prefix-level constraint system is demonstrated in the tableau below.

(184) Glottal Epenthesis in /V+V/ cluster: ONSET >> ALIGN-LEFT

<table>
<thead>
<tr>
<th>/di+asah/</th>
<th>ONSET</th>
<th>ALIGN-LEFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. di[.ja.sah]</td>
<td></td>
<td>*!</td>
</tr>
<tr>
<td>b. di[.ja.sah]</td>
<td>j!</td>
<td></td>
</tr>
<tr>
<td>c. □ di[.□ja.sah]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In candidate (184a), the stem-edge ' | ' aligns with a PrWd-edge ' [ '. Although the candidate is well-aligned, it fatally disobeys ONSET. By contrast, in candidates (184b) and (184c), the stem-edge ' | ' lies inside a syllable, thus ALIGN-LEFT is violated. At this stage ALIGN-LEFT is evaluated gradiently rather than categorically. Minimal violation of ALIGN-LEFT is accessed based on the segment. The element □ is a feature-geometric Root node with no dependents; the consonant [j] has a Root node, plus the various dependent features that make up an [j] (cf. McCarthy & Prince 1993b). This means that □ is contained within [j], so by minimal violation, (184c) violates ALIGN-LEFT less seriously than (184b) does.
In sum, in McCarthy and Prince's (1993) analysis the phenomenon of Glottal Epenthesis at the prefix boundary is accounted for by the reranking of \textit{ONSET} $\gg$ \textit{ALIGN-LEFT}. The violation of \textit{ALIGN-LEFT} is evaluated gradiently, based on the featural makeup of the segment. The glottal stop makes a better candidate because it is an empty element with no featural dependent. Given the facts of Malay, this analysis works well with V-final prefixes, but yields an undesired result with C-final prefixes as the following tableau demonstrates.

(185) Glottal Epenthesis in /C+V/: \textit{ONSET} $\gg$ \textit{ALIGN-LEFT} — incorrect result

<table>
<thead>
<tr>
<th>/məŋ+asah/</th>
<th>\textit{ONSET}</th>
<th>\textit{ALIGN-LEFT}</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. məŋ [a].sah</td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>b. ⊗ mə[ŋ]a.sah</td>
<td>ŋ!</td>
<td></td>
</tr>
<tr>
<td>c. *məŋ [ə]a.sah</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As in (184) above, by a gradient violation of \textit{ALIGN-LEFT}, the evaluation will go for candidate (185c). However, this is an incorrect result, because the actual output form is (185b) as indicated by '⊗'. If other relevant constraints are to be considered, obviously candidate (185b) is superior because it spares the highly ranked CODA \textit{COND} constraint \textit{ALIGN-NASAL} and the faithfulness constraint \textit{DEP-I0CON} as well.

In sum, the constraint-reranking approach proposed in McCarthy and Prince (1993b) is unsatisfactory because it can only account for Glottal Epenthesis in (184), failing to capture the regularity of cross-junctural syllabification at the prefix-stem boundary in (185).

4.3 \textit{ALIGN-NASAL} satisfaction: Nasal Assimilation and Nasal Deletion

As mentioned, all C-final prefixes in Malay end either with /r/ or /ŋ/. Neither segment can occur in the coda position, as they are ruled out by the CODA \textit{COND} constraints \textit{ALIGN-RHOTIC} and \textit{ALIGN-NASAL}, respectively. By contrast, \textit{ALIGN-PREF} requires that these segments must be in the coda, so that they are well-aligned with the syllable edge. This shows that the two constraints are in a conflict situation, the satisfaction of one constraint leading to the violation of the other.

In what follows, I shall first examine the interaction between \textit{ALIGN-NASAL} and \textit{ALIGN-PREF}. The interaction between \textit{ALIGN-RHOTIC} and \textit{ALIGN-PREF} will be pursued in §4.6.

Malay has two final-nasal prefixes, namely, the active voice marker /məŋ-/ and the derived nominal formative /pəŋ-/. Essentially, both forms exhibit the same phonological behaviour. The final nasal segment undergoes phonological alternations as follows:

(186) a. /məŋ+ikat/ [məŋikat] 'tie'
/məŋ+ubah/ [məŋubah] 'change'
/məŋ+olah/ [məŋolah] 'compose'
/məŋ+elak/ [məŋela?] 'avoid'
/məŋ+aŋkat/ [məŋaŋkat] 'lift'

b /məŋ+basoh/ [məmbasoh] 'wash'
/məŋ+datan/ [məndatan] 'come'
/məŋ+gali/ [məngali] 'dig'
/məŋ+tuba/ [məntuba] 'try'
/məŋ+dʒilat/ [məndʒilat] 'lick'
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c. /məŋ+uani/ [məwənə] ‘fragrance’
/məŋ+una+i/ [məwənə+i] ‘colour’
/məŋ+iaken+kan/ [məjəkenkan] ‘convince’
/məŋ+iuran+i/ [məjərannə] ‘fees’

d /məŋ+masak/ [məməsaʔ] ‘cook’
/məŋ+nanti/ [mənənti] ‘wait’
/məŋ+naŋi/ [mənəŋi] ‘sing’
/məŋ+naŋa/ [mənəŋaʔ] ‘agape’
/məŋ+lompat/ [mələmpat] ‘jump’
/məŋ+rompak/ [mərompaʔ] ‘rob’

e. /məŋ+pukol/ [məməkuʔol] ‘hit’
/məŋ+tiru/ [mənəru] ‘copy’
/məŋ+kutep/ [məŋuʔeʔ] ‘pick’
/məŋ+sapu/ [məŋəpu] ‘wipe’

The phonological facts displayed above can be summarised as follows: (i) the nasal segment is maintained and resyllabified to the following vowels passing across the prefix boundary, (186a), (ii) the nasal assimilates to the place of articulation of a following voiced stop and affricate (186b), (iii) the nasal is deleted if preceded by non-syllabic high vowels (186c) and sonorant consonants (186d), and (iv) the nasal coalesces with the following voiceless obstruents (except for /tʃ/) yielding a homorganic nasal consonant (186e).

As can be seen, none of the forms in (186) obeys ALIGN-PREF, which requires the right edge of the prefix to coincide with the right edge of a syllable. Cross-junctural resyllabification, Nasal Deletion and Nasal Coalescence will always locate the morphological prefix-edge inside a syllable. Even Nasal Assimilation with multiply linked structure does not satisfy ALIGN-PREF, because it is a ‘crisp’ alignment constraint, which requires sharply defined morpheme edges.

However, all the forms in (186) are indeed in agreement with ALIGN-NASAL. The satisfaction of ALIGN-NASAL is essential because it is more dominant than ALIGN-PREF. The case of cross-junctural syllabification (186a) that effects V-initial stems has been explored in great detail in the previous section. Now, we turn to the process of Nasal Assimilation (186b).

As mentioned, it is common crosslinguistically that Nasal Assimilation is a general strategy to avoid the violation of ALIGN-NASAL (101), which penalises any occurrence of a nasal for specified CPlace in the coda. It is well accepted that place-linked homorganic nasal clusters do not violate this CODA COND constraint. This is in accord with the notion of ‘noncrisp’ alignment in Ito and Mester (1994).

We have seen in §3.3.3 that Nasal Assimilation never applies across a stem-suffix boundary, an instance of an ALIGN-NASAL violation. Nasal Assimilation is avoid in this environment as a consequence of respecting a more dominant constraint in the hierarchy, ALIGN-RIGHT. The violation of ALIGN-NASAL is compelled in order to secure the satisfaction of ALIGN-RIGHT.

Another important generalisation in the suffix domain is that it permits cross-junctural ambiskeletal parsing, creating a geminate across the stem-suffix boundary. Ambiskeletal parsing is triggered by the conspiracy to satisfy ALIGN-RIGHT and ONSET. The price for such a parsing is a violation of INTEGRITY-X, which militates against a multiple-linked representation.
A reverse state of affairs occurs at the prefix-stem boundary, where Nasal Assimilation is operative in eschewing the ALIGN-NASAL violation. Cross-junctural ambiskeletal parsing is blocked, and therefore no geminates surface in the prefixed forms.

As has been noted, both geminates and place-linked clusters are not counted as a violation of ALIGN-NASAL (see §3.3.3). They do, however, violate ALIGN-PREF equally, since their position is not ‘crisp’. We have also noticed that geminate clusters disobey INTEGRITY-X as the result of multiple association (see §3.3.3).

An important question that arises here is — does a place-linked cluster in partial assimilation incur a violation of INTEGRITY-X as well? The answer is definitely no, as the following representations illustrate.

(187) INTEGRITY-X violation in total assimilation

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>X X</td>
<td>X X</td>
</tr>
<tr>
<td>Root</td>
<td>Root</td>
</tr>
</tbody>
</table>

(188) INTEGRITY-X satisfaction in partial assimilation

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>X X X X</td>
<td>X X X</td>
</tr>
<tr>
<td>Root</td>
<td>Root</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>[Plc]</td>
<td>[Plc]</td>
</tr>
<tr>
<td>F</td>
<td>[Plc]</td>
</tr>
</tbody>
</table>

As can be seen, total assimilation in a geminate (187) disobeys INTEGRITY-X, since the root node is doubly-linked to two X-skeletal positions. By contrast, in place-linked clusters (188), the X-skeletal is singly associated to the root node, and therefore it spares INTEGRITY-X. Although INTEGRITY-X is not affected, the process of partial assimilation incurs a violation of featural faithfulness, since it involves a delinking of the input features. The relevant formal constraint that is affected here is IDENT-IO[Place] (74), which requires that the correspondent of the input segment specified as [Place] must be [Place].

Similarly to ALIGN-RIGHT, delinking of features would result in a violation of ALIGN-PREF just as delinking of a root node (e.g. segment deletion) does. In order for ALIGN-PREF to be fully satisfied, all the feature content of the prefix, as well as the root node, must have a correspondent in the output (i.e. be faithfully parsed) (cf. McCarthy 1993b; Lombardi 1995).

Other possibilities of eschewing the ALIGN-NASAL violation are by C-deletion and V-epenthesis. The former is visibly active in the language, as we shall see shortly, but not the latter. In the previous §4.2, it was demonstrated that when faithfulness constraints conflict with the structural wellformedness constraints, the conflict is resolved by segmental insertion rather than deletion. As mentioned, the generalisation that can be deduced from here is that the deletion/insertion of a vowel and the deletion/insertion of a consonant have a very different status in Malay. This is common crosslinguistically, vowels usually behaving quite differently from consonants.
In OT, this distinction is captured by positing two different and related constraints of \( \text{DEP-IO} \) and \( \text{MAX-IO} \), namely \( \text{MAX-IO}_{\text{vow}}/\text{MAX-IO}_{\text{cons}} \) and \( \text{DEP-IO}_{\text{vow}}/\text{DEP-IO}_{\text{cons}} \). These constraints resemble \( \text{PARSE}^\text{CONSONANT} / \text{PARSE}^\text{VOWEL} \) and \( \text{FILL}^\text{CONSONANT} / \text{FILL}^\text{VOWEL} \) in standard OT (Prince & Smolensky 1993). Constraints of these two types are distinct, and in essence they are separately rankable in the hierarchy. Given the facts of Malay, it is evident that vowel faithfulness constraints are always more dominant than their consonant counterparts.

Considering all the constraints discussed above, the relevant ranking can be established as follows: \( \text{DEP-IO}_{\text{vow}} \gg \text{ALIGN-NASAL} \gg \text{ALIGN-PREF} \gg \text{INTEGRITY-X} \gg \text{MAX-IO}_{\text{cons}} \gg \text{IDENT-IO}[\text{Place}] \).

(189) Nasal Assimilation across prefix-stem juncture

<table>
<thead>
<tr>
<th>/məŋ+basoh/</th>
<th>DEP-IO_{\text{vow}}</th>
<th>ALIGN-NASAL</th>
<th>ALIGN-PREF</th>
<th>INTEGRITY-X</th>
<th>MAX-IO_{\text{cons}}</th>
<th>IDENT-IO[Place]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. məŋ</td>
<td>ba.soh</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. məŋ</td>
<td>ba.soh</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. məŋ</td>
<td>na.soh</td>
<td>*</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. mə.&lt;</td>
<td>ba.soh</td>
<td>*</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. mə.m</td>
<td>ba.soh</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Now let us return to the pattern displayed in (185c). Notice that the stems here are also V-initial underlyingly, but in this particular case cross-junctural syllabification does not apply as expected, and what we get is the deletion of the nasal segment instead.

As demonstrated in (182), cross-junctural syllabification is triggered by ONSET satisfaction. If the same strategy were to apply here, this would only provide the first vowel with an onset. The second vowel remains onsetless, and this incurs a serious ONSET violation.

Generally, the common strategy to resolve prevocalic high vowel clusters in Malay is by ambiskeletal parsing, that is, by parsing the high vowel in the nucleus of the first syllable and in the onset of the following one. This option is preferred to V-deletion (i.e. \( \text{MAX-IO}^\text{vow} \) violation) or C-epenthesis (i.e. \( \text{DEP-IO}^\text{cons} \) violation), as it does not involve any violation of the faithfulness constraints. Furthermore, V-deletion and C-epenthesis root internally are never permitted, due to the undominated \( \text{ROOTCONTIG} \).

As noted, the price for ambiskeletal parsing is a violation of \( \text{INTEGRITY-X} \), which militates against multiple-X correspondences. Despite the fact that this strategy is visibly active within the root stem and across suffix boundary, it is not the preferred solution at the prefix-stem juncture. The optimal way of achieving the simultaneous satisfactions of \( \text{ALIGN-NASAL} \) and \( \text{ONSET} \) is by deleting the prefix final-nasal segment\(^2\) and parsing the high vocoid in the syllable onset. The consequence of C-deletion and marginal parsing of high vowel are violations of \( \text{MAX-IO}^\text{cons} \) and \( *\text{M/H} \) respectively.

\(^2\) It must be noted that the deletion of a segment in the prefix is not accompanied by compensatory lengthening. See §4.6 for details.
As shown in (189), INTEGRITY-X dominates MAX-IOCONS in the ranking. This directly explains why Nasal Deletion is preferred to ambiskeletal parsing. The ranking relevant to the process of Nasal Deletion is as follows: ALIGN-NASAL, ONSET >> ALIGN-PREF >> DEP-IOCONS >> INTEGRITY-X, *M/H >> MAX-IOCONS.

(190) C-resyllabification across prefix-stem boundary

<table>
<thead>
<tr>
<th></th>
<th>ALIGN-NASAL, ONSET</th>
<th>ALIGN-PREF</th>
<th>DEP-IOCONS</th>
<th>INTEGRITY-X</th>
<th>*M/H</th>
<th>MAX-IOCONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>məŋ̑,wa. ʒi</td>
<td>ALIGN-NASAL*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>məŋ,ŋu.a. ʒi</td>
<td>ONSET *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>məŋ,ŋu.wa. ʒi</td>
<td>*</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.</td>
<td>məŋ,ŋu.ʔa. ʒi</td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e.</td>
<td>məŋ̑,ŋu.ʔa. ʒi V</td>
<td>*</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f.</td>
<td>mə&lt; &gt;].wa. ʒi</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.4 OCP effects: Nasal Deletion

It is important to note that although (186c) and (186d) undergo the same process of Nasal Deletion, the motivation is different. In §4.3 above, I demonstrated that Nasal Deletion is the most harmonic way to eschew the ALIGN-NASAL violation. The process of Nasal Assimilation which involves a spreading of a [Cplace] feature from the following consonant, cannot take place in (186c), because the following segment is a vowel specified with a [Vplace] feature.

Unlike (186c), Nasal Assimilation can apply in (186d), since its structural description is fully met. Nasal Deletion can never better Nasal Assimilation given the sub-ranking MAX-IOCONS >> IDENT-IO[Place]. It is apparent that the processes of Nasal Deletion in (186d) are not the consequence of ALIGN-NASAL, but of other constraints. Before I identify this constraint, let us see how this alternation is captured in the previous rule-based approach.

The process of Nasal Deletion in Malay is captured in Teoh (1994) as the deletion of the root node of a nasal segment and everything it dominates when a [+son] consonant follows. This rule is formalised in (191).

---

3 There are a few words where Nasal Deletion does not apply, such as /pəŋ̑+lihat+an/ 'visual' and /pəŋ̑+libat+an/ 'involvement' which are realised as [pəŋ̑lihatan] and [pəŋ̑libatan] respectively. However, in concatenation with the prefix /məŋ̑-, the rule applies, and the outputs are [məŋ̑lihat] and [məŋ̑libatkan]. I will therefore treat this irregularity as an exception to the regular rule.

4 It must be noted that the deletion of the nasal segment in the prefix is not accompanied by compensatory lengthening. See §4.6 for details.
(191) Nasal Deletion rule as deletion of the root node of nasal (Teoh 1994:97)

In Teoh’s analysis rule (191) captures the deletion of the nasal segment in both (186c) and (186d). As I commented in the preceding chapter, this is the situation where Teoh (1994) regards the non-syllabic high vowels in [wanj] and [jaken] as lexical ‘glides’ (i.e. /wanj/ and /jaken/), and therefore as part of the Malay phoneme inventory. In his distinctive feature matrix, the segments /w/ and /j/ are specified as [+high, -syllabic, +consonantal] (Teoh 1994:53). Since /w/ and /j/ are [+consonantal] segments, rule (191) can apply in (186c), as its structural description is fully met.

This analysis, however, contradicts Teoh’s (1994:29) primary claim that ‘... /i/ and /j/ as well as /u/ and /w/ do not differ in their feature structure. The distinction between high vowel and glide will be a function of syllable structure. A [+high, -cons] segment in onset will be interpreted as a glide while the same feature in the syllable nucleus is realised as a high vowel.’

In short, as far as Malay high vowels and ‘glides’ are concerned, Teoh’s proposal with respect to their phonological status is not consistent. At one point he affirms that they are underlyingly the same segments, but in another occasion he treats them as two different phonemes.

Rule (191), according to Teoh (1994:97), ‘... is natural in Malay as the phonotactics of the language in general do not allow sonorant clusters even across a morpheme boundary’. This claim is superfluous, given the fact that there are many instances where sonorant clusters do exist in the language, specifically in root internal position. These include combinations of nasal-liquid, liquid-nasal and liquid-liquid as exemplified in (192).

(192) /loŋlai/ [loŋlaj] ‘gracefully’
    /boŋlai/ [boŋlaj] ‘zingiber cassumunar (a kind of plant)’
    /paŋlima/ [paŋlimǎ] ‘admiral’
    /dʒumlah/ [dʒumlah] ‘total’
    /pɔrnah/ [pɔrnah] ‘ever’
    /pɔrmai/ [pɔrmǎ] ‘beautiful’
    /pɔrli/ [pɔrli] ‘necessary’
    /porli/ [porli] ‘tease’

Under the rule-based analysis, in order to account for the forms in (192), the rule of Nasal Deletion which is interpreted as a cyclic rule, is subject to the Strict Cycle Condition (Mascaro 1976). The SCC forbids the application of cyclic rules in a non-derived environment.
As noted in §4.3, I construe the processes of Nasal Deletion in (186d), not as due to ALIGN-NASAL, but as the effect of other constraints. It is apparent that the deletion of a sonorant consonant before another sonorant consonant must be driven by the OCP (Leben 1973; Goldsmith 1976; McCarthy 1986, 1988; Mester 1986; Ito & Mester 1986; Yip 1988), which captures the generalisation that adjacent segments eschew similarity.

McCarthy (1986) suggests that the OCP operates not only as a morpheme structure constraint but also as an output condition in the course of the derivation. In particular, if the application of a rule would result in an OCP violation, the rule is blocked from taking place. In addition to rule-blocking, the OCP also triggers rule applications in the derivation.

It has been suggested in Yip (1989) and Padgett (1994) that the OCP may need to be ‘dispersed’, or broken down into several components in order to account for certain primary/secondary feature, root-adjacent/non-adjacent asymmetries. For instance, in his analysis of Dissimilation in Sundanese, Holton (1995) employs an OCP constraint characterised as follows: OCP([-lateral]) — Adjacent identical [-lateral] features are prohibited. This OCP constraint disallows the presence of two [-lateral] features at any distance within the same word, in the absence of an intervening [+lateral].

In the case under discussion the relevant OCP constraint at play here can be characterised as in (193) below.

(193) OCP([+sonorant, +consonantal])

Adjacent identical [+sonorant, +consonantal] features are prohibited.

Following Schein and Steriade (1986) and McCarthy (1988), I assume that the major class features [+sonorant] and [+consonantal] are directly assigned to the root node, predicting that they can never spread or delink as a class independently of the root node as a whole.

Generally, in any case where an OCP violation arises in a language, there are two possible strategies to fix things up, namely, C-deletion and V-epenthesis. The first option involves delinking the root node in one of the two identical matrices. The price for this is a violation of MAX-IOCONS. The second option inserts a default vowel to break up the clusters, and this incurs a DEP-IOvow violation. C-deletion is used to resolve an OCP violation in Seri (Marlett & Steremberger 1983), while V-epenthesis is employed in English (Yip 1988).

In the case of Malay, C-deletion establishes a better option than V-epenthesis, given the fact that vowel faithfulness constraints are more dominant than their consonant counterparts in the hierarchy. With respect to the interaction between OCP and ALIGN-PREF, the relevant ranking is OCP >> ALIGN-PREF.

(194) Nasal Deletion at the prefix boundary

<table>
<thead>
<tr>
<th></th>
<th>DEP-IOvow</th>
<th>OCP</th>
<th>ALIGN-PREF</th>
<th>MAX-IOCONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>ın. lom. pat</td>
<td>!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>ın. na.lom. pat</td>
<td>!</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c.</td>
<td>ın. lom. pat</td>
<td>!</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

Notice that the OCP conflict is resolved by deleting the final consonant of the prefix, as shown in the optimal form (194c). Instead of omitting the prefix final-C, it would also be possible to delete the initial consonant of the stem. In this case both ALIGN-PREF and MAX-IOCONS are violated equally. McCarthy and Prince (1995b) offer a solution to a situation like
this by suggesting that roots are more faithful than affixes, and this is governed by a general ranking schema in which root-specific versions of faithfulness constraints are intrinsically ranked higher than the general or the affix-specific version of the same constraint. In the case at hand, ROOT MAX-IOCONS must be ranked higher than AFFIXMAX-IOCONS.

It must be mentioned that there are two other common strategies for resolving an OCP violation in a language, viz. Dissimilation (Cantonese — Yip 1988, Sundanese — Holton 1995) and Total Assimilation (Berber — Guerssel 1978, Yip 1988).

Dissimilation is simply the association of a segment to different feature values in Input and Output (Yip 1988; Holton 1995). Any process of Dissimilation violates the featural faithfulness constraint IDENT-IO(F), which requires that the correspondent of the input segment specified as [F] must be [F]. In the Malay case at hand, if Dissimilation were to apply, an underlying [+sonorant] must be replaced by [-sonorant] (i.e. /məŋ+lompat/ becomes *[məklompat]). This violates IDENT-IO[Son]. Since this option is not optimal, IDENT-IO[Son] must be highly ranked in the hierarchy.5

Total Assimilation involves delinking of a root node in one of the segments, followed by spreading of the adjacent segment to the empty slot, giving rise to gemination (i.e. /məŋ+lompat/ becomes *[məlompat]). Root node delinking violates MAX-IOCONS and spreading disobeys INTEGRITY-X. In such a situation, Total Assimilation can never be better than Nasal Deletion, which incurs only a MAX-IOCONS violation.

Considering these two possibilities, the interaction between the constraints discussed above is illustrated in the following tableau.

(195) Nasal Deletion at the prefix boundary

<table>
<thead>
<tr>
<th>/məŋ+lompat/</th>
<th>DEP-IOVOW, IDENT-IO[Son]</th>
<th>OCP</th>
<th>ALIGN-PREF</th>
<th>INTEGRITY-X</th>
<th>MAX-IOCONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. məŋ.lom.pat</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. mək.lom.pat</td>
<td>IDENT-IO[Son] *!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. məl.lom.pat</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. məŋə.lom.pat</td>
<td>DEP-IOVOW *!</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>e. məl.lom.pat</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Let us now move to the case where sonorant clusters are preserved root internally, in violation of the OCP [+consonantal, +sonorant]. This indicates that there must be a more dominant constraint that has to be obeyed at the expense of violating the OCP.

Recall that the prohibition of root-internal epenthesis and deletion is governed by the root-specific version of the contiguity constraint called ROOTCONTIG. This constraint is undominated, and therefore it is unviolated in the hierarchy. We have observed that many visibly active processes which are triggered by the higher ranked constraints are inoperative within the root domain. For instance, the satisfaction of ONSET by Glottal Epenthesis, and the satisfaction of ALIGN-RHOTIC by r-Deletion are blocked root-externally. The violations of ONSET and ALIGN-RHOTIC are compelled by the satisfaction of ROOTCONTIG.

Similarly, Nasal Deletion cannot take place root-externally in order to avoid a violation of ROOTCONTIG. The satisfaction of ROOTCONTIG compels a violation of the OCP.

5 Notice that *[məklompat] also violates the high ranked ALIGN-STOP(K), which prohibits [k] to occur in the syllable coda. See §2.5.1.
Preservation of nasal clusters root internally

<table>
<thead>
<tr>
<th>/loŋlai/</th>
<th>ROOT CONTIG</th>
<th>OCP</th>
<th>MAX-IOCONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. loŋ.laj</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. lo.laj</td>
<td>*!</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. lo.ŋ.laj</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In conclusion, the inapplicability of the regular processes of Nasal Deletion, r-Deletion and Glottal Epenthesis within the root domain is the consequence of the language specific constraint ranking, which ranks ROOTCONTIG above OCP and MAX-IOCONS. Root-internal deletion and epenthesis are prohibited by the high ranking of ROOTCONTIG.

4.5 *N<; effects: Nasal Coalescence

The alternation in (186e) exhibits a process called Coalescence in which the manner of the prefix (i.e. [+nasal] feature) and the place of articulation of the stem are both maintained in the output. This process is quite common across languages. For instance, in Navajo (Kari 1973), cited in Lamontagne & Rice (1995) coalescence takes place when the /d-/ prefix concatenates with a fricative-initial stem. Navajo Coalescence closely resembles the Malay case, where the manner of the prefix and the place of articulation of the stem are both maintained (e.g. /na+ii+d+xaat/ ‘we look around’ becomes [neiigaa]). Coalescence involving vowel sequences (i.e. umlaut) is attested in Rotuman (McCarthy 1995).

Traditionally, Nasal Coalescence in Malay is commonly referred to as Nasal Substitution, which is defined as a process of replacing the initial voiceless obstruent of the stem by a homorganic nasal. This process is common to many Western Austronesian languages (Dempwolff 1934-38) as well as in many African languages (Rosenthal 1989:50).

In Farid (1980) and Teoh (1994) Nasal Coalescence is treated as two separate, but related rules, which are extrinsically ordered, namely, Nasal Assimilation and Voiceless Obstruent Deletion. The rule of Voiceless Obstruent Deletion only applies at the prefix-stem juncture, and not in any other word positions. To prevent voiceless obstruents word-internally and in the suffixed forms from being deleted, the structural description of the rule has to be conditioned by the prefix or stem boundary. This explains why forms such as /sampan/ ‘small boat’, /pintu/ ‘door’, /pasaŋ+kan/ ‘to cause to be assembled’ and /təgaŋ+kan/ ‘to cause to be stretched’ surface as [sampan], [pintu], [pasaŋkan] and [təgaŋkan], and not *[saman], *[pinaŋ], *[pasaŋkan] and *[təgaŋkan].

Voiceless Obstruent Deletion (Farid 1980:53)

\[
\begin{align*}
C & \rightarrow \emptyset / N - - \\
[-\text{voice}] & [\alpha F] [\alpha F]
\end{align*}
\]

Where ‘ - ’ denotes a prefix boundary
Voiceless Obstruent Deletion (Teoh 1994:98)

According to Teoh (1994:8), 'The autosegmental rule of Voiceless Obstruent Deletion [198] says that a voiceless obstruent stem-initially with its place node multiply linked to a preceding segment [as a result of Nasal Assimilation] will be deleted at the root node'.

The formalisation in rule (198) poses a serious analytical problem. Treating assimilation as a partly linked structure (Teoh 1994:104) crucially violates the inalterability and integrity conditions (Hayes 1986a), which disallow any segment forming half of a linked structure from undergoing a phonological rule.

Before we offer an OT account of Nasal Coalescence, a few theoretical questions need to be addressed. First, why does /tʃ/ undergo Nasal Assimilation instead of Nasal Coalescence (see 186c)? This peculiar behaviour of /tʃ/ makes it difficult to capture the natural class of segments involved in those two rules. Second, why does /s/ behave like an underlying palatal instead of an alveolar? Third, why does /h/ fail to undergo Nasal Coalescence?

The original suggestion by Farid (1980:65), subsequently accepted by others (cf. Kroeger 1988; Durand 1987; Pater 1999) is that the prohibition of /tʃ/ from undergoing Nasal Coalescence is due to a transderivational constraint which serves to avoid homophony between prefixed forms of /tʃ/ — and /s/-initial stems. Supposedly, if both /tʃ/ and /s/ were to become /ɲ/, then the surface output of two distinct underlying forms would become ambiguous. This argument is not exactly legitimate because homophony is quite common in this and other languages.

As we have already seen in (139), there is homophony between the suffixed forms of the C-initial suffix /-kan/ and the V-initial suffix /-an/. For instance, forms such as /masak-an/ 'cooking, dish' and /masak-kan/ 'cook (imperative)' both surface as [masa/kan]. Homophony between the prefixed forms are also well attested in the language.

(199) a. Homophony between /k-/ and V-initial stems

<table>
<thead>
<tr>
<th>Form</th>
<th>Surface Form</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>/mæŋ+ukor/</td>
<td>[məŋʊkoː]</td>
<td>'to measure (active)'</td>
</tr>
<tr>
<td>/mæŋ+kukor/</td>
<td>[məŋʊkoː]</td>
<td>'to scrape (active)'</td>
</tr>
<tr>
<td>/mæŋ+urus+kan/</td>
<td>[məŋʊruskan]</td>
<td>'to cause to manage for'</td>
</tr>
<tr>
<td>/mæŋ+kurus+kan/</td>
<td>[məŋʊruskan]</td>
<td>'to cause to be thin'</td>
</tr>
<tr>
<td>/mæŋ+aual+kan/</td>
<td>[məŋaʊwəlkan]</td>
<td>'to cause to give prior attention'</td>
</tr>
<tr>
<td>/mæŋ+kaual+kan/</td>
<td>[məŋaʊwəlkan]</td>
<td>'to cause to guard for'</td>
</tr>
</tbody>
</table>
b. Homophony between voiceless stop and nasal initial stems

\[
\begin{align*}
/məŋ+pasak/ & \quad [məməsə]? \quad \text{‘to push (active)’} \\
/məŋ+masak/ & \quad [məməsa]? \quad \text{‘to cook (active)’} \\
/pəŋ+palu/ & \quad [pəməlu] \quad \text{‘one who hits’} \\
/pəŋ+malu/ & \quad [pəməlu] \quad \text{‘one who is shy’} \\
/pəŋ+tahu/ & \quad [pənəhə] \quad \text{‘one who knows’} \\
/pəŋ+nahu/ & \quad [pənəhə] \quad \text{‘grammarian’} \\
/pəŋ+saman/ & \quad [pənəmən] \quad \text{‘one who gives summons’} \\
/pəŋ+naman/ & \quad [pənəmən] \quad \text{‘something that comforts’} \\
\end{align*}
\]

The next puzzling issue regards the behaviour of \textit{lsi} in connection with Nasal Coalescence. Under this rule, \textit{lsi} is replaced by a palatal nasal \([n̡]\) instead of \([n]\). Due to this fact, Farid (1980:5) treats \textit{lsi} as an underlying alveopalatal voiceless fricative (cf. Mester 1986). Kroeger (1988), on the other hand, suggests that \textit{lsi} is better analysed as a palatal stop \(k’\), which seems to be historically a reflex of a voiceless palatal stop.\textsuperscript{6} The advantage of this analysis would make Nasal Coalescence a highly natural and regular rule, as the segments affected are the voiceless stops \(p, t, k’, k/\).

However, it is argued that this approach is excessively abstract, because it necessitates a rule of absolute neutralisation: \(k’/ \rightarrow [s]\). In addition, it is also badly motivated, because an underlying \textit{lsi} in assimilated loan words evidently undergoes Nasal Coalescence, as seen in (200).\textsuperscript{7}

\[
\begin{align*}
/məŋ+simen/ & \quad [məpənəmən] \quad \text{‘to cement (active)’} \\
/məŋ+saman/ & \quad [məpənəmən] \quad \text{‘to summon (active)’} \\
/məŋ+saen/ & \quad [məpənən] \quad \text{‘to sign (active)’} \\
/məŋ+sətem/ & \quad [məpənəstem] \quad \text{‘to put a stem (active)’} \\
/məŋ+səkop/ & \quad [məpənəkop] \quad \text{‘to scoop (active)’} \\
\end{align*}
\]

This observation suggests that in the synchronic grammar of Malay, the phonological behaviour of patrimonial \textit{lsi} is still palatal, and therefore needs to be represented somehow.

The third and final issue regards the behaviour of \textit{hi} with respect to Nasal Coalescence and Nasal Deletion. When \textit{h}-initial stems combine with the nasal-final prefixes, both the \textit{h} and \(\textit{n}\) segments surface in the output, as shown in the following examples:

\[
\begin{align*}
/məŋ+hantar/ & \quad [mənghanta:] \quad \text{‘to send (active)’} \\
/məŋ+halaŋ/ & \quad [mənghalaŋ] \quad \text{‘to block (active)’} \\
/pəŋ+habetes+an/ & \quad [pənəhabesən] \quad \text{‘the last’} \\
/pəŋ+hudʒɔŋ/ & \quad [pənəhudʒɔŋ] \quad \text{‘the end’} \\
\end{align*}
\]

Similarly to a glottal stop, \textit{hi} is a laryngeal consonant without a place node\textsuperscript{8} (cf. Teoh 1994; Durand 1987). Therefore, it naturally cannot trigger Nasal Assimilation, and the nasal prefix remains as \([n]\). In terms of feature specification it raises up the question whether \textit{hi} should be classified as an obstruent or a sonorant in the phonemic inventory.

\textsuperscript{6} The behaviour of \textit{lsi} as a palatal segment is manifested in all Malayo-Javanic languages (See Kroeger 1988).

\textsuperscript{7} It must be mentioned that in some borrowed words which have complex onset, NS does not seem to apply, such as \([mənspesifikasikan] \text{‘to specify’}\) and \([mənspekulasi] \text{‘to speculate’}\).

\textsuperscript{8} Both \textit{hi} and \(\textit{ry}\) are transparent to Vowel Nasalisation. See §4.7 for details.
Chapter 4

Farid (1980) and Kroeger (1988) specify /h/ as a sonorant segment. This is quite odd because h-initial stems fail to trigger the deletion of the nasal /ŋ/ in the prefix, as predicted by the Nasal Deletion rule. Teoh (1994) and Durand (1987), on the other hand, regard /h/ as a voiceless obstruent. Their analysis is also odd because the /h/ does not get omitted by the Voiceless Obstruent Deletion rule.

Durand (1987:86) offers an explanation of why the /h/ is not deleted, by invoking Farid's (1980) proposal of transderivational constraint, which serves to avoid homophony between prefixed forms. As I commented earlier, this argument is not justifiable, because homophony occurs widely in this language. I will not offer any proposal here, and leaving it for future research. This issue is beyond the scope of this study.

As mentioned, Nasal Coalescence is accounted for in Farid (1980) and Teoh (1994) by two extrinsically ordered rules, Nasal Assimilation followed by Voiceless Obstruent Deletion. Pater (1999) argues that the postulation of the Voiceless Obstruent Deletion rule is not phonologically motivated, because there is no attested case where this rule exists without Nasal Assimilation.

Furthermore, the two-ordered rule analysis also fails to account for other related homorganic cluster phenomena attested in many other languages. Therefore, this phonological alternation is better analysed as a single process called Nasal Coalescence, construed as fusion or merger of the nasal and voiceless obstruent driven by a universal and violable constraint *NC, which can be formally defined as in (202).

\[(202) \ *NC \quad \text{No nasal/voiceless obstruent sequences}\]

Based on language typology, it is evident that nasal-voiceless obstruent clusters are disfavoured in a wide variety of languages (Pater 1999). The generality of this *NC constraint is demonstrated by the fact that Nasal Coalescence is just one range of possibilities that languages use to resolve the occurrence of nasal/voiceless obstruent clusters besides other possible solutions which include Post-nasal Voicing, Nasal Deletion and Denasalisation. Under the OT analysis, the permutation of the ranking of *NC and the faithfulness constraints is all that is needed to provide a unified account of these *NC effects (see Pater 1999).

Within the framework of Correspondence Theory (McCarthy & Prince 1995b), the process of merging both the nasal and the voiceless obstruent can be interpreted as a two-to-one mapping from Input to Output — two Input segments stand in correspondence with a single Output segment. The correspondence relationship between the Input and the Output, which is indicated by subscript letters, can be illustrated as below.

\[(203) \ \text{The representation of Nasal Coalescence: e.g. } /ŋ+pl/ \rightarrow [m]\]

\[
\begin{array}{c}
\text{Input} \\
X_1 \quad X_2 \\
\downarrow \quad \downarrow \\
ŋ \quad p
\end{array} \quad \begin{array}{c}
\text{Output} \\
X_{12} \\
ŋ \quad p
\end{array}
\]

The [m] in the output is composed of features of the two elements of the input, the nasal feature of the /ŋ/ and the place feature of the /p/. Nasal Coalescence cannot be considered to be a MAX-IO\textsubscript{cons} violation because pieces of every element of the input are maintained in the output (cf. Lamontagne & Rice 1995). However, in the earlier version of the faithfulness constraint, particularly with the strict notion of the containment principle, this outcome does violate PARSE SEGMENT (Prince & Smolensky 1993; McCarthy & Prince 1993a).
Although Nasal Coalescence spares MAX-IO\textsubscript{CONS}, since every input segment has a correspondent in the output, it does incur violations of other constraints. Nasal Coalescence violates UNIFORMITY,\textsuperscript{9} which prohibits two or more input segments from sharing an output correspondent (McCarthy & Prince 1995b; McCarthy 1995; Lamontagne & Rice 1995; Pater 1999).

\textbf{(204) UNIFORMITY ‘No Coalescence’} 

No element of the output has multiple correspondents in the input

Constraint (204) is the mirror image of INTEGRITY-X (29). The only difference is that UNIFORMITY is interpreted at the segmental level, whereas INTEGRITY-X is interpreted at the skeletal level (timing tier).

The process of Nasal Coalescence can never bring the right edge of the prefix in coincidence with the right edge of a syllable, an obvious violation of ALIGN-PREF. *N\textsubscript{C} conflicts with ALIGN-PREF and UNIFORMITY, and therefore they have to be ranked with respect to each other. The ranking must be *N\textsubscript{C} \textgreater\textgreater ALIGN-PREF \textgreater\textgreater UNIFORMITY, in order for a coalesced candidate to emerge as an optimal output.

\textbf{(205) Nasal Coalescence: *N\textsubscript{C} \textgreater\textgreater ALIGN-PREF \textgreater\textgreater UNIFORMITY}

\begin{tabular}{|c|c|c|c|}
\hline
 /məŋ+pukol/ & *N\textsubscript{C} & ALIGN-PREF & UNIFORMITY \\
\hline
 a. məm.pu.kol & * & * & * \\
 b. * mə.mu.kol & * & * & * \\
\hline
\end{tabular}

We have seen in §4.4 that \textipa{ŋ}-deletion is visibly active in this language as a means of achieving structural wellformedness. This option gives another potential candidate, *[məpukol]. This candidate spares *N\textsubscript{C} and UNIFORMITY, at the expense of violating MAX-IO\textsubscript{CONS}. In order to rule out *[məpukol], MAX-IO\textsubscript{CONS} must be ranked higher than UNIFORMITY in the hierarchy. Resolving *N\textsubscript{C} by V-epenthesis can never be a better option, since DEP-IO\textsubscript{VOW} is highly ranked in the language.

\textbf{(206) Nasal Coalescence: DEP-IO\textsubscript{VOW} \textgreater\textgreater *N\textsubscript{C} \textgreater\textgreater ALIGN-PREF \textgreater\textgreater MAX-IO\textsubscript{CONS} \textgreater\textgreater UNIFORMITY}

\begin{tabular}{|c|c|c|c|c|}
\hline
 /məŋ+pukol/ & DEP-IO\textsubscript{VOW} & *N\textsubscript{C} & ALIGN-PREF & MAX-IO\textsubscript{CONS} & UNIFORMITY \\
\hline
 a. məm.pu.kol & * & * & * & * \\
 b. * mə.pu.kol & * & * & * & * \\
 c. mə.ŋa.pu.kol & * & * & * & * \\
 c. * mə.mu.kol & * & * & * & * \\
\hline
\end{tabular}

Another way of eschewing the *N\textsubscript{C} violation is by Total Assimilation. As noted, this process involves delinking a root node of one segment followed by spreading an adjacent segment to the empty slot, giving rise to gemination (i.e. /məŋ+pukol/ becomes [məppukol]).

\textsuperscript{9} In his analysis, Pater (1999) employs a LINEARITY constraint instead of UNIFORMITY. According to McCarthy and Prince (1995b), the former is adopted to rule out metathesis, whereas the latter bans coalescence. In Lamontagne and Rice's (1995) analysis of Navajo Coalescence, they use a constraint called *MULTIPLE CORRESPONDENCE (*MC).
Root node delinking violates MAX-\textit{IO} and spreading disobeys INTEGRITY-\textit{X}. In such a situation, Total Assimilation fares no better than \textit{η}-deletion.

Thus far I have only considered the possibility of eschewing the violation of *\textit{NC} by segmental alternation (i.e. Coalescence, Total Assimilation and \textit{η}-Deletion). This involves a violation of segmental faithfulness constraints like MAX-\textit{IO} and UNIFORMITY. As demonstrated earlier, structural constraints, such as the family of CODA COND constraints, can also be satisfied via feature changing mechanisms (i.e linking and delinking of features), and these strategies effect the featural faithfulness constraint IDENT-\textit{IO}[\textit{F}], which requires that the correspondent of the input segment specified as [\textit{F}] must be [\textit{F}].

When feature-changing mechanisms are taken into consideration, there are other possible candidates that can be generated by GEN. One potential strategy involves Post-Nasal Voicing, which produces a candidate *[\textit{m}əmbukol],\textsuperscript{10} with a homorganic nasal-obstruent, which constitutes a licit cluster in the language. It survives *\textit{NC} because the obstruent is voiced.

At the featural level, the merger of two segments involves changes in the featural makeup of the segments, and thus IDENT-\textit{IO}[\textit{F}] is inevitably effected. Considering the candidates that undergo Post-Nasal Voicing and Nasal Coalescence, it is crucial to determine what is the relevant feature specification that distinguishes between these two forms. To get a better picture, let us compare the effects of Nasal Coalescence and Post-Nasal Voicing.\textsuperscript{11}

(207) The representation of Nasal Coalescence: e.g. /\textit{ŋ}+\textit{p}/ \to [\textit{m}]

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{X}_1 \textit{X}_2</td>
<td>\textit{X}_{12}</td>
</tr>
<tr>
<td>\textit{ŋ} \textit{p}</td>
<td>\textit{ŋ} \textit{p}</td>
</tr>
</tbody>
</table>

(208) The representation of Post-Nasal Voicing: e.g. /\textit{ŋ}+\textit{p}/ \to [\textit{mb}]

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{X}_1 \textit{X}_2</td>
<td>\textit{X}_1 \textit{X}_2</td>
</tr>
<tr>
<td>\textit{ŋ} \textit{p}</td>
<td>\textit{m} \textit{b}</td>
</tr>
</tbody>
</table>

Both Nasal Coalescence (207) and Post-Nasal Voicing (208) satisfy IDENT-\textit{IO}[\textit{NASAL}] and violate IDENT-\textit{IO}[\textit{VOICE}] to the same degree. The voiceless input obstruent in (207) and (208) stands in correspondence with the voiced output segments nasal and stop respectively. Based on the constraints discussed thus far, (207) can never be optimal, because it incurs a violation of UNIFORMITY, whereas (208) doesn't.

As far as the feature [\textit{Voice}] is concerned, Pater (1999) points out that it is a misapprehension to assume that [\textit{voice}] on a sonorant and an obstruent, are equivalent (see Chomsky & Halle 1968; Lombardi 1991; Rice & Avery 1989; Piggot 1992; Rice 1993, and Steriade 1995 for discussion from a variety of perspectives). To capture the non-equivalency of sonorant and obstructuent [\textit{Voice}] in the present context, I follow Pater (1999), and employ a constraint called IDENT[\textit{ObsVoc}], which is formally defined as follows:

\textsuperscript{10} This strategy is optimal in other languages, as demonstrated in Pater (1999).

\textsuperscript{11} It should be stated that these diagrams do not represent autosegmental associations. The association lines employed here indicate the correspondence relationship between the Input and Output sets of segments.
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(209)  IDENT[ObsVoc]

Correspondent obstruents are identical in their specification for [Voice]

The specific target of constraint (209) is [voice] obstruents, and therefore there is no need to specify whether it applies I-to-O or O-to-I. Since this constraint specifically applies to obstruents in correspondence, it is not violated by Nasal Coalescence, because in this particular case the obstruent is in correspondence with a nasal. In other words, IDENT[ObsVoc] is vacuously satisfied by Nasal Coalescence. Since the Post-Nasal Voicing candidate *[mǎmbukol] is suboptimal, this suggests that IDENT[ObsVoc] must be higher ranked in the hierarchy.

(210)  Nasal Coalescence: DEP-IO_vow, IDENT[ObsVoc], >> *NC >> MAX-IO_cons

>> UNIFORMITY

<table>
<thead>
<tr>
<th></th>
<th>DEP-IO_vow, IDENT[ObsVoc]</th>
<th>*NC</th>
<th>ALIGN-PREF</th>
<th>MAX-IO_cons</th>
<th>UNIFORMITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>mǎm.pu.kol</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>mǎ.pu.kol</td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>mǎ.mu.kol</td>
<td>*</td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>e.</td>
<td>mǎm.bu.kol</td>
<td>IDENT [ObsVoc]*!</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f.</td>
<td>mǎ.na.pu.kol</td>
<td>DEP-IO_vow *!</td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As mentioned, Nasal Coalescence never applies within the root domain. Relevant examples are displayed in (211).

(211) /tōmpatl/ [tōmpat] 'place'

/santant/ [santan] 'coconut milk'

/bantu/ [bantu] 'to help'

/dāŋki/ [dāŋki] 'envy'

/parkat/ [parkat] 'rank'

In previous studies (Farid 1980; Teoh 1994) this irregularity is captured straightforwardly by the fact that it does not meet the structural description of the rule which is conditioned by the prefix boundary or stem boundary. In our analysis, the preservation of nasal-voiceless obstruent clusters root internally is the consequence of satisfying a more dominant constraint in the hierarchy.

The preservation of nasal-voiceless obstruent clusters in (211) offers another piece of evidence showing that the root stem is more faithful than the morphological affixes. As mentioned, this generality is captured by McCarthy and Prince (1995b) by a general ranking schema in which root-specific versions of faithfulness constraints are intrinsically ranked higher than the general or affix-specific version of the same constraint. To account for the case under discussion, the grammar of Malay requires a root-specific constraint of UNIFORMITY called ROOTUNIF, which bans root internal coalescence (see also Pater 1999).

Similarly to ROOTCONTIG, ROOTUNIF is an unviolated constraint, and therefore it is undominated in the hierarchy. Recall that ROOTCONTIG prohibits root internal deletion and epenthesis. In this case *NC is violated in order to secure the satisfactions of the undominated
constraints in the language, namely ROOTCONTIG, ROOTUNIF and IDENT[ObsVoc], as tableau (212) illustrates.

(212) Nasal-Voiceless Obstruent cluster root internally

<table>
<thead>
<tr>
<th>/təmpat/</th>
<th>ROOT CONTIG</th>
<th>ROOT UNIF</th>
<th>IDENT [ObsVoc]</th>
<th>*NÇ</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. tə.mat</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. təm.pat</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. tə.mə.pat</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d. tə.pət</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e. təm.bat</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

The loosing candidate (212a) undergoing Nasal Coalescence is eliminated by ROOTUNIF. The failed candidates (212c) and (212d) with root internal epenthesis and deletion are ruled out by ROOTCONTIG. Candidate (212e) undergoes Post Nasal Voicing, and incurs a fatal violation of IDENT-IO[ObsVoc]. The optimal candidate (212d) spares all these violations, at the expense of violating *NÇ.

Recall that Nasal Coalescence is also inapplicable across a stem-suffix boundary, an instance of *NÇ violation. Similarly to Nasal assimilation, Nasal Coalescence is opaque in this environment as a consequence of obeying ALIGN-RIGHT, a more dominant constraint in the hierarchy. *NÇ has to be sacrificed in order to secure the satisfaction of ALIGN-RIGHT.

4.6 ALIGN-RHOTIC satisfaction: r-deletion without compensatory lengthening

Recall that when r-final stems occur in isolation or attach to the C-initial suffix /-kan/, the optimal way of eschewing the ALIGN-RHOTIC violation is by root node delinking (i.e. segmental deletion). When the segment /r/ is deleted, the preceding vowels will then get lengthened. The phenomenon of compensatory lengthening is accounted for in our analysis by associating the timing-slot (possibly analysed as a mora) to the preceding vowel, in compliance with the demand of the faithfulness constraint MAX-IX (94), which requires that every X in the input must have a correspondent in the output. The satisfaction of MAX-IX compels a violation of NLV (94), which prohibits long vowels.

However, in the case of prefixation, when r-final prefixes concatenate with C-initial stems, the deletion of the prefix /r/ is never accompanied by compensatory lengthening. This happens both in the standard dialect (cf. Farid 1980) and in the regional dialect (cf. Zaharani 1991). The examples in (213) observe the descriptive generalisation I just made.

Malay has three prefixes that end with /r/ namely /bər-/ , /tər-/ and /pər-/. All of them are verbal prefixes and undergo the same phonological alternations. For present purposes, I only display derived verbs that contain the intransitive prefix /bər-/, denoting possession (i.e. a state of possessing, using or wearing the objects denoted by the root nouns).

---

12 It must be noted that in Teoh's (1994) description compensatory lengthening applies in both forms, stems as well as prefixes. He also regards r-deletion as an optional rule in Malay. I disagree with Teoh (1994), and strongly affirm that r-deletion stem and prefix finally is obligatory (cf. Asmah 1975; Yunus 1980, Farid 1980), and that compensatory lengthening only applies to the stems, and not to the prefixes (cf. Farid 1980; Zaharani 1991).
Prefixation with C-initial stems

(213)

<table>
<thead>
<tr>
<th>Stem</th>
<th>C-initial stem</th>
<th>[\text{prefixation}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>/paion/</td>
<td>'umbrella'</td>
<td>[\text{bəpəjon}]</td>
</tr>
<tr>
<td>/baran/</td>
<td>'thing'</td>
<td>[\text{bəbəran}]</td>
</tr>
<tr>
<td>/topi/</td>
<td>'hat'</td>
<td>[\text{botopi}]</td>
</tr>
<tr>
<td>/duri/</td>
<td>'thorn'</td>
<td>[\text{bəduri}]</td>
</tr>
<tr>
<td>/kərdʒa/</td>
<td>'work'</td>
<td>[\text{bəkərdʒə}]</td>
</tr>
<tr>
<td>/saio/</td>
<td>'vegetables'</td>
<td>[\text{bəsəjoː}]</td>
</tr>
<tr>
<td>/mata/</td>
<td>'eye'</td>
<td>[\text{bəməta}]</td>
</tr>
<tr>
<td>/laia/</td>
<td>'sail'</td>
<td>[\text{bələjaː}]</td>
</tr>
<tr>
<td>/raga/</td>
<td>'basket'</td>
<td>[\text{bəraga}]</td>
</tr>
<tr>
<td>/wadʒa/</td>
<td>'face'</td>
<td>[\text{bəwadʒa}]</td>
</tr>
<tr>
<td>/jurin/</td>
<td>'fees'</td>
<td>[\text{bəjurin}]</td>
</tr>
</tbody>
</table>

It is obvious that the satisfaction of ALIGN-PREF can never be achieved here, due to the dominance of ALIGN-RHOTIC in the hierarchy. Although V-insertion is another possible way of satisfying ALIGN-RHOTIC, this serves no better than r-deletion, because both disobey ALIGN-PREF equally. V-insertion is less harmonic, given the ranking \text{DEP-IOyow » ALIGN-RHOTIC » ALIGN-PREF » MAX-IOcons}. (214) r-deletion at prefix-stem boundary

<table>
<thead>
<tr>
<th>Stem</th>
<th>DEP-I0\text{vow}</th>
<th>ALIGN-RHOTIC</th>
<th>ALIGN-PREF</th>
<th>MAX-I0\text{cons}</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. bər.du.ri</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. bə.du.ri</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. bə.rə.du.ri</td>
<td>*!</td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Another important faithfulness constraint that interacts with r-deletion that should not be disregarded in the present discussion is MAX-I0\text{x}. As demonstrated in §2.5.3 and §3.3.2, MAX-I0\text{x} crucially outranks NLV in order to get the compensatory lengthening effect in the stems. The sub-ranking MAX-I0\text{x} » NLV, as established in (99) obviously cannot be maintained here, because there is no such effect in the prefix domain ever. (215) r-deletion and compensatory lengthening — incorrect result

<table>
<thead>
<tr>
<th>Stem</th>
<th>MAX-I0\text{x}</th>
<th>NLV</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. *bə.du.ri</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. bə.du.ri</td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>

As shown, the sub-optimal candidate (215a) with a long vowel has been incorrectly selected as the winner. This candidate can be ruled out if we invoke the general markedness constraint of root-affix faithfulness, which requires that the root-specific version of faithfulness constraint is intrinsically ranked higher than the general or affix-specific version of the same constraint. This reminds us of the effect of the root-specific constraints ROOTCONTIG and ROOTUNIF, discussed above. The relevant constraint at play here is ROOTMAX-I0\text{x}.
(216) r-deletion without compensatory lengthening — correct result

<table>
<thead>
<tr>
<th>/bar+duri/</th>
<th>ROOT MAX-IOx</th>
<th>NLV</th>
<th>MAX-IOx</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ba:du.ri</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ☐ ba:du.ri</td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The failed candidate (216a) with a long vowel, is now eliminated as a consequence of violating NLV. By contrast, the optimal candidate (216b) spares NLV by not associating the timing X-slot to the preceding vowel. ROOTMAX-IOx is not violated here because the stray-erased X-slot is not part of the root, and therefore it is vacuously satisfied.

In conclusion, a large number of disparate phonological phenomena in Malay are subject to stricter faithfulness requirements within the root than elsewhere in the word. This generalisation is common across languages: the greater markedness of roots is driven by the demand to maintain more contrast between roots than between affixes. This observation leads McCarthy and Prince (1995b:364) to make two theoretical moves. First, Root-Faithfulness must be segregated from Affix-Faithfulness. Second, the ranking of these two constraints must be fixed universally under the Root-Affix Faithfulness Metaconstraint, as in (217) below.

(217) Root-Affix Faithfulness Metaconstraint

\[ \text{Root-Faith} \gg \text{Affix-Faith} \]

4.7 Vowel Nasalisation

Nasal vowels in Malay are non-distinctive, since they are distributionally predictable. Vowels immediately preceded by the nasal consonants /m, n, ŋ/ are always nasalised. Nasality spreads progressively until it is blocked by an oral consonant. It penetrates through a sequence of vowels, as well as the laryngeal consonants [?, h]. Furthermore, nasality spreads across affix boundaries.

(218) a. Nasality within a morpheme

<table>
<thead>
<tr>
<th>/makan/</th>
<th>[mākan]</th>
<th>'to eat'</th>
</tr>
</thead>
<tbody>
<tr>
<td>/malam/</td>
<td>[mālam]</td>
<td>'night'</td>
</tr>
<tr>
<td>/taman/</td>
<td>[tamān]</td>
<td>'garden'</td>
</tr>
<tr>
<td>/naek/</td>
<td>[nāeʔ]</td>
<td>'to ascend'</td>
</tr>
<tr>
<td>/maot/</td>
<td>[māōt]</td>
<td>'died'</td>
</tr>
<tr>
<td>/muat/</td>
<td>[mūwāt]</td>
<td>'fit'</td>
</tr>
<tr>
<td>/niat/</td>
<td>[nījāt]</td>
<td>'intent'</td>
</tr>
<tr>
<td>/meuah/</td>
<td>[mēwāh]</td>
<td>'luxury'</td>
</tr>
<tr>
<td>/maian/</td>
<td>[mājān]</td>
<td>'stalk (palm)'</td>
</tr>
<tr>
<td>/mahal/</td>
<td>[māhāl]</td>
<td>'expensive'</td>
</tr>
</tbody>
</table>

b. Nasality across morpheme

<table>
<thead>
<tr>
<th>/kə+sama+an/</th>
<th>[kəsamāʔān]</th>
<th>'similarity'</th>
</tr>
</thead>
<tbody>
<tr>
<td>/kə+meuah+an/</td>
<td>[kəmēwāhān]</td>
<td>'prosperity'</td>
</tr>
<tr>
<td>/kə+mati+an/</td>
<td>[kəmātijān]</td>
<td>'death'</td>
</tr>
<tr>
<td>/kə+səni+an/</td>
<td>[kəsənijān]</td>
<td>'art'</td>
</tr>
</tbody>
</table>
The generalisation about Malay nasality is captured in Farid (1980) by a rule called Vowel Nasalisation which is formulated as follows.

(219) Vowel Nasalisation (Farid 1980:46)

\[ [+\text{syl}] \rightarrow [+\text{nasal}] / [+\text{nasal}][-\text{cons}] \]

According to Farid (1980:46), ‘Rule (219), which makes use of the convention for expanding the scheme (X)_0, represents a potentially infinite schema, whose various ordered subrules are each to be applied simultaneously. Thus, the application of rule (219) will result in the nasalisation of as many vowels as are separated from preceding nasals only by non-consonantal segments [w, y, h, ?]. One notable comment about this formalism is that a non-consonantal segment is nasalised iteratively, not simultaneously. Therefore, the formalisation of the Nasalisation rule in Malay should be as follows: [-\text{cons}] \rightarrow [+\text{nasal}] / [+\text{nasal}] \] (cf. Zaharani 1991).

In his multilinear analysis, Teoh (1994) approaches Vowel Nasalisation as a process of spreading the soft palate node which dominates the nasal feature to the supralaryngeal node of the following vowel, and the rule is formalised as in (220). According to Teoh (1994:37), the structure of the representation in (220) is explanatorily adequate, because it can explain the process of nasalisation as the addition of another resonator, viz., the nasal cavity, which is precisely what vowel nasalisation is all about. The blocking of Vowel Nasalisation by an oral consonant can also be straightforwardly explained by the fact that these segments usually have a supralaryngeal node: this effectively blocks the spreading of the place feature of the nasal segment.

(220) Vowel Nasalisation as Spreading (Teoh 1994).
transparent with respect to Vowel Nasalisation because they are without oral closures, and therefore lack the supralaryngeal node (or articulatory gesture in Durand (1987)). As Teoh (1994:38) states,

Since /l/ and /h/ lack an articulator (oral) node they can never have an oral point of articulation and thus can never be [+nasal] and so they are unspecified for nasality universally and are thus transparent to a long distance or unbounded spreading rule.

The diagram in (221) illustrates how nasalisation as autosegmental spreading of the soft palate is not blocked by the glottal stop.


The phenomenon of laryngeal transparency is quite common in a number of languages. For example, in Acoma, Nes Perce, Arbore, and Yokuts, vowels assimilate in all features to an adjacent vowel, but not to nonadjacent vowels (Steriade 1987, cited in Clements and Hume 1995). Exceptionally, laryngeal glides [h, ?] are transparent to this assimilation (e.g. /(ma)beh-o/ 'he is not going out' surfaces as [...boho]). According to Clements and Hume (1995:267), this behaviour can be explained on the assumption that laryngeal glides, unlike true consonants and vowels, have no distinctive oral tract features.

In the present study, Vowel Nasalisation is construed as the effect of a structural constraint \( *_{\text{NV ORAL}} \), which militates against the sequence [+nasal] -[-nasal, vocalic], as formalised in (222). This constraint is employed in McCarthy and Prince (1995b), in order to account for Nasal Harmony (i.e. Vowel Nasalisation) in Madurese (cf. Mester 1986), which behaves similar to Malay.

(222) \( *_{\text{NV ORAL}} \)

\( *[+\text{nasal}] -[-\text{nasal, vocalic}] \)

Constraint (222) prohibits linear concatenation of segmental root-nodes with the specified properties, that is, oral vowels cannot occur at post-nasal position. One way of avoiding the \( *_{\text{NV ORAL}} \) violation is by a feature changing mechanism. In this case, the featural makeup of the vowel is changed from [or/af] to [nasal]. As expected, the satisfaction of a structural constraint by a feature changing mechanism compels a violation of the featural faithfulness constraint IDENT-IO[F], which requires that the correspondent of the input segment specified as [F] must be [F].
The alternation between \( V_{\text{ORAL}} \) and \( V_{\text{NASAL}} \) in Malay is allophonic because there is no lexical contrast between the two in the surface forms. Their distribution is totally complementary, that is, nasalised vowels occur in nasal environments and oral vowels occur elsewhere. An OT account of allophonic alternation requires two segmental markedness constraints: one favours the marked member in a certain context, and another favours the unmarked alternant (McCarthy & Prince 1995b; Benua 1995). The two constraints in (223) will be used to drive the oral ~ nasal alternation.

\[(223) \]
\[
\begin{align*}
\text{a. } & *V_{\text{ORAL}} & - & \text{No oral vowel} \\
\text{b. } & *V_{\text{NASAL}} & - & \text{No nasal vowel}
\end{align*}
\]

These two constraints are hierarchically ranked as in (224) and this ranking is universally fixed under the force of a universal markedness relation. As McCarthy and Prince (1995b) state,

Following Prince and Smolensky (1993:Ch.9), we interpret pre-theoretic ideas of featural markedness as reflecting universally fixed rankings, as in [224], of constraints against featural combinations, rather than underspecification or privativity. The universal ranking [224] entails the elementary implicational markedness observation that any language that has nasal vocoids will also have the corresponding oral vocoids.

\[(224) \] Universal markedness relation

\[ *V_{\text{NASAL}} \gg *V_{\text{ORAL}} \]

The constraints in (224) are ineffectual unless they dominate the relevant faithfulness constraint. Obviously, MAX-IO and DEP-IO are irrelevant here because the alternation does not involve any deletion or epenthesis. So, the relevant constraint at hand is a featural faithfulness constraint IDENT-IO[Oral], in particular IDENT-IO[Oral], which requires that the correspondent of the input segment specified as [oral] must be [oral].

Putting the constraints together, I establish the following part ranking for the hierarchy: \( *NV_{\text{ORAL}} \gg *V_{\text{NASAL}} \gg IDENT-10[\text{Oral}] \gg *V_{\text{ORAL}} \). The effects of this hierarchy are illustrated in tableau (225).

\[(225) \] Vowel Nasalisation: \( *NV_{\text{ORAL}} \gg *V_{\text{NASAL}} \gg IDENT-10[\text{Oral}] \gg *V_{\text{ORAL}} \)

<table>
<thead>
<tr>
<th>/kə+səni+an/</th>
<th>( NV_{\text{ORAL}} )</th>
<th>( V_{\text{NASAL}} )</th>
<th>IDENT-IO[Oral]</th>
<th>( V_{\text{ORAL}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. kəsənijan</td>
<td>**</td>
<td>**</td>
<td>**</td>
<td>**</td>
</tr>
<tr>
<td>b. kəsənijan</td>
<td>*!</td>
<td></td>
<td></td>
<td>****</td>
</tr>
</tbody>
</table>

The faithful candidate (225b) incurs a fatal violation of the dominant \( NV_{\text{ORAL}} \) constraint, because it has oral vowels in post-nasal environments. The optimal form (225a) eschews this violation at the expense of violating both the markedness constraint \( V_{\text{NASAL}} \) and the faithfulness constraint IDENT-IO[Oral]. Since these two constraints are ranked below \( NV_{\text{ORAL}} \), their violation is irrelevant.

As far as feature changing mechanisms are concerned, there are of course other possibilities of avoiding the violation of \( NV_{\text{ORAL}} \). For instance, by changing the nasal /n/ into [t] or [d] as in *[kəsətijan] and *[kəsadijan]. Since these forms are not the actual surface outputs, they must be ruled out by some other relevant featural faithfulness constraints ranked higher in the hierarchy. The particular constraint that plays a crucial role here is IDENT-IO[Oral], which requires that the correspondent of the input segment specified as [nasal] must be [nasal].
To complete the argument, other alternatives of satisfying *NV\text{ORAL} such as by segmental deletion and epenthesis are also ruled out. Besides violating MAX-IO and DEP-IO, both forms disobey the unviolated constraint ROOTCONTIG (64), which bans root-internal deletion and epenthesis. From these considerations, I infer the following constraint hierarchy: ROOTCONTIG, *NV\text{ORAL}, IDENT-IO[Nasal] \gg *V\text{NASAL} \gg IDENT-IO[Oral], *V\text{ORAL}.

(226) Vowel Nasalisation

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. kəsənĭjan</td>
<td>**</td>
<td>**</td>
<td>**</td>
<td>****</td>
</tr>
<tr>
<td>b. kəsənjan</td>
<td>*NV\text{ORAL} *!</td>
<td></td>
<td></td>
<td>****</td>
</tr>
<tr>
<td>c. kəsədijan</td>
<td>IDENT-IO[Nasal] *!</td>
<td></td>
<td></td>
<td>****</td>
</tr>
<tr>
<td>d. kəsəjan</td>
<td>ROOTCONTIG *!</td>
<td></td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>e. kəsəntijan</td>
<td>ROOTCONTIG *!</td>
<td></td>
<td></td>
<td>****</td>
</tr>
</tbody>
</table>

4.8 Conclusion

Morpheme boundaries in Malay behave differently with respect to the phonological processes of the language. The prefix-stem boundary allows resyllabification, Nasal Assimilation, Nasal Coalescence, but prohibits ambiskeletal parsing. A reverse state of affairs occurs at the stem-suffix boundary, which permits ambiskeletal parsing, but disallows resyllabification, Nasal Assimilation and Nasal Coalescence.

This asymmetry arises due to the alignment constraints of the prosody-morphology interface, which require that the edge of some grammatical category coincide with the edge of some prosodic category. The stem-suffix boundary is controlled by ALIGN-RIGHT, requiring that the right edge of a stem coincide with the right edge of a syllable, while the prefix-stem boundary is governed by ALIGN-PREF, requiring that the right edge of a prefix coincide with the right edge of a syllable.

ALIGN-RIGHT and ALIGN-PREF are two distinct constraints, and therefore they are separately ranked in the hierarchy. In their interaction with ALIGN-NASAL and *N\text{Č}, the sub-ranking goes as follows: ALIGN-RIGHT \gg ALIGN-NASAL, *N\text{Č} \gg ALIGN-PREF. This schematic ranking straightforwardly explains why cross-junctural Nasal Assimilation and Nasal Coalescence are transparent in the domain of prefixation, but they are opaque in the domain of suffixation.

ALIGN-RIGHT and ALIGN-PREF are also distinguishable with respect to the notion of 'crispness' in alignment of Itô and Mester (1994). ALIGN-RIGHT is interpreted as a 'noncrisp' alignment constraint, where a doubly-linked structure is not reckoned as an alignment violation, whereas ALIGN-PREF is a 'crisp' constraint requiring a sharply defined morpheme edge alignment. This explains why ambiskeletal parsing is blocked and resyllabification is permitted at the prefix boundary, while a reverse phonological behaviour is applicable at the suffix counterpart.
The phonology-morphology interface in reduplication

5.1 Introduction

In Chapters 2, 3 and 4 I have presented the phonology of Malay, which includes segmental alternations and distributional restrictions. In the present chapter I examine how these phonological processes interact with another important morphological process in the language, reduplication.

As is well-known, reduplication involves identity between the base and the reduplicant. Well-behaved phonological processes are most often disrupted by the demands of reduplicative identity. The identity-preserving interactions between phonology and reduplication were generally referred to in the literature as overapplication and underapplication (Wilbur 1973a, b; Marantz 1982; Carrier-Duncan 1984; McCarthy & Prince 1995b). A phonological process is said to overapply when its application in the reduplicant or in the base is not predicted on truly phonological grounds. On the other hand, a phonological process will be said to underapply when it fails to operate in the reduplicative environment even though the environment is fully met.

A third reduplicative pattern that often emerges as the result of the phonology morphology interface in reduplication is that of normal application, when base and reduplicant are not subject to the demand of identity. In this case, the base and the reduplicant are completely well-behaved phonologically, as though they were two independent entities.

All these three reduplicative patterns are well-attested in the phonology of Malay reduplication. However, as I commented on in the first chapter, the last two reduplicative patterns, namely, underapplication and normal application, have been overlooked in the pioneering work of Farid (1980), arguably because they are very difficult, if not impossible, to account for under the rule-based approach of Wilbur's (1973a) Global Theory.

To improve on Farid's (1980) ground-breaking work, all these reduplicative patterns will be scrutinised in great detail in the present study. The analysis presented here is couched in the constraint-based approach of Correspondence Theory, set within Optimality Theory (McCarthy & Prince 1994, 1995b; McCarthy 1995). This chapter is organised as follows. Section 5.2 outlines briefly some fundamental aspects of Correspondence Theory, specifically the basic ideas and the key assumptions that underlie the architecture of the theory. Section 5.3 gives a brief overview of Malay reduplication. Section 5.4 offers a Correspondence Theoretic account of overapplication, normal application and underapplication.
5.2 Reduplication in Correspondence Theory

Correspondence Theory was first introduced into OT as a theory of reduplicative copying (McCarthy & Prince 1993a, 1994). Correspondence is merely a relation between the Base (abbreviated B) and the Reduplicant (abbreviated R). The relation between these two representations is controlled by a constraint family called Replicative Identity Constraints, which contains formal constraints such as MAX, BASE-DEPENDENCE, IDENTITY, LINEARITY, CONTIGUITY, and ANCHORING. Constraints of replicative identity demand that the reduplicant be as similar as possible to the base.

In addition to the Base-Reduplicant correlation, there is another representational relation involved in the reduplication, that is, between the Input/Stem (abbreviated I) and the Output/Base (abbreviated O). The relation between the Input/Stem and the Output/Base is governed by another family of constraints called Faithfulness constraints, which comprises PARSE and FILL (Prince & Smolensky 1993; McCarthy & Prince 1993a, 1994). Similarly, constraints of faithfulness demand that the output be as close as possible to the input, along all the dimensions upon which structures may vary.

In recent work by McCarthy and Prince (1995b) and McCarthy (1995), it is argued that there are parallels between these two constraint families, and that Input-Output Faithfulness and Base-Reduplicant Identity can be treated equally under Correspondence Theory. This extension leads to a generalised theory of Correspondence where the two related representations are captured and formalised as a broadly identical set of formal constraints. Constraints of the two types are distinct, and therefore separately rankable, but they come in formally related pairs, yielding identical effects in the Input-Output and Base-Reduplicant domains. The formal definition of correspondence is given below.

\[(227)\] Correspondence (McCarthy & Prince 1995b:262)

Given two strings \(S_1\) and \(S_2\), correspondence is a relation \(\mathcal{R}\) from the elements of \(S_1\) to those of \(S_2\). Elements \(\alpha \in S_1\) and \(\beta \in S_2\) are referred to as correspondents of one another when \(\alpha \mathcal{R} \beta\).

Generally, there are three primary constraint families that represent the correspondence relation between the string \(S_1\) (input/base) and \(S_2\) (output/reduplicant), and they are formally defined as follows:

\[(228)\] Constraints on Correspondent Elements (McCarthy & Prince 1995b:264)

The MAX Constraint Family

General Schema — Every segment of \(S_1\) has a correspondent in \(S_2\).

\(\text{MAX-BR} — \) Every segment of the base has a correspondent in the reduplicant. (Reduplication is total.)

\(\text{MAX-IO} — \) Every segment of the input has a correspondent in the output. (No phonological deletion.)

---

1. McCarthy and Prince (1995b) notes that Correspondence need not be limited to the Base-Reduplicant and Input-Output relations only. The same notions can be extended to relations between two stems, as in root-and-pattern, circumscriptional, or truncating morphology (cf. Benua 1995; McCarthy 1995).

2. The term 'element' here refers to segments, higher-order units of prosodic structure such as moras, syllables, feet, heads of feet, tones, and also distinctive features or feature nodes (McCarthy & Prince 1995b).
The DEP Constraint Family

General Schema — Every segment of \( S_2 \) has a correspondent in \( S_1 \). (\( S_2 \) is 'dependent on' \( S_1 \).)

DEP-BR — Every segment of the reduplicant has a correspondent in the base. (Prohibits fixed default segmentism in the reduplicant.)

DEP-IO — Every segment of the output has a correspondent in the input. (Prohibits phonological epenthesis).

The IDENT (F) Constraint Family

General Schema

\[ IDENT(F) - \text{Let } \alpha \text{ be a segment in } S_1 \text{ and } \beta \text{ be any correspondent of } \alpha \text{ in } S_2. \text{ If } \alpha \text{ is } [\gamma F], \text{ then } \beta \text{ is } [\gamma F]. \text{ (Correspondent segments are identical in feature } F) \]

IDENT-BR(F) — Reduplicant correspondents of a base \([\gamma F]\) segments are also \([\gamma F]\).

IDENT-IO(F) — Output correspondents of an input \([\gamma F]\) segments are also \([\gamma F]\).

With the advent of Correspondence Theory, the constraints MAX-IO and DEP-IO respectively reformulate the earlier faithfulness constraints PARSE-segment and FILL-segment, which prohibit phonological deletion and epenthesis\(^3\) in Prince and Smolensky (1993) and other OT work. Furthermore, the MAX and DEP families subsume the specific reduplicative constraints MAX and BASE-DEPENDENCE in McCarthy and Prince (1993a, 1994), which require a total copying and exact copying of the base-correspondent materials. MAX and BASE-DEPENDENCE are respectively violated in partial reduplication and in a reduplication containing fixed default segments in the reduplicant.

The IDENT constraint family demands that the correspondent segments be identical in terms of feature specifications. Violating IDENT, in particular in the input-output domain, is manifested by phonological alternations. Segmental deletion and epenthesis do not imply violations of IDENT, but of MAX and DEP. McCarthy and Prince (1995b) point out that under Correspondence Theory, the IDENT constraint family is constructed on the assumption that segments alone stand in correspondence, so featural relations must be transmitted through them.

In addition to MAX, DEP and IDENT, there are other relevant constraints on correspondence elements, such as ANCHOR, INTEGRITY and UNIFORMITY (see McCarthy & Prince 1995b). We will discuss these constraints briefly as they become relevant to the exposition.

5.2.1 The Model

As far as reduplication is concerned, the correspondence relation between Input/Output and Base/Reduplicant can be represented in two models, namely (i) the Full Model, and (ii) the Basic Model (McCarthy & Prince 1995b; McCarthy 1995). The Full Model theory of reduplication involves three-way correspondence relations: (i) between the Stem/Input (abbreviated I) and the Base/Output (abbreviated O), (ii) between the Base (abbreviated B) and

---

\(^3\) In the PARSE/FILL approach of OT, phonologically deleted segments are present in the output, but remain unparsed syllabically (marked by an angle bracket '〈 〉'). This property is dubbed 'containment' in McCarthy and Prince (1993a). See also footnote 3 Chapter 2.
the Reduplicant (abbreviated R), and (iii) between the Stem/Input (I) and the Reduplicant (R). The diagram in (229) below delineates this system of relations.

(229) Full Model (McCarthy & Prince 1995b)

```
Input:  /Affix_{RED} + Stem/

IR-Faithfulness

Output: Reduplicant  Base

IO-Faithfulness

BR-Identity
```

The IO-Faithfulness system evaluates the correspondence relation between the input stem and the output base; the BR-Identity system evaluates the correspondence relation between the base and the reduplicant; and finally the IR-Faithfulness system evaluates the correspondence between the reduplicant and the stem. As noted in McCarthy and Prince (1995b), the terms Faithfulness and Identity employed here emphasise the distinct dimensions along which these perfectly homologous notions are realised. Faithfulness and Identity are basically controlled by exactly the same set of formal constraints, such as MAX, DEP, IDENT, INTEGRITY, etc.

Following the principle of parallelism, which is one of the basic tenets of OT, the three correspondence systems are evaluated symmetrically and simultaneously in all the possible candidates with respect to the language's constraint hierarchy (McCarthy & Prince 1995b). This parallelism of constraint satisfaction entails that the base does not have serial priority over the reduplicant, and that the reduplicant is not essentially a copying or replication of the previously fixed base. Instead, both the base and the reduplicant can interact each other, as it were, in order to achieve the best possible satisfaction of the constraint hierarchy. The result is that, under certain circumstances, the base will also be expected to copy the reduplicant. This distinguishes the parallelist OT from the serialist theories of grammatical derivation.

Although the Full Model approach is logically possible, McCarthy and Prince (1995b) argue that the relation between the reduplicant and the input stem — via IR Faithfulness — is impossible for principled reasons. It is claimed that the reduplicant can never be more faithful to the input as compared to the base. This is essentially because the output reduplicant has no access to the input stem, except through the output base.

More importantly, it is a consistent finding that morphological affixes are unmarked relative to roots (McCarthy & Prince 1995b). For instance, affixes tend to have reduced segmental inventories, favouring coronal consonants and unmarked vowels; root-controlled vowel harmony is a profound case of vocalic unmarkedness in affixes; and affixes tend to avoid clusters, complex onsets, long vowels, and geminates, but roots allow them.

These observations led McCarthy and Prince (1995b:364) to make two theoretical claims. First, Root-Faithfulness must be segregated from Affix-Faithfulness. Second, the ranking of these two constraints must be fixed universally under the Root-Affix Faithfulness Metaconstraint as, in (230) below.

(230) Root-Affix Faithfulness Metaconstraint

```
Root-Faith >> Affix-Faith
```
Since the reduplicant is regarded as a kind of affix, \textit{IR-Faithfulness} is a typical instance of Affix-Faithfulness. On the other hand, because the base is a root or root-containing stem, \textit{IO-Faithfulness} is a particular instance of Root-Faithfulness. Under the metaconstraint (230), which embodies a substantive universal claim about constraint domination, \textit{IR-Faithfulness} is never allowed to dominate \textit{IO-Faithfulness}.

Following this general principle, \textit{IR-Faithfulness} must always occur in a subordinate position dominated by \textit{IO-Faithfulness}, and as a result its effects are not so significant. In many rankings, its presence is completely or almost completely hidden, and therefore it is convenient to adopt the simplified version of the Full Model represented in the following diagram, known as the Basic Model (McCarthy & Prince 1995b).

\[(231) \quad \text{Basic Model} \quad \text{Input: } /\text{Affix}_{\text{RED}} + \text{Stem}/ \quad \uparrow \quad \text{IO-Faithfulness} \quad \text{Output: } \text{Reduplicant} \quad \downarrow \quad \text{Base} \quad \text{BR-Identity}\]

For purposes of the present study I will adopt the Basic Model approach to account for the three reduplicative patterns mentioned above. Before we proceed, some analytic categories need to be clarified.

Under Correspondence Theory (McCarthy & Prince 1993a, 1994, 1995b; McCarthy 1995), the terms Reduplicant and Base refer specifically to structures present in the candidate output forms and not to characteristics of the input. The Reduplicant R, which is the output form of the affix morpheme /RED/, typically has a phonologically-unspecified lexical entry. It gets its phonological material from the Base B to which it is attached — for reduplicative prefixes, the following structure, and for reduplicative suffixes, the preceding structure.

Each candidate (i.e. R+B) comes equipped with a correspondence relation between R and B that expresses the dependency between the elements of R and those of B. It is the existence of such a correspondence relation that makes a morpheme reduplicative. As expected, each of these candidates is then subject to evaluation with respect to the language’s hierarchical constraint system.

5.3 Malay reduplication: an overview

Generally, reduplication in Malay is categorised into two primary classes, namely, (i) Root-Reduplication — the process of copying the base root, most often in conjunction with prefixation and suffixation, and (ii) Doubling — the process of complete copying of the base stem (i.e. root + affix).

Root-Reduplication is the most productive and versatile type of reduplication in the morphology of Malay. The derived forms furnish a variety of semantic nuances which basically denote the meanings of plurality, repetition, continuity, intensity, extensiveness and reciprocity. Most interestingly, the various combinations of reduplication with suffixation and prefixation give rise to a number of significant phonological patterns. The present study will be focusing particularly on this aspect and not so much on their semantic interpretations, which will be scrutinised in §5.4.
Doubling is also widely used in the language. As mentioned, in this type of reduplication the reduplicant is completely identical to the base stem, which comprises a combination of root and affix. Doubling basically applies to nominal derived forms, denoting the meaning of plurality. Examples of such forms are as follows:

(232)  
<table>
<thead>
<tr>
<th>Root</th>
<th>Base</th>
<th>Doubling</th>
</tr>
</thead>
<tbody>
<tr>
<td>tari ‘to dance’</td>
<td>panāri ‘dancer’</td>
<td>panāri-panāri ‘dancers’</td>
</tr>
<tr>
<td>datan ‘to come’</td>
<td>panadan ‘immigrant’</td>
<td>panadan-panadan ‘immigrants’</td>
</tr>
<tr>
<td>banon ‘to arise’</td>
<td>banōnnān ‘building’</td>
<td>banōnnān-banōnnān ‘buildings’</td>
</tr>
<tr>
<td>kaseh ‘to love’</td>
<td>kākaseh ‘lover’</td>
<td>kākaseh-kākaseh ‘lovers’</td>
</tr>
<tr>
<td>satu ‘one’</td>
<td>kāsatuwan ‘union’</td>
<td>kāsatuwan-kāsatuwan ‘unions’</td>
</tr>
</tbody>
</table>

In addition, there are two other secondary classes of reduplication, commonly referred to as (i) Partial Reduplication and (ii) Rhyming and Chiming. In Partial Reduplication the reduplicant is realised as a light syllable. Within the framework of templatic morphology, the prosodic structure of the reduplicative morpheme RED consists of a skeletal template CV. This template obtains its melodic content from copying the first consonant of the base root, while its rhyme is prespecified with a central vowel schwa. Partial reduplication operates on nouns and verbs to derive nouns that denote objects or animals resembling those denoted by the base forms.

(233)  
<table>
<thead>
<tr>
<th>Root</th>
<th>Base</th>
<th>Doubling</th>
</tr>
</thead>
<tbody>
<tr>
<td>laki ‘husband’</td>
<td>lālaki ‘man, male’</td>
<td></td>
</tr>
<tr>
<td>kudō ‘horse’</td>
<td>kākudō ‘wooden horse, pillion’</td>
<td></td>
</tr>
<tr>
<td>lanjet ‘sky’</td>
<td>lālanjet ‘ceiling, palate (mouth)’</td>
<td></td>
</tr>
<tr>
<td>sapet ‘clip’</td>
<td>sāsapet ‘something to clip’</td>
<td></td>
</tr>
</tbody>
</table>

As noted in Asmah (1975:190), this type of reduplication became particularly productive after 1956 when the Dewan Bahasa dan Pustaka (Government’s Language Planning Agency) revived this morphological process as a procedure for coining new words that are designed to convey scientific terms or concepts which are mainly borrowed from English.

---

4 In previous analyses, it was suggested that the reduplicant copies the initial syllable of the base root, and then the copied vowel is reduced to schwa (see Asmah 1975; Nik Safiah 1989; Hashim 1993).

5 However, it must be noted that this type of reduplication is widely used in colloquial Malay (Abdullah 1974:45) and some of the Malay dialects (Hendon 1966:59; Farid 1980:69; Zaharani 1993:70) as a simplified variant of total copying reduplication. Often, the reduplicant turns up heavy, that is, with a CVC syllabic structure. The final C in the rhyme is realised as either a homorganic nasal or a glottal stop, as determined by the final consonant of the base: the homorganic nasal surfaces when the base ends in a nasal segment, and the glottal stop when the final consonant is a stop. Examples are:

- buwat buwat-buwat ‘make, do’
- galap galap-galap ‘dark’
- temba? temba?-temba? ‘shoot’
- bajan bajan-bajan ‘shadow’
- patan patan-patan ‘evening’
- dalam dalam-dalam ‘deep’
- tanām tanām-tanām ‘bury’
- kawan kawan-kawan ‘friend’

Another sub-class of partial reduplication involves copying the final syllable of the base (see Abdullah 1974:45; Farid 1980:69).

- buda? buda?-buda? ‘children’
- kata kata-kata ‘speak’
- hitam hitam-hitam ‘black’
- rumāh rumāh-rumāh ‘house’
Rhyming and Chiming is another type of morphological process. It involves unpredictable phonetic changes and is traditionally regarded as a kind of reduplication (Bador 1964; Abdullah 1974; Farid 1980; Nik Safiah 1989; Hashim 1993). In Rhyming reduplication, one of the base syllables, either the initial syllable (together with the following consonant) or the final syllable is copied onto the reduplicant. In Chiming, only the consonants are repeated, while the vowels undergo phonetic modifications.

(235) a. Rhyming Reduplication

<table>
<thead>
<tr>
<th>Base Word</th>
<th>Reduplication</th>
</tr>
</thead>
<tbody>
<tr>
<td>ana? 'child'</td>
<td>anã-pina? 'a large number of children'</td>
</tr>
<tr>
<td>kajo 'rich'</td>
<td>kaja-raja 'very rich'</td>
</tr>
<tr>
<td>kuweh 'cake'</td>
<td>kuweh-muweh 'various kinds of cakes'</td>
</tr>
<tr>
<td>kaju 'wood, stick'</td>
<td>kaju-kajan 'various types of woods/plants'</td>
</tr>
<tr>
<td>batu 'stone'</td>
<td>batu-batan 'assortment of stones and bricks'</td>
</tr>
<tr>
<td>buket 'hill'</td>
<td>buket-bukaw 'various kinds of hills'</td>
</tr>
</tbody>
</table>

b. Chiming Reduplication

<table>
<thead>
<tr>
<th>Base Word</th>
<th>Reduplication</th>
</tr>
</thead>
<tbody>
<tr>
<td>tfutfu 'grandchild'</td>
<td>tfutfu-tfitfet 'grandchildren'</td>
</tr>
<tr>
<td>gopoh 'hasty'</td>
<td>gopoh-gapah 'to do things hastily'</td>
</tr>
<tr>
<td>asal 'origin'</td>
<td>asal-usol 'ancestor'</td>
</tr>
<tr>
<td>tanãh 'soil'</td>
<td>tanãh-tanãh 'various kind of soils'</td>
</tr>
<tr>
<td>gunõñ 'mountain'</td>
<td>gunõñ-ganãñ 'various kind of mountains'</td>
</tr>
</tbody>
</table>

Considering the examples given above, it is apparent that the phonetic modifications that take place in the reduplicant are absolutely unpredictable. Therefore, they cannot be captured and formalised into rules. Furthermore, Rhyming and Chiming are no longer productive in the language. All the forms that are classified under the so-called Rhyming and Chiming are relatively long-existing native words. There are no new words ever formed that have this morpho-phonological pattern. Following this observations, I assume that the so-called Rhyming and Chiming reduplicated forms are fully lexicalised in the language, and cannot be regarded as part of word formation.

5.4 The phonology-morphology interface in Root Reduplication

As was mentioned, Root Reduplication involves total copying of the root, most often in conjunction with prefixation and suffixation. In addition to having a variety of semantic nuances, the reduplicated forms demonstrate a variety of reduplicative patterns. This latter aspect of Root Reduplication will play a significant role in the following discussion.

The patterns of Root Reduplication in Malay can be observed in table (236). The underlying root is shown in first column. Reduplication of the bare root is displayed in the second column, and affixed root reduplication is in the third column. The effects of affixation are shown by using the affixes /mãñ-/ , /di-/ , /bãr-/ , /-an/ , and /kan/.
Malay Root Reduplication

a. C-initial roots

/tahan/ ‘stop’ \[\text{tahan-tahan}\]
\[\text{ditahan-tahan}\]
\[\text{tahan-tahankan}\]
\[\text{mänähän-nähän}\]
\[\text{tahan-mänähän}\]

/pandaŋ/ ‘watch’ \[\text{pandaŋ-pandaŋ}\]
\[\text{bəpandaŋ-pandaŋ}\]
\[\text{pandaŋ-pandaŋjän}\]
\[\text{dipandaŋ-pandaŋ}\]
\[\text{mamändan-mändan}\]
\[\text{pandaŋ-mömändan}\]

/dua/ ‘two’ \[\text{duwu-dwu}\]
\[\text{bəduwu-duwu}\]
\[\text{bəduwu-duwu?an}\]

/bəsar/ ‘big’ \[\text{bəsa:-bəsa:}\]
\[\text{dibəsa:-bəsa:kan}\]
\[\text{mambəsa:-bəsa:kan}\]
\[\text{bəsar-bəsarran}\]

b. V-initial roots

/api/ ‘fire’ \[\text{api-?api}\]
\[\text{api-?apikan}\]
\[\text{mänəpi-nəpikan}\]
\[\text{bərapi-rapi}\]

/alu/ ‘welcome’ \[\text{alu-?alu}\]
\[\text{alu-?aluwan}\]
\[\text{di?alu-?alukan}\]
\[\text{mänəlu-nəlukan}\]
\[\text{alu-mänəlu}\]

/ikot/ ‘follow’ \[\text{ikot-?ikot}\]
\[\text{ikot-?ikotkan}\]
\[\text{di?ikot-?ikotkan}\]
\[\text{bərikot-rikot}\]
\[\text{bərikot-rikottan}\]

As can be seen, prefixes and suffixes are generally not carried along in the reduplicant, implying that the affixes must be excluded from the reduplicative morpheme. In other words, the reduplicant only copies the root. The only exception is in the case of V-initial roots where the final-C of the prefix is copied in the reduplicant. Overcopying of prefix-final C is triggered by the structural constraint ONSET, and this will be pursued in detail in §5.1.5.

The ONSET requirement also drives the process of Glottal Epenthesis in reduplicated forms. Other relevant phonological processes that interact with reduplication are Nasal Coalescence, Vowel Nasalisation, r-Deletion and Vowel Debuccalisation. We shall examine each of these processes as we proceed.

It is apparent that reduplication in Malay is suffixal. A piece of evidence demonstrating that /RED/ is post-positive comes from the phonological behaviour involving the opacity of cross-junctural Nasal Assimilation and Nasal Coalescence, which are driven by the structural constraints ALIGN-NASAL and *NC, respectively.\(^6\)

---

\(^6\) These two processes are very regular at the prefix boundary. See§4.3 and §4.5 for details.
As was demonstrated in §3.3.3, the opacity of Nasal Assimilation and Nasal Coalescence at the suffix boundary is governed by the phonology-morphology interface constraint ALIGN-RIGHT, which requires that the right edge of the stem must coincide with the right edge of a syllable. Obedience to ALIGN-RIGHT compels a violation of ALIGN-NASAL and *NC. The subhierarchical ranking that has been established is ALIGN-RIGHT >> ALIGN-NASAL, *NC. The effects of this ranking in ordinary suffixation are illustrated in the tableau below.

(237)  ALIGN-RIGHT >> ALIGN-NASAL, *NC

<table>
<thead>
<tr>
<th>/padam+kan/</th>
<th>ALIGN-RIGHT</th>
<th>ALIGN-NASAL</th>
<th>*NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. padamkan</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. padañkan</td>
<td>* !</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>c. padañjan</td>
<td>* !</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The failed candidate (237b) undergoes Nasal Assimilation. In the rule-based approach the input nasal segment loses its specified [Place] node by delinking, and a new [Place] node is obtained from the following consonant through spreading. The consequence of feature delinking is a violation of the featural faithfulness constraint IDENT-IO[Place] in (74). A more serious outcome of feature delinking is a fatal violation of ALIGN-RIGHT.

As was noted in Chapter 3, in order for ALIGN-RIGHT to be fully satisfied, all the feature content of the input stem, including the root node, must have a correspondent in the output (i.e. be faithfully parsed) (cf. McCarthy 1993b; Lombardi 1995). The coalesced candidate (237c) also fatally violates ALIGN-RIGHT. The merging of /mk/ into /ŋ/ locates the stem edge inside a syllable, and therefore the candidate in hand is ill-aligned. By treating the reduplicative morpheme RED as a suffix, this straightforwardly explains why the reduplicated form is also opaque to Nasal assimilation and Nasal Coalescence. More evidence demonstrating that /RED/ is indeed suffixal comes from the reduplicative behaviour involving overapplication (see §5.4.1) and normal application (see §5.4.2). The same constraint ranking in (237) is at work here. The interaction of ALIGN-RIGHT >> ALIGN-NASAL, *NC in suffixing reduplication is illustrated in tableau (238). For convenience, the reduplicative morpheme is marked with an underline.

(238)  ALIGN-RIGHT >> ALIGN-NASAL, *NC

<table>
<thead>
<tr>
<th>/pandan+RED/</th>
<th>ALIGN-RIGHT</th>
<th>ALIGN-NASAL</th>
<th>*NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. pandan-pandan</td>
<td>**</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>b. pandam-pandam</td>
<td>* !</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>c. panda-mandan</td>
<td>* !</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

Form (238b), the assimilated candidate, and form (238c), the coalesced candidate are both eliminated by ALIGN-RIGHT, as they are not faithful to the input. By contrast, the underlying segment /ŋ/ in the optimal candidate (238a) is faithfully parsed, and therefore it obeys ALIGN-RIGHT, at the expense of violating the structural constraints ALIGN-NASAL and *NC.

As was commented on in the previous chapter, the opacity of Nasal Assimilation at the suffix juncture is not discussed in Teoh (1994). Farid (1980:13), on the other hand, treats this as an exception, as he notes: ‘Nasals always appear on the surface as homorganic to a
following consonant, except in cases of reduplication, or if the cluster consists of nasal plus suffix-initial consonant [kan]'.

Given an OT account, as demonstrated in tableaux (241) and (238) above, the irregular behaviour of Nasal Assimilation in the suffixed and reduplicated forms is indeed an explainable phenomenon. This regular process does not take place in the optimal output because the candidate in hand is not the candidate best satisfying the constraint hierarchy.

As noted above, prefixes and suffixes are generally not copied in the reduplicant, suggesting that affixes must be excluded from the reduplicative morpheme. The reduplicative suffix only copies the materials in the root.

This reduplicative behaviour closely resembles the pattern of root reduplication in Makassarese (McCarthy & Prince 1994) and verbal reduplication in Axininca Campa (McCarthy & Prince 1993a:Ch.5). The constraint responsible for root reduplication is R=ROOT, which is formally defined in McCarthy and Prince (1994:26) as in (239).

(239)  
R=ROOT

The reduplicant is identical to the root

Constraint (239) demands that every phonological element of the reduplicant have a correspondent in the root, and, equivalently, that every element of the root have a correspondent in the reduplicant. Each element of the reduplicant that is not part of the root, or any element of the root that is not included in the reduplicant constitutes a violation of R=ROOT.

Additionally, I assume that, in order for R=ROOT to be fully satisfied, those correspondent elements must be featurally identical. Each R=ROOT violation can be reckoned separately, and the candidate with the least violations will be preferred, in accordance with the general principle of OT.

In contrast to R=ROOT, a reduplicative constraint MAX-BR demands total copying of the base (e.g. root + (affix)). MAX-BR belongs to the BR-IDENT (BR-Identity) constraint family, and is formalised as follows.

(240)  
MAX-BR

Every segment of the base has a correspondent in the reduplicant

By this constraint, the reduplicant must contain all the phonological elements of the base, namely, the root and the affix elements. Any element of the base left out constitutes a violation of MAX-BR, assessed separately.

Both R=ROOT and MAX-BR determine the segmental make up of the reduplicant. It is obvious that these two constraints conflict with each other, and therefore the satisfaction of one constraint leads to a violation of the other. This suggests that R=ROOT and MAX-BR must be ranked with respect to each other in the constraint hierarchy. In order for R=ROOT to be visibly active, it must dominate MAX-BR, as illustrated in (241).

(241)  
Root copying: R=ROOT >> MAX-BR

<table>
<thead>
<tr>
<th>/di+pukol+RED/</th>
<th>R=ROOT</th>
<th>MAX-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. dipukol-pukol</td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>b. dipukol-dipukol</td>
<td>** !</td>
<td></td>
</tr>
</tbody>
</table>

7 In their analysis of Axininca Campa McCarthy and Prince (1993a) formalise this constraint as R$ROOT - The reduplicant contains only the root.
As shown, the optimal candidate (241a) contains all the elements drawn from the base, as required by MAX-BR, excluding the prefix, in agreement with the higher ranked constraint R=ROOT. Obedience to R=ROOT cannot always be maintained when other phonological constraints come into play in the interaction.

Notice in (236b) above that, when a V-initial root undergoes reduplication, a process of Glottal Epenthesis applies at the base-reduplicant juncture. It is very clear that the insertion of an epenthetic glottal stop in that environment is forced by ONSET, as the language generally disfavours onsetless surface syllables. Word-initial syllables can remain onsetless due to the dominance of ALIGN-LEFT over ONSET.

As shown in the previous chapters, Glottal Epenthesis is the common strategy to avoid an ONSET violation in Malay. In the context of reduplication, the price for such a strategy is a violation of R=ROOT. R=ROOT bars the epenthetic glottal from the reduplicant because it is not part of the root. The crucial ranking here is ONSET >> R=ROOT.

(242) Glottal Epenthesis: ONSET >> R=ROOT

<table>
<thead>
<tr>
<th>/api+RED/</th>
<th>ONSET</th>
<th>R=ROOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. a.pi-a.pi</td>
<td>**!</td>
<td></td>
</tr>
<tr>
<td>b. a.pi-a.pi</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

Candidate (242a) has exact identity between the base root and the reduplicant, and thus it is in agreement with R=ROOT. This exact copying creates a hiatus at the base-reduplicant juncture, and thus ONSET is violated twice. Candidate (242b) only violates ONSET once, at the expense of violating R=ROOT. Since the latter candidate incurs a minimal violation of ONSET, it is the optimal form.

Another strategy to avoid a violation of R=ROOT involves affiliating the epenthetic glottal stop to the base, instead of the reduplicant, as in [a.pi.?a.pi]. This potential candidate seems to be better than (242b), because it satisfies R=ROOT, and still violates ONSET once. However, as I shall show later, this interpretation cannot be maintained, because the candidate in hand fatally violates an undominated constraint in the language.

As mentioned in §2.4, Glottal Epenthesis never applies word-initially, because of the domination of ALIGN-LEFT over ONSET. ALIGN-LEFT demands that the left edge of the morphological word must coincide with the left edge of a syllable. Word-initial epenthesis would separate the morphological word from the beginning of a syllable, a fatal violation of ALIGN-LEFT. Following this the reduplicative morpheme /RED/ must crucially be analysed as a suffix, in order for the interaction ALIGN-LEFT >> ONSET to yield the correct result.

(243) Onsetless syllable word-initially: ALIGN-LEFT >> ONSET

<table>
<thead>
<tr>
<th>/api+RED/</th>
<th>ALIGN-LEFT</th>
<th>ONSET</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ?a.pi-a.pi</td>
<td>*</td>
<td>!</td>
</tr>
<tr>
<td>b. a.pi-a.pi</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

As shown in Chapter 3, the conspiracy to satisfy ONSET (as well as ALIGN-RIGHT) at the suffix boundary is generally resolved by ambiskeletal parsing. Such a parsing, however, is not applicable in reduplication. See §5.4.1.5 below for details.
By contrast, if the reduplicative affix /RED/ is prefixal, the evaluation procedure incorrectly selects a suboptimal candidate *[?a.pi.-?a.pi] as the winner, as the following tableau illustrates.

(244) Glottal Epenthesis word-initially — incorrect result

<table>
<thead>
<tr>
<th>/RED+a.pi/</th>
<th>ALIGN-LEFT</th>
<th>ONSET</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ⚫ *[?a.pi.-?a.pi]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ☺</td>
<td></td>
<td>*!</td>
</tr>
</tbody>
</table>

Both (244a) and (244b) satisfy ALIGN-LEFT, whether the initial syllable contains a syllable onset or not. ALIGN-LEFT is irrelevant to the form of the reduplicant, since all reduplicants are equally well aligned, because the underlying reduplicative morpheme is phonologically unspecified (see McCarthy & Prince 1994:27, 1993a:67). The next ranked constraint ONSET rules out the actual output [a.pi.-?a.pi], indicated by ‘☺’, and selects the incorrect form *[?a.pi.-?a.pi] instead.

Now let us turn to the question of whether the epenthetic glottal should be affiliated to the base (e.g. [a.pi.-a.pi]) or to the reduplicant (e.g. [a.pi.-?a.pi]). These two forms differ significantly, although they are phonetically similar. In [a.pi.-?a.pi] the epenthetic element is outside the reduplicant, and therefore it serves as the last segment of the base, which has no correspondent segment in the reduplicant, a clear violation of MAX-BR.

In contrast, in [a.pi.-?a.pi] the glottal stop lies outside the base root, and thus it functions as the first segment of the reduplicant. This candidate violates R=ROOT, since the glottal stop is not part of the root. As demonstrated in (241) above, however, when R=ROOT conflicts with MAX-BR, the latter has to be sacrificed. This seemingly suggests that the ranking R=ROOT > MAX-BR favours the glottal stop being affiliated to the base.

(245) Glottal Epenthesis: ONSET >> R=ROOT >> MAX-BR

<table>
<thead>
<tr>
<th>/api+RED/</th>
<th>ONSET</th>
<th>R=ROOT</th>
<th>MAX-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. a.pi.-a.pi</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>b. a.pi.-?a.pi</td>
<td>**</td>
<td>*!</td>
<td>*</td>
</tr>
<tr>
<td>c. ⚫ a.pi.-?a.pi</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

As I shall show shortly, this interpretation cannot be maintained, because the affiliation of the glottal stop to the base, as in candidate (245c), has serious consequences on a correspondence constraint ANCHOR, which is formally defined in (246). ALIGN-RIGHT is ineffective here because all the above candidates are well-aligned, as the right edge of the stem coincides with the right edge of a syllable.

(246) {RIGHT, LEFT}-ANCHOR(S₁, S₂) (McCarthy & Prince 1994:8, 1995b:371)

Any element at the designated periphery of S₁(Base) has a correspondent at the designated periphery of S₂(Reduplicant).

Let Edge (X, {L, R}) = the element standing at the Edge = L, R of X.
RIGHT-ANCHOR. If x = Edge (S₁, R) and y = Edge (S₂, R) then xRy.
LEFT-ANCHOR. Likewise, mutatis mutandis.
ANCHOR, as stated above, entails that correspondence preserves alignment in the following sense: (i) ANCHOR-RIGHT: the right peripheral element of Reduplicant corresponds to the right peripheral element of Base, if Reduplicant is to the right of Base (suffixing reduplication). (ii) ANCHOR-LEFT: the left peripheral element of Reduplicant corresponds to the left peripheral element of Base, if Reduplicant is to the left of Base (prefixing reduplication).

I have argued earlier that Malay reduplication is suffixal, and thus ANCHOR-RIGHT is the relevant constraint that governs the correspondence relation between the base and the reduplicant. Similarly to ALIGN-LEFT, this constraint is unviolated, and therefore it is undominated in the constraint hierarchy. Considering all the constraints discussed thus far, the relevant ranking that can be established here is ANCHOR-RIGHT, ALIGN-LEFT >> ONSET >> R=ROOT >> MAX-BR. The effects of this ranking are demonstrated in the following tableau.

(247) ANCHOR-RIGHT, ALIGN-LEFT >> ONSET >> R=ROOT >> MAX-BR

<table>
<thead>
<tr>
<th>/api+RED/</th>
<th>ANCHOR-RIGHT</th>
<th>ALIGN-LEFT</th>
<th>ONSET</th>
<th>R=ROOT</th>
<th>MAX-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. a.pi.-a.pi</td>
<td></td>
<td></td>
<td>**!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ?a.pi.-?a.pi</td>
<td></td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. a.pi.?a.pi</td>
<td>*!</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>d. a.pi.?a.pi</td>
<td></td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Candidate (247c) is ill-anchored, since the right peripheral element of the base (i.e. the epenthetic glottal [?]) does not correspond with the right peripheral element of the reduplicant. Candidate (247d), on the other hand, is well-anchored, as the right peripheral element of the base (i.e. [i]) and the right peripheral element of the reduplicant (i.e. [i]) are in correspondence. Thus, the latter candidate is more harmonic than the former, even though they are phonetically identical.

In sum, Root Reduplication in Malay involves total copying of the root stem governed by a reduplicative constraint R=ROOT. The affixes are excluded under the domination of R=ROOT over MAX-BR. The reduplicative morpheme is treated in the analysis as a suffix, and therefore it is subject to ANCHOR-RIGHT.

R=ROOT, on the other hand, is crucially violated when other phonological constraints come into play. As shown in (242), the demand for a syllable onset necessitated by ONSET compels a violation of R=ROOT. In what follows, we shall observe other regular alternations that affect the reduplicant as the result of interaction in the phonology of the language.

In the present discussion, any distributional requirements which derive from the structural constraints, such as *NC (i.e. Nasal Coalescence), ALIGN-RHOTIC (i.e. r-deletion), *NVORAL (i.e. Vowel Nasalisation), NO-LIGHT[a] (i.e. Vowel Debuccalisation), will be perspicuously dubbed PHONO-CONS (Phonological-Constraint).

As noted in McCarthy and Prince (1995b), phonological alternations and distributional restrictions require a ranking with PHONO-CONS dominating IO-FAITH (IO-Faithfulness), and this defines the phonology of the language at hand. This has been discussed in detail in the previous three chapters, and therefore, for convenience, I will use IO-FAITH as a shorthand for the family of the general constraints that control any relation between the input and the output. Specific constraints of the IO-FAITH family such as MAX-IO, DEP-IO, IDENT-IO[F], etc., will only be mentioned when they become relevant to exposition.
Chapter 5

At the same time, when BR-IDENT (BR-Identity) is also active, its interaction with PHONO-CONS and IO-FAITH will give rise to three types of reduplicative patterns, which are commonly dubbed overapplication, underapplication and normal application (Wilbur 1973; Marantz 1982; Carrier-Duncan 1984; McCarthy & Prince 1995b). The main focus of this chapter is to identify the relevant constraints of the BR-IDENT family, which play crucial roles in deriving the above mentioned reduplicative patterns. Each of these three patterns will be scrutinised in turn below.

5.4.1 Overapplication

Overapplication involves an identity-preserving interaction between phonology and reduplication. A phonological mapping is said to overapply when it introduces, in reduplicative circumstances, a disparity between the output and the lexical stem that is not expected on purely phonological criteria. To put it simply, overapplication refers to the case in which both the base and the reduplicant undergo the same phonological alternation, although the regular triggering condition is found in just one of them.

As mentioned above, in order for phonological alternations and distributional restrictions to be visibly active, PHONO-CONS must outrank IO-FAITH in the hierarchy. At the same time when BR-IDENT is also active, then the phonological effects that occur in the base may be carried over to the reduplicant, or, conversely, the similar effects may be carried over from the reduplicant to the base. This is possible because the form of both is evaluated in parallel. Indeed, even phonological alternations arising from the interaction of the base and the reduplicant may be reduplicated, because of this parallel evaluation (McCarthy & Prince 1995b).

Overapplication effects in reduplication, therefore, can be classified into three subtypes, namely (i) base to reduplicant, (ii) reduplicant to base, and (iii) interactional. All these reduplicative patterns are attested in the language, and I will discuss each of them separately.

5.4.1.1 Overapplication base to reduplicant: Nasal Coalescence

This type of overapplication refers to the case where the target of PHONO-CONS is found in the base, and this phonological effect is then transmitted to the reduplicant in compliance with the BR-IDENT requirement. Before I offer an OT account of how such interaction is derived, consider the examples listed in (248) below.

<table>
<thead>
<tr>
<th>Root</th>
<th>Reduplicated form</th>
<th>Expected form</th>
</tr>
</thead>
<tbody>
<tr>
<td>[pukol] ‘hit’</td>
<td>[māmkol-mākol]</td>
<td>*[māmkol-pukol]</td>
</tr>
<tr>
<td>[pandai] ‘clever’</td>
<td>[māmnādaj-māndaj]</td>
<td>*[māmnādaj-pandaj]</td>
</tr>
<tr>
<td>[tari] ‘dance’</td>
<td>[mānnāri-nāri]</td>
<td>*[mānnāri-tari]</td>
</tr>
<tr>
<td>[tahan] ‘stop’</td>
<td>[mānnāhān-nāhān]</td>
<td>*[mānnāhān-tahan]</td>
</tr>
<tr>
<td>[kutep] ‘pick’</td>
<td>[mānuṭep-ṇuṭep]</td>
<td>*[mānuṭep-kutep]</td>
</tr>
<tr>
<td>[kumpol] ‘gather’</td>
<td>[mānuṭpol-ṇuṭpol]</td>
<td>*[mānuṭpol-kumpol]</td>
</tr>
<tr>
<td>[sikat] ‘comb’</td>
<td>[māṇikat-ṇikat]</td>
<td>*[māṇikat-sikat]</td>
</tr>
<tr>
<td>[suroh] ‘request’</td>
<td>[māṇuṛoh-ṇuṛoh]</td>
<td>*[māṇuṛoh-suroh]</td>
</tr>
</tbody>
</table>

As shown in the above examples, both conjuncts undergo the process of Nasal Coalescence, although its structural description is met only by the leftmost member. As
demonstrated in §4.5, following Pater (1995), Nasal Coalescence is construed in this study as a fusion or merger of the nasal and voiceless obstruent, driven by a PHONO-CONS constraint \(^*\text{NC}\), which militates against the occurrence of nasal/voiceless obstruent sequences. When the two input segments correspond to a single output segment, this effects IO-FAITH, specifically UNIFORMITY-IO — No element of the output has multiple correspondents in the input (McCarthy & Prince 1995b).

Notice that the following vowels are nasalised, and this is phonologically expected because Nasal Coalescence creates the environment for Vowel Nasalisation to apply (see §4.7). In the present discussion, I merely focus on the overapplication of Nasal Coalescence. The overapplication of Vowel Nasalisation will be discussed in detail in the following §5.4.1.3.

Overapplication of Nasal Coalescence is quite common in Austronesian languages. For instance, in Tagalog (Bloomfield 1933; Carrier-Duncan 1984) an underlying form /paŋ+putu/ ‘that used for cutting’ surfaces as [pamu:tul] in the affixed form, and becomes [pamumu:tul] in the reduplicated form.9 In Indonesian (Cohn & McCarthy 1994; McCarthy & Prince 1995b) forms like /məŋ+potoŋ+RED/ ‘cut (intens., repet.)’ and /məŋ+tulis+RED/ ‘write (intens., repet.)’ are realised as [mamotoŋ-motoŋ] and [mənulis-nulis], respectively. Overapplication of Nasal Coalescence in Indonesian is exactly like to that in Malay data displayed in (248).

As suggested in McCarthy and Prince (1995b), the effect of overapplication can be achieved by imposing two types of general ranking hierarchies, namely (i) PHONO-CONS » IO-FAITH » BR-IDENT, and (ii) PHONO-CONS, BR-IDENT » IO-FAITH. The ranking given in (i) also regulates a reduplicative pattern of normal application where both the base and the reduplicant are phonologically well-behaved, as the process applies whenever its environment is satisfied.

Nasal Coalescence (and also Vowel Nasalisation) occurs productively in Malay in cases of both overapplication and normal application. For example, a root [tahan] ‘stop’ is realised as [mənähän-nähän] in the overapplied form, and as [tahan-mənähän] in the normal one (see §5.4.2). It is apparent that to account for the Malay data the general ranking PHONO-CONS >> IO-FAITH >> BR-IDENT is considerably more adequate than PHONO-CONS, BR-IDENT >> IO-FAITH, because the former can take two different reduplicative patterns involving Nasal Coalescence under a single constraint hierarchy (see §5.4.1.3).

Since Root Reduplication in Malay is total, this raises the question of which is the reduplicant and which is the base. For bare root reduplication, I have demonstrated that the reduplicant is indeed a suffix. However, in the case of affixed reduplication in (248), it is not entirely clear whether the reduplicative morpheme is suffixal or prefixal. Therefore, both possibilities must be examined.

Let us first assume that the pattern in (248) has sufffixing reduplication. The underlying representation of the reduplicated form in (248) is then /məŋ+Root+RED/. The root which is adjacent to the nasal prefix becomes the primary target of PHONO-CONS (i.e. Nasal Coalescence). The satisfaction of PHONO-CONS forces a violation of IO-FAITH.

The phonological effect in the base is then transmitted to the reduplicant, in compliance with the demand of BR-IDENT. The alternation performed in the reduplicant crucially violates R=ROOT, since the correspondent segments in the root and the reduplicant are not featurally identical. In order for overapplication to be visibly active, BR-IDENT must outrank R=ROOT.

---

9 In McCarthy and Prince’s (1995) analysis, Nasal Coalescence in Tagalog overapplies, with its effects transmitted from reduplication to base.
The constraint family BR-IDENT contains a set of formal constraints, such as MAX-BR, DEP-BR, IDENT-BR, etc. These constraints are distinct, and therefore they are separately rankable in the hierarchy. As shown in (241), MAX-BR is dominated by R=ROOT, and the effect of this ranking is that affix copying is prohibited.

Under Correspondence Theory, featural identity between base and reduplicant is governed by IDENT-BR[F], which demands that the correspondent segments in the base and the reduplicant be identical for a feature [F]. In the case under discussion, the relevant feature specification at play is [nasal], and the constraint is IDENT-BR[Nasal].

(249) IDENT-BR[Nasal]

The correspondent segments in the base and the reduplicant must have identical values for the feature [nasal].

Obviously, to account for the data in (248) the featural identity constraint in (249) must be ranked above R=ROOT. The ranking of constraints relevant to overapplication of Nasal Coalescence is PHONO-CONS » IO-FAITH » IDENT-BR[Nasal] » R=ROOT » MAX-BR. The effects of this ranking are demonstrated in tableau (250) below.

(250) Overapplication of Nasal Coalescence, assuming RED as a suffix

<table>
<thead>
<tr>
<th>/mәn+tar+RED/</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
<th>IDENT-BR[Nasal]</th>
<th>R=ROOT</th>
<th>MAX-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. mәntar-tar</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>b. mәnari-tar</td>
<td>*</td>
<td>*!</td>
<td></td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>c. mәnari-nar</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>**</td>
</tr>
</tbody>
</table>

Form (250a), the underapplicational candidate, contains a forbidden nasal/voiceless obstruent cluster, and thus PHONO-CONS more specifically of NÇ is fatally violated here. Form (250b), the normal applicational candidate, and form (250c), the overapplicational candidate, tie on PHONO-CONS. They also tie on IO-FAITH, since Nasal Coalescence has applied. Forms (250b) and (250c), therefore, have to be distinguished by IDENT-BR[Nasal], which forces identity between the base and the reduplicant for the feature [nasal], and the victor is the latter.

We now turn to the other possibility, that Malay has prefixing reduplication, arising from an input representation /mәn+RED+Root/. Under this representation, the primary target of PHONO-CONS is the reduplicant. Any phonological process that applies to the reduplicant has no consequence on IO-FAITH. Satisfaction of IDENT-BR[Nasal] is not effective here, since it is ranked lower than IO-FAITH. Thus, a candidate with normal application is incorrectly chosen as the optimal output, as the following tableau demonstrates.

(251) Normal application of Nasal Coalescence, assuming RED as a prefix

<table>
<thead>
<tr>
<th>/mәn+RED+tar/</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
<th>IDENT-BR[Nasal]</th>
<th>R=ROOT</th>
<th>MAX-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. mәntar-tar</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. mәnari-tar</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. mәnari-nar</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
It must be noted that the overapplicational candidate (251c) would emerge as the optimal output, if IO-FAITH and IDENT-BR[Nasal] were reranked as IDENT-BR[Nasal] >> IO-FAITH. This corresponds to the general ranking BR-IDENT, PHONO-CONS >> IO-FAITH, which is also a possible solution for overapplication (McCarthy & Prince 1995b). Under this proposal the constraints in (251) are ranked as follows: IDENT-BR[Nasal], PHONO-CONS >> IO-FAITH >> R=ROOT >> MAX-BR.

(252) Overapplication of Nasal Coalescence, assuming RED as a prefix

<table>
<thead>
<tr>
<th>/mən+RED+tari/</th>
<th>IDENT-BR[Nasal]</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
<th>R=ROOT</th>
<th>MAX-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. montari-tari</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. manari-tari</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. mnari-nari</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

Although the evaluation procedure in (252) yields the correct result, I pointed out earlier that this ranking is less motivated, because it cannot account for the reduplicative pattern of normal application (see §5.4.2). For instance, in forms like [tari-manari] and [pukol-mamukol] the process of Nasal Coalescence only applies when its phonological environment is fully met. If the identity constraint IDENT-BR[Nasal] always takes priority over IO-FAITH, a form with normal application can never be the winner: the evaluation always will favour a candidate with overapplication as an optimal output.

To sum up, the full hierarchy of constraints relevant to the overapplication of Nasal Coalescence from the base to the reduplicant in Malay is PHONO-CONS » IO-FAITH » IDENT-BR[Nasal] » R=ROOT » MAX-BR. Under this ranking, the reduplicative morpheme RED is crucially analysed as a suffix.

5.4.1.2 Overapplication redundant to base: r-Deletion and Vowel Debuccalisation

In this type of overapplication exemplified by pattern in (253), the primary target of PHONO-CONS is found in the reduplicant. Therefore, R=ROOT has to be violated if PHONO-CONS is to be obeyed. When BR-IDENT is also in demand, the phonological effect is carried over to the base. As an illustration, consider the examples given in (253).10

(253) Root Bare form Reduplicated form Expected form
| /ukor/ ‘measure’ | [uko:] | [uko:-?uko:] | *[ukorruko:] |
| /ad3ar/ ‘teach’ | [ad3a:] | [ad3a:-?ad3a:] | *[ad3arrad3a:] |
| /ator/ ‘arrange’ | [ato:] | [ato:-?ato:] | *[atorrato:] |

As discussed in §3.3.2, Johore Malay disallows the segment /r/ from occupying the coda position11 due to the CODA COND constraint ALIGN-RHOTIC, which requires that /r/ must be

---

10 It must be noted that in Farid’s (1976)[1980] transcription there are no compensatory lengthening and epenthetic glottal stop in the reduplicated forms (e.g. [uko-uko], [ato-ato]). I have altered Farid’s transcription in this respect (cf. Teoh 1994). In the present discussion, the effect of compensatory lengthening will be overlooked for reasons of simplicity.

11 As noted, Teoh (1994) considers the rule of r-deletion as optional, whereas Farid (1980) regards it as obligatory. Based on my observation, I agree with Farid in this respect.
the onset of a syllable. The optimal way of avoiding the ALIGN-RHOTIC violation is by segmental deletion.

As far as the satisfaction of ALIGN-RHOTIC is concerned, we expect the deletion of the final */r/ in the rightmost member of the reduplicated forms, that is, the reduplicant. Observe now that the segment */r/ is also deleted in the leftmost member, that is, the base, even though ALIGN-RHOTIC can be spared by ambiskeletal parsing, as predicted by the phonology of suffixation in the language.

Recall that in ordinary suffixation when r-final stems are affixed with V-initial suffixes, the r-segment surfaces as a geminate [rr] triggered by the conspiracy to satisfy ALIGN-RIGHT and ONSET simultaneously. For instance, underlying */ukor+an/ 'measurement' is realised as [u.kor.ran]. If the same strategy were to apply to suffixing reduplication, we would expect the forms with the asterisks as the optimal outputs.

It is clear that the deletion of */r/ in the base is not due to PHONO-CONS (specifically ALIGN-RHOTIC), but is the effect of other formal constraints of the identity constraint family BR-IDENT. Is it due to MAX-BR (240), which demands that every segment of the base must have a correspondent in the reduplicant? If the base were to maintain the */r/ as a geminate [rr] (e.g. *[u.kor.ru.ko:]), this segment would not have any correspondent in the reduplicant, in obvious violation of MAX-BR. In order to eschew the MAX-BR violation, the [r] of the base has to be omitted.

The satisfaction of MAX-BR by deleting the underlying segment of the base compels a violation of IO-FAITH. This violation is not possible when the subranking is IO-FAITH >> MAX-BR. As demonstrated in tableau (241), MAX-BR is a lower-ranked constraint dominated by R=ROOT, and therefore its effects are not significant. Under the general ranking PHONO-CONS >> IO-FAITH >> R=ROOT >> MAX-BR established earlier, the evaluation will favour the candidate with a normal application of r-deletion, an undesired result, as illustrated in the tableau below.

(254) Normal application of r-deletion — incorrect result

<table>
<thead>
<tr>
<th>/ukor-RED/</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
<th>R=ROOT</th>
<th>MAX-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. u.kor.ru.kor</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. *u.kor.ru.ko:</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. uko:.?u.ko:</td>
<td>*!</td>
<td>**</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The overapplication of r-deletion in (254c) spares a MAX-BR violation, but is nonetheless fatal, since it violates the dominant constraint IO-FAITH. This suggests that the overapplication of r-deletion in the base is not the outcome of MAX-BR.

The relevant constraint that springs to mind is ANCHOR (246), particularly ANCHOR-RIGHT\(^{12}\) which demands that the right peripheral edge of the base correspond to the right peripheral edge of the reduplicant. Referring back to the possible candidates in tableau (254), candidates (254a) and (254c) are well-anchored, since the right peripheral elements of the reduplicant and the base are in correspondence. By contrast, candidate (254b) is miss-anchored because the right peripheral element of the reduplicant (i.e. [0]) does not correspond to the right element of the base (i.e. [r]).

\(^{12}\) Another effect of ANCHOR-RIGHT is that it forces r-Deletion to underapply. A reduplicative pattern of underapplication will be pursued in the coming §5.4.3.
Another possible candidate which is also well-anchored but fails to emerge as the optimal output is *\[u.ko:.\ u.ko:\]. This form is ruled out because it disobeys the structural constraint ONSET. The leftmost member is allowed to be onsetless under the domination of ALIGN-LEFT, but not so the rightmost counterpart, which crucially needs an onset.

As shown in (242), in order to eschew the ONSET violation, a glottal stop is inserted between the two conjuncts. I argued in §5.4 that the epenthetic glottal stop must be assigned to the reduplicant, since otherwise the candidate in hand will also violate the undominated constraint ANCHOR-RIGHT, as well as IO-FAITH. The price of affiliating the glottal stop to the reduplicant is a minimal violation of DEP-BR, stated in (255).

(255) \[\text{DEP-BR}\]

Every segment of the reduplicant has a correspondent in the base.

DEP-BR must be ranked below R=ROOT and MAX-BR. In sum, the full hierarchy of constraints relevant to the overapplication of r-deletion from the reduplicant to the base is as follows: ANCHOR-RIGHT, PHONO-CONS >> IO-FAITH >> R=ROOT >> MAX-BR >> DEP-BR.

(256) Overapplication of r-deletion from the reduplicant to the base

<table>
<thead>
<tr>
<th>/\ukor-RED/</th>
<th>ANCHOR-RIGHT</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
<th>R=ROOT</th>
<th>MAX-BR</th>
<th>DEP-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. u.kor.ru.kor</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. u.kor.ru.ko:</td>
<td>*!</td>
<td></td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. u.ko:.\u.ko:</td>
<td></td>
<td>*</td>
<td></td>
<td>**</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note that ANCHOR-RIGHT, PHONO-CONS and IO-FAITH play crucial roles in evaluating the candidates in (256). The other three dominated constraints — R=ROOT, MAX-BR and DEP-BR - do not have any significant effect in the evaluation, and therefore they become irrelevant in the present case. The subranking ANCHOR-RIGHT, PHONO-CONS >> IO-FAITH established in (256) corresponds to the general ranking BR-IDENT, PHONO-CONS >> IO-FAITH, another general schema for deriving an overapplicational effect in reduplication (McCarthy & Prince 1995b).

Another case of overapplication from the reduplicant to the base involves Vowel Debuccalisation, driven by NO-LIGHT[a], which bars a low vowel [a] in a light syllable word finally (see §3.4). The optimal way of eschewing a violation of this PHONO-CONS is by debuccalisation, that delinks the [Place] node of a vowel. The price for feature delinking is a violation of IDENT-IO[Place] (74). The debuccalised vowel surfaces as a schwa in the output, as illustrated in the following examples.

<table>
<thead>
<tr>
<th>(257)</th>
<th>Bare form</th>
<th>Affixed form</th>
<th>Reduplicated form</th>
</tr>
</thead>
<tbody>
<tr>
<td>[duwa] 'two'</td>
<td>[b\duwa?an]</td>
<td>[duwa-duwa]\</td>
<td></td>
</tr>
<tr>
<td>[\lam] 'long (of time)'</td>
<td>[\kalam?\an]</td>
<td>[\lam-\lam]</td>
<td></td>
</tr>
<tr>
<td>[gila] 'mad'</td>
<td>[\gila?\an]</td>
<td>[gila-gila]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[\gila-gila?\an]</td>
<td></td>
</tr>
</tbody>
</table>
Observe that the final low vowel /a/ gets reduced to a schwa in the bare form, but not in the affixed form. This is phonologically expected, and NO-LIGHT[a] is irrelevant in the latter. Let us now turn to the reduplicated forms. As can be seen, the final vowel of the base is realised as either a schwa [ə] or a low vowel [a], depending on the final vowel of the reduplicant. Obviously, the alternation in the base is unrelated to PHON-CONS. Rather, the effect of IDENT-BR[Place] regulates the identity between the correspondent segments in the base and the reduplicant in terms of feature specifications.

In the previous case of overapplication we have observed how the featural identity constraint IDENT-BR[Nasal] plays a crucial role in ensuring that Nasal Coalescence is applicable to both the base and the reduplicant. In the case under discussion, the relevant constraint at work is IDENT-BR[Place], as defined in (258).

\[(258) \quad \text{IDENT-BR[Place]} \]

The correspondent segments in the base and the reduplicant must have identical values for the feature [Place].

Although IDENT-BR[Nasal] and IDENT-BR[Place] belong to the same constraint family, the two types of constraint are distinct, and therefore they are separately rankable in the hierarchy. As shown in (251), IDENT-BR[Nasal] is dominated by both IO-FAITH and PHONO-CONS. However, in this particular case it is crucial that IDENT-BR[Place] must outrank IO-FAITH, as the interaction in tableau (259) illustrates. Otherwise, the evaluation will yield an undesired result, as demonstrated in the next tableau, (260).

\[(259) \quad \text{Overapplication of Vowel Debuccalisation} \]

\[
\begin{array}{|c|c|c|c|}
\hline /gila+RED/ & IDENT-BR[Place] & PHONO-CONS & IO-FAITH \\
\hline a. \quad gila-gila & *! & & \\
\hline b. \quad gila-gila & * & & \\
\hline c. \quad r: r gila-gila & \star & * & \\
\hline
\end{array}
\]

The domination of IDENT-BR[Place] over IO-FAITH forces Vowel Debuccalisation in the base in the optimal candidate (259c). Candidate (259a) is the other good base-reduplicant match, but its phonology is fatally flawed. Candidate (259b) is phonologically well-behaved, except that the consequent lack of IDENT-BR[Place] ensures its elimination in the competition.

Similarly to the case of r-Deletion earlier, overapplication of Vowel Debuccalisation is governed by a general ranking schema BR-IDENT, PHONO-CONS >> IO-FAITH. The other type of general schema — PHONO-CONS >> IO-FAITH >> BR-IDENT — which is employed in the overapplication of Nasal Coalescence, is inapplicable in this particular case, because the ranking in hand yields an incorrect result as (260) shows.

\[(260) \quad \text{Normal application of Vowel Debuccalisation — incorrect result} \]

\[
\begin{array}{|c|c|c|c|}
\hline /gila+RED/ & PHONO-CONS & IO-FAITH & IDENT-BR[Place] \\
\hline a. \quad gila-gila & *! & & \\
\hline b. \quad \star gila-gila & & * & \\
\hline c. \quad gila-gila & & *! & * \\
\hline
\end{array}
\]
5.4.1.3 Interactional overapplication: Vowel Nasalisation

Another type of overapplication effect in reduplication is called interactional overapplication, where the base both triggers and copies the same phonological alternation. As McCarthy and Prince (1995b) point out, this kind of interaction between phonology and reduplication is only possible in a theory with parallel evaluation of fully-formed output structures.

A phonological process that involves interactional overapplication in Johore Malay is Vowel Nasalisation. Before we proceed, let's recall the general behaviour of this process in the phonology of the language. As we know from §4.7 above, vowels are nasalised in Johore Malay when they occur in a post-nasal environment, forced by a structural constraint *NVORAL, which states that in oral vowel cannot occur in post-nasal position. Nasality spreads from left to right, passing across the segments [j, w, h, ?], and across affix boundaries.

(261) Root Bare form Reduplicated form
/uani/ [wanji] [wani-wani] 'fragrant (intensified)'
/hama/ [hamâ] [hamâ-hamâ] 'germ/germs'
/hina/ [hinâ] [hinâ-hinâ] 'to look down upon'
/ugu/ [uñû] [uñû-uñû] 'purple'
/anai/ [anâ] [anâ-anâ] 'termites'
/ina/ [înä] [înä-anä] 'henna'

Observe that the vowel in the first syllable of the base is also nasalised in the reduplicated forms. This is irreconcilable with the context where nasalisation is derived in Malay phonology. In particular, the nasal segment /ñ/ of the base /uani/ spreads its nasality rightward to yield [wanji]. As phonologically expected, nasality spreading then runs across the base-reduplicant juncture to the first syllable of the reduplicant, as in [wani-wani]. However, the occurrence of nasality in the first syllable of the base [wani-wani], is outside the context of nasalisation.

The only possible source of nasality in the above-mentioned environment is the featural identity constraint IDENT-BR[Nasal] in (249), which requires that correspondent segments in the base and the reduplicant have identical values for the feature [nasal]. As can be seen in the above examples, the triggering condition of Vowel Nasalisation is found in the base. Therefore, IO-FAITH has to be violated in order to secure the satisfaction of PHONO-CONS (i.e. *NVORAL). The lower ranked IDENT-BR[Nasal] then plays a decisive role in selecting the optimal form, which inevitably falls to an overapplicational candidate. This interaction gives the following partial constraint hierarchy: PHONO-CONS >> IO-FAITH >> IDENT-BR[Nasal].

Recall that this hierarchical ranking is exactly like the case of overapplication of Nasal Coalescence from the base to the reduplicant discussed in §5.4.1.1 above. The effect of PHONO-CONS >> IO-FAITH >> IDENT-BR[Nasal] in interactional overapplication is demonstrated in the tableau below.

(262) Interactional overapplication of Vowel Nasalisation

<table>
<thead>
<tr>
<th>/uani+RED/</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
<th>IDENT-BR[Nasal]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. wani-wani</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. wani-wani</td>
<td></td>
<td>*</td>
<td>**!</td>
</tr>
<tr>
<td>c. wani-wani</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Candidate (262a) is phonologically defective, as nasality has not spread across the following vowel segments [wa], giving a fatal violation of the higher-ranked PHONO-CONS. Forms (262b), the normal applicational candidate, and (262c), the overapplicational candidate, avoid this violation. They are tied on IO-FAITH violation. The decision then falls to IDENT-BR[Nasal], which selects the candidate with overapplication.

As was noted earlier, the effect of overapplication in reduplication can also be handled by a general ranking hierarchy BR-IDENT, PHONO-CONS >> IO-FAITH. Considering the case under discussion, the precise ranking is IDENT-BR[Nasal], PHONO-CONS >> IO-FAITH. This ranking is employed in McCarthy and Prince’s (1995b) analysis in accounting for the reduplicative pattern described above.\(^{13}\)

Considering exclusively the data given in (261), their analysis gives the right result, regardless of whether reduplication is pre-positive or post-positive, as the following tableaux illustrate.

**Tableau 1**: Overapplication of Vowel Nasalisation, assuming post-positive reduplication

<table>
<thead>
<tr>
<th>/uani+RED/</th>
<th>PHONO-CONS</th>
<th>IDENT-BR[Nasal]</th>
<th>IO-FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. wanĩ-wani</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. wanĩ-wani</td>
<td>**!</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. wanĩ-wani</td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Tableau 2**: Overapplication of Vowel Nasalisation, assuming pre-positive reduplication

<table>
<thead>
<tr>
<th>/RED+uani/</th>
<th>PHONO-CONS</th>
<th>IDENT-BR[Nasal]</th>
<th>IO-FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. wanĩ-wani</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. wanĩ-wani</td>
<td>**!</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. wanĩ-wani</td>
<td>*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Candidates (263a, 264a) and (263c, 264c) have identical reduplicant + base pairs. The former is ruled out for phonological reasons, and therefore a dominant PHONO-CONS cannot be avoided. Candidates (263b, 264b) exemplify normal application, which can never be achieved when IDENT-BR[Nasal] is also dominant. Candidates (263c, 264c) emerge as the winner, where the base takes on the nasality of the reduplicant, despite the fact that the base itself is a main source of that nasality, and vice versa.

Given the facts of Johore Malay, the general ranking PHONO-CONS, BR-IDENT >> IO-FAITH adopted in McCarthy and Prince’s (1995b) analysis is unsatisfactory for the simple reason that the ranking in hand cannot take into account the normal application of Vowel Nasalisation in forms such as [tahan-mañhān] ‘hit (reciprocity)’ and [sajañ-maññān] ‘love (reciprocity)’. These reduplicated forms are phonologically well-behaved.

By contrast, under the general ranking PHONO-CONS >> IO-FAITH >> BR-IDENT, the schema that is adopted in the present study, the phenomena of overapplication and normal application of Vowel Nasalisation can be accounted for satisfactorily. It is apparent that the

\(^{13}\) In their analysis, McCarthy and Prince (1995b) employ a more specific version of the families of constraints PHONO-CONS and IO-FAITH, that is, \( *\text{V}_{\text{oral}}, *\text{V}_{\text{nasal}} \) and IDENT-IO[Nasal]. These constraints are ranked as follows: IDENT-BR[Nasal], \( *\text{V}_{\text{oral}} >> *\text{V}_{\text{nasal}} >> \text{IDENT-IO[Nasal]} \).
present analysis is superior, as it can handle two different types of reduplicative patterns under a single constraint hierarchy. The reduplicative pattern of normal application will be pursued in length in §5.4.2.

5.4.1.4 Previous account: a Global Theoretic approach

As mentioned earlier, the pioneer study of the interaction between phonology and reduplication in Johore Malay was Farid (1976)(1980), and the theoretical framework that underlies his analysis is Wilbur’s (1973) Global Theory. The basic tenet of this theory is that phonology can detect the results of copying, through global rule interaction. Wilbur (1973a:72) states:

As I see it, the solution centers around the necessity for a rule to make use of the information that two segments ($y_1$ and $y_2$) are in a copy relationship to each other (one is the copy of the other) as a result of a morphological rule (Reduplication, Vowel Copy, etc.) ... The phonological rule must be allowed to “look back”, presumably to the morphological component where the copying takes place and determine that two segments are in a copy-original relationship ... If the relationship of the original segment (in $R$, [the base]) and its copy (in $R_r$, [the reduplicant]) can be captured by the term “mate” and represented by a notation such as $X$ and $X'$, then a global condition on a phonological rule which overapplies (regardless of whether it overapplies to $R_o$ [the base] or $R_r$ [the reduplicant]) can be written as:

$$X (and X') \rightarrow Y \text{ if } AXB$$

When a rule fails to apply, it can be formulated:

$$X (and X') \nrightarrow Y \text{ if } X (and X') / A \text{ ___ } B$$

Following the assumption of the standard theory (SPE), Global Theory approaches reduplication as a morphological rule whose application precedes that of the phonological rules. After reduplication has applied, the phonological rules which are assumed to be global scan both the input base and the output reduplicant to check for satisfaction of structural description. Rules can affect both conjuncts, though only one meets the requirement, or rules can demand that both forms meet the structural description. The rules in question are overapplication and underapplication, respectively. Both have identity-preserving effects. Rules can also apply normally, ignoring the identity-preserving relationship, and this is called normal application. The choice between over-, under-, or normal application is built into the statement of each rule, through the stipulation (or not) of the ‘(and $X'$)” codicils (cf. McCarthy & Prince 1995b).

In short, in Global Theory the interaction between phonology and reduplication is controlled by a device called a global rule. The functional motivation for having a global rule is the tendency to maintain the identity of the original stem (the base) and its copy (the reduplicant). This tendency is referred to in Wilbur (1973a:58) as the Identity Constraint: There is a tendency to preserve the identity of $R_o$ and $R_r$ in reduplicated forms.

Farid (1980) argues that the global rule approach offers a more meaningful analysis of the phonologically aberrant behaviour of the root reduplication in Malay than the rule ordering approach or any other devices14 proposed previously. Farid (1980:110) writes:

14 Other logical possible devices that were proposed are (i) positing boundary markers, such as a special reduplication boundary or a word boundary between the two members of a reduplicated form, and (ii) positing an exception feature, so as to allow reduplicated forms to undergo a regular phonological rule, even though they do not satisfy the structural description of that rule. See Farid (1980:102–108) for details.
It appears that the proposed global rule analysis has the potential to handle, with greater insights and generality, all of the cases of apparent 'irregularity' of reduplicated forms in JM (Malay). Following Wilbur's analysis, Reduplication would be considered as a morphological rule whose application preceeds that of the phonological rules ... After Reduplication has applied, the phonological rules would scan their immediate input strings; the rules would then 'look back' through the derivation to see if Reduplication has applied. Just in case it has applied, the rules would affect both the original and the copy, either applying or not applying to both, depending on whether the environment of these rules has been met or not by either member of the doubled forms. The global rule has been formulated by Wilbur (1973:117) as: X (and X') \( \rightarrow \) Y if \( AXB \), which can be interpreted as: X and its mate X' (if there is one) become Y if X (but not necessarily X') is in the environment A___B.

The global rule mentioned in the above summary solely refers to overapplication. Thus, phonological rules such as Nasal Coalescence, r-deletion, Vowel Nasalisation and Vowel Debuccalisation are specified as overapplying rules in the Malay grammar. To illustrate how a global rule works, consider the following examples, which involve the phonological rule of Vowel Debuccalisation that reduces the low final vowel /a/ into a schwa\(^{15}\) in word final position.

(265) /lama/ 'long (of time)' [lam\(\ddot{a}\)]

/kə+lama+an/ 'length of time' [kəlam\(\ddot{a}\)ʔan]
/lama+lama/ 'very long (of time)' [lam\(\ddot{a}\)-lam\(\ddot{a}\)]
/lama+kə+lama+an/ 'as times go by' [lam\(\ddot{a}\)-kəlam\(\ddot{a}\)ʔan]

For the bare root /lama/, Vowel Debuccalisation would predictably apply, since its structural description is met, to derive the surface form [lam\(\ddot{a}\)]. When a suffix /-an/ is added to the root, this destroys the structural description of the rule, and expectedly Vowel Debuccalisation does not apply, giving the output form [kalamaʔan].

In the case of reduplication the rule of Vowel Debuccalisation, assumed to be global, would scan the input representation /lama-lama/, to see whether its environment is satisfied by any member of the two conjuncts. Since the rightmost member satisfies the rule's environment, the rule then applies to both members, regardless of whether or not the other member meets the requirement. This derives the correct output [lam\(\ddot{a}\)-lama].

On the other hand, in the reduplicative input /lama-kə-lama-an/, the environment is not met by either of the members, and therefore the rule will not apply, deriving the correct surface form [lama-kəlamaʔan].

Likewise, in the case of overapplication of Nasal Coalescence, the phonological rule would scan the reduplicative underlying form /m\(\ddot{a}\)-tari-tari/. Since the left conjunct meets the environment, the rule would expectedly apply to both members, to correctly derive [m\(\ddot{a}\)nari-nari]. The same derivation works for overapplication of r-deletion, as well as of Vowel Nasalisation.

Despite the fact that the Global Theoretic account manages to yield a correct result here, there is a major drawback of this approach: it only works for the overapplicational type of reduplicative phonology. For the cases of under- and normal application, which noticeably involve the same phonological rules, namely, r-Deletion, Nasal Coalescence and Vowel Nasalisation, this approach will just not work. Due to these facts, these two reduplicative patterns are disregarded in Farid's (1980) study. Therefore, his analysis on the phonology of Malay reduplication is inadequate observationally, descriptively and explanatorily.

\(^{15}\) In the case under discussion, I focus merely on Vowel Debuccalisation, and the effect of Vowel Nasalisation will be ignored for simplicity.
As demonstrated above, the Global Theoretic approach seemingly works quite well in handling the three types of overapplications discussed thus far. There is another type of overapplication in the language which involves over-copying of a final-prefix C, and we shall explore this next. This reduplicative pattern poses a big problem for the global rule approach because no phonological rule operates here. What actually happens is that an extra segment is copied. The copied segment originates in a morpheme outside the usual domain of reduplication, the root.

5.4.1.5 Over-copying of final-prefix C

Vowel initial roots exhibit another pattern of overapplication, as a consequence of the ONSET requirement. We have observed that Malay generally disfavours an onsetless syllable. A vowel can be onsetless in initial position under the domination of ALIGN-LEFT over ONSET.

Following the assumption that Johore Malay has suffixing reduplication (i.e. /Root+RED/), a base is permitted to be onsetless, but not a reduplicant. The onsetless reduplicant is resolved in two different ways, depending on whether the base is a bare root or an affixed root.

(266) V-initial root reduplication

<table>
<thead>
<tr>
<th>Root</th>
<th>Bare root</th>
<th>Affixed root</th>
</tr>
</thead>
<tbody>
<tr>
<td>/'ada/ 'have'</td>
<td>[ada-?ada]</td>
<td>[məŋada-ŋada]</td>
</tr>
<tr>
<td>/'alu/ 'welcome'</td>
<td>[alu-?alu]</td>
<td>[məŋalu-ŋalukan]</td>
</tr>
<tr>
<td>/'api/ 'fire'</td>
<td>[api-?api]</td>
<td>[barapi-rapi]</td>
</tr>
<tr>
<td>/'ubah/ 'move'</td>
<td>[ubah-?ubah]</td>
<td>[məŋubah-ŋubah]</td>
</tr>
<tr>
<td>/'ulaŋ/ 'repeat'</td>
<td>[ulaŋ-?ulaŋ]</td>
<td>[məŋulaŋ-ŋulaŋ]</td>
</tr>
<tr>
<td>/'ikot/ 'follow'</td>
<td>[ikot-?ikot]</td>
<td>[ikot-ŋikottan]</td>
</tr>
</tbody>
</table>

Observe that in bare root reduplication, the ONSET requirement forces epenthesis of a glottal stop. R=ROOT bars this epenthetic segment from the reduplicant essentially because it is not part of the underlying root. In the case of affixed root reduplication, however, ONSET is satisfied by over-copying the prefix-final C, another instance of R=ROOT violation.

Before I offer an OT solution for the reduplicative patterns in (266), some important remarks with respect to the given data need to be clarified. Farid (1980:99) treats the process of overcopying of the final consonant of the prefix into the reduplicant as optional. He remarks in his footnote that his informant distinguishes the form which does not carry the optional nasal [ŋ] and [r], such as [məŋalu-alukan], [barapi-api], etc., as being more formal. These are the forms written in literary Malay under the Pedoman Umum Bahasa Malaysia (the new spelling system of 1975).
This observation is opposed by Abdullah (1993), who holds that the form with overcopied consonant is the natural pronunciation of Malay. Interestingly, this is the form written under the old spelling system (i.e. Ejaan Sekolah (school spelling)), such as used in Za’ba (1953, 1954).

Another point of disagreement between the data given in (266) and Farid’s (1980) is the occurrence of an epenthetic glottal at the base-reduplicant juncture. In Farid’s (1980) transcription of bare root reduplication both the base and the reduplicant are onsetless, as in [a.lu.-a.lu], [a.pi.-a.pi], etc. Again, this transcription is adopted in the literary Malay.

Contrary to Farid (1980), I affirm that in the variety discussed here, the second conjunct of the reduplicated forms, that is, the reduplicant must begin with a glottal stop. By contrast, the first conjunct, that is, the base, has no epenthetic [], and therefore it remains onsetless in the surface, a clear violation of ONSET (cf. Teoh 1993:87; Abdullah 1993).

To proceed, let us first examine the bare root reduplication, with an epenthetic glottal stop. As we have understood the phonology of Malay, Glottal Epenthesis is an optimal means of resolving an onsetless syllable in the language, except for word initial and root internal positions. It is rejected in these positions to comply with the demands of the undominated constraints ALIGN-LEFT and ROOTCONTIG (see §2.4).

Glottal Epenthesis generally applies to break up an underlying hiatus, which is basically derived from concatenation of morphemes. Interestingly, in the case of reduplication, this rule constantly applies at the base-reduplicant juncture, even though there isn’t any hiatus formed in that environment. This raises the question of why ambiskeletal parsing, a visibly active strategy to eschew the ONSET violation at the suffix boundary, is not applicable in the domain of suffixing reduplication. The answer to this question will be revealed as we proceed.

As demonstrated in (247), the epenthetic glottal must be affiliated to the reduplicant, since otherwise the candidate in hand incurs a fatal violation of ANCHOR-RIGHT (246). This constraint is undominated, and therefore it cannot be violated. The price paid for such an affiliation is a violation of R=ROOT.

Another argument supporting the claim that the epenthetic glottal is crucially part of the reduplicant comes from the interaction of the general ranking PHONO-CONS >> IO-FAITH >> BR-IDENT, which is used to derive an overapplicational effect.

If we assume that the epenthetic segment belongs in the base, IO-FAITH will be violated, specifically DEP-IO, which requires that every segment of the output have a correspondent in the input. On the other hand, if the segment is assigned to the reduplicant, BR-IDENT will be violated, in particular DEP-BR, which requires that every segment of the reduplicant have a correspondent in the base. The relevant PHONO-CONS constraint at work in the epenthesis process is ONSET.

In compliance with the general ranking above, the actual constraints are ranked as follows: ONSET >> DEP-IO >> DEP-BR. The effects of this ranking are shown in the following tableau.

(267) Glottal Epenthesis in the reduplicant

<table>
<thead>
<tr>
<th>/ikot+RED/</th>
<th>ONSET</th>
<th>DEP-IO</th>
<th>DEP-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. i.kot.-i.kot</td>
<td>**!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. i.kot.-i.kot</td>
<td>*</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. i.kot.-i.kot</td>
<td>*</td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>
Note that the representations in (267b) and (267c) differ significantly, even though they are phonetically similar. In the latter, the epenthetic element is outside the reduplicant, and therefore it is not morphologically affiliated with RED. Therefore, it serves as the last segment of the base, which has no correspondent segment in the root, a fatal violation of DEP-IO. It also fails the undominated constraint ANCHOR-RIGHT (246), since the right peripheral segment [t] of the reduplicant does not correspond to the right peripheral segment [?] of the base.

In the optimal candidate (267b), the glottal stop is affiliated to the morpheme RED. Since this segment has no correspondent in the base, a violation of DEP-BR is incurred. This violation, however, is irrelevant because DEP-BR is lower-ranked in the hierarchy.

Another possible candidate that should be considered is *[i.kot.i.kot], in which the base-final consonant is resyllabified into the following syllable in the reduplicant. This candidate spares DEP-IO and DEP-BR, since there is no epenthesis involved, and violates ONSET only once. Thus, given the ranking in (267), it would be the most harmonic candidate. However, this is not the correct surface form, and therefore there must be a higher-ranked constraint that plays a crucial role in ruling it out.

The relevant constraint is ALIGN-RIGHT (125), which prohibits cross-junctural syllabification at the suffix boundary. ALIGN-RIGHT requires that the stem end exactly at a syllable edge. ALIGN-RIGHT and ONSET do not conflict, and so they don’t have to be ranked with respect to each other.

\begin{equation}
\text{(268) ALIGN-RIGHT, ONSET \textgreater\textgreater DEP-IO \textgreater\textgreater DEP-BR}
\end{equation}

\begin{tabular}{|c|c|c|c|}
\hline
\text{/ikot+RED/} & \text{ALIGN-RIGHT} & \text{ONSET} & \text{DEP-IO} & \text{DEP-BR} \\
\hline
a. \text{i.kot.i.kot} & \text{**}! & & & \\
\hline
b. \text{i.ko.ti.kot} & \text{!} & \text{*} & & \\
\hline
c. \text{\textless i.kot.?i.kot} & \text{!} & \text{*} & & \\
\hline
d. \text{i.kot.?i.kot} & \text{!} & \text{*} & \text{!*} & \\
\hline
\end{tabular}

In (268), the right edge of the stem is indicated by ‘|’, and the syllable boundaries are marked by a full stop ‘.’. In order for ALIGN-RIGHT to be fully satisfied, the right edge of the stem, that is, the stem-final segment, must coincide exactly with a syllable edge. Candidates (268a), (268c) and (268d) obey this requirement. By contrast, the potential candidate (268b) is mis-aligned, because the stem-final segment lies within a syllable.

Furthermore, there is a major flaw in (268b) with respect to identity of prosodic structure. Under the faithfulness and identity constraints discussed so far, we primarily focus on segments and features. It is argued in McCarthy and Prince (1995b) that constraints on correspondents also regulate the relation of such prosodic structure as mora, foot and syllable. Prosodic faithfulness or identity requires correspondent segments to have identical prosodic roles.

For the case under discussion, the relevant prosodic structure is the syllable, and this is controlled by a formal constraint MAX-BR\textSUBSYLLABLE, which demands that correspondent segments in the base and the reduplicant must have identical syllabic roles. This reformulates the earlier syllable structure constraint called STROLE — A segment in R and its correspondent in B must have identical syllabic roles- introduced in McCarthy and Prince (1993a:Ch.7 and
1994). For consonants, the usual syllabic roles are onset and coda. Candidate (268b) disobeys this requirement since the segment /l/ plays two different roles in the representation, as an onset in the base, but as a coda in the reduplicant.

Note that a form such as *[i.kot.-kot] is also possible, where a violation of ONSET is spared by duplicating only the second syllable. This candidate and the optimal one [i.kot.-?i.kot] in (268c) both violate R=ROOT equally. They are then distinguished by the identity constraints MAX-BR (240), which is compelled by the failed candidate *[i.kot.-kot], and DEP-BR (255), which is violated by the optimal candidate [i.kot.-?i.kot]. In order for the latter to emerge as the winner, obviously DEP-BR must be ranked lower than MAX-BR in the hierarchy.

(269) ALIGN-RIGHT, ONSET >> DEP-IO >> R=ROOT >> MAX-BR >> DEP-BR

<table>
<thead>
<tr>
<th>/i.kot+RED/</th>
<th>ALIGN-RIGHT</th>
<th>ONSET</th>
<th>DEP-IO</th>
<th>R=ROOT</th>
<th>MAX-BR</th>
<th>DEP-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. i.kot.-i.kot</td>
<td><strong>!</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. i.kot.t-i.kot</td>
<td>*!</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. ?i.kot.-?i.kot</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>!</td>
</tr>
<tr>
<td>d. i.kot.-kot</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>!</td>
</tr>
<tr>
<td>e. i.kot.-i.kot</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>!</td>
</tr>
</tbody>
</table>

Thus far we haven’t considered a candidate that has a geminate, such as *[i.kot.t-i.kot]. In the ordinary suffixation, the occurrence of geminate consonants at the suffix boundary is triggered by the conspiracy to satisfy ALIGN-RIGHT and ONSET (see §3.2). Recall that the price for gemination is a violation of INTEGRITY-X (30), which militates against structure with multiple association.

Interestingly, in suffixational reduplication gemination is permitted in the reduplicant but not in the base. Thus, from the underlying form /i.kot+RED+an/, the correct surface output will be [i.kot.-?i.kot.tan], and not *[i.kot.t-i.kot.tan]. Observe that the failed candidate *[i.kot.t-i.kot.tan] satisfies MAX-BR and DEP-BR, respectively, and yet it is not optimal. To account for this, we need to have two distinct and separately rankable INTEGRITY-X constraints as in (270).

(270) a. INTEGRITY-IO\(_X\)

No element of the input has multiple X correspondents in the output

b. INTEGRITY-BR\(_X\)

No element of the base has multiple X correspondents in the reduplicant

Under the general ranking PHONO-CONS >> IO-FAITH >> BR-IDENT adopted thus far, the faithfulness constraint (270a) has to dominate the identity constraint (270b). The tableau in (271) illustrates this effect.

16 Seeing onset and coda as syllabic roles does not presume the existence of Onset and Coda constituents. The onset and coda roles can be read of syllabic structure without recognising labeled Onset and Coda constituents (McCarthy & Prince 1994:34)
The phonology-morphology interface in reduplication

(271) \( \text{ONSET} \gg \text{INTEGRITY-IO}_x \gg \text{INTEGRITY-BR}_x \)

<table>
<thead>
<tr>
<th>/ikoHRED+an/</th>
<th>ONSET</th>
<th>INTEGRITY-IO(_x)</th>
<th>INTEGRITY-BR(_x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. i.kot.i.ko.tan</td>
<td>**!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. i.kot.ti.ko.tan</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>
| c. i.kot.ʔi.ko.tan | * | | *

Note that the optimal candidate (271c) is well-anchored, since the right peripheral segment of the base corresponds to the right peripheral segment of the reduplicant. It is crucially assumed that ANCHOR-RIGHT is fully satisfied, as long as the two segments are in correspondence, and it does not matter whether the correspondence relation between base and reduplicant is represented by a single [t] or by a geminate [tt]. The relevant constraint that is violated here is INTEGRITY-BR\(_x\).

In sum, in the bare V-initial root reduplication, the requirement for ONSET in the reduplicant is achieved by Glottal Epenthesis, at the expense of violating R=ROOT and two other formal constraints that belong to the BR-IDENT constraint family, namely DEP-BR and INTEGRITY-BR\(_x\). All other possible candidates are ruled out, as they compel violations of the higher-ranked constraints, such as ALIGN-RIGHT, ONSET, and the formal constraints of the IO-FAITH family, such as IDENT-IO and INTEGRITY-IO\(_x\).

We now move to the prefixed V-initial root reduplication, where the candidate with the epenthetic glottal stop does not emerge as the optimal output. As shown in the examples given in (266), there is another means of resolving the ONSET requirement in the reduplicant, that is, by over-copying the final consonant of the prefix. Since this segment is not part of the underlying root, R=ROOT is surely violated. If that is the case, what makes the candidate with prefix-final C over-copying (e.g. \[m\#IJikot-ʔikot\]) more harmonic than the one with the epenthetic glottal stop (e.g. *\[m\#IJikot-ʔikot\])?

Considering the constraints discussed thus far, neither candidate will be more harmonic than the other. Both violate and satisfy the available constraints equally, i.e. are completely in a tie position, assuming that [ʔ] or [ŋ] in the reduplicant corresponds to [ŋ] in the base.

(272) Underlying form /m\#IJikot+RED/ 'follow (intensity, repetition)'

<table>
<thead>
<tr>
<th>Constraint evaluation</th>
<th>*[m#Jikot-ʔikot]</th>
<th>[m#Jikot-ʔikot]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ONSET</td>
<td>no violation</td>
<td>no violation</td>
</tr>
<tr>
<td>ALIGN-RIGHT</td>
<td>no violation</td>
<td>no violation</td>
</tr>
<tr>
<td>ANCHOR-RIGHT</td>
<td>no violation</td>
<td>no violation</td>
</tr>
<tr>
<td>IO-FAITH</td>
<td>no violation</td>
<td>no violation</td>
</tr>
<tr>
<td>R=ROOT</td>
<td>violation</td>
<td>violation</td>
</tr>
<tr>
<td>MAX-BR</td>
<td>violation</td>
<td>violation</td>
</tr>
<tr>
<td>DEP-BR</td>
<td>no violation</td>
<td>no violation</td>
</tr>
</tbody>
</table>

In the overapplication case involving Nasal Coalescence (§5.4.1.1) and Vowel Nasalisation (§5.4.1.3), we have observed that IDENT-BR[\([\text{Nasal}]\) plays a crucial role in determining the optimal candidate. This constraint demands that the correspondent segments in the base and the reduplicant be identical in the value of the feature [nasal], and is ranked above R=ROOT. It seems that IDENT-BR[\([\text{Nasal}]\ is relevant here, in eliminating the sub-optimal candidate *\[m\#Ji.kot.-ʔi.kot\], since the correspondent segments [ŋ] and [ʔ] are featurally dissimilar.
Note that the form \[\text{ba} \cdot \text{ri} \cdot \text{ko} \cdot \text{t} \cdot \text{-ri} \cdot \text{ko} \cdot \text{t}\] is also the outcome of prefix-final C overcopying triggered by ONSET. Obviously, the choice between the optimal form \[\text{ba} \cdot \text{ri} \cdot \text{ko} \cdot \text{t} \cdot \text{-ri} \cdot \text{ko} \cdot \text{t}\] and the suboptimal form \[^{\text{b}}\text{a} \cdot \text{ri} \cdot \text{ko} \cdot \text{t} \cdot \text{-i} \cdot \text{ko} \cdot \text{t}\] cannot be distinguished by IDENTITY-BR[Nasal], since there is no nasal segment involved here. A more general constraint that can capture the overcopying of prefix-final C is simply IDENTITY-BR[F], which requires that reduplicant correspondents of a base \([\gamma F]\) segments are also \([\gamma F]\). This constraint guarantees a perfect copy of the C-segment.

Another possible candidate \[^{\text{m}}\text{a} \cdot \text{ni} \cdot \text{ko} \cdot \text{t} \cdot \text{-kot}\] (or \[^{\text{b}}\text{a} \cdot \text{ri} \cdot \text{ko} \cdot \text{t} \cdot \text{-kot}\]) avoids a violation of IDENTITY-BR[F], but is less harmonic, as it contains more violations of MAX-BR. The complete ranking of constraints is as follows: ANCHOR-RIGHT, ONSET, ALIGN-RIGHT >> IO-FAITH >> IDENTITY-BR[F] >> R=ROOT >> MAX-BR. The effects of this ranking are demonstrated in tableau (273) below.

(273) Overcopying of prefix-final C

<table>
<thead>
<tr>
<th>/\text{ma} \cdot \text{ni} \cdot \text{ko} \cdot \text{t} \cdot \text{+RED}/</th>
<th>ONSET, ANCHOR-RIGHT, ALIGN-RIGHT</th>
<th>IO-FAITH</th>
<th>IDENTITY-BR[F]</th>
<th>R=ROOT</th>
<th>MAX-BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. m\text{a} \cdot \text{ni} \cdot \text{ko} \cdot \text{t} \cdot \text{-i} \cdot \text{ko} \cdot \text{t}</td>
<td>ONSET *!</td>
<td></td>
<td></td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>b. m\text{a} \cdot \text{ni} \cdot \text{ko} \cdot \text{t} \cdot \text{-i} \cdot \text{ko} \cdot \text{t}</td>
<td>ALIGN-RIGHT *!</td>
<td></td>
<td></td>
<td></td>
<td>***</td>
</tr>
<tr>
<td>c. m\text{a} \cdot \text{ni} \cdot \text{ko} \cdot \text{t} \cdot \text{-i} \cdot \text{ko} \cdot \text{t}</td>
<td>ANCHOR-RIGHT *!</td>
<td></td>
<td></td>
<td></td>
<td>****</td>
</tr>
<tr>
<td>d. m\text{a} \cdot \text{ni} \cdot \text{ko} \cdot \text{t} \cdot \text{-i} \cdot \text{ko} \cdot \text{t}</td>
<td></td>
<td>*!</td>
<td>*</td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>e. m\text{a} \cdot \text{ni} \cdot \text{ko} \cdot \text{t} \cdot \text{-ko} \cdot \text{t}</td>
<td></td>
<td></td>
<td>*</td>
<td>****</td>
<td></td>
</tr>
<tr>
<td>f. m\text{a} \cdot \text{ni} \cdot \text{ko} \cdot \text{-ko} \cdot \text{t}</td>
<td></td>
<td></td>
<td>*</td>
<td>**</td>
<td></td>
</tr>
</tbody>
</table>

In sum, overcopying of prefix-final C is triggered by the syllable structure constraint ONSET, which requires that every syllable must have an onset. At the same time, the reduplicative identity constraints, such as IDENTITY-BR[F] and MAX-BR, which demand the reduplicant to be as closed as possible to the base, are also at play. To conform with these demands, the choice inevitably falls to the candidate that undergoes overcopying.

Overcopying of prefix-final C in V-initial root reduplication is common cross-linguistically. For example, in Tagalog (Carrier-Duncan 1984; Marantz 1982, 1987), when the reduplicative morpheme RED is preceded by a C-final Prefix, as in \(/\text{na} \cdot \text{aj} \cdot \text{+RED} \cdot \text{isda}/\), the preceding \(/\text{n}/\) surfaces in both conjuncts as \(/\text{na} \cdot \text{ni} \cdot \text{jisda}/\), and not as \(^{\text{b}}\text{n} \cdot \text{a} \cdot \text{ji} \cdot \text{isda}/\). A similar state of affairs occurs in Chumash (Applegate (1976), quoted from McCarthy and Prince 1995b), where an underlying form \(/\text{s} \cdot \text{a} \cdot \text{RED} \cdot \text{ikuk}/\) surfaces in the reduplicated form as \(/\text{sik-sikuk}/\), and not as the expected \(^{\text{b}}\text{s} \cdot \text{i} \cdot \text{ikuk}/\).

Let us now see how this generalisation is captured in the rule-based approach of Global Theory. As we have seen earlier, overapplication is controlled by a device called a global rule, which is motivated by the Identity Constraint. The phonological rule that has been specified as a global rule has the power 'to look back' through the derivation, after reduplication has applied, searching for the structural description. The rule would affect both the base and the reduplicant, even though the environment of this rule is met by only one of the members.
Considering the case under discussion, this approach will not work, for one simple reason. The occurrence of prefix-final C in the reduplicant is not the effect of any phonological rule, and therefore the notion of global rule is irrelevant in this context. Although the process of building syllable structure, e.g. the onset, does involve a phonological operation, this is not explicitly formalised as a phonological rule in the Global Theory approach.

Since there is no phonological rule that can be considered a global rule, Farid (1980:111) suggests that the global condition is manipulated by the morphological rule of reduplication. In his footnote 21, he states that:

It appears that there is also a necessity to make reduplication global in order to handle vowel-initial stems ... as opposed to voiceless consonant-initial stems. With reduplication being global, it would then have the power to copy the stem with or without the final nasal of the prefix. In order to determine whether copying of the final nasal of the prefix is obligatory or optional, reduplication has to look back in the derivation to see if the input string has undergone VO-Deletion [Nasal Coalescence]. Just in case it has, reduplication would then obligatorily copy the final nasal of the prefix before the rightmost member of the doubled stems, and Nasal Assimilation and VO-Deletion would apply regularly to both members [i.e. [mamukol-mukol]]. On the other hand, if the input string contains a stem which does not undergo VO-Deletion [in this case, vowel-initial stems] Reduplication may only optionally copy the final nasal of the prefix before the rightmost member. Incidentally, by allowing a morphological rule like Reduplication to be global, the operation of global conditions would become more general in that they could be used to govern not only the operation of phonological processes, but also morphological processes. (The bracket is mine)

However the operation of global rules in reduplication seems to be too powerful because the derivation would then generate an ungrammatical surface form, as we will see shortly.

As suggested in Farid (1980), following Wilbur (1973), the functional motivation of having a global rule is the tendency to maintain the identity of the original stem and its copy — which Wilbur terms the Identity Constraint. The global operation of Nasal Coalescence does seem to be functionally motivated in this respect. This rule causes a significant change in the stem, as in /məŋ+tari/ becoming [mənari], and this modification would then have to be carried over to the other member [mənari-nari], in order to preserve identity between the two forms. In other words, the overapplication of Nasal Coalescence is triggered by the Identity Constraint.

The question is, does the operation of the global rule in reduplication have a similar functional motivation? Unfortunately, the answer is no. For instance, in the reduplicative input /məŋ+alu+alu/ 'to welcome with intensity', it is argued that, by being global, the process of reduplication has the power to look back and copy the final nasal of the prefix, to derive the optional surface form [mənalu-ŋalu].

Farid (1980:111) noted that whether the surface output is [məŋalu-alu] or [məŋalu-ŋalu], in either form, the identity of both members would be maintained, or partially maintained. This observation is oversimplified, because with such a power the reduplication process could also copy the whole prefix, to derive the surface form *[məŋalu-məŋalu]. As far as the Identity Constraint is concerned, this form is far better, because the identity of both members is fully maintained, whereas in [məŋalu-ŋalu] it is partially maintained. Unfortunately, *[məŋalu-məŋalu] is not the correct surface form.

To sum up, the extension of global rules to the morphological process of reduplication does not prove to be functionally motivated, especially with respect to the Identity Constraint, the tendency to maintain the identity of the original stem and its copy. If this constraint is satisfied, the derivation will end in an ungrammatical output.
5.4.2 Normal application: Nasal Harmony

As was commented in Chapter 1, the reduplicative pattern of normal application was not explored in Farid's work (1980), despite the fact that it is widely used in the morphology of the language (cf. Asmah 1975; Abdullah 1974). Normal application contradicts the assumption of identity preservation, as both the base and the reduplicant go separate ways phonologically, without regard for the identity linkage between them.17

The phenomenon of normal application becomes more problematic when it involves a phonological process that also occurs in the reduplicative pattern of overapplication. This is exactly the situation in Malay where phonological processes like Nasal Coalescence and Vowel Nasalisation are visibly active in both over- and normal application.

In (274) I display some relevant examples, with the root in the first column, overapplication in the second column and normal application in the third column. Semantically, normal application denotes the meaning of reciprocity, whereas overapplication connotes the meaning of intensity or repetition.

(274) Root Overapplication Normal application

<table>
<thead>
<tr>
<th>Root</th>
<th>Overapplication</th>
<th>Normal application</th>
</tr>
</thead>
<tbody>
<tr>
<td>[tahan] 'stop'</td>
<td>[mānāhān-nāhān]</td>
<td>[tahan-mānāhān]</td>
</tr>
<tr>
<td>[kajoh] 'paddle'</td>
<td>[mānājōh-ŋājōh]</td>
<td>[kajoh-mānājōh]</td>
</tr>
<tr>
<td>[suwap] 'feed'</td>
<td>[mānūvāp-ŋūvāp]</td>
<td>[suwap-mānūvāp]</td>
</tr>
<tr>
<td>[pahat] 'chisel'</td>
<td>[māmāhāt-māhāt]</td>
<td>[pahat-māmāhāt]</td>
</tr>
</tbody>
</table>

Note that in the forms in the third column the processes of Nasal Coalescence and Vowel Nasalisation only apply to the rightmost members, as their structural descriptions are only met there. Unlike the forms in the second column, these phonological modifications are not transmitted to the other members, a clear case of disobedience of BR-IDENT.

As in the Johore Malay case, Nasal Coalescence (i.e. Nasal Substitution) in Indonesian Malay (Cohn & McCarthy 1994; McCarthy & Prince 1995b) can be over- and normally applied in the morphological domain of reduplication. McCarthy and Prince (1995b) point out that the nasal-coalescence-triggering prefix /māN-1 can either precede the reduplicative conjunct, as in (275a), or fall between the two conjuncts, as in (275b), denoting a difference in meaning. Overapplication prevails when /māN-1 is preposed, and normal application when /māN-1 is interposed, as the following examples show.

(275) Overapplication and normal application in Indonesian

(McCarthy & Prince 1995)

a. Preposed Prefix. /māN-B-R/ — overapplication

<table>
<thead>
<tr>
<th>Root</th>
<th>Overapplication</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>potoj</td>
<td>mamotoj-motoj</td>
<td>'cut (intens., repet.)'</td>
</tr>
<tr>
<td>tulis</td>
<td>mānulis-nulis</td>
<td>'write (intens., repet.)'</td>
</tr>
</tbody>
</table>

b. Interposed Prefix. /B-māN-R/ — normal application

<table>
<thead>
<tr>
<th>Root</th>
<th>Overapplication</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>pukul</td>
<td>pukul-mamukul</td>
<td>'hit (recip.)'</td>
</tr>
<tr>
<td>tari</td>
<td>tari-mānari</td>
<td>'dance (recip.)'</td>
</tr>
</tbody>
</table>

17 It must be noted that the term 'normal application' employed here does not imply that this pattern is prevalent in languages. Rather, it suggests that this form is well-behaved phonologically, as if the base and the reduplicant were two completely independent entities.
McCarthy and Prince (1995b) account for overapplication and normal application of Nasal Coalescence in Indonesian by proposing a schematic ranking PHONO-CONS >> IO-FAITH >> BR-IDENT. Overapplication is illustrated in tableau (276), while normal application is shown in tableau (277).

(276) Overapplication in Indonesian Nasal Coalescence (preposed prefix)

<table>
<thead>
<tr>
<th>/məŋ+tolis+RED/</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
<th>BR-IDENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. məntulis-tulis</td>
<td>⬠</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ʃ mənulis-nulis</td>
<td>⬠</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. mənulis-tulis</td>
<td>⬠</td>
<td></td>
<td>⬠</td>
</tr>
</tbody>
</table>

(277) Normal application in Indonesian Nasal Coalescence (interposed prefix)

<table>
<thead>
<tr>
<th>/tari+məŋ+RED/</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
<th>BR-IDENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. tari-məntari</td>
<td>⬠</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. nari-mənari</td>
<td>⬠</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. ʃ tari-mənari</td>
<td></td>
<td></td>
<td>⬠</td>
</tr>
</tbody>
</table>

Note that this ranking is precisely the system that has been employed to account for all the three types of overapplications discussed earlier. Recall that the overapplication effects of Nasal Coalescence (§S.4.1.1) and Vowel Nasalisation (§S.4.1.3) are controlled by the same sub-hierarchical ranking, that is, PHONO-CONS >> IO-FAITH >> IDENT-BR[Nasal]. This is not surprising because the two processes are closely related to each other.

As shown in §4.7, Nasal Coalescence and Vowel Nasalisation demonstrate a feeding order relationship in the terminology of the rule-based approach. The application of Nasal Coalescence triggers the spreading of nasality progressively to the following vowels, penetrating the laryngeal consonants [h, ?], until it is blocked by an oral consonant. For convenience, in this section I use the general term Nasal Harmony to refer to these two processes.

Following McCarthy and Prince’s (1995b) analysis of Indonesian, I crucially assume that the nasal-coalescence-triggering prefix /məŋ/ in Malay can be either a preposed prefix or an interposed prefix, denoting a difference in meaning. In the former the prefix /məŋ/ precedes the root and the reduplicative morpheme RED (i.e. /məŋ+ tahan+RED/ ‘to stop repeatedly or intensively’), and this gives rise to a reduplicative pattern of overapplication. In the latter, the prefix falls between the Root and the morpheme RED (i.e. /tahan+məŋ+RED/ ‘to stop reciprocally’) to yield a normal applicational effect.

In the case of overapplication, as demonstrated in §S.4.1.1 and §S.4.1.3, the primary target of PHONO-CONS is the base. Thus, IO-FAITH has to be violated while PHONO-CONS is satisfied. The phonological effect in the base is then transmitted to the reduplicant due to the demand of the base-reduplicant identity constraint IDENT-BR[Nasal].

---

18 In McCarthy and Prince’s (1995b) analysis of Indonesian they only focus on the overapplication and normal application of Nasal Coalescence. The effect of Vowel Nasalisation on these two reduplicative patterns has not been previously explored.
Overapplication in Malay Nasal Harmony

(278) Overapplication in Malay Nasal Harmony

<table>
<thead>
<tr>
<th>/məŋ+tahan+RED/</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
<th>IDENT-BR[Nasal]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. məntahan-tahan</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. mənāhān-nāhān</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. mənāhān-tahan</td>
<td>*</td>
<td>***!</td>
<td></td>
</tr>
</tbody>
</table>

As I have pointed out in the earlier discussion, there is a significant distinction between the evaluation of the faithfulness constraint IO-F AITH and the evaluation of the reduplicative constraint IDENT. The former is evaluated categorically, while the latter is evaluated gradiently.

However, in the case of normal application, it is the reduplicant that constitutes the focus of the operation. Any phonological modification of the reduplicant is not counted as an IO-FAITH violation, which is therefore vacuously satisfied. However, obedience to IDENT-BR[Nasal] by the base compels an IO-FAITH violation. This is fatal, because IO-FAITH dominates IDENT-BR[Nasal] (see 262). The following tableau demonstrates this fact:

(279) Normal application in Malay Nasal Harmony

<table>
<thead>
<tr>
<th>/tahan+məŋ+RED/</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
<th>IDENT-BR[Nasal]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. tahan-məntahan</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. tahan-mənāhān</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. nāhān-mənāhān</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
</tbody>
</table>

In sum, the interaction of the phonological process of Nasal Harmony and reduplication demonstrates two different patterns of reduplicative phonology, namely over- and normal application. Both are jointly controlled by the general ranking PHONO-CONS >> IO-FAITH >> IDENT-BR[Nasal].

It must be noted that, under this constraint hierarchy, a normal applicational effect can only be captured if the reduplicative morpheme RED is analysed as a suffix. Otherwise, the evaluation procedure will select an overapplied candidate as optimal, an undesired result, as tableau (280) shows.

(280) Pre-positive Reduplication — incorrect result

<table>
<thead>
<tr>
<th>/RED+məŋ+tahan/</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
<th>IDENT-BR[Nasal]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. tahan-məntahan</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. tahan-mənāhān</td>
<td></td>
<td>*</td>
<td>*!</td>
</tr>
<tr>
<td>c. *nāhān-mənāhān</td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

The candidate with normal application (280b) cannot emerge as the optimal output when the target of PHONO-CONS is the base, because IO-FAITH has to be violated anyway. Reduplication is then called on to copy it, even with the low-ranking IDENT-BR[Nasal]. Thus, the overapplied candidate (280c) will always be favoured.
As was mentioned in §5.4.1.3, McCarthy and Prince (1995b) employ a general ranking PHONO-CONS, BR-IDENT >> IO-FAITH to account for overapplication of Vowel Nasalisation in Malay. This ranking has to be discarded because, while it works for overapplication, it totally fails for normal application, as we shall see shortly.

Let us first observe how the ranking PHONO-CONS, BR-IDENT >> IO-FAITH drives overapplication. Since IO-FAITH is in the lowest position under this hierarchical ranking, its effect is not so significant. Whether it is satisfied or not, the decision is always resolved by the high-ranked IDENT-BR[Nasal]. In this case, which form constitutes the target of PHONO-CONS is irrelevant. Therefore, whether the reduplicative morpheme RED is pre-positive or post-positive, the evaluation will always yield the correct result, as shown in (281) and (282) below.

(281) Overapplication of Nasal Harmony, assuming post-positive Reduplication

<table>
<thead>
<tr>
<th>/məŋ+tahan+RED/</th>
<th>PHONO-CONS</th>
<th>IDENT-BR(Nasal)</th>
<th>IO-FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. məntahan-tahan</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. mənəhən-tahan</td>
<td>*!</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. mənəhən-nəhən</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(282) Overapplication of Nasal Harmony, assuming pre-positive Reduplication

<table>
<thead>
<tr>
<th>/məŋ+RED+tahan/</th>
<th>PHONO-CONS</th>
<th>IDENT-BR(Nasal)</th>
<th>IO-FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. məntahan-tahan</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. mənəhən-tahan</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. mənəhən-nəhən</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This ranking, however, is unsuccessful in accounting for the effect of normal application. Whether the RED morpheme is pre-positive or post-positive, the in fact sub-optimal overapplicational candidate *[nəhən-mənəhən] inevitably emerges as the winner, as illustrated in tableaux (283) and (284).

(283) Pre-positive Reduplication — incorrect result

<table>
<thead>
<tr>
<th>/RED+məŋ+tahan/</th>
<th>PHONO-CONS</th>
<th>IDENT-BR(Nasal)</th>
<th>IO-FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. tahan-məntahan</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. tahan-mənəhən</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. *nəhən-mənəhən</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Post-positive Reduplication — incorrect result

<table>
<thead>
<tr>
<th>/tahan+maŋ+RED/</th>
<th>PHONO-CONS</th>
<th>IDENT-BR[Nasal]</th>
<th>IO-FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. tahan-məntahan</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. tahan-mənāhān</td>
<td>*!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. nāhān-mənāhān</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It must be mentioned that the analysis proposed in the tableaux above is set within the Basic Model. In the following, I attempt to employ the Full Model system, so that the general ranking PHONO-CONS, IDENT-BR[Nasal] >> IO-FAITH can be maintained. In the Full Model approach there is a subsidiary constraint called IR-FAITH (IR-Faithfulness), which demands that the output reduplicant must be faithful to the input stem. This constraint must outrank IO-FAITH in order to be visibly active.

The schematic ranking of the relevant constraints is now as follows: PHONO-CONS >> IR-FAITH >> IDENT-BR[Nasal] >> IO-FAITH. Under this ranking hierarchy, the reduplicative morpheme RED must be analysed as a prefix.

Normal application in Full Model

<table>
<thead>
<tr>
<th>/RED+maŋ+tahan/</th>
<th>PHONO-CONS</th>
<th>IR-FAITH</th>
<th>IDENT-BR[Nasal]</th>
<th>IO-FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. tahan-məntahan</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. tahan-mənāhān</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. nāhān-mənāhān</td>
<td>*!</td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

Overapplication in Full Model

<table>
<thead>
<tr>
<th>/maŋ+RED+tahan/</th>
<th>PHONO-CONS</th>
<th>IR-FAITH</th>
<th>IDENT-BR[Nasal]</th>
<th>IO-FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. məntahan-tahan</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. mənāhān-tahan</td>
<td></td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. mənāhān-nāhān</td>
<td>*</td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>

As noted, although the Full Model analysis is logically possible, it is argued that the relation between the reduplicant and the input, via IR-Faithfulness, is impossible for principled reasons (McCarthy & Prince 1995b). First, the output reduplicant has no access to the input stem except through the output base, and therefore it can never be more faithful to the input than the base. Second, the Root-Affix Faithfulness Metaconstraint (230), imposes that Root-Faithfulness must always dominate Affix-Faithfulness, and this ranking is universally fixed. Because of this metaconstraint, no IR-FAITH constraint can ever dominate an IO-FAITH constraint.

In addition to the above arguments, the Full Model cannot be employed in Malay because it fails to work for the case of over- and normal application that involves V-initial roots. Table (287) displays some examples of overapplication, in particular the over-copying of prefix-final C in the second column, and normal application in the third column.
As discussed in §5.4.1.5, the process of overcopying the prefix-final C is triggered by the syllable structure constraint ONSET. Onsetless syllables are generally dispreferred in this language, except in word-initial position, due to the higher-ranked ALIGN-LEFT. An epenthetic glottal cannot occur in prefixed reduplication, as it compels an IDENT-BR[Nasal] violation. The hierarchical ranking of the relevant constraints here is ALIGN-LEFT >> ONSET >> IR-FAITHFULNESS >> IDENT-BR[Nasal] >> IO-FAITH.

(288) Overcopying of prefix-final C — correct result

<table>
<thead>
<tr>
<th>/məŋ+RED+ikot/</th>
<th>ALIGN-LEFT</th>
<th>ONSET</th>
<th>IR-FAITH</th>
<th>IDENT-BR[Nasal]</th>
<th>IO-FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. məŋikot-ikot</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. məŋikot-ʔikot</td>
<td>*</td>
<td>*</td>
<td>*!</td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. *məŋikot-ŋikot</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(289) Overcopying of prefix-final C — incorrect result

<table>
<thead>
<tr>
<th>/RED+məŋ+ikot/</th>
<th>ALIGN-LEFT</th>
<th>ONSET</th>
<th>IR-FAITH</th>
<th>IDENT-BR[Nasal]</th>
<th>IO-FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. ʔi kot-məŋikot</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. ʔikot-məŋikot</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>c. *ŋikot-məŋikot</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As shown in (289), all the possible candidates satisfy ALIGN-LEFT. Since the underlying form of the reduplicative morpheme RED is phonologically unspecified, all the reduplicants are equally well aligned, and thus ALIGN-LEFT is irrelevant here (McCarthy & Prince 1993:67, 1994:27). The next constraint, ONSET, incorrectly eliminates the desired candidate (289a).

On the other hand, under the Basic Model approach, both cases of normal and overcopying of prefix-final C can be resolved under the same hierarchical ranking, ALIGN-LEFT >> ONSET >> IO-FAITH >> IDENT-BR[Nasal].

(290) Over-copying in the Basic Model

<table>
<thead>
<tr>
<th>/məŋ+ikot+RED/</th>
<th>ALIGN-LEFT</th>
<th>ONSET</th>
<th>IO-FAITH</th>
<th>IDENT-BR[Nasal]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. məŋikot-ikot</td>
<td>*!</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. məŋikot-ʔikot</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. *məŋikot-ŋikot</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Normal application in the Basic Model

The word-initial glottal stop [ʔ] and velar nasal [ŋ] in candidates (291b) and (291c) are not part of the underlying morphological word /ikot/. So, they are epenthetic segments which force a mis-alignment between the edge of the morphological word and the edge of a syllable, a fatal violation of ALIGN-LEFT. They also violate IO-FAITH, specifically DEP-IO. Although the optimal candidate (291a) disobeys the high-ranked ONSET, it is the most harmonic among the available candidates.

In sum, considering the case of over- and normal application discussed thus far, the Basic Model evidently offers a better analysis of the regularities of those forms than the Full Model. I have shown that the alternation triggered by PHONO-CONS is located in the reduplicant, and therefore any phonological modification that has taken place is not reckoned as an IO-FAITH violation. This phonological effect cannot be carried over to the base, because obedience to IDENT-BR[Nasal] compels an IO-FAITH violation. Consequently, the base always preserves its input form in the surface representation.

Under the global rule approach, the interaction between the phonological rule of Nasal Harmony and reduplication is very difficult, if not impossible, to account for. Since this rule has already been specified as an overapplying rule, as predicted by the Global Theory, it will apply to both conjuncts, even though the structural description is met by only one of the members.

For the case under discussion, the rule of Nasal Harmony will scan the input representation /tahan+mń+tahan/, to search whether or not its environment is satisfactorily met by any of the two members. Since the rightmost member meets the condition, the rule then expectedly applies to both members to derive an incorrect surface form *[nähän-mänähän]. In short, the Global Theoretic account of the phonology of Nasal Harmony in Malay reduplication is descriptively and explanatorily inadequate.

5.4.3 Underapplication: r-Deletion

Another shortcoming of the Global Theoretic approach in accounting for the phonology of Malay reduplication can be witnessed in the reduplicative pattern of underapplication involving the process of r-Deletion. As mentioned, r-Deletion is very regular in the language, driven by the CODA COND constraint ALIGN-RHOTIC, which bans the /r/ from occupying the syllable coda position. One way of eschewing the ALIGN-RHOTIC violation is by omitting the /r/.

However, in the morphological domain of reduplication, as demonstrated in §5.4.1.2, this process exhibits irregular phonological behaviour, that is, r-Deletion is not triggered by the phonological constraint ALIGN-RHOTIC. The deletion of /r/ in the reduplicative environment is a consequence of the base-reduplicant identity constraint ANCHOR-RIGHT, which demands that the right peripheral edge of the base must correspond to the right peripheral edge of the reduplicant. The interaction between r-Deletion and reduplication is here referred to as overapplication.
The phonology-morphology interface in reduplication

The converse process of overapplication is called underapplication. Both over- and underapplication essentially involve the requirement that the identity between the base and the reduplicant be maintained. Underapplication generally refers to the case where some phonological rules fail to operate to either the base or the copy, even though the relevant structural description is met in one of them.

This is another case of irregular behaviour of r-Deletion, not totally expected on purely phonological grounds. In (292) I list some relevant examples showing the underapplication of Malay r-Deletion. Bare root reduplication in the second column exhibits the regular pattern of r-Deletion, whereas affixed root reduplication in the third column displays an irregular one.

(292) Root Bare root Affixed root

/basar/ 'big' [bǎsa:-bǎsa:] [bāsar-bāsarran]
/saio/'vegetable' [sajo:-sajo:] [sajor-sajorrana]
/kədʒa/'chase' [kədʒa:kədʒa:] [bakədʒar-kədʒarran]
/tabɔr/ 'spread' [tabo:-tabo:] [bətabɔr-təbɔrran]
/saamar/ 'blur' [sama:-sama:] [bəsamər-samarra]

The reduplicated forms in the second column are phonologically well-behaved, as both members delete the coda-r in agreement with the PHONO-CONS (i.e. ALIGN-RHOTIC) requirement. By contrast, the forms in the third column, particularly the leftmost member of the reduplicated forms, do not undergo r-Deletion, even though its triggering condition is fully satisfied. This is a typical instance of underapplication.

As noted, underapplication is interactionally similar to overapplication, in the sense that both are forced to maintain the identity of the base and the reduplicant as closely as possible, driven by BR-IDENT. McCarthy and Prince (1995b) note that in every underapplicational situation, there must be a blocking constraint C' that is being satisfied along with BR-IDENT, blocking the effects of the PHONO-CONS » IO-FAITH subhierarchy. They argue that all proposed cases of underapplication come under the general ranking in (293).

(293) General ranking for underapplication (McCarthy & Prince 1995b:254)

BR-IDENT, C' » PHONO-CONS » IO-FAITH

This ranking results in underapplication simply because the regular phonological alternation which is due to the sub-hierarchy PHONO-CONS » IO-FAITH is blocked by C' in certain environments, and in this particular case the reduplication happens to be one of such environments. When the higher ranked BR-IDENT has to be obeyed, together with a blocking constraint C', the only means to preserve the identity between the base and the reduplicant is to avoid the regular alternation.

It is claimed that in many cases of underapplication the blocking constraint C' is straightforwardly phonological. For instance, in the case of underapplication in Akan Palatalisation (McCarthy & Prince 1995b) the blocking constraint at play is the OCP. This phonological constraint prevents the regular process of Palatalisation from applying in the morphological domain of reduplication if its application would result in a coronal-coronal sequence.

Now let us turn to the case of the underapplication of r-Deletion in Malay. In order to account for this reduplicative pattern our main task is to identify the blocking constraint C', which plays a crucial role in deriving the underapplicational effect.
I have mentioned above that r-Deletion is also visibly active in the overapplicational type of reduplication (see §5.4.1.2). The overapplication of r-Deletion is the result of a conspiracy to satisfy BR-IDENT, particularly ANCHOR-RIGHT, which demands that the right peripheral edge of the base and the right peripheral edge of the reduplicant must be in correspondence.

The hierarchy of constraints that has been established for accounting for the overapplication of r-deletion is ANCHOR-RIGHT, PHONO-CONS >> IO-FAITH. For convenience, I represent the effects of this ranking in the tableau below.

(294) Overapplication of r-Deletion

<table>
<thead>
<tr>
<th>/ukor+RED/</th>
<th>ANCHOR-RIGHT</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. u.kor.ru.kor</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. u.kor.ru.ko:</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. u.ko:.u.ko:</td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

As mentioned, for underapplication to be visibly active there must be a constraint C' that blocks the regular alternation of r-Deletion. In accordance with the general ranking hierarchy in (293), C' must be ranked higher than PHONO-CONS. Without C' the ranking in (294) would yield an overapplicational effect if it were to apply to the data in (292).

(295) Overapplication of r-Deletion — incorrect result

<table>
<thead>
<tr>
<th>/bəsar+RED+an/</th>
<th>ANCHOR-RIGHT</th>
<th>PHONO-CONS</th>
<th>IO-FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. bəsar-bəsarran</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. bəsə- bəsarran</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c. bəsə- bəsəran</td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

The normal application candidate, (295b), is miss-anchored, since the right peripheral segment of the reduplicant does not correspond to the right peripheral segment of the base. The underapplication candidate, (295a), is well-anchored, even though the correspondence relation between the base and the reduplicant is represented by a single [r] and a geminate [rr], respectively. As mentioned, ANCHOR-RIGHT is fully satisfied as long as the two segments are in correspondence. The relevant constraint that is violated here is INTEGRITY-BR_X (270b), which militates against the base having multiple X correspondents in the reduplicant. However, this violation is irrelevant, since INTEGRITY-BR_X is lower ranked in the hierarchy (271).

Despite the fact that it is well-anchored, candidate (295a) is defective, since it contains a forbidden coda [r] segment, an instance of violation of PHONO-CONS. Form (295c), the overapplicational candidate, is incorrectly chosen as the winner because it survives both ANCHOR-RIGHT and PHONO-CONS, at the expense of violating IO-FAITH.

Observe that, in satisfying ANCHOR-RIGHT, the rightmost member of candidate (295c) has no syllable onset. This is a serious violation of ONSET, as the language disfavours onsetless syllables. Thus, it is apparent that ONSET must be the blocking constraint referred as C' in this context. As suggested in (293), this constraint must be ranked above PHONO-CONS, and the ranking is now ANCHOR-RIGHT, ONSET >> PHONO-CONS >> IO-FAITH.
The phonology-morphology interface in reduplication

(296) Underapplication of Malay r-Deletion — correct result

<table>
<thead>
<tr>
<th>/bəs+RED+an/</th>
<th>ANCHOR- RIGHT</th>
<th>ONSET</th>
<th>PHONO- CONS</th>
<th>IO- FAITH</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. əbəsər-bəsarran</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>b. bəsə-bəsarran</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>c. bəsə-bəsən</td>
<td>*!</td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

As shown, the higher ranked ONSET rules out the overapplicational candidate (296c) and favours the underapplicational candidate (296a). Interestingly, the conspiracy to satisfy ONSET at the same time drives the effect of overapplication in other situations, such as the overcopying of the r-final prefix in [bərikot-rikot]. ONSET also triggers the process of Glottal Epenthesis in the candidate that undergoes overapplication of r-Deletion, such as in [u.əkəː? u.əko] in (294).

In sum, similarly to the case of overapplication and normal application of Nasal Coalescence discussed earlier, the overapplication and underapplication of r-Deletion is regulated by a single constraint hierarchy: ANCHOR- RIGHT, ONSET >> PHONO- CONS >> IO- FAITH.

Let us now see how the reduplicative pattern in (292) is captured under the Global Theoretic approach. Before we proceed, it must be mentioned that in Farid’s (1980) analysis the occurrence of the final [r] in the leftmost member of the reduplicated forms is said to be optional. This optionality not only applies to /r/, but to any other sonorants occurring in the same environment. Farid (1980:104) notes:

This optionality of either retaining or dropping the final sonorant of the leftmost member of reduplicated forms, such as diəja(r)-əjari, menika(m)-nikami, dipuku(l)- pukuli, etc., is common phenomenon in JM, and is especially realised in the speech of my informant. The final sonorant of the leftmost member tends to be dropped in a faster rate of speech.

In order to account for the optional occurrence of sonorant segments in the leftmost member of the reduplicated forms, Farid (1980:106) makes two crucial assumptions: (i) any optionality of occurrence involving one or more segments in reduplicated forms is due to the reduplication process itself, and not to the application of any phonological rules, (ii) whenever there is a case involving optionality, this is manifested in the copied, and not the original, stem.

Recall the case of overcopying of prefix-final C in §5.4.1.5, which is also regarded as an optional process in Farid’s (1980) study. This reduplicative phenomenon is accounted for by making the morphological rule of reduplication a global rule. By being global, it has the power to look back and copy the stem.

Following the same line of argument, the global rule of reduplication scans the input strings and then optionally copies the optional sonorant segment. For instance, in the reduplicative input /bəsər+bəsər+an/, the reduplication rule looks back and copies the segment [r] of the base, to derive the form [bəsə(r)-bəsəran]. As I commented earlier, allowing morphological rules like reduplication to be global is too powerful, because it will generate reduplicated forms that are not attested in the language.
If we regard the occurrence of \([r]\) (in fact all sonorants) in the leftmost member of the reduplicated forms as obligatory, indeed the situation in the variety discussed here, the underapplication of \(r\)-Deletion in these circumstances can be captured under the global rule approach by not allowing the rule to apply. A rule that fails to apply is formulated as: \(X \rightarrow Y \text{ if } X \text{ and } X'\) / \(A \_B\) (Wilbur 1973a).

However, as we have seen earlier, \(r\)-Deletion is also visibly active in overapplication, in particular in reduplicated forms that involve vowel-initial stems, such as \([uko:\_uko:\] and \([ad3a:\_ad3a:\], which are derived from /ukor/ 'to measure' and /ad3ar/ 'to teach'. By contrast, in such cases, the rule of \(r\)-Deletion has to be specified as an overapplying rule.

In short, Malay \(r\)-Deletion manifests itself in two types of reduplicative patterns. It overapplies in bare root reduplication if the root is vowel-initial, and underapplies in the suffixed root reduplication. When the same rule can apply in two different environments, its application as a global rule is indeterminable, and therefore the generalisations in those forms cannot be captured.

5.5 Conclusion

Malay reduplication includes three phonological reduplicative patterns, namely, overapplication, underapplication and normal application. The rule-based Global Theoretic approach, which involves specifying for each rule whether it overapplies, underapplies or applies normally, is inadequate both descriptively and explanatorily. Descriptively, the theory fails to account for how Nasal Coalescence and \(r\)-Deletion in Malay can overapply in some environments, and apply normally and underapply in others. Explanatorily, it cannot formalise the conditions that determine such reduplicative effects.

Under Correspondence Theory, which is set within the constraint-based-approach of OT, these reduplicative phenomena can be integrated into a single process. That is, they can be governed by a single general ranking schema. Correspondence Theory thus provides a unified framework to capture all of those reduplicative patterns.

For convenience of reference, I briefly tabulate the subhierarchical rankings significant in the general reduplicative patterns of Malay reduplication.

(297) Constraint Rankings

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHONO-CONS (*N⁷) &gt;&gt; IO-FAITH &gt;&gt; IDENT-BR[Nasal] (250)</td>
<td>Overapplication of Nasal Coalescence where the target of the phonological process is found in the base, and the phonological effect is then transmitted to the reduplicant.</td>
</tr>
<tr>
<td>PHONO-CONS (*NVGRAL) &gt;&gt; IO-FAITH &gt;&gt; IDENT-BR[Nasal] (262)</td>
<td>Interactional overapplication of Vowel Nasalisation where the base triggers and copies the same phonological alternation.</td>
</tr>
<tr>
<td>PHONO-CONS (*N⁷) &gt;&gt; IO-FAITH &gt;&gt; IDENT-BR[Nasal] (279)</td>
<td>Normal application of Nasal Coalescence and Vowel Nasalisation where the target of the phonological process is found in the reduplicant, and the phonological effect is not transmitted to the base.</td>
</tr>
<tr>
<td>ANCHOR-RIGHT, PHONO CONS (ALIGN-RHOTIC) &gt;&gt;IO-FAITH (256)</td>
<td>Overapplication of r-Deletion where the reduplicant becomes the target, and the phonological effect is carried to the base.</td>
</tr>
<tr>
<td>---------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>ANCHOR-RIGHT, ONSET&gt;&gt; PHONO-CONS (ALIGN-RHOTIC) &gt;&gt;IO-FAITH (296)</td>
<td>Underapplication of r-Deletion where the base fails to undergo the regular alternation, although its triggering condition is fully met.</td>
</tr>
<tr>
<td>IDENT-BR[Place], PHONO-CONS (NO-LIGHT [a])&gt;&gt;IO-FAITH (259)</td>
<td>Overapplication of Vowel Debuccalisation where the alternation in the reduplicant is carried to the base.</td>
</tr>
<tr>
<td>ANCHOR-RIGHT, ONSET&gt;&gt; IO-FAITH&gt;&gt;IDENT-BR[F]&gt;&gt; R=ROOT&gt;&gt;MAX-BR (273)</td>
<td>Overcopying of prefix-final C to provide onset to the reduplicant.</td>
</tr>
</tbody>
</table>
6 Conclusion

6.1 Conclusion

This chapter concludes the discussion and analysis on Malay by recapitulating the substantial findings of this study. It also addresses some important regularities in partial reduplication and Nasal Coalescence that have not been scrutinised here, but are interesting enough to be explored in future research.

Malay is a language with a basic syllable structure (C)V(C), allowing only a single segment to occupy each syllabic constituent. Since vowels are more sonorous than consonants, they make more harmonic nuclei and less harmonic margins. Within the vowels, the high vocoids are less sonorous, and they can potentially qualify as margins. In previous studies, high vowels in the margins are referred to as 'glides', conventionally represented as [j, w], and claimed to be members of the underlying inventory of contrasting phonological segments in the language (Abdullah 1974; Yunus 1980; Farid 1980; Teoh 1994).

By contrast, I argue that there are no such segments as 'glides' in Malay, as there are evidently no phonological grounds for establishing them. It is apparent that there is no difference in phonological substance between 'glides' and high vowels, the difference between the two arising exclusively from their respective syllabification.

Malay generally requires that every surface syllable have a single onset, implying that the syllable structure constraint ONSET is highly ranked in the language. Despite the fact that onsets are strongly preferred, there are two instances where a surface syllable can be onsetless, namely, in word-initial and root-internal positions. The regular rule of Glottal Epenthesis never applies in these environments. The violation of ONSET is admissible here to assure the satisfaction of two undominated constraints in the hierarchy, namely, ALIGN-LEFT and ROOTCONTIG (see §2.4), which militate against segmental epenthesis word-initially and root-internally, respectively.

Another significant consequence of ROOTCONTIG is the ban of root-internal deletion. Visibly active rules such as Nasal Deletion and r-Deletion, which are triggered by the OCP and CODA COND constraints, are opaque root-internally. The effect of phonological opacity within the root domain is easy to observe, but it has been overlooked and misinterpreted in the previous analyses.

Although Malay may have single-member codas, there is a restriction in the language which prohibits a small class of consonants in that position. This prohibition is due to the syllable structure constraint CODA COND. I have reinterpreted and reformalised this constraint in terms of Itô and Mester's (1994) alignment constraint. I have argued that
Malay has four constraints subsumed under the CODA COND constraint family, namely, ALIGN-STOP (K), ALIGN-OBST, ALIGN-RHOTIC and ALIGN-NASAL (see §2.5). These constraints are distinct, and therefore they are separately ranked in the constraint hierarchy.

The effects of CODA COND constraints ALIGN-STOP (K), ALIGN-OBST, ALIGN-RHOTIC and ALIGN-NASAL are represented in four phonological phenomena called Debuccalisation, Obstruent Devoicing, r-Deletion and Nasal Assimilation, respectively. The aspects of Malay phonology governed and conditioned by syllable structure and syllabification have been discussed in Chapter 2.

Chapters 3 and 4 have offered an OT account of the interface between phonology and morphology in suffixation and prefixation, respectively. Given the facts of Malay, it is evident that the morphophonological behaviour of suffixation is quite distinct from prefixation both in character and in degree of generality. Processes that are visibly active at the prefix boundary are generally inapplicable at the suffix boundary, and vice versa. For instance, Nasal Assimilation and Nasal Coalescence regularly apply in prefixation, but not in suffixation. V-Gemination and C-Gemination, on the other hand, are active in suffixation, but not in prefixation.

In the present study, the asymmetry between suffixation and prefixation is accounted for as a consequence of a candidate output's need to best satisfy the constraint hierarchy, particularly with respect to the prosody-morphology interface of the alignment constraints ALIGN-RIGHT and ALIGN-PREF, which govern the interactions at the suffix boundary and prefix boundary, respectively.

ALIGN-RIGHT and ALIGN-PREF are two distinct constraints of the GENERALISED ALIGNMENT constraint family, and therefore they are also separately ranked in the hierarchy - ALIGN-RIGHT is ranked higher than ALIGN-PREF. The transparency of Nasal Assimilation (driven by ALIGN-NASAL) and Nasal Coalescence (driven by *NČ) in prefixation and their opacity effects in suffixation can be straightforwardly explained under the hierarchical ranking ALIGN-RIGHT >> ALIGN-NASAL, *NČ >> ALIGN-PREF (see §4.5).

ALIGN-RIGHT and ALIGN-PREF are also distinguishable with respect to the notion of 'crispness' alignment of Ito and Mester (1994). ALIGN-RIGHT is interpreted as a 'noncrisp' alignment constraint, whereby a doubly-linked structure is not reckoned as an alignment violation, whereas ALIGN-PREF is a 'crisp' constraint requiring a sharply defined morpheme edge alignment. This directly offers an explanation as to why the phenomena of V-Gemination and C-Gemination are applicable at the suffix boundary, but not at the prefix boundary.

In Chapter 5 I demonstrated that Correspondence Theory (McCarthy & Prince 1994, 1995b), set within the parallelist constraint-based approach of Optimality Theory, can adequately account for all the Malay reduplicative patterns under investigation. Over-, under- and normal application are regulated under a single schema of the language's constraint ranking hierarchy. All the possible output candidates are evaluated symmetrically and simultaneously with respect to this ranking. This suggests that neither the base nor the reduplicant has serial priority in the interaction, the emergence of each reduplication pattern being a consequence of best satisfaction of this constraint hierarchy.

I have argued that Malay reduplication is suffixal, and therefore subject to ALIGN-RIGHT, a prosody-morphology interface constraint that plays a crucial role in suffixation. Obedience to ALIGN-RIGHT readily explains why the reduplicated form is also opaque to Nasal Assimilation and Nasal Coalescence.
The interaction between the phonological processes of Nasal Harmony (Nasal Coalescence and Vowel Nasalisation) and reduplication gives rise to two different patterns of reduplicative phonology, namely, overapplication and normal application. Under the Global Theoretic approach, this fact is very difficult, if not impossible, to account for, whereas under Correspondence Theory the effects of over- and normal application are jointly governed by a single ranking: PHONO-CONS >> IO-FAITH >> IDENT-BR[Nasal] (see §5.4.2). As expected, the surface form is always the candidate that best satisfies this ranking hierarchy.

Another phonological process that involves two different patterns of reduplicative phonology is r-Deletion. This process overapplies in bare root reduplication, but underapplies in suffixed root reduplication. Similarly to the case of the over- and normal application of Nasal Coalescence, over- and underapplication of r-Deletion is regulated by a single constraint hierarchy: ANCHOR-RIGHT, ONSET >> PHONO-CONS >> IO-FAITH, again the emergence of each pattern being a consequence of the best satisfaction of this constraint hierarchy.

6.2 Concluding remarks

The analysis I have presented thus far satisfactorily accounts for the relevant data that come under scrutiny in the present study. There are, however, a number of puzzling issues with respect to the phonology of partial reduplication and the phonology of Nasal Coalescence that I am unable to explore due to limitations of space and time. It is pertinent to raise them here for future research.

6.2.1 Partial reduplication

I have noted that, in colloquial Malay and most of the Peninsular Malay dialects (Abdullah 1974; Hendon 1966; Farid 1980; Zaharani 1991), the so-called partial reduplication is widely used as a variant of the total copying reduplication. Some relevant examples are as follows:

<table>
<thead>
<tr>
<th>Root</th>
<th>Partial reduplication</th>
<th>Total reduplication</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>buwat</td>
<td>bɔ̃buwat</td>
<td>buwat-buwat</td>
<td>‘make, do’</td>
</tr>
<tr>
<td>galap</td>
<td>gɔ̃galap</td>
<td>galap-galap</td>
<td>‘dark’</td>
</tr>
<tr>
<td>banaŋ</td>
<td>bɔmbanaŋ</td>
<td>banaŋ-banaŋ</td>
<td>‘shadow’</td>
</tr>
<tr>
<td>panaŋ</td>
<td>pɔmpanaŋ</td>
<td>panaŋ-panaŋ</td>
<td>‘evening’</td>
</tr>
<tr>
<td>dalam</td>
<td>dɔndalam</td>
<td>dalam-dalam</td>
<td>‘deep’</td>
</tr>
<tr>
<td>tanam</td>
<td>tɔntanam</td>
<td>tanam-tanam</td>
<td>‘bury’</td>
</tr>
<tr>
<td>kawan</td>
<td>kɔŋkawan</td>
<td>kawan-kawan</td>
<td>‘friend’</td>
</tr>
<tr>
<td>dʒalan</td>
<td>dʒɔndʒalan</td>
<td>dʒalan-dʒalan</td>
<td>‘walk’</td>
</tr>
<tr>
<td>suka</td>
<td>sукɔ</td>
<td>suka-suka</td>
<td>‘like’</td>
</tr>
<tr>
<td>satu</td>
<td>səsatu</td>
<td>satu-satu</td>
<td>‘one’</td>
</tr>
<tr>
<td>məti</td>
<td>mɔməti</td>
<td>məti-məti</td>
<td>‘die’</td>
</tr>
</tbody>
</table>
The observations that are manifested in the examples given can be summarised as follows: (i) the reduplicative morpheme RED is a prefix; (ii) the reduplicant surfaces as a light syllable CV when the base is V-final, and as a heavy syllable CVC when the base is C-final; (iii) the V-segment in the reduplicant is prespecified with a vowel schwa [ə]; and (iv) the C-final segment in the reduplicant which surfaces as homorganic nasal or a glottal stop is a partial copy of the final consonant of the base.

Considering the analysis developed thus far, these observations pose some fundamental challenges. First, in partial reduplication the regularities do not conform to the general properties of the phonology and the general properties of the interface of the phonology and the morphology in the language. For instance, the reduplicative prefix RED does not undergo the regular Nasal Coalescence rule which is visibly active in the ordinary prefixation. The Debucaisation of /p/ and /t/ never applies in environments other than the reduplicative morpheme.

Second, the segmental make-up of the reduplicative affix which is determined by the shape of the base seemingly violates the standard assumptions about the consistency of the prosodic template of the reduplicative morpheme RED. Third, the occurrence of the fixed-vowel schwa in the reduplicative prefix violates a DEP-BR constraint, which requires that every element of the reduplicant must have a correspondent in the base. Fourth, the satisfaction of the CVC template of the morpheme RED involves copying of discontinuous materials of the base, and this violates the CONTIGUITY constraint, which forbids 'skipping' of elements in the base (cf. McCarthy & Prince 1994, 1995b).

Another sub-class of partial reduplication involves copying the final syllable of the base (Abdullah 1974:45; Farid 1980:69). Here too, the reduplicative morpheme RED must be analysed as a prefix, and its skeletal template can be either CV or CVC, as the following examples illustrate.

(299) Root Partial reduplication Total reduplication
hitam tamhitam hitam-hitam ‘black’
rumāh māhrumāh rumāh-rumāh ‘house’
galap lagalap galap-galap ‘dark’
baranjan ranbaranjan baranjan-baranjan ‘thing’
patañ tanpatañ patañ-patañ ‘evening’
tikam kamtikam tikam-tikam ‘stab’
balī bālī bālī-bālī ‘buy’
katakatē takatakatē katakatē ‘speak’

Moreover, in this partial reduplication the regularities do not conform with the general properties of the phonology and the general properties of the interface between the phonology and morphology of the language. For instance, the reduplicative prefix RED does not undergo the regular Nasal Assimilation and Nasal Coalescence rules which are visibly active in ordinary prefixation.

Second, the process of copying the final syllable of the base violates the formal constraint ANCHOR (246), particularly ANCHOR-LEFT, which can be defined as follows: the left peripheral element of Reduplicant corresponds to the left peripheral element of Base, if Reduplicant is to the left of Base (prefixing reduplication) (cf. McCarthy & Prince 1994).
In sum, the regularities of partial reduplication exemplified in (298) and (299) are incompatible with the general properties of Malay phonology and the general properties of the interface between phonology and morphology of the language. The actual output violates significant constraints such as ANCHOR, CONTIGUITY, *NC and ALIGN-NASAL. What motivates such violations needs to be explored in future research.

6.2.2 Nasal Coalescence

The phonology of Nasal Coalescence in Malay is very intricate. As noted in chapter four, the voiceless palatal obstruent /tʃ/ is excluded from this rule. This peculiar behaviour of /tʃ/ makes it difficult to capture the natural class of the segments that are involved in the process of Nasal Coalescence. The second issue is, why does /s/ behave like an underlying palatal instead of an alveolar? The third problem is the opacity of Nasal Coalescence at the prefix-prefix juncture.

It was originally suggested by Farid (1980:64), and subsequently accepted by others (cf. Kroeger 1988; Durand 1987; Pater 1999), that the exclusion of /tʃ/ from Nasal Coalescence is due to a transderivational constraint which serves to avoid homophony of prefixed forms of stems with initial /tʃ/ (i.e. /məŋ+fole/ 'to kidnap (active)') surfaces as /məŋ João/], not */məŋ João/]) and initial /s/ (i.e. /məŋ+sole/ 'to make-up (active)') surfaces as /məŋ João/]). It is argued that if both /tʃ/ and /s/ were to become /ʃ/, then the surface output of two distinct underlying forms would be ambiguous.

Given the facts of Malay, this generalisation is evidently not legitimate, because homophony is quite common in this language. For instance, there is homophony between the suffixed forms of the C-initial suffix /-kan/ and the V-initial suffix /-an/ in forms such as /masak+an/ 'cooking, dish' and /masak+kan/ 'cook (imperative)' both surfacing as /masa?kan/. Homophony between prefixed forms is also well attested in the language.

(300) a. Homophony between /k-/ and V-initial stems

<table>
<thead>
<tr>
<th>/məŋ+ukor/</th>
<th>[məŋ ūko:]</th>
<th>'to measure (active)'</th>
</tr>
</thead>
<tbody>
<tr>
<td>/məŋ+kukor/</td>
<td>[məŋ ūko:]</td>
<td>'to scrape (active)'</td>
</tr>
<tr>
<td>/məŋ+urus+kan/</td>
<td>[məŋ ūruskan]</td>
<td>'to cause to manage for'</td>
</tr>
<tr>
<td>/məŋ+kurus+kan/</td>
<td>[məŋ ūruskan]</td>
<td>'to cause to be thin'</td>
</tr>
<tr>
<td>/məŋ+aual+kan/</td>
<td>[məŋ aualkan]</td>
<td>'to cause to give prior attention'</td>
</tr>
<tr>
<td>/məŋ+kaual+kan/</td>
<td>[məŋ aualkan]</td>
<td>'to cause to guard for'</td>
</tr>
</tbody>
</table>

b. Homophony between voiceless stop and nasal initial stems

<table>
<thead>
<tr>
<th>/məŋ+pasak/</th>
<th>[məŋ mása?]</th>
<th>'to push (active)'</th>
</tr>
</thead>
<tbody>
<tr>
<td>/məŋ+masak/</td>
<td>[məŋ mása?]</td>
<td>'to cook (active)'</td>
</tr>
<tr>
<td>/pəŋ+palu/</td>
<td>[pəŋ mālu]</td>
<td>'one who hits'</td>
</tr>
<tr>
<td>/pəŋ+malu/</td>
<td>[pəŋ mālu]</td>
<td>'one who is shy'</td>
</tr>
<tr>
<td>/pəŋ+tahu/</td>
<td>[pəŋ hāhū]</td>
<td>'one who knows'</td>
</tr>
<tr>
<td>/pəŋ+nahu/</td>
<td>[pəŋ hāhū]</td>
<td>'grammarian'</td>
</tr>
<tr>
<td>/pəŋ+saman/</td>
<td>[pəŋ māmān]</td>
<td>'one who gives summons'</td>
</tr>
<tr>
<td>/pəŋ+taman/</td>
<td>[pəŋ tāmān]</td>
<td>'something that comforts'</td>
</tr>
</tbody>
</table>
The third outstanding issue is the peculiar behaviour of /s/ with respect to the phonology of Nasal Coalescence. This process involves the replacement of /s/ by a palatal nasal [ɲ], instead of the expected [n]. Due to this fact, Farid (1980:5) treats /s/ as an underlying alveopalatal voiceless fricative (cf. Mester 1986). Kroeger (1988), on the other hand, analyses /s/ as a palatal stop /k'/, seemingly the historical reflex of a voiceless palatal stop. This analysis makes Nasal Coalescence a highly natural and regular rule, as the segments affected are now the voiceless stops /p, t, k', k/. However, this approach is excessively abstract, because it necessitates a rule of absolute neutralisation: /k'/ → [s]. In addition, it is also badly motivated, because an underlying /s/ in assimilated loan words evidently undergoes Nasal Coalescence, as can be seen below.

\[(301) \text{imal} + \text{simen/ [mānīmēn]} \quad \text{‘to cement (active)’}\]
\[(301) \text{imal} + \text{samam/ [mān̥māmān]} \quad \text{‘to summon (active)’}\]
\[(301) \text{imal} + \text{saen/ [mān̥āēn]} \quad \text{‘to sign (active)’}\]
\[(301) \text{imal} + \text{samem/ [mān̥stêm]} \quad \text{‘to put a stem (active)’}\]
\[(301) \text{imal} + \text{sakop/ [mān̥sēkōp]} \quad \text{‘to scoop (active)’}\]

The next puzzling issue with respect to Nasal Coalescence is its contradictory effects at the prefix+prefix juncture. The general claim that the prefix+prefix boundary is impermeable to Nasal Coalescence (cf. Asmah 1986; Abdullah 1987; Kroeger 1988; Pater 1999) is oversimplified. There are cases where this process regularly applies in this environment, as the following examples illustrate.

\[(302) \text{imal} + \text{par+satu+kan/ [mānpāsatukan]} \quad \text{‘to unite’}\]
\[(302) \text{imal} + \text{par+satu+an/ [pāmāsatuwan]} \quad \text{‘unification’}\]
\[(302) \text{imal} + \text{par+badan+kan/ [māmpābadankan]} \quad \text{‘to organise’}\]
\[(302) \text{imal} + \text{par+badan+an/ [pāmābadannān]} \quad \text{‘organisation’}\]
\[(302) \text{imal} + \text{tar+balek+kan/ [māntābalekkan]} \quad \text{‘to turn over’}\]
\[(302) \text{imal} + \text{par+kərusi+kan/ [māmpərəkusikan]} \quad \text{‘to chair (a meeting)’}\]
\[(302) \text{imal} + \text{par+kə+tau+an/ [pāŋtahuwan]} \quad \text{‘knowledge’}\]
\[(302) \text{imal} + \text{sa+tudʒu+i/ [māŋṣuwaʔi]} \quad \text{‘to head’}\]
\[(302) \text{imal} + \text{sa+ragam+i/ [pāŋāragammān]} \quad \text{‘uniformity’}\]
\[(302) \text{imal} + \text{sa+udʒu+i/ [māŋṣudʒūwi]} \quad \text{‘to agree’}\]

The generalisations that can be observed here are: (i) the process of Nasal Coalescence is opaque if /mal-/ is followed by a historically heavy syllable prefix (i.e. /par-, /tar-), and transparent if the prefix is light (i.e. /sa-, /kə-), and (ii) the process is always transparent with the nasal prefix /par- (cf. Zaharani 1993). All the issues that I have brought up here require an explanation. Whether or not OT can account for the regularities observed is a question that only future research can answer.
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