NAMSOON EOM

SURFACE FORCE MEASUREMENT BETWEEN ATOMIC LAYER DEPOSITION PREPARED HAFNIA SURFACES
SURFACE FORCE MEASUREMENT BETWEEN ATOMIC LAYER DEPOSITION PREPARED HAFNIA SURFACES

NAMSOON EOM

A thesis submitted for the degree of Doctor of Philosophy in Physics

Applied Mathematics Department

The Australian National University

August, 2017
Surface Force Measurement between Atomic Layer Deposition Prepared Hafnia Surfaces, A thesis submitted for the degree of Doctor of Philosophy in Physics, © Copyright by Namsoon Eom, August, 2017

SUPERVISOR:

Vincent S. J. Craig
DECLARATION

This thesis is an account of my own original research undertaken between August 2013 and August 2017 at The Applied Mathematics Department, School of Physics and Engineering, The Australian National University, Canberra, Australia. However, some aspects of this work were undertaken in collaboration with others. The optical reflectometry and the atomic force microscope force measurements associated with the citric acid studies were performed by Shuhei Shinohara of the Institute for Materials Chemistry and Engineering at the Kyushu University of Japan. The calculations of the van der Waals interactions in multilayered systems were performed by Dr. Drew Parsons of School of Engineering and IT, Murdoch University, Western Australia, Australia.

None of the work presented in this thesis has been submitted to any other institution for any degree or diploma. To the best of my knowledge, it contains no material previously published or written by another person, except where due reference is made in the text.

August, 2017

Namsoon Eom
First and foremost, I would like to express my gratitude to my supervisor, Vincent Craig, for his endless support from beginning to end of my Ph.D.-project. As I hope he knows, his mentoring, friendship, and guidance have been essential for my completion of my project, and I consider myself lucky to have been his Ph.D.-student.

During my project, I was fortunate enough to be co-supervised by Drew Parsons and E-Jen Teh as well. They have provided solid foundations for my project, and I would like to thank them for their encouragement, training, and assistance during the last four years.

Furthermore, I would like to thank Rick Walsh for teaching me the ins and outs when it comes to laboratory work, surface science, and data analysis.

I would also like to extend my gratitude to the rest of the members of the colloid group at the Department of Applied Mathematics at ANU: Alison Sham, Jane Qian, Marie Jehannin, Matthew Quinn, Muidh Alheshibri, Shannon Notley, and Virginia Mazzini for all their help, support, and friendship during my time at ANU.

Finally, many thanks to the rest of the members of the department for collegial banter, scientific sparring, a pleasant workplace, and good times.
Surface forces play a fundamental role in colloidal systems as they control the stability, adhesion, friction and rheology of colloids. Information on all of these can be obtained from an analysis of the normal forces measured between particles. Therefore, processing of colloidal products can be informed by knowledge of the forces between the constituent particles. For wet particles systems, the interaction forces between two particles can rarely be predicted from theory; rather, it requires experimentation or direct measurement.

This requires that the surfaces used have the same surface properties as the particles. In practice this is rarely possible, as surface force measurements require surfaces with extremely low roughness and precise geometry and the majority of materials do not conform to these requirements. To address these challenges, this thesis investigates the forces measured between surfaces of low roughness and controlled chemistry produced by the use of atomic layer deposition (ALD).

This thesis reports the forces between hafnia surfaces produced by ALD and shows that like ALD produced titania surfaces and silica surfaces, the expected van der Waals forces at high pH are not manifest, suggesting that most real surfaces have unexpectedly repulsive surface forces at high pH and small separations. This will fundamentally alter how these particulate systems behave when being processed, reducing the adhesion and the friction and enhancing the stability compared to the expected interaction from DLVO theory.

Here, the interaction forces between very smooth Hafnia surfaces have been measured using the colloid probe technique and the forces evaluated within the DLVO framework, extended to include both hydration forces and the influence of roughness. The measured forces across a wide range of
pH at different salt concentrations are well described with a single parameter for the surface roughness.

These findings show that even small degrees of surface roughness significantly alter the form of the interaction force and therefore indicate that surface roughness needs to be included in the evaluation of surface forces between all surfaces that are not ideally smooth.

The knowledge gained in the first part of this work as to how to account for the roughness effect, was then applied in investigating the influence of adsorbed citric acid and palmitic acid coatings on the surface forces between hafnia surfaces. The knowledge of the surface forces and citric acid adsorption that we obtained will be useful in understanding the stability and floculation of colloids and nanoparticles which will influence the rheology of the colloidal dispersions and the distribution of colloids and nanoparticles in the environment. The measured surface force between hafnia surfaces that are hydrophobised by palmitic acid coating promises a very easy way to hydrophobise hafnia surfaces. The investigation into the forces measured between these smooth hydrophobic surfaces provides insight into the origin of the long-ranged hydrophobic force measured between surfaces covered with a monolayer of amphiphiles. A previously unrecognized interaction mechanism of interactions between single patches formed by the mobile amphiphile has been proposed based on the measured forces.
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INTRODUCTION

COLLOIDAL systems are ubiquitous in modern society. They are defined as systems in which one phase is dispersed in another.\textsuperscript{1-3} There are naturally occurring colloidal materials such as fog and smoke and countless artificial ones including paints, food and cleaning products. The fact that the dispersed phase has a range of dimensions from a few nanometres to a few tens of micrometres highlights the importance of the surface properties, as a microscopic particle has a large surface to volume ratio.\textsuperscript{4} The surface forces acting between colloidal particles is crucial in determining the behaviour of a colloidal system and knowledge of these forces is powerful from an industrial point of view because it can be applied to manipulate the system to behave in a desired way. The surface forces between colloidal particles has been investigated in many research projects and the scientific knowledge obtained has been applied to various industries for example, food science\textsuperscript{5-6}, detergency\textsuperscript{7-9}, water purification\textsuperscript{10-11}, lubricants\textsuperscript{12-14}, petroleum recovery\textsuperscript{15}, mineral processing\textsuperscript{16-17}, and pharmaceuticals\textsuperscript{18-19}.

DLVO theory\textsuperscript{20-21} named after the four scientists, Derjaguin, Landau, Verwey and Overbeek, has been a dominating framework for interpreting the surface forces between particles in solution for more than half a century. It describes the surface forces between two similar colloidal particles as a
balance between attractive van der Waals forces and repulsive electric double-layer forces.

In terms of the experimental method, the surface force apparatus (SFA) and atomic force microscope (AFM) have been the two major techniques for direct surface force measurement between colloidal surfaces. Since Tabor and Winterton measured the surface forces between mica sheets in 1968, several other solid surfaces such as gold, silica, zinc sulphide, polystyrene, alumina, and zirconia have been investigated. Recently, the surface forces between air bubbles and oil drops have also been measured. In the case of solid surfaces, the main limitation in finding surfaces suitable for the direct measurement of surface forces is that the surfaces have to be extremely smooth and have geometries suitable for the chosen measurement technique in order to be able to draw meaningful interpretations from the data. Not many materials can be prepared to satisfy these conditions for surface force measurements.

1.2 OBJECTIVES AND STRUCTURES OF THE THESIS

Recently Walsh et al. made a breakthrough in this conundrum by adopting the atomic layer deposition (ALD) technique to produce atomically smooth model surfaces suitable for surface force studies. ALD is a popular thin film deposition method widely used in nanotechnology research thanks to its capability to deposit uniform and conformal films in a layer by layer fashion onto three dimensional surfaces. When appropriate film growth conditions are employed, smooth amorphous films can be grown.

Subsequently, the surface force between ALD prepared titanium oxide, also known as titania, surfaces in aqueous solution were successfully measured and were compared with the theoretically predicted dispersion forces and fitted using the DLVO theory. An interesting result was obtained at high pH where the measured surface force was repulsive at small separations between two surfaces, whilst the DLVO theory predicted a large attractive force. It is well known that DLVO theory has a limited applicability.
For instance, it does not take into account specific ion effects which are ubiquitous and it cannot be applied at high salt concentrations.\textsuperscript{51} It often disagrees with experimental results and as a result the unexplained forces have been categorized as non-DLVO forces\textsuperscript{52}. The repulsive force observed between titania surfaces also contradicts the theory.\textsuperscript{49, 53} According to DLVO theory, any short-range repulsive force should be masked by the large attractive force due to the strong van der Waals forces associated with the high dielectric constant of titania.

In order to find out whether this unexplained phenomenon is peculiar to titania\textsuperscript{50-53} or occurs rather generally we will investigate other mineral oxide surfaces. We have chosen hafnium oxide, also known as hafnia, as it has a high dielectric constant and is a material available to us through the ALD technique. To date the surface force between hafnia surfaces have never been measured.

Hafnia has a wide number of applications that make use of the high chemical and thermal stability, as well as a relatively high dielectric constant and a high refractive index. It has been extensively studied as an alternative gate dielectric material in metal-oxide-semiconductor field effect transistors, to solve the leakage current problem found in silica.\textsuperscript{54-57} Hafnia has also been employed in advanced ceramics that are found in various applications such as cutting tools\textsuperscript{58}, nanofiltration membranes\textsuperscript{59-60}, and thermal barrier coatings in engine\textsuperscript{61}. The use of hafnia is expanding as the demand for higher fracture resistant ceramics is increasing. The colloidal processing of ceramics\textsuperscript{62} is where defects can be introduced and thus the strength of ceramic materials is often determined at this stage.\textsuperscript{63} In general, repulsive forces between colloidal particles facilitate stable suspensions and thus good mixing of different particles.\textsuperscript{62} The potential outcomes of this work will not only be an elucidation of the anomalous repulsive force between titania\textsuperscript{49-53} surfaces but also a greater understanding of the behaviour of hafnia colloidal systems, which will be valuable in various applications. Further, we expect that we might obtain a deeper understanding of colloidal interactions in general and therefore contribute to understanding colloidal systems not directly investigated here.
In Chapter 2, background information on surface forces is presented, in particular, the DLVO theory is described. An overview of the popular surface force measurement techniques is also presented.

In Chapter 3, the experimental methodology of the work presented in this thesis is explained including atomic layer deposition (ALD) and atomic force microscopy (AFM).

In Chapter 4, experimental results from the measurement of the surface forces between ALD prepared hafnia surfaces are presented and discussed. In particular the effect of roughness on surface forces is investigated and quantified.

In Chapter 5, the effect of citric acid on the surface forces between hafnia surfaces is investigated. Citric acid as an effective stabilizer for metal oxide particles is demonstrated. Importantly, the influence of the adsorption of citric acid (which is a model for humic and fulvic acids) on the flocculation properties of nanoparticles, and thus, in turn, on the transport of engineered nanoparticles in the environment is discussed.

In Chapter 6, the surface forces between hafnia surfaces that are hydrophobised by palmitic acid vapor treatment are presented. A simple method is developed to hydrophobise hafnia surfaces, and the forces measured are discussed. A new mechanism for the anomalous attraction between such hydrophobic surfaces is proposed, which quantitatively fits the measured interactions.

In Chapter 7 provides a brief summary of the entire work and the important conclusions and describes future directions for this research.

This work aims to contribute to a deeper understanding of surface forces in general and the specific properties of a range of previously unexplored surfaces by using the ALD technique. A series of successful employments of ALD in surface force studies may promote a wide usage of the technique, which in return will enrich our knowledge in colloidal science.
INTRODUCTION TO SURFACE FORCES

This chapter provides an introduction to the theory of surface forces, focusing on the DLVO theory\textsuperscript{20,21} of colloidal stability. It begins with an introduction of the two forces that comprise DLVO force: the van der Waals force and the electric double layer force. This chapter also touches on other non-DLVO forces that have been experimentally measured and on some of the popular surface force measurement techniques.

2.1 SURFACE FORCES

The properties of colloidal systems are largely dictated by the interactions between the colloidal particles in close proximity: the so-called surface forces\textsuperscript{4,84,86}. The surface forces include van der Waals forces\textsuperscript{87}, electric double layer forces\textsuperscript{88}, hydrophobic force\textsuperscript{89-70}, hydration force\textsuperscript{71-72}, steric force\textsuperscript{73-75} and so on. We begin with the origin of the ubiquitous van der Waals force.
2.2 VAN DER WAALS FORCES

2.2.1 Van der Waals forces between molecules

One of the most important forces in surface and colloid science is the van der Waals forces between atoms, molecules, or particles. Named after the Dutch scientist Johannes Diderik van der Waals who first recognized the evidence of forces between what were soon to be called molecules. In his 1873 Ph.D. thesis\(^7\), van der Waals extended the famous ideal gas law, \(pV = Nk_BT\), the relationship between the pressure, \(p\), volume, \(V\), and temperature, \(T\), of dilute gases of non-interacting point particles. Here, \(N\) is a given number of particles and \(k_B\) is the Boltzmann constant. Van der Waals found that to describe dense-gas pressures, he had to replace \(pV = Nk_BT\) with:

\[
p + a \left(\frac{1}{V^2}\right) = Nk_BT\]

The net volume \(V\) became \((V - b)\), with a positive constant, \(b\), that accounts for the small space occupied by the gas particles themselves. And with constant positive \(a\), the pressure, \(p\), of the dense-gas was less than the pressure of the ideal gas by an amount \(a/V^2\). This difference implied that there are attractive forces between gas molecules. Such an attraction is also evident at cold temperatures when these same gasses liquefy.

After the 1870’s formulation of the van der Waals gas equation, there was rapid progress in the study of the interactions between particles in gases. By the end of the 1930s, three kinds of dipole–dipole interactions were formulated for neutral-molecule interactions. In all three cases, the free energy, the work required to bring the gas particles from infinite separation to a finite separation, \(x\), was found to vary as the inverse-sixth power of distance, \(- (C/x^6)\), with different positive coefficients \(C\).\(^6\)

1) Keesom interactions of permanent dipoles, \(- (C_{\text{Keesom}}/x^6)\). Two freely rotating dipoles will attract each other because they change orientation such that they are anti-parallel.
2) Debye interactions between a permanent dipole and a nonpolar molecule, \(- (C_{\text{Debye}}/x^6)\). The permanent dipole polarizes the nonpolar molecule, with the induced dipole being anti-parallel resulting in an attraction.

3) London dispersion interactions between two nonpolar but polarizable molecules, \(- (C_{\text{London}}/x^6)\). Momentary dipoles on one molecule can induce dipoles on another molecule giving rise to an attraction. The condensation of nonpolar gases is evidence of this interaction.

Keesom and Debye interactions can be calculated using classical physics. However, as the London dispersion force (also called the dispersion force) is quantum mechanical in origin, calculating it requires quantum mechanical perturbation theory. The origin of dispersion forces can be understood intuitively by considering the electrons around an atom at a very high frequency. The dipole moment is zero for nonpolar atoms when averaged over time, however, at any given moment atoms have a dipole moment due to the instantaneous positions of the electrons. This dipole generates an electric field that induces a dipole in nearby atoms. As a result, an attractive force arises between the two atoms.

The van der Waals force is the sum of the Keesom, the Debye, and the London dispersion interaction:

\[
V_{\text{vdW}}(x) = -\frac{C_{\text{Keesom}} + C_{\text{Debye}} + C_{\text{London}}}{x^6}
\]  

In the absence of strong molecular dipoles, such as in water, the dispersion interaction is usually the dominating force.
2.2.2 *Van der Waals forces between macroscopic particles*

2.2.2.1 *Microscopic calculation: Hamaker approach*

In 1937 H. C. Hamaker\(^7\) formulated van der Waals interactions between macroscopic particles, as distinct from the small-molecule interactions that had been considered previously. His calculation was based on the pairwise summation of the forces between all molecules in the particles. This is often called the microscopic approach because the calculation involves the polarizabilities and number densities of the atoms in the two interacting bodies.\(^7\) Hamaker’s approach assumes that the interaction between a pair of molecules is not influenced by the presence of a third molecule. He showed that the distance dependency of the van der Waals forces can be much longer ranged than the \(r^{-6}\) dependency exhibited by single molecules. According to Hamaker, the interaction energy per unit area, \(W\), between two flat surfaces at a distance \(x\) is given by:

\[
W(x) = -\frac{A_H}{12\pi x^6}
\]

Here, \(A_H\) is the so-called Hamaker constant, and the van der Waals interaction energy per unit area \(W(x)\) is derived by summing all the interactions between atomic and molecular dipoles in the particles. This approach by Hamaker is, however, questionable as it neglects many body effects.

2.2.2.2 *Macroscopic calculation: Lifshitz theory*

In 1956, Lifshitz\(^8\) published a paper presenting an alternative, more rigorous and accurate calculation of the van der Waals force between solid bodies. Lifshitz showed that instead of summing pair-wise interatomic forces, one can treat matter as a continuum with certain dielectric properties, avoiding the calculation of the complicating many body effects. In the Lifshitz theory,
the fluctuations in the electromagnetic field between two macroscopic bodies separated by the medium results in the van der Waals interaction.

Lifshitz theory leads to an interaction that is reasonably well described by Equation 2.3, but is different from the Hamaker approach in determination of the Hamaker constant, \( A_H \) and the interaction decays more rapidly at larger separations due to the finite time required for the electromagnetic field to travel between molecules. This is known as retardation. The retardation effect was introduced by Casimir and Polder in 1948, as the weakening of the interaction forces at larger separations. It arises from the finite amount of time for the electromagnetic field to propagate from one charge to the other. The retardation effect becomes significant when the distance between fluctuating charges is large enough. At large distances, by the time the second charge responds to the field generated by the first one, the momentary charge configuration of the first charge will have changed, and the charge fluctuations will fall out of step with each other. As a result, the strength of interaction is always weakened. When the retardation effect is taken into account, the Hamaker constant, \( A_H \), becomes the separation-dependent Hamaker coefficient, \( A_H(x) \).

In Lifshitz theory, the Hamaker constant is calculated from the bulk dielectric and magnetic properties of the materials. The complicated structure of Lifshitz theory and the necessity of knowing the dielectric response function for the full range of relevant frequencies hindered its widespread acceptance. In 1969, Parsegian and Ninham showed that application of Lifshitz theory could be simplified by constructing the dielectric function by interpolating the available spectral data. This paved the way for easier access to quantitative description of the van der Waals forces.

The Hamaker constant \( A_{123} \) for two half-spaces made of materials 1 and 2 separated by an intervening medium 3 is given by Equation 2.4. Note that the magnetic contribution is not included in the equations below as it is negligible compared to the dielectric for most materials.

\[
A_{123} = \frac{1}{2} k_B T \sum_{m=0}^{\infty} \int_0^{\infty} x \ln(1 - \Delta_{13} \Delta_{23} e^{-x}) dx,
\]  

(2.4)
Here, $\Delta$ refers to the dielectric reflection coefficient between the medium and the materials. The prime against the summation in $m$ indicates that the zero frequency term in $m=0$ is taken with a factor of $1/2$. The zero frequency term corresponds to the sum of the Debye and Keesom interactions, which makes only a minor contribution to the total interactions except in materials with large permanent dipole moments. Taken between two whole materials $j$ and $k$, the dielectric reflection coefficient, $\Delta_{jk}$, at an imaginary frequency $i\omega$ is:

$$\Delta_{jk} = \frac{\epsilon_j(i\omega_m) - \epsilon_k(i\omega_m)}{\epsilon_j(i\omega_m) + \epsilon_k(i\omega_m)} \tag{2.5}$$

with

$$\omega_m = \frac{2\pi mk_BT}{h} \quad \text{with} \quad m = 1, 2, 3, 4, \ldots \tag{2.6}$$

$\epsilon(i\omega)$ is the imaginary dielectric response function\(^{82}\) of the Matsubara frequencies $\omega_m$. The introduction of the imaginary dielectric function, $\epsilon(i\omega)$ is a purely mathematical procedure and thus $\epsilon(i\omega)$ itself is not a physical property of the materials but can be calculated from the real physical adsorption spectrum, which is the imaginary part of the frequency-dependent complex dielectric function $\epsilon(\omega)$ of the materials. Today, the complex dielectric function $\epsilon(\omega)$ can be determined from the dielectric data obtained using various techniques such as optical reflectance, ellipsometry, and electron loss spectroscopy. Although most of these methods yield only one of the components of the complex dielectric function, the transformation from the real to the imaginary component or vice versa can be performed using the Kramers-Kronig (K-K) relations.

In this thesis, the van der Waals interaction for the layered system was calculated using Lifshitz theory\(^{83}\). See Appendix-A (§A.2) for details of the van der Waals interaction between multilayered systems.
2.3 ELECTRIC DOUBLE-LAYER FORCE

Most solid surfaces are found to develop some type of electric charge when in contact with water or any liquid of high dielectric constant. The presence or absence of a surface charge may not be important in macroscopic systems. However, in the microscopic world of colloids, the presence or absence of even a small surface charge can have significant impact on the stability of the system.

A surface may acquire an electric charge by the following mechanisms:

1) Direct ionization or dissociation of surface groups: surface groups can be directly ionized, but one of the ions can be permanently bound to the surface.

2) Adsorption or binding of ions from solution: for example, the adsorption of $-OH^-$ groups to the water-air interfaces that charges it negatively.

3) Charge (usually protons or electrons) hopping between two dissimilar surfaces without a liquid medium.

In all three mechanisms of charging, the final surface charge of co-ions is balanced by an equal but oppositely charged region of so-called counterions as illustrated in Figure 2.1. Here, some of the counterions are bound to the surface within the so-called Stern or Helmholtz layer. However, thermal fluctuations tend to drive some counterions away from the surface. This leads to the formation of an electric double-layer.

To examine how these surface charges affect the properties of colloids, it is first necessary to invoke the famous Coulomb’s law. It describes the inverse square law of force between two electric charges, $q_1$ and $q_2$, separated by a distance, $x$, in a medium in the form:

$$F(x) = \frac{q_1 q_2}{4\pi\varepsilon\varepsilon_0 x^2}$$

(2.7)
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Figure J.1: Schematic of an electric double layer at a charged surface. The surface charge generates a surface potential \( \psi_0 \). On the Stern layer, the adsorbed counterions change the potential to \( \psi_\delta \). The zeta potential, \( \psi_\zeta \), is where the electric double layer begins.
where \( \varepsilon_0 \) is the permittivity of a vacuum and \( \varepsilon \) is the dielectric permittivity or constant of the medium. The work done to bring two charges together from infinite separation to a distance \( x \) in a medium is therefore given by:

\[
W(x) = \frac{q_1 q_2}{4\pi \varepsilon_0 \varepsilon x}
\]

(2.8)

\( W(x) \) will be positive for charges of the same sign, and negative for charges of opposite sign. If a charge \( q \) produces an electric field at a point \( x \), then the work needed to bring a unit charge to this point is \( q/(4\pi \varepsilon_0 x) \). This is called the electric potential at \( x \) due to the charge \( q \) and is denoted by \( \psi \).

### 2.3.1 The Poisson–Boltzmann equation

Coulomb’s law is applicable to simple systems. However, for more realistic situations, the presence of all ions in the system must be taken into consideration. Therefore, in order to apply Coulomb’s law to solutions of electrolytes and colloids that contain dissolved ions, and charged surfaces, it is necessary to employ Boltzmann’s distribution law. In the coming section (§2.3.1.1) a summary of the derivation of the electric potential \( \psi \) near a charged planar surface using the Poisson equation and Boltzmann’s distribution law is given as explained by Butt and Kappl.\(^{58} \)

### 2.3.1.1 Linearized Poisson-Boltzmann equation for low potential

The potential, \( \psi \), near a charged planar surface depends on the distance normal to the surface \( x \). Thus, we consider a planar solid surface with a homogeneously distributed electric surface charge density, \( \sigma \), in contact with a liquid. The surface charge generates a surface potential \( \psi_0 \) at \( x = 0 \).

In general, charge density and electric potential are related by the Poisson equation:
\[ \nabla^2 \psi = -\frac{\rho_e}{\varepsilon \varepsilon_0} \quad (2.9) \]

Here, \( \rho_e \) is the local electric charge density. If the exact charge distribution is known, then the potential distribution can be calculated using the Poisson equation. However, because the ions in solution are free to move, their spatial distribution needs to be calculated using Boltzmann statistics. According to the Boltzmann equation, the local ion density \( c_i \) is given by:

\[ c_i = c_i^0 \cdot e^{-\frac{W_i}{k_B T}} \quad (2.10) \]

where \( W_i \) is the work required to bring an ion in solution from infinite distance to a certain position near the surface, and \( c_i^0 \) is the bulk concentration of the given ion. This shows that the local ion concentration \( c_i \) depends on the electric potential at a certain position.

Now, if we assume that only 1:1 salt is dissolved in the liquid, the electric work required to bring a charged cation to a place with potential \( \psi \) is \( W^+ = e\psi \), where \( e \) is the unit charge. For an anion, it is \( W^- = -e\psi \). The local anion and cation concentrations \( c^- \) and \( c^+ \) are related to the local potential, \( \psi \), by the Boltzmann factor: \( c^- = c_0 \cdot e^{e\psi/k_B T} \) and \( c^+ = c_0 \cdot e^{-e\psi/k_B T} \). Here, \( c_0 \) is the bulk concentration of the salt. Then the net local charge density is

\[ \rho_e = e(c^+ - c^-) = c_0 e \left( e^{\frac{e\psi(x,y,z)}{k_B T}} - e^{-\frac{e\psi(x,y,z)}{k_B T}} \right) \quad (2.11) \]

Substituting Equation 2.11 into the Poisson equation 2.9 leads to

\[ \nabla^2 \psi = \frac{c_0 e}{\varepsilon \varepsilon_0} \left( e^{\frac{e\psi(x,y,z)}{k_B T}} - e^{-\frac{e\psi(x,y,z)}{k_B T}} \right) \quad (2.12) \]

Often, this equation is referred to as the Poisson-Boltzmann equation. It is a partial differential equation of second order, and in most cases, it has to be solved numerically. However, in the case of a planar surface, it can be solved analytically. For the simple case of an infinitely extended planar surface, we are left with the Poisson-Boltzmann equation in the \( x \) - direction only:
\[ \nabla^2 \psi = \frac{\partial^2 \psi}{\partial x^2} = \frac{c_0 \varepsilon}{\varepsilon \varepsilon_0} \left( e^{\frac{\varepsilon \psi(x)}{k_B T}} - e^{\frac{\varepsilon \psi(x)}{k_B T}} \right) \]  

(2.13)

For low potentials, we can expand the exponential functions into a series and neglect all but the first linear term:

\[ \frac{\partial^2 \psi}{\partial x^2} = \frac{c_0 \varepsilon}{\varepsilon \varepsilon_0} \cdot \left( 1 + \frac{\varepsilon \psi}{k_B T} - 1 + \frac{\varepsilon \psi}{k_B T} \pm \cdots \right) \approx \frac{2 c_0 \varepsilon}{\varepsilon \varepsilon_0 k_B T} \cdot \psi \]  

(2.14)

Note that low potential means, \( e |\psi| \ll k_B T \). At room temperature, this implies that \( \psi \leq 25 \text{ mV} \). Fortunately, in most applications, the result is valid even for higher potentials, up to 50 - 80 mV. The Equation 2.14 is sometimes called the “linearized Poisson-Boltzmann equation” or “Debye-Hückel approximation”. The general solution of Equation 2.14, the linearized Poisson-Boltzmann equation, is

\[ \psi(x) = A \cdot e^{-\kappa x} + B \cdot e^{\kappa x} \]  

(2.15)

with

\[ \kappa = \sqrt{\frac{2 c_0 \varepsilon^2}{\varepsilon \varepsilon_0 k_B T}} \]  

(2.16)

Here, \( A \) and \( B \) are constants, which are defined by the boundary conditions.

The boundary conditions require that, at the surface, the potential is equal to the surface potential, \( \psi(x = 0) = \psi_0 \), and that far away from the surface, the potential should disappear \( \psi(x \rightarrow \infty) = 0 \). This condition leads to \( B = 0 \). From the first boundary condition, we get \( A = \psi_0 \). Thus, the potential is given by
\[ \psi = \psi_0 \cdot e^{-\kappa x} \]  

The potential decreases exponentially with the decay length \( \lambda = \kappa^{-1} \). This decay length is called the Debye length. It indicates how fast the surface potential decays. As seen in the Equation 2.16, the Debye length is inversely proportional to the salt concentration. This is easily understood as the greater concentration of ions in solution, the more effective the screening of the surface charge.

### 2.3.2 Interacting double layers

In the previous section, we dealt with the potential distribution around an isolated charged surface by considering a simple planar surface. Now if two charged surfaces approach each other, then the electric double layers overlap, and an electric double-layer force will arise. This electric double-layer force is essential for the stabilization of colloid systems.\(^{92}\)

Several methods are available for calculating the interaction energy of two electric double layers. For example, Hogg, Healy, and Fuerstenau\(^ {93}\) formulated the change in Gibbs energy of the two double layers with constant, but different surface potentials. Parsegian and Gingell\(^ {94}\) calculated the osmotic pressure for two different surfaces.

To calculate the potential distribution in the gap between two double layers, we need the Poisson-Boltzmann equation. However, we need to alter the boundary conditions from our previous derivation. Two types of boundary conditions are of interest:\(^ {64, 68}\)

1) Constant potential: During approach, the surface potentials of two surfaces remain constant:
2) Constant charge: During approach, the surface charge densities of two surfaces remain constant.
The force per unit area can be written in a very simple form when the separations between two double layers are large enough \((\kappa x > 1)\) \(^9\)

\[
F(x) \approx f \cdot e(-\kappa x)
\]  

(2.18)

Here the prefactor \(f\) is some function of the surface charge or potential and \(\kappa^{-1}\) is the Debye length, which depends on salt concentration and is an indication of the range of the double layer force. Note that at smaller separations, however, the calculation becomes very complicated and the assumptions of the model might become invalid.\(^9\) In the case of real surfaces, neither the surface charge nor the surface potential remains constant. For instance, when two surfaces are forced into contact the counterions are forced to re-adsorb onto their original surface sites. Thus, the surface charge becomes a function of the distance between the two surfaces. This is known as charge regulation.\(^96\)\-\(^97\) This regulation leads to forces that lie between the two theoretical limits set by the constant charge and constant potential boundary conditions.\(^64\)

To analyze the electric double layer forces measured in this thesis, we used an algorithm developed by Chan, Pashley and White\(^98\) that calculates the interaction energy of the repulsion between two flat surfaces of the same potential. The numerical procedure in this algorithm starts from the planar Poisson-Boltzmann equation for a 1:1 electrolyte solution presented earlier in Equation 2.13 which can be re-written as Equation 2.19 with a dimensionless potential \(\Psi \equiv e\psi/k_B T\)

\[
\frac{\partial^2 \Psi}{\partial x^2} = \frac{c_0 e^2}{\varepsilon \varepsilon_0 k_B T} \cdot (e^{-\Psi} - e^{\Psi})
\]  

(2.19)

Below is a summary of the algorithm developed by Chan, Pashley and White.\(^98\) Equation 2.19 can be simplified as
\[
\frac{\partial^2 \psi}{\partial x^2} = \sinh \Psi \tag{2.20}
\]

where \(X (\kappa x)\) is the scaled distance measured from the midplane, and \(\kappa\) is the inverse of Debye length. A first integration of Equation 2.20 gives

\[
\frac{d\psi}{dx} = Q \text{Sgn} (\Psi_m) \tag{2.21}
\]

where \(\text{Sgn}\) is the sign function taking values of either -1 or +1, and the variable \(Q\) is defined as

\[
Q = \sqrt{2(cosh \Psi - cosh \Psi_m)} \tag{2.22}
\]

where \(\Psi_m\) is the scaled midplane potential, which emerges as an integration constant. Equation 2.21 satisfies the symmetric zero-derivative boundary condition at the midplane \((X = 0)\). We calculate \(\frac{dQ}{d\psi}\) using the chain rule and remembering the hyperbolic identity \((\cosh \Psi)^2 - (\sinh \Psi)^2 = 1\) we derive that

\[
\frac{dQ}{d\psi} = \frac{\sinh \Psi}{Q} = \frac{\text{Sgn}(\Psi_m)}{Q} \sqrt{\left(\frac{Q^2}{2} + \cosh \Psi_m\right)^2 - 1} \tag{2.23}
\]

By multiplying Equations 2.21 and 2.23 we derive the differential equation
\[
\frac{dx}{dq} = \sqrt{\left(\frac{Q^2}{2} + \cosh \Psi_m\right)^2 - 1}^{-1} \quad (2.24)
\]

The midplane in terms of these variables is the point \((Q = 0, X = 0)\). If we know what value of \(Q\) corresponded to the surface charge \(Q_s\), then for a given value of the reduced midplane potential \(\Psi_m\), we can solve Equation 2.24 from \(Q = 0\) to \(Q = Q_s\) by a suitable numerical technique for solving differential equations. Thus we determine \(X_s = \kappa L/2\), the scaled distance from the midplane to the surface of charge corresponding to the given value of \(\Psi_m\), where \(L/2\) is the distance from the midplane to each surface. Repeating this procedure for a set of suitably chosen values of \(\Psi_m\) will generate a set of corresponding \(\kappa L/2\) values, which we can compare to the measured separations. The electrostatic pressure at each value of \(L\) is simply calculated from the corresponding \(\Psi_m\) value by²⁷, ⁶⁴

\[
P(L) = 2nk_BT(\cosh \Psi_m - 1) \quad (2.25)
\]

The interaction free energy per unit surface area \(E_p(L)\) can be computed from

\[
E_p(L) = \int_{L'} P(L')dL' \quad (2.26)
\]

In the case of constant surface potential, \(Q_s\) is calculated directly from Equation 2.22 with \(\Psi = \Psi_s\),

\[
Q_s = \sqrt{2(\cosh \Psi_s - \cosh \Psi_m)} \quad (2.27)
\]

In the case of constant surface charge, we have Gauss’ boundary condition with surface charge density, \(\sigma\)
\[
\frac{d\psi}{dx} = \frac{4\pi e}{\varepsilon k_B T} \cdot \sigma \quad (2.28)
\]

From Equation 2.21 we see immediately that

\[
Q_S = \frac{4\pi e}{\varepsilon k_B T} |\sigma| \quad (2.29)
\]

Most surfaces will fall somewhere between these boundary conditions.

Note that when the measured force was suspected to be an attractive force between surfaces with two different potentials, we used the method of Parsegian and Gingell\(^{34}\) (See § 4.2.1).

2.4 \hspace{1em} DLVO THEORY

The van der Waals force and the electric double layer force that were covered in previous sections are the two forces acting between charged surfaces according to the famous DLVO theory. This theory was developed independently by Deryaguin and Landau in 1941\(^{20}\) and E. J. W. Verwey and J. T. G. Overbeek in 1948\(^{21}\). DLVO theory was developed to quantitatively explain the coagulation of dispersed particles in aqueous solution. The theory describes the interplay between the van der Waals attraction that causes aggregation while the double layer force promotes stabilization.

Figure 2.2 shows the interaction energy between two identical surfaces calculated with the DLVO theory. Depending on salt concentrations and surface potential, there can be three force regimes: a very weak attraction (secondary minimum) at large separations, a double-layer repulsion at intermediate separations, and a strong attraction at short separations (primary minimum).
At low salt concentrations or at high surface potentials, the repulsive double layer force will prevent the particles from aggregating. This repulsive energy barrier can be so high that the thermal energy of the particles cannot overcome it. This will lead to a stable colloid dispersion.

As the salt concentration increases or the surface potential decreases, however, the repulsive energy barrier decreases. At high salt concentration or at low surface potential, this barrier becomes small and the van der Waals attraction dominates and aggregation of the particles in suspension will occur. Note that the van der Waals force between two identical surfaces is al-

![Figure 2.2: Schematic of the net DLVO interaction (black solid line) as well as the electric double layer (blue dotted line) and van der Waals (orange dotted line) components between two identical surfaces as a function of separation.](image)
ways attractive regardless of the medium in the gap. A very important feature to notice here is that when the separation becomes very small DLVO theory predicts that the van der Waals attraction always dominates.

The secondary minimum can exist at large separations. It can lead to a weak, reversible coagulation.

In describing colloid stability, DLVO theory makes several assumptions. Worth noting here are:

1) The solid surfaces are smooth at the molecular level.
2) An intervening medium is described by dielectric properties, has no granularity and has bulk properties up to the interface.
3) The electric double layer and van der Waals forces are treated independently and assumed additive.
4) The double layer interaction potential is computed using the non-linear Poisson Boltzmann equation for point ions. The discrete nature of charge is ignored and the smeared out surface charge approximation is applied.

When DLVO theory deals with long-range forces that are essential to explain the lyophobic colloid stability which was the original intention of the theory, the above assumptions present few problems. It has been, indeed, the dominating paradigm in colloid stability for almost 70 years.

2.5 THE DERJAGUIN APPROXIMATION

In the previous derivation, the interaction was expressed as interaction energies rather than the forces experienced by molecules and small particles. Theoretically, it is easier to calculate the interaction free energy per unit area, $W_a(x)$, between two parallel planar surfaces. Experimentally, however, it is usually easier to measure the forces, $F(x)$, between two curved bodies as a function of their surface separation $x$, which is size and geometry dependent. Therefore, it is desirable to have a method to relate the interaction force to the interaction energy.
In 1934, Derjaguin\footnote{Derjaguin, L.V. (1934).} proposed that many kinds of interaction, between spheres or between a sphere and a plane or between any curved surfaces, could be derived from an expression for the interaction between two parallel planar surfaces. Below is the derivation that shows how to relate the energy per unit area for two flat surfaces to the force between two spheres.\footnote{This is a reference to another source or work.}

Assume that we have two spherical particles of radii $R_1$ and $R_2$ at a surface separation $x$ apart, as illustrated in Figure 2.3. The total surface forces, $F(x)$, between these two particles can be obtained by integrating the forces between a circular element strip of area, $2\pi y dy$, on the upper surface and the lower surface,

\[
F(x) = \int_{Z=x}^{Z=x+R_1} (2\pi y dy) f(Z)
\]  \hspace{1cm} (2.30)

where, $f(Z)$, is the force per unit area. Now we take several approximations in deriving the $F(x)$- $W_0(x)$ relation.
First, we divide the surface of the first sphere \( R_U \) into infinite number of rings, so that each circular strip becomes a flat ring of width \( dy \). Replace the second sphere \( R_2 \) with an infinite flat surface at the separation \( Z \) directly opposite to the flat rings, which is a reasonable approximation for \( R_U, R_2 \gg x \). Now, we take the “Chord Theorem” approximation, in which the surface curvature is assumed to be parabolic. Then the following relation holds true for all separations,

\[
R_U^2 = (R_U - z_1)^2 + y^2 \tag{2.31}
\]

and for \( R_U \gg x \) (and thus \( R_U \gg z_1 \gg z_1^2 \)), this gives,

\[
z_1 \approx \frac{y^2}{2R_U} \tag{2.32}
\]

and similarly,

\[
z_2 \approx \frac{y^2}{2R_2} \tag{2.33}
\]

Thus,

\[
Z = x + z_1 + z_2 \approx x + \frac{y^2}{2R_U} + \frac{y^2}{2R_2} \tag{2.34}
\]

Differentiating \( Z \) with respect to \( y \) gives,

\[
dZ = \frac{y}{R} dy \tag{2.35}
\]

where

\[
R = \frac{R_1 R_2}{R_1 + R_2} \tag{2.36}
\]

Substitution of Equations 2.35 and 2.36 into Equation 2.30 leads to
\[ F(x) = 2\pi R \int_{Z=x}^{Z=x+R_1} f(Z) dZ \quad (2.37) \]

Now we assume that the range of surface force is small compared with the size of the two spheres, which is a reasonable assumption in practice. Then, we can replace the upper integration limit in Equation 2.37 with infinity. This gives:

\[ F(x) = 2\pi R \int_{x}^{\infty} f(Z) dZ = 2\pi R W_A(x) \quad (2.38) \]

where \( W_A(x) \) is the interaction free energy between a unit area and a semi-infinite surface \( x \) apart. Now, we can assume that the interaction free energy between two unit areas \( W_a(x) \), is very similar to \( W_A(x) \), which is a very good approximation for surfaces in close proximity. And, we finally arrive at the Derjaguin approximation,

\[ F(x) = 2\pi R W_a(x) \quad (2.39) \]

Although Equation 2.39 has been derived for two spheres, it can be easily adapted to other geometries. In case of a sphere of radius \( R_1 \) against a planar surface (as in the colloid probe AFM technique that this thesis employed), we set \( R_2 \gg R_1 \) in Equation 2.36, and it gives

\[ F(x) = 2\pi R_1 W_a(x) \quad (2.40) \]

The Derjaguin approximation is applicable to any type of force law as long as the range of the interaction and the separation \( x \) are much smaller than the radii of the spheres. It is useful for comparing experimental data with theory. It is also useful for comparing force data among different experiments, since all forces can be scaled by a simple geometric factor that depends only on the local radii of the interacting surfaces.
2.6 NON-DLVO FORCES

The force between two solid surfaces can usually be described by DLVO theory based on continuum models for large separations. However, the continuum theory eventually breaks down at small surface separations, at which point the molecular nature of the intervening liquid medium has to be taken into account. It is, therefore, not surprising to find some phenomena that cannot be explained by DLVO theory. We briefly discuss some of the phenomena that are caused by the discrete nature of liquid molecules in the following section.

2.6.1 Hydration force

When two hydrophilic surfaces are brought into contact, repulsive forces have been measured in aqueous solution. The short range repulsive force has been experimentally measured in aqueous electrolytes between a variety of surfaces both soft and hard such as alumina, mica, and silica. This force arises between two surfaces when water molecules bind strongly to molecules at the surfaces. The repulsive force has been described by the energy required to remove the water layer from the hydrated surfaces or from ions adsorbed to the surface. The hydration force could explain a range of natural phenomena, such as swelling of certain clays and repulsion between biological membranes.

Measured hydration forces are found to decay exponentially with a decay length comparable to the size of water molecules, but with widely differing magnitudes. As it decays quite rapidly, the force is observed at separations only up to a few nm.

To date, despite extensive research in the field, a dominant theoretical description of the hydration force has not emerged although several theoretical models have been proposed. In analysing the surface forces measured between hydrophilic hafnia surfaces in Chapter 4, I used the model developed by Marcelja and Radic who explained the short-range repulsion by a modification of water structure near hydrophilic surfaces.
2.6.2 *Hydrophobic force*

The strong attraction between hydrophobic surfaces in water, which is now termed the hydrophobic interaction or force\(^{69,70,117}\) has been of significant interest to many theoretical and experimental scientists, since the first experimental result of the distance dependence of this force reported an exponentially decaying attractive force with a long-ranged decay length (~ 1 nm)\(^{118}\). Direct measurements of the interaction between hydrophobic surfaces were performed typically between mica surfaces that were rendered hydrophobic by adsorption of surfactants\(^{118-119}\), Langmuir-Blodgett deposition\(^{120-121}\), and by chemisorption\(^{122-124}\). Although the long-range exponentially decaying attractive force between hydrophobic surfaces in water is now well acknowledged, to date the reported range and magnitude of the hydrophobic force varies significantly depending on the physical system and the measurement methods.\(^{69}\)

One of the major sources of disagreement in the experimental results is the dependence of the attractive force on the hydrophobic surface preparation technique. Forces measured between relatively smooth and stable hydrophobic surfaces produced by chemisorption have been reported to be in a range of < 10-20 nm\(^{125-126}\), whereas surfaces prepared by physisorbed surfactants resulted in longer ranged forces (> 20 nm)\(^{70,126}\). Complexity often arises in measuring and interpreting the hydrophobic force due to other factors such as surface roughness and surface nanobubbles\(^{127-131}\). Preparing robust, smooth, and molecularly well-defined hydrophobic surfaces is therefore crucial.

I investigate the interaction between hafnia surfaces hydrophobised using palmitic acid vapor treatment in Chapter 6.

2.6.3 *Steric force*

A stabilized colloid can be observed when the particles are covered with a dense polymer layer,\(^{73,132,74}\) either through adsorption or through chemical grafting. If two particles approach, the polymer layers will touch when the
separation between them becomes less than twice the polymer layer thickness. In a good solvent for the polymer, the local increase in polymer concentration gives rise to a repulsive steric interaction between the particles. This repulsion is called a steric force. A short-range steric repulsion can also arise from the adsorption of small molecules.

### 2.7 SURFACE FORCE MEASUREMENT TECHNIQUES

Direct measurement of surface forces is a challenging task because of their short-ranged nature. Not only is a sensitive detection technique for forces required, but also a precise control of separation on the sub-nanometer scale. Additionally, surface roughness and contaminations are usually serious issues in direct force measurement.

Early attempts to measure the surface forces were indirect because what was measured was the force required to break adhesions between surfaces in contact. One of the first direct measurements of the forces between surfaces as a function of separation was performed by Derjaguin and coworkers in 1954. They tried to verify the Lifshitz' theory on the distance dependence of van der Waals forces. The force between a quartz sphere and a quartz plate for distances down to 100 nm was measured using a specially constructed microbalance with electromagnetic feedback system. The separation was measured by optical interference. Their results fell within 50% of the theoretical predictions for van der Waals forces by Lifshitz. It was the first experimental result that verified the theories of molecular attraction between two solid surfaces.

Since then, more force measurement techniques have been developed and refined, and now sophisticated techniques are available. The advantages and limitations of these popular techniques, including atomic force microscope (AFM) which was used to make the force measurements presented in this thesis are discussed in the following sections.
In 1968, Tabor and Winterton$^{22}$ measured the forces between molecularly smooth muscovite mica surfaces in air using a technique later called SFA. The surface forces apparatus (SFA)$^{23}$ contains two crossed silica cylinders with a radius of curvature of about 1–2 cm onto which thin sheets of mica are glued. The separation between the two cylinders is changed using a piezoelectric translator, and the direct determination of the separation was measured by optical interferometry.

In SFA, an interferometry technique called fringes of equal chromatic order (FECO)$^{42}$ is used for determining the separation down to 0.1 nm. Among all the techniques available, it is the only one that can directly determine the true separation between surfaces. However, the FECO technique requires that both surfaces are transparent to visible light. As a result, mica has been used extensively in SFA force measurements with a few attempts to overcome this limitation by using alternative materials, including sapphire$^{45}$, silica$^{28}$, and polymer films$^{34}$. This limited the variety of the surfaces which can be studied. Although the technique has been modified by Conner and Horn$^{145}$ so that only one surface is required to be transparent as long as the other surface is partially reflective and modified again later by Kawai et al.$^{146}$ so that the distance between two non-transparent substrates can be determined using two-beam interferometry. An alternative method has also been developed to employ opaque materials, replacing the FECO technique for measuring distances by a capacitance method$^{147,148,149}$.

**Optical Trapping (OT)**

Optical trapping or optical tweezers$^{150}$ was first developed in 1986 by Ashkin et al., who demonstrated that the momentum of photons can capture and manipulate microscopic particles in three dimensions. In optical trapping, a tightly focused laser beam attracts transparent dielectric particles to its focal spot. The trapped particle can be displaced from its equilibrium position
when there are external forces. The optical trap can be used as a highly sensitive force measurement tool.\textsuperscript{151} The trap stiffness (spring constant) can be calibrated and the displacement of the trapped particle from the equilibrium position can be measured.\textsuperscript{152} Optical trapping has been extensively used in studying biological samples.\textsuperscript{153} Optical trapping is also used in total internal reflection microscopy.

2.7.3 \textit{Total Internal Reflection Microscopy (TIRM)}

Total internal reflection microscopy (TIRM), developed in 1987\textsuperscript{154}, measures the potential energy vs. separation between of a single microsphere and a transparent flat plate. In a TIRM experiment,\textsuperscript{155} a microsphere is allowed to sediment toward the plate. When there is repulsive force between them due to, for example, electric repulsion or steric repulsion, the microsphere finds an equilibrium position. A laser beam is then directed at the particle from below through the transparent flat plate. An evanescent wave\textsuperscript{156} is generated between the plate and the sphere, when total internal reflection of the laser beam occurs at critical angle. The evanescent wave will be scattered by the sphere. The distance between the sphere and the plate can be measured by monitoring the intensity of the scattered evanescent wave.\textsuperscript{157} By recording the changes in vertical position of the sphere due to Brownian motion, one can determine the potential energy of interaction and the diffusion coefficient of the sphere.\textsuperscript{158}

2.7.4 \textit{Atomic Force Microscope (AFM)}

The atomic force microscope (AFM) was invented in 1986 by Binnig et al.\textsuperscript{24} and it belongs to a series of scanning probe microscopes invented in the 1980s. Although, originally it was developed for imaging the topography of surfaces, it has become one of the most popular surface force measurement techniques.

In the AFM\textsuperscript{25, 159-160} a sharp tip or a colloidal particle attached to the end of a cantilever is brought in contact with an approaching planar surface by
the use of the piezoelectric translator. The force between the probe and the surface is measured by monitoring a laser beam that is reflected from the backside of the cantilever. The radii of the probe is typically about 10 µm, the small radius results in a small contact area, reducing the impact of contamination and surface roughness.\(^6\)

A critical part in analyzing AFM force data is the determination of zero separation, where the probe makes contact with the surface.\(^{165}\) This is usually determined from the interaction forces as there is no direct measurement for absolute distance in the AFM. In contrast the FECO technique employed in the SFA offers clear information on the separation between the surfaces.

Among the surface force measurement techniques reviewed in the previous sections, the AFM appears to be the most suitable method for the experiments designed for this thesis. In the usual optical trapping setup, only transparent particles can be captured\(^{162-165}\) and in the TIRM a transparent flat surface is required.\(^{164-165}\) Also, TIRM is not suited to measuring strongly attractive forces. The SFA involves a relatively large contact area between surfaces, thus the technique requires a very high demand of clean handling and operation to avoid contamination.\(^6\) Therefore, I used the AFM for surface force measurements presented in this thesis due to its relatively easy operation and flexibility in employing various types of surfaces. A more detailed description of the principles of the AFM are presented in Chapter 3 of this thesis.
EXPERIMENTAL METHODOLOGY

This chapter describes the general experimental techniques that were used in the surface force measurements presented in chapters 4-6. Techniques that are exclusive to each chapter are described in the method section of the corresponding chapter.

The general experimental procedure in this work consisted of three main steps. Firstly, smooth hafnia surfaces were produced using atomic layer deposition (ALD). The roughness and thickness of the ALD prepared hafnia layer were then determined using an atomic force microscope (AFM) imaging and X-ray reflectivity (XRR). Zeta potentials of the surfaces were also measured to find the isoelectric point (iep). Lastly, the surface force was measured using an AFM and the force data were analysed.

3.1 ATOMIC LAYER DEPOSITION

3.1.1 Substrates

Atomic layer deposition (ALD) was used to produce smooth surfaces suitable for AFM force measurements. The AFM colloid probe technique for force measurement requires one flat and one spherical surface. For the flat surface, boron-doped silicon wafers with a native oxide layer of thickness ~ 2 nm supplied by MEME, US, were used. Borosilicate spheres of monomodal size distribution and radius 10 ± 0.1 μm, supplied by Duke, (borosilicate glass 9020) were used as the spherical substrate.
Prior to ALD, the aforementioned substrates were cleaned using an in-house plasma chamber using radio frequency (RF) water plasma (30 W for 90 s, followed by 50 W for 30 s). The plasma treatment cleans organic contamination from the surface and creates hydroxyl chemical groups on the surface, which are the bonding sites for the ALD reaction.

3.1.2 Fundamentals of Atomic Layer Deposition

Since its development in 1977, atomic layer deposition (ALD) has become an important technique for depositing a variety of thin film materials in various applications such as thin film solar cell devices, high-k transistors, and solid oxide fuel cells. In ALD, a sequential, self-limiting growth mechanism in the gas phase produces conformal thin films with control over the thickness and the chemical composition.

ALD uses precursor vapors and reactant gases to produce layers of thin materials. Generally, ALD deposition consists of the following steps:

1) Reactions of first precursor with surface reactive sites
2) Inert gas purge to remove unreacted precursor or by-products
3) Reactions of co-reactant gas with surface reactive sites
4) Inert gas purge to remove unreacted precursor or by-products

These four steps are referred to as one ALD cycle which results in one layer of the material being deposited at the surface. This cycle is repeated until the desired film thickness is achieved. During steps 1 and 3, the precursor or the co-reactant gas is pulsed into a chamber under vacuum for an appropriate amount of time to facilitate the full reaction with the substrate surface. The ALD process requires an oxide surface as a starting surface to produce metal oxide film. The hydroxyl surface groups provide the surface reactive sites for the precursor. A precursor is typically a metal centre surrounded by chemical functional groups. Water vapor can be used as the co-reactant gas and nitrogen as the inert gas for purging. The surface is hydroxylated again after one full cycle, and the process is repeated. A schematic illustration of a typi
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cal ALD cycle is shown in Figure 3.1.

Figure 3.1: Schematic illustration of a typical ALD cycle of hafnia (HfO₂) based on a hafnium tetrachloride (HfCl₄) precursor and H₂O process. The cycle is based on the alternate exposure of a surface to the precursor and the co-reactant (H₂O) gas separated by purge steps.
The critical factor in choosing ALD for the work presented in this thesis over the alternative deposition techniques such as sputtering is the superior conformality of ALD-deposited films due to its self-limiting aspect.\(^{46}\) Because of different precursor gas fluxes, some surface areas may react before others. However, once the reaction is reached completion in one area, the precursors will then proceed to react with other unreacted sites and produce a very conformal deposition.\(^{46}\) With sufficient pulse times, the precursor can reach into deep trenches\(^{177}\), and nano-pores\(^{178}\), completing reaction with the entire three dimensional surface. Due to this self-limiting nature of the reaction, ALD films can be produced that are extremely smooth and pinhole-free through careful control of the deposition conditions.

\[ \text{ALD methodology and equipment} \]

Smooth hafnia layers were grown on the aforementioned substrates using a Savannah 100 (Cambridge Nanotech) ALD system immediately after the plasma cleaning. It has been reported that the surface roughness of ALD produced films depend on the deposition conditions including layer thickness and reaction temperature.\(^{43,179}\)

The effects of deposition temperature and film thickness on ALD hafnia surfaces have been previously investigated.\(^{48,180}\) In the case of hafnia deposition using tetrakis (dimethylamido) hafnium as precursor, the roughness of the surface is reported to increase as the deposition temperature increases. However, when tetrakis (ethylmethylamido) hafnium was used as precursor, hafnia deposition at 175 °C led to the formation of crystallites, which led to a rougher surface, while deposition at 250 °C yielded smoother surfaces.\(^{43}\) Therefore, in this work, the hafnia layer was grown at 250 °C using the tetrakis (ethylmethylamido) hafnium as precursor to minimize the roughness of the film.

In order to minimize the surface roughness, it was also necessary to limit the hafnia layer thickness to approximately 10 nm. At this layer thickness the measured dispersion forces are influenced by the substrate. Silica and silicon
typically give low dispersion forces as characterized by the Hamaker constant. To obtain a surface with a Hamaker constant similar to bulk hafnia, a titania layer was first deposited as an under-layer. At short range, the influence of the underlayers (titania and silicon) on the total interaction forces is negligible. It is the top layer that dominates the forces at short separations. As we are mostly interested in the abnormal forces observed at very short separations the relatively thin hafnia layer should be sufficient.

The titania and hafnia surfaces produced here used titanium isopropoxide and tetrakis (ethylmethylamino) hafnium as the Ti and Hf precursors, respectively, and water vapor as the co-reactant. The ALD deposition conditions for the experiments conducted in this thesis are presented in Table 3-1.

Once desired surfaces were produced using ALD, they were stored in plastic petri dishes in dry conditions until use. The surface force was measured using AFM within 6 months of the surface production. The flat surface and the colloid probe were cleaned using an RF water plasma system (at 10 W for 45 s) immediately prior to AFM force measurements.

Table 3-1: The ALD deposition condition for the hafnia layer and the titania underlayer. Nitrogen was used as the carrier gas at a flow rate of 20 sccm (standard cubic centimetre per minute).

<table>
<thead>
<tr>
<th>Precursor</th>
<th>ALD Reaction</th>
<th>Total number of cycles</th>
<th>Pulse duration (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°C)</td>
<td>Temperature (°C)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti</td>
<td>100</td>
<td>80</td>
<td>800</td>
</tr>
<tr>
<td>Nitrogen: 7</td>
<td>Water: 0.5</td>
<td>Nitrogen: 5</td>
<td></td>
</tr>
<tr>
<td>Hf</td>
<td>75</td>
<td>250</td>
<td>141</td>
</tr>
<tr>
<td>Nitrogen: 20</td>
<td>Water: 0.5</td>
<td>Nitrogen: 20</td>
<td></td>
</tr>
</tbody>
</table>
3.2 ATOMIC FORCE MICROSCOPE (AFM) FORCE MEASUREMENT

3.2.1 The principle of AFM

A schematic of a typical AFM setup is shown in Figure 3.2. It consists of two major components. One is the piezoelectric scanner that manipulates the position of the sample in the x, y, and z directions. The other is the detection system that includes a laser source, a cantilever, a mirror, and a photodetector.\(^\text{25, 161}\)

The cantilever tip scans the surface of the sample by the use of a piezoelectric scanner. The laser beam is aligned so that it is reflected off the back of the cantilever. In its simplest implementation, undulations in the surface cause deflection of the cantilever, which can be sensed by the reflected laser beam.
beam. The reflected beam is guided by a mirror onto the quadrant photodiode. The difference in the light intensities between the upper and lower parts of the photodiode is sent to the photodetector. This data is mapped in x and y to present a deflection image or alternatively the deflection data is sent to the computer control feedback loop. The feedback loop allows the cantilever deflection to be held constant by maintaining a constant distance between the cantilever and the sample allowing a height image to be produced.  

3.2.1.1 AFM imaging

In AFM imaging modes\textsuperscript{160}, the cantilever is usually scanned over the surface to produce a topographical image of the surface. A feedback loop is employed to keep the cantilever deflection constant. This is done by adjusting the voltage applied to the scanner and hence by moving the scanner in the z-direction. From this calibrated movement of the piezoelectric scanner, the surface height profile can be generated. The surface height profiles from each single scan are then put together to generate a three-dimensional surface topography.

Several factors determine the imaging resolution. The piezoelectric scanner allows the movement of the sample possible with sub nanometre precision and the optical lever technique offers a sub-angstrom resolution in measuring the cantilever deflection.\textsuperscript{68}

AFM imaging can employ two different AFM modes: Contact mode AFM and Tapping mode AFM.\textsuperscript{181} In contact mode, a mechanical contact between the tip and sample is made and the deflection of the cantilever is kept constant. This mode is applicable to hard samples but is not recommended for soft samples as the forced contact damages the sample. In tapping mode, which is suitable for soft samples, the tip is oscillated near its resonance frequency. When the tip is brought close to the surface, the oscillation amplitude or the resonance frequency changes. The feedback can use either the amplitude or resonance frequency to produce a height image of the sample.
3.2.1.2 **AFM force measurement**

When AFM is used to measure the force between the probe and the sample, the piezoelectric scanner moves up and down in the direction normal to the surface.\(^{25}\) This changes the distance between the probe and the sample. What is measured here is the cantilever deflection versus position of the piezo, normal to the sample surface.

In order to obtain a force-versus-separation curve, the cantilever deflection (volts) and the position of the piezo (nm) have to be converted to force and true probe-sample separation.\(^{16}\) To calculate the force, firstly, the detector signal in volts is converted to cantilever deflection in nanometers, \(\Delta x\), using the slope of the line of the constant compliance region measured on hard surface. The force between the probe and the sample can be found from the deflection using Hooke’s law:

\[
F = -k \Delta x
\]  

(3.1)

where \(k\) (N/m) is the spring constant of the cantilever. The calibration of the spring constant of cantilever is explained in § 3.2.2.

The true probe-sample separation \(x\) is different from the raw distance data which is the distance \(Z_p\) between sample surface and the rest position of the cantilever as illustrated in Figure 3.3. Thus, the true probe-sample separation \(x\) is:

\[
x = Z_p + \Delta x
\]  

(3.2)
The final force versus separation curve will look similar to the force curve in Figure 3.2-b. Usually, a normalized force (the force divided by the radius of the probe $F/R$) is used in presenting force curve. This allows comparison between the experimentally measured force and theoretical calculation according to the Derjaguin approximation (§2.5).

As the AFM measures only the relative displacement of the cantilever not the absolute probe-sample separation, it is important to identify the point at which the AFM probe comes into contact with the sample, the so called ‘zero contact point’ or ‘zero separation’ by the method described below. Usually an AFM force curve consists of several different regimes as indicated in Figure 3.4.

1) At large separations, the probe and the surface do not experience any surface forces between them, and thus the cantilever deflection will be zero. The average value over an appropriately large
region is subtracted from the entire curve such that at large separations the force is zero.

2) At small separations, the probe and the surface experience surface forces between them, and the cantilever will start to deflect. When the force is attractive, the probe will jump in contact with the surface (dotted line), if the gradient of the attractive force exceeds the spring constant of the cantilever.

3) After contact, the probe and surface will move in concert for a hard surface. Here the cantilever is said to be compliant as the surface is very much stiffer than the cantilever. This is called the constant compliance region. The gradient of this compliance region is used to convert the photodiode detector signal (volts) to cantilever deflections in nanometres.

4) If the probe and the surface are both hard, then upon reversal of the direction, the cantilever will again move in concert with the sample until they separate. If adhesive forces between the probe and sample surface exist, the cantilever will bend such that the surfaces remain in contact whilst the cantilever is pulling on the probe with a restoring force. When the restoring force of the cantilever exceeds the adhesion force, the cantilever snaps back to its equilibrium position (dotted line).

At small separations, if the cantilever deflects towards the sample due to attractive forces, for example, then the probe-sample separation will be less than expected from the piezo position. This is corrected by subtracting the cantilever deflection from the piezo position. From this correction the compliance region becomes a vertical line which is then set to zero separation. A force curve of region 1) to 3) is called an “approaching” force curve as it is measured when the two surfaces are brought together and forced to make contact. It is sometimes referred to as “extension” curve because the piezo is extended during this measurement in order to reduce the separati-
Figure 3.4: Schematic of a typical cantilever deflection (detector signal) vs piezo position curve and corresponding force vs separation plot
Chapter 3. EXPERIMENTAL METHODOLOGY

on between the two surfaces. On the other hand, the reversal region of 4) to 6) is called a “retraction” force curve.

3.2.2  **AFM cantilever calibration**

Accurate knowledge of the cantilever spring constant $k$ is critical in AFM force measurement as indicated in Equation 3.1. Although cantilever manufacturers provide the values of spring constant, these values are not very reliable. Therefore, independent calibration of spring constants has to be done for each cantilever used in force measurement.

A number of methods for calibrating the spring constant are available. We used the thermal noise method developed by Hutter and Bachtold for spring constant calibration. This was done using the Thermal Tune of a Bruker multimode 8 AFM, in which the thermal noise method is implemented.

In the thermal noise method, the AFM cantilever is considered as a harmonic oscillator fluctuating in response to thermal noise. The total energy of such an oscillator with spring constant $k$ and mass $m$, is the sum of its kinetic $H_k$ and potential energy $H_p$:

\[
H = H_k + H_p = \frac{p^2}{2m} + \frac{1}{2} k(\Delta x)^2
\]

where $\Delta x$ is the displacement of the oscillator, and $p$ is its momentum. According to the equipartition theorem, the average value of each quadratic term in Equation 3.3 is given by $\frac{k_B T}{2}$. Thus, the second term can be written as:

\[
< \frac{1}{2} k(\Delta x)^2 > = \frac{k_B T}{2} \quad \Rightarrow \quad k = \frac{k_B T}{<(\Delta x)^2>}
\]

This implies that the spring constant $k$ can be estimated by measuring the deflection of the freely moving cantilever in air far from the surface.

In practice, the deflection sensitivity (nm/V) is obtained from a cantilever deflection measurement on a clean hard surface. The cantilever is moved
away from the surface and the cantilever deflection is recorded for a period of time. The cantilever deflection versus time data is then Fourier transformed to obtain the power spectral density, which is a plot of $\Delta x^2$ versus frequency (kHz). The power spectral density will show a peak at the resonance frequency of the cantilever. This peak is fitted with a Lorentzian curve after subtracting background noise. The integral of the power spectrum approximately equals the total value of $\langle (\Delta x)^2 \rangle$, and thus, from the area under a fit to the Lorentzian curve the spring constant $k$ can be estimated.

In this work, rectangular silicon nitride cantilevers (CSG 10 supplied by ND-MDT) were used for force measurement. Once the spring constant of the cantilever was measured by the thermal noise method, a colloid probe was attached to the tip of the cantilever. When a colloid probe is attached, the spring constant of the cantilever changes and thus a correction to the value is required. The details of colloid probe production and the spring constant correction are described in the next section.

### 3.2.3 Colloid probe AFM

The AFM force measurement performed in this work employed the colloid probe technique developed by Ducker et al.\textsuperscript{167} and Butt.\textsuperscript{187} In this method the force between a flat surface and a spherical surface is measured. Here, the spherical surface is prepared by attaching a 1-10 µm sized sphere to the tip of a cantilever.

In this work, borosilicate spheres with radius 10 ± 0.1 µm that were coated with hafnia using ALD were attached to the rectangular cantilever (CSG 10 supplied by ND-MDT) whose spring constant had been determined.

The production setup consists of a microscope, a hot plate, and a three-way stage manipulator. The heat setting glue (Epikote 1004 resin, Shell) and the hafnia spheres were placed on a clean glass slide with a couple of centimeters separation. The glass slide was then placed on a hot plate to melt the glue. A cantilever was clamped on the three-way stage manipulator. The clamping was arranged so that the tip of the cantilever was facing toward the glass slide.
The attachment was done by firstly gently pressing the tip of the cantilever to a small amount of melted glue. Excess glue on the cantilever tip was removed by tapping the tip against the glass slide surface using the xyz stage. The glue on the tip is then used to pick up a hafnia sphere. The colloid probe was left to cool to room temperature before they were used for force measurement.

3.2.4 Off-end loading correction

The change in spring constant due to the colloid probe attachment was corrected using the off-end loading method developed by Sader and coworkers. In the case of a rectangular cantilever, the spring constant of a colloid probe \( k \) is related to the end tip spring constant \( k_E \) by:

\[
k = k_E \left( \frac{L}{L - \Delta L} \right)^3
\]

where \( L \) is the length of the cantilever and \( \Delta L \) is the distance from the end of the cantilever to the center of the colloid probe. Note that \( k_E \) is the end tip spring constant measured using the thermal tune method as described earlier. \( L \) and \( \Delta L \) were measured from an image of the colloid probe taken by SEM as described earlier. Once the spring constant of colloid probe \( k \) is estimated, it can be used in the Equation 3.1 to calculate the force.

3.2.5 AFM force measurement between ALD prepared surfaces

The interactions between the ALD prepared flat and the spherical hafnia surfaces were measured using a Digital Instruments Multimode Nanoscope III AFM, equipped with a low noise head.

Milli-Q water was used in the preparation of all solutions. All glassware was cleaned by soaking in 10 w/w % NaOH for 10 min and then rinsing with large amounts of Milli-Q water. In order to remove organic contaminants, NaCl was roasted at 400 °C for at least 12 h prior to use. The pH of aqueous
NaCl solutions was adjusted by the addition of either HCl or NaOH to the solution. To remove surface active contaminants, NaCl solutions were bubbled with high purity nitrogen gas immediately before injection into the AFM fluid cell.

Forces were measured in 0.01 and 0.001 M NaCl solutions at a range of pH using an AFM fluid cell.

3.2.6 \textit{AFM force data analysis}

The raw data of the cantilever deflection versus piezo movement was converted to the normalized force, $F/r\text{radius (colloid probe)}$, versus sample separation by the method described in the literature. The data were then fitted using DLVO theory by solving the nonlinear Poisson-Boltzmann equation using in house software in accordance with the algorithm described by Chan et al.

In Chapter 4, Lifshitz theory was employed to calculate a non-retarded Hamaker constant for hafnia (hafnia-water-hafnia). We justified the use of the nonretarded Hamaker constant (See Appendix-A §A.2.1) by comparing against the distance-dependent retarded Hamaker coefficient of the multilayered structure (silicon/silica/titania/hafnia). At the separations of interest, the retarded Hamaker coefficient loses less than 7\% of the value of the non-retarded constant.

In Chapter 5 and 6, the retarded Hamaker coefficient was used for the hafnia surface with adsorbed citric acid (See Appendix-A §A.2.2) and the hafnia surface with a monolayer of palmitic acid (See Appendix-A §A.2.3).
3.3 SURFACE CHARACTERIZATION

3.3.1 X-Ray Reflectivity (XRR)

In order to calculate the van der Waals force of a multilayered structure, it is crucial to measure the thickness of the layers that compose the surface. In this thesis, X-ray reflectivity (XRR) was used to estimate the thickness of the ALD deposited films. X-ray reflectivity measurement is a powerful technique for characterizing surfaces, thin films and multilayers.\textsuperscript{190-191} The thicknesses, density of individual layers, and surface roughness can be obtained by analyzing experimental reflectivity curves using the Fresnel formalism of optical reflection and refraction.\textsuperscript{192}

In an X-ray reflectivity measurement, a well-collimated monochromatic beam of X-rays is directed at a surface at grazing angles ($\theta$) as illustrated in Figure 3.5. The intensity of the reflectivity ($R$) is measured as a function of

![Figure 3.5: Schematic of the reflection of X-rays at from a surface with the grazing angle ($\theta$) and the reflected angle ($\phi$). $k(in)$ and $k(out)$ are the wave vector of the incoming and the outgoing X-rays, respectively. In a reflectometry experiment, the intensity of the outgoing (reflected) beam is presented as a function of the momentum change perpendicular to the surface, $Q$.](image-url)
the angle of incident. The important variable, however, is the momentum change perpendicular to the surface, \( Q \). It is related to the reflected angle (\( \theta \)) and wavelength (\( \lambda \)) of the X-ray:

\[
Q = \frac{4\pi \sin(\theta)}{\lambda} 
\]

An important concept in small angle (i.e. low \( Q \)) experiment is scattering length density (SLD). It is a measure of the scattering power of a material. The SLD of a material for X-rays is:

\[
SLD = a_e \sum_j N_j \bar{z}_j 
\]

where \( a_e \) is the scattering length of an electron for X-rays (\( a_e = 2.85 \times 10^{-5} \) Å), \( N_j \) is the number density of each atom type, and \( \bar{z}_j \) is the atomic number. As X-rays are scattered by electrons, the measured X-ray reflectivity depends on the variation in the SLD profile perpendicular to the interface.

The measured reflectivity data are compared are fitted using the Fresnel formalism to determine the density profile of the surface, which can be then used to determine the thickness and SLD of each layer. Real interfaces are not perfectly sharp, therefore the data fitting also requires the inclusion of roughness of the interfaces which is usually assumed to be Gaussian.

Figure 3.6 shows a calculated X-ray reflectivity curve of a hafnia film deposited on a Si substrate. At grazing angles (low \( Q \)) below a critical angle, X-rays undergo total internal reflection. In other words, the incident X-rays do not penetrate into the material and the reflectivity remains at the maximum values. At high \( Q \), where the grazing angle increases beyond the critical angle, X-ray reflectivity decreases as the X-rays penetrate into the material by refraction. Interference occurs due to the X-rays reflected from an interface within the sample, and thus the reflectivity profile shows oscillations as shown in Figure 3.6. The oscillation depends on the film thickness.
Figure 3.6: A calculated X-ray reflectivity curve showing the reflectivity as a function of the scattering vector \((Q)\) for two Hafnia films of different thickness on a silicon substrate showing the oscillations caused by X-ray interference. The oscillation depends on the film thickness. The thicker the film, the shorter the period of the oscillations.

Figure 3.7: A calculated X-ray reflectivity curve showing the reflectivity of a Hafnia film on a silicon substrate with two different values of surface roughness. The X-ray reflectivity decreases more rapidly with larger surface roughness and the oscillations are less distinct. The hafnia film is modelled as 20 nm thick.
and the SLD. The period of the oscillations becomes shorter as the film thickness increases.\textsuperscript{194}

An example of the effect of surface roughness on an X-ray reflectivity curve is shown in Figure 3.7. It indicates that when the surface roughness increases the X-ray reflectivity decreases more rapidly. Figure 3.7 also shows that the amplitude of the oscillation is less distinct with increasing surface roughness.

In this thesis, the thickness, SLD, and surface roughness of the hafnia layer and the titania sublayer were determined from the X-ray reflectivity obtained using a PANalytical X’Pert Pro diffractometer XRR and the data was analyzed using Motofit software.\textsuperscript{193}

3.3.2 Zeta potential

The magnitude of the electric potential at the surface of the colloidal particles, commonly known as the surface potential ($\psi_0$), is crucial in determining the stability of colloidal solutions. Therefore, in colloid science, it is very important to obtain an estimate of the surface potential ($\psi_0$) as a function of pH and electrolyte concentration.\textsuperscript{4}

One of the most convenient methods for studying charged surfaces is zeta potential measurement. Zeta potential ($\psi_z$)\textsuperscript{195} is the difference in electric potential between the dispersion medium and the stationary layer of fluid attached to the dispersed particle. The magnitude of zeta potential is slightly lower than that of the surface potential ($\psi_0$), as the plane on which the zeta potential is defined and measured is offset into solution from the surface of the charged particle (See Figure 2.1) Zeta potential is experimentally accessible and can be used as an indicator of stability of colloidal solutions as it is closely associated with the surface potential.\textsuperscript{195} A high zeta potential indicates a highly stable colloidal system, whereas low zeta potentials are characteristics of less stable systems. At a particular pH, known as the isoelectric point (iep)\textsuperscript{84–85}, the net surface charge of the particles is zero, and the colloid system becomes very unstable leading to flocculation.
Zeta potential is often measured using the laser Doppler electrophoresis technique. In electrophoresis\textsuperscript{4,196} an electric field is applied to the solution in which the charged, colloidal particles are immersed. The charged particles will move at some velocity under the influence of the applied electric field. The frequency of a laser beam changes when it is scattered by the sample particles undergoing electrophoresis. The frequency shift is related to the electromobility \((\mu)\) of a colloid\textsuperscript{196}, which is the particle velocity \((u)\) divided by the applied electric field \((E)\). By measuring the electromobility of a colloid, one can estimate the zeta potential \((\psi_z)\) of the sample using the following equation:\textsuperscript{3}

\[
\psi_z = \frac{\mu \eta}{\varepsilon_0 D}
\]

Here the \(\eta\) is the viscosity of the medium, \(\varepsilon_0\) is the permittivity of free space, and \(D\) is the static dielectric constant of the medium. Equation 3.8 is called the Smoluchowski equation and can be used for relatively large colloidal particles, where the particle radius is much larger than the Debye length.

In this thesis, the surface zeta potential and the isoelectric point (iep) of the ALD hafnia flat surfaces presented in Chapter 4 were determined using a Zetasizer Nano ZS (Malvern Instruments, U.K.) with the zeta potential planar cell along with zirconia particles as tracer particles\textsuperscript{197}. In this method, the electromobility of the tracer particles is measured at varying distances from the flat surface. The magnitude of the particles mobility and the electro-osmosis generated by the planar surface can be used to calculate the zeta potential at the flat surface\textsuperscript{197}.

The zeta potentials of hafnia powder (99.95\% pure) supplied by Materion (H-1011) in the absence or in the presence of citric acid and palmitic acid were measured using a Zetasizer Nano ZS (Malvern Instruments, U.K.) with the folded capillary cell. The measurements were carried out in 0.001 M NaCl. The pH was adjusted using HCl and NaOH solutions.
3.3.3 **SEM imaging**

The radius of the colloid probe attached to the AFM cantilever was determined using a Zeiss UltraPlus analytical Field Emission Scanning Electron Microscope (FESEM)\(^{198}\) at the ANU Centre for Advance Microscopy. The knowledge of the radius of the colloid probe is required as the forces are presented normalized by the radius and is important in applying the Derjaguin approximation when comparing measured forces to theory.

The average diameter of the sphere was determined from three measurements offset by ~ 60 degrees and average diameter used to determine the radius. One of the SEM images of the spheres that are attached to cantilevers used in this thesis is shown in Figure 3.8.

![SEM image of a colloid attached to the tip of a rectangular cantilever using the glue (Epikote 1004 resin, Shell).](image)

Figure 3.8: A FESEM image of a colloid attached to the tip of a rectangular cantilever using the glue (Epikote 1004 resin, Shell).
3.3.4  **AFM imaging**

The rms roughness of the hafnia surfaces was determined from an AFM image (1000 nm × 1000 nm), obtained using a Bruker multimode 8 AFM in ScanAsyst mode, using a Bruker SNL-10 or a Bruker ScanAsyst-Air cantilever. ScanAsyst mode uses PeakForce™ tapping mechanism\(^{196}\) that the AFM manufacturer Bruker (CA, USA) developed. PeakForce™ mode was designed to have an oscillating system that combines the benefits of contact and tapping mode imaging: direct force control and avoidance of damaging lateral forces.

The roughness of the spherical surface was measured by employing the AFM reverse imaging technique,\(^{203}\) whereby images of the colloid probe surface are obtained when it is used to image a surface consisting of sharp spikes (TGT01 from NT-MDT).
ROUGHNESS EFFECT ON THE SURFACE FORCE BETWEEN HAFNIA SURFACES

This chapter is reproduced with minor changes and with permission from Ref. 203:


4.1 INTRODUCTION

Measured interaction forces between solid surfaces often show deviations from the DLVO theory (See §2.4) at small separations. Although agreement between DLVO theory and experimental data at short range was found between mica surfaces, the theory has failed to describe the force measured between silica,29 and zirconia37. A recent report by Walsh et al.49 also revealed that the measured surface forces between the atomic layer deposition (ALD) prepared titania were repulsive at small separations at pH values remote from the isoelectric point (iep). In all three measurements, the absence of an attraction at small separations implied that an additional non-DLVO repulsive force was operating at small separations.
The additional repulsive force between silica surfaces has generally been attributed to a hydration force (See §2.6.1). Unlike silica, however, in the case of titania, hydration forces are of insufficient range to explain the experimental data. According to DLVO theory, the interaction at small separations should be dominated by the attractive van der Waals force, which is large due to the high dielectric constant of titania. In that sense, the interaction between titania surfaces reported by Walsh et al. contradicts DLVO theory.

In order to ascertain whether this unexplained phenomenon is peculiar to titania or occurs rather generally I aimed to investigate other mineral oxide surfaces. For this goal, I have chosen hafnium oxide, also known as hafnia. Hafnia has a high dielectric constant and therefore the dispersion forces should dominate at small separations, however, our preliminary work indicates this is not the case.

This chapter reports the force measured between the hafnia surfaces prepared using atomic layer deposition (ALD). These surfaces are firstly characterized to determine roughness, thickness and the surface charging properties. The surface force was measured across a range of pH and at different electrolyte concentrations using atomic force microscope (AFM) and the force data were analyzed using DLVO theory incorporating new methods for accounting for the influence of roughness.

## 4.2 RESULTS AND DISCUSSION

### 4.2.1 Surface characterization

The roughness of the ALD prepared hafnia surface was determined from AFM image over an area of \(4000\ \text{nm} \times 4000\ \text{nm}\) (Figure 4.1). It revealed that the roughness of the flat hafnia surface is \(0.54\ \text{nm rms}\), which is \(4\%\) of the film thickness. The roughness of the spherical surface measured by employing the AFM reverse imaging method is found to be \(0.47\ \text{nm rms}\).
In order for the interaction forces between the hafnia layers to be representative of bulk hafnia, the layer would ideally be > 40 nm in thickness, however depositing films this thick by ALD increases the surface roughness. On the other hand when the film is thin, the substrate influences the dispersion forces at small separations. In particular, using silicon substrates can lead to a large reduction in the magnitude of the dispersion forces. Therefore, titania was deposited as a sub-layer as described in Chapter 3. This layered film has dispersion forces similar to that of bulk hafnia with hafnia surface chemistry.

It is well known that ALD prepared surfaces can retain carbon impurities. The surface composition of ALD titania that was prepared under the deposition condition as the ones used in this work was previously analyzed. Those X-ray photoelectron spectroscopy (XPS) results revealed that the amount of impurities such as carbon and OH$^-$ were negligible. Due to the similarity in deposition methods we assume the influence of carbon impurity on the hafnia surfaces would be negligible as well.
The thickness of the hafnia and titania underlayer was determined to be $12.70 \pm 0.05$ nm and $38.0 \pm 0.05$ nm respectively by analysing the X-ray reflectivity versus the scattering vector (Figure 4.2). This revealed that the growth rate of the hafnia film was $0.09$ nm/cycle at $250 \, ^\circ\text{C}$. Note that the growth rate is affected by the deposition temperature, being higher at lower temperatures. A scattering length density of $5.79 \pm 0.02 \times 10^{-5} \, \text{Å}^{-2}$ was used for hafnia.
RESULTS AND DISCUSSION

Figure 4.2: X-ray reflectivity (XRR) plot for a flat surface (Silicon wafer/titania/hafnia) equivalent to those used in the force measurements showing the log of intensity versus the scattering vector, \( Q = 4\pi \sin \theta / \lambda \). Titania underlayer without the hafnia film was first analysed by XRR (top), and then using the XRR fitting parameters for titania the hafnia layer was analysed (bottom). The thickness of the titania layer and hafnia film was 38.0 ± 0.05 nm and 12.70 ± 0.05 nm, respectively. The data were fitted using a roughness of 0.72 ± 0.01 nm and a scattering length density of 5.79 ± 0.02 \( \times 10^5 \) Å\(^{-1}\) for the hafnia and a scattering length density of 2.87 ± 0.03 \( \times 10^5 \) Å\(^{-1}\) for the titania underlayer.
The density of the ALD hafnia was determined to be 8.76 g/cm³ which is 91 % of that of bulk hafnia. The rms roughness of the hafnia surface was determined to be 0.72 nm from the X-ray reflectivity analysis, which is higher than the roughness obtained from AFM imaging. This can be explained by underestimation of the roughness obtained by AFM due to convolution of the image with the finite tip radius of the cantilevers used.

The charging behavior of the ALD hafnia surface as a function of pH can be determined from the zeta potential. The zeta potential was determined on a flat hafnia surface, as shown in Figure 4.3, by measurement of the surface zeta potential. The hafnia surface was positively charged at pH lower than 4.1 and negatively charged at pH greater than 5.2. Thus the isoelectric point (iep) was found to be approximately at pH 4.5. The iep of hafnia particles supplied by Materion (H-LKLL) was also investigated and found to be at pH 5.1, in agreement with the ALD hafnia surface.

Figure 4.3: Zeta potential as a function of pH in 0.001 M NaCl for a flat ALD hafnia surface and for hafnia particles supplied by Materion (H-1011) compared to the surface potential determined by analysing the surface force measured between ALD hafnia
The surface potential determined by analysing the surface force measurements, which is reported in a coming section (§4.2.5), is also shown in Figure 4.3 for comparison. It indicates that the isoelectric point occurs at approximately pH 5. The magnitude of the zeta potential is less than the actual surface potential as the zeta potential is measured at the slip plane.

4.2.2 Surface force measurement between ALD hafnia surfaces

Surface forces between ALD hafnia surfaces were measured in 0.001 M and 0.01 M of NaCl solution using an atomic force microscope (AFM) and are shown in Figure 4.4 and Figure 4.5, respectively. Measured forces are strongly pH dependent. At pH 9.7, the force is repulsive both during approach and upon separation. The magnitude of the repulsive force decreases slightly when the pH is reduced to 7.2. As the pH is further decreased to 5.0 and 4.8, the force becomes attractive. However, when the pH is reduced to 2.6, the force becomes repulsive again. This strong pH dependency of the force curve is attributed to the pH dependency of the surface potential. The isoelectric point (iep) of hafnia was determined to be approximately pH 5 by zeta potential measurement in the previous section. At the iep of hafnia, the surfaces are neutrally charged and hence the electric double-layer force is minimized leaving the attractive van der Waals force as the dominant force. At pH 4.8 and pH 5.0 which are close to the iep, attractive forces are observed.

At pH remote from the iep, significant surface potentials are expected to give rise to the electric double-layer repulsive force. This explains the repulsive force measured at pH 9.7, 7.2, and 2.6. The zeta potential results also showed that the surface potential is more negative at pH 9.7 than pH 7.2. This is evident in the measured force, in that the force is more repulsive at pH 9.7 than at pH 7.2. The same trend of the force dependency on the solution pH observed in 0.001 M of NaCl is seen in 0.01 M of NaCl (Figure 4.5). What is significant in all these measurements is that at pH values remote from the iep, the dispersion forces do not dominate the electric repulsive double layer force at small separations as expected within the DLVO paradigm.
Figure 4.4: Surface force normalised by probe radius versus separation distance on approach (top) and retraction (bottom) between ALD hafnia surfaces in the presence of 0.001 M NaCl in a range of pH.
Figure 4.5: Normalized surface force versus separation distance on approach (top) and retraction (bottom) between ALD hafnia surfaces in the presence of 0.01 M NaCl in a range of pH.
4.2.3 **DLVO fitting**

When the solution pH is adjusted close to the isoelectric point (iep), the electric repulsion between the surfaces is minimized, revealing an attractive force (see Figure 4.6). The nature of this attractive force is analyzed and discussed in the later section (§4.2.7). Here it is presented merely to highlight the presence of a strong attraction around the iep, in order to highlight its absence at pH values remote from the iep.

The measured force in 0.01 M and 0.001 M NaCl at approximately pH 7 which is higher than the iep, is shown in Figure 4.7. The interaction agrees with the DLVO theory at larger separations but this is not the case at small separations, as the interaction remains repulsive up until contact. This does not agree with the DLVO theory, which predicts that at small separations, the attractive van der Waals force overcomes the electric repulsion. Interaction forces of a similar nature have previously been seen between silica surfaces. In both cases it appears as though the short-range van der Waals attraction is absent. For silica it was argued that the attractive van der Waals force is overcome by short-range repulsive forces due to surface hydration. However, the same argument cannot be applied to hafnia, as the van der Waals attraction is approximately 8 times larger between hafnia surfaces and therefore the dispersion force should be evident at separations far beyond the range of the hydration force which has a decay length of approximately 0.3 nm. The same monotonically repulsive force has been reported between titania surfaces. Hence, the measured forces differ from DLVO theory in that the dispersion forces do not dominate the electric repulsion at small separations, at pH values remote from the iep in a number of systems.
Figure 4.6: The measured force at pH 4.8 in the presence of 0.01 M (top) and 0.001 M NaCl (bottom) compared to the calculated dispersion forces using a Hamaker constant of 56 zJ. The measured forces were significantly less attractive than the calculated dispersion force at separations smaller than 10 nm.
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Figure 4.7: Normalised surface forces measured between ALD prepared hafnia surfaces in the presence of 0.01 M and 0.001 M NaCl at pH ~ 7. Only the approach data are shown, as the retraction force curves were identical. The data were fitted using conventional DLVO theory by solving the nonlinear Poisson-Boltzmann equation using in house software in accordance with the algorithm described by Chan et al. A non-retarded Hamaker constant $A$ was used. The two theoretical fits represent the boundary conditions of constant charge (solid line) and constant potential (dotted line). The fitting parameters were as follows. 0.01 M: Debye length 3.3 nm, surface potential -27.7 mV; 0.001M: Debye length 9.1 nm, surface potential -30.1 mV.
4.2.4  **DLVO fitting, including the hydration force**

The absence of a short-range attraction in measurements between hydrophilic silica surfaces has been justified as being due to the presence of an exponentially decaying repulsive hydration force that dominates the van der Waals attraction at short range. The ALD hafnia surfaces used here were water plasma cleaned immediately before force measurements were made. The contact angle decreased to less than 10° following this cleaning procedure. As the surfaces were very hydrophilic, we would also expect a hydration force to be present. Therefore, the DLVO theory was extended to include a hydration force. The fitting using DLVO theory extended by including hydration repulsion is shown in Figure 4.8. An exponentially decaying hydration force with amplitude of 20 N/m and decay length 0.3 nm was used as shown in Equation 4.1.

\[
\frac{F}{R} = \left(20 \cdot e^{-x/0.3 \text{ nm}}\right) \text{ N/m}
\]  

(4.1)

The extended DLVO interaction for the attractive force measured at pH 4.8 becomes less attractive when the hydration force is added. However, the addition of the hydration force is insufficient to bring the calculated theoretical force into agreement with the experimental data at separations between 3-8 nm. In order to achieve reasonable fits the hydration prefactor had to be increased to values greater than 1000 N/m (See Appendix-D). This is far greater than expected for any known hydration force. We also note that the possibility that the hydration force could be enhanced between water plasma treated surfaces has been ruled out as the same non-DLVO repulsive force was seen between argon plasma treated surfaces.53

It is evident that in all cases the forces measured were more repulsive than the calculated DLVO interaction at small separations, even after the hydration force is included. DLVO theory treats the surfaces as perfectly smooth, when in practice our surfaces have a small amount of roughness.
Figure 4.8: Normalised surface forces measured on approach between ALD prepared hafnia surfaces in the presence of 0.001 M NaCl. The Hydration force with amplitude of 20 N/m was added to the DLVO fitting for the forces measured at pH 4.8 (top) and at pH 7.2 (bottom) in the presence of 0.001 M NaCl. Both data were fitted with Hamaker constant of 56 zd and the parameters were as follows. pH 4.8: Debye length 9.6 nm, zero surface potential, pH 7.2: Debye length 9.4 nm, surface potential -33.0 mV.
Therefore, I have investigated whether the disagreement between the experimental data and the theory can be attributed to the non-zero surface roughness of our ALD hafnia surfaces. A method of incorporating surface roughness into theories of surface forces that takes into account the rough-end noncontact force and the elastic contact of asperities has been developed. This model was used to fit our surface force data on hafnia. This is presented in the next section.

4.2.5 DLVO fitting, including the influence of surface roughness

The effect of surface roughness on the DLVO forces has been investigated in several theoretical and experimental studies. One approach is to redefine the surface plane as the point where asperities make contact, reducing the values of an apparent Hamaker constant and surface potential to match. A more natural model can be obtained by taking the surface position to be the average position of surface heights, with asperity contact added as an explicit repulsive contribution to the total force. The surface separation is hence defined as the distance between the average height of two interacting surfaces. The DLVO theory with roughness (DLVO-R) that we have employed consists of two chief elements. Firstly, using the probability distribution of surface heights, the noncontact (DLVO type) surface force is averaged over all the surface elements between all the statistically possible surface separations. Roughness can be included in the model in two different ways, either by incorporation of a histogram of the heights of the surface features or by assuming a Gaussian roughness distribution with the magnitude described by the rms roughness. The latter is employed here.

The DLVO-R theory was used to fit the same experimental data presented in the previous sections. This is shown in Figure 4.9 (0.01M NaCl) and Figure 4.10 (0.001M NaCl). The presence of asperities on the surface leads to a shift in the surface contact outwards, so that the surfaces remain separated relative to the average positions of the interfaces, even at the highest contact forces employed. This is because after the highest asperities make contact
they only deform a little under the loads applied in a typical AFM experiment. The magnitude of this effect increases as the surface roughness increases.

The first column in Figure 4.9 shows the experimental force data measured in 0.01 M NaCl at a range of pH fitted with extended DLVO-R theory with rms roughness of 0.54 nm (flat surface) and 0.47 nm (spherical surface). These roughness values were obtained from AFM images. All the data were fitted with a hydration force with amplitude of 20 N/m and decay length 0.3 nm, a surface stiffness described by a Young’s Modulus of 57 GPa for hafnia, and asperity tip curvature \( R = 4 \) nm. It is noteworthy that although it is not taken into account here, the hydration force would be attenuated by the surface roughness as the structure of water ordering is disrupted by roughness. The effect of including roughness in the extended DLVO theory at all pH is to make the interaction more repulsive at small separations. At pH values remote from the iep, that is, at pH 2.8, pH 7.1, and pH 9.3, the extended DLVO-R theory fits the data reasonably well at all separations. The decrease in the repulsion at separations of 3~8 nm that was still evident when only the hydration force was added to the DLVO theory has been smoothed out here. This effect of surface roughness agrees with the result previously reported on the force between mica and electrochemically roughened gold surfaces measured by Surface Forces Apparatus (SFA).

At pH values close to the iep, that is, at pH 4.8 and pH 5.3, the extended DLVO-R theory is also less attractive at small separations and therefore fits the data better, but the agreement is limited.

As mentioned in the previous section, X-Ray Reflectivity measurements reported an rms roughness value greater than that obtained by AFM of 0.72 nm. This roughness value was also used to fit the same data and is shown in the middle column of Figure 4.9 and Figure 4.10. It is evident that this higher roughness value fits the data better, especially for the attractive force measured around the iep. As mentioned earlier, the roughness (0.54 nm and 0.47 nm) measured by AFM is underestimated due to the finite tip radius of the cantilever used in the AFM imaging. Whilst using the XRR roughness value improves the agreement between DLVO-R and the experimental data the fit
**results and discussion**

<table>
<thead>
<tr>
<th>rms roughness</th>
<th>0.54 nm (AFM)</th>
<th>0.72 nm (XRR)</th>
<th>1.20 nm (Best fit)</th>
</tr>
</thead>
</table>

**pH 2.8**

**pH 4.8**

**pH 5.3**

**pH 7.1**

**pH 9.3**

Figure 4.9: The DLVO theory extended to include hydration and roughness fitted against experimental force data between two hafnia surfaces in 0.01 M NaCl at a range of pH. Three roughness values of 0.54 nm and 0.47 nm (left), 0.72 nm (middle), and 1.2 nm (right) for the flat surface were used. All the data were fitted with a hydration force with amplitude of 20 N/m and decay length of 0.3 nm, Young’s Modulus of 57 GPa, and asperity tip curvature $R = 4$ nm. See Appendix-B for enlarged figures.
The DLVO theory extended to include hydration and roughness fitted against experimental force data between two hafnia surfaces in 0.001 M NaCl at a range of pH. Three roughness values of 0.54 nm and 0.47 nm (left), 0.72 nm (middle), and 1.2 nm (right) for the flat surface were used. All the data were fitted with a hydration force with amplitude of J K N/m and decay length of K T nm, Young’s Modulus of b M GPa, and asperity tip curvature R = c nm. See Appendix-B for enlarged figures.
Table 4-1: Fitting parameters used in the force curve fitting using DLVO-R. Surface potential and Debye length used for three different surface roughness are shown.

<table>
<thead>
<tr>
<th>NaCl Concentration (M)</th>
<th>pH</th>
<th>Surface roughness (nm)</th>
<th>Surface potential (mV)</th>
<th>Debye Length (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.54</td>
<td>2.8</td>
<td>0.54</td>
<td>+ 27.0</td>
<td>4.0</td>
</tr>
<tr>
<td>0.72</td>
<td>4.8</td>
<td>0.72</td>
<td>+ 28.0</td>
<td>3.0</td>
</tr>
<tr>
<td>1.20</td>
<td>2.8</td>
<td>0.54</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>4.8</td>
<td>0.72</td>
<td>0</td>
<td>3.0</td>
</tr>
<tr>
<td>1.20</td>
<td>2.8</td>
<td>0.54</td>
<td>- 23.2</td>
<td>3.0</td>
</tr>
<tr>
<td>0.72</td>
<td>4.8</td>
<td>0.72</td>
<td>- 22.1</td>
<td></td>
</tr>
<tr>
<td>1.20</td>
<td>2.8</td>
<td>0.54</td>
<td>- 33.0</td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>4.8</td>
<td>0.72</td>
<td>- 32.0</td>
<td>3.7</td>
</tr>
<tr>
<td>1.20</td>
<td>2.8</td>
<td>0.54</td>
<td>- 46.0</td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>4.8</td>
<td>0.72</td>
<td>- 50.0</td>
<td>3.7</td>
</tr>
<tr>
<td>1.20</td>
<td>2.8</td>
<td>0.54</td>
<td>- 62.0</td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>4.8</td>
<td>0.72</td>
<td>+ 26.0</td>
<td>5.2</td>
</tr>
<tr>
<td>1.20</td>
<td>2.8</td>
<td>0.54</td>
<td>+ 26.0</td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>4.8</td>
<td>0.72</td>
<td>+ 30.0</td>
<td></td>
</tr>
<tr>
<td>1.20</td>
<td>2.8</td>
<td>0.54</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>4.8</td>
<td>0.72</td>
<td>0</td>
<td>9.6</td>
</tr>
<tr>
<td>1.20</td>
<td>2.8</td>
<td>0.54</td>
<td>- 10.7</td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>4.8</td>
<td>0.72</td>
<td>- 10.7</td>
<td></td>
</tr>
<tr>
<td>1.20</td>
<td>2.8</td>
<td>0.54</td>
<td>- 10.7</td>
<td></td>
</tr>
<tr>
<td>0.72</td>
<td>4.8</td>
<td>0.72</td>
<td>- 10.7</td>
<td></td>
</tr>
<tr>
<td>1.20</td>
<td>2.8</td>
<td>0.54</td>
<td>- 10.7</td>
<td></td>
</tr>
</tbody>
</table>
is not ideal around the iep. We therefore investigated if a higher value for the rms surface roughness could give an improved fit to the data.

Using a roughness value of 1.20 nm, both the constant charge and constant potential DLVO-R theory fit the data very well at all pH values investigated both in 0.01 M NaCl and 0.001 M NaCl as shown in the third column of Figure 4.9 and Figure 4.10. It is notable that all the data measured in this study can be fit with this one single value of surface roughness. The roughness value used in the theory is greater than that measured experimentally, this is most likely due to the surface features not following a Gaussian distribution. In that case, a histogram of the surface roughness could be used in the DLVO-R theory instead of rms roughness. This approach incorporates more information on the roughness and therefore promises to be more accurate.

The fitting parameters including surface potential and Debye length for all the force curves presented in Figure 4.9 and Figure 4.10 are shown in Table 4.1. The Debye length was set at a fixed value for three different values of the surface roughness in the extended DLVO-R theory whilst the surface potential was adjusted to find the best fit. It was found that for the repulsive force data the surface potential was determined to be higher when greater roughness was used. Figure 4.11 shows the difference between the surface potential from the extended DLVO-R theory and that from extended DLVO theory. This result shows that the extended DLVO theory without considering surface roughness generally leads to an underestimation of the surface potential.
The effect of surface roughness on the surface forces

To date, the agreement between the experimental result and the DLVO theory at short separations has been found only between mica surfaces. The double layer repulsive force measured between silica, gold, zirconia, and titania showed that the force was not overtaken by the van der Waals attraction at small separations. The force measured between smooth hafnia surfaces in this study also showed no van der Waals attraction predicted by the conventional DLVO theory. However, we demonstrated that the force curves were well described by the DLVO-R theory. The effect of surface roughness successfully explained the unexpected forces observed in the measured data at small separations, which both the DLVO theory and the
Theoretical calculation of forces between asymmetrically charged surfaces failed to predict.

The force data at pH values far from the iep at first glance appears to be just an electric repulsion without any van der Waals attraction. Therefore, one might hypothesize that the van der Waals force is either absent or diminished. To counter such an argument, we have direct evidence for the presence of a significant van der Waals force at larger separations. In order to confirm the magnitude of the dispersion force, one of our repulsive force data sets was fitted with zero Hamaker constant as shown in Figure 4.12. This study shows that the disagreement between experimental measures of surface forces and the DLVO theory seen between a range of surfaces are due to roughness even for very smooth surfaces. We have shown that surface roughness fundamentally changes the nature of the interaction at pH values remote from the iep. The effect of roughness is to reduce or remove the primary minimum in the interaction forces between particles as the influence of roughness suppresses the influence of the dispersion forces at pH values remote from the iep due to repulsive forces arising from asperity contact.

4.2.7 Analysis of the attractive forces between surfaces at pH near the iep

If the repulsive force observed had been purely electric the curve should have been a straight line on this log-linear plot. However, the repulsive force is reduced due to the influence of the dispersion forces, described by a Hamaker constant of 56 zJ. This verifies that the measured attractive forces also contain the van der Waals force component.
Figure 4.12: Repulsive force measured at pH 2.8 in the presence of 0.01 M NaCl compared to the roughened DLVO theory (rms roughness 1.2 nm) with Hamaker constant of 56 zJ (top) and zero dispersion force (bottom).
Interestingly, the attractive forces measured around the iep were found to depend on the electrolyte concentration as shown in Figure 4.13. The range of the force increased as the electrolyte concentration decreased, suggesting that an electric interaction is also present.

DLVO theory predicts that pure van der Waals force is largely independent of the electrolyte concentration and the force curve is approximately described with a power law. The theoretical van der Waals curve is shown as a solid line in Figure 4.13. The Hamaker constant for the van der Waals forces (non-retarded Casimir-Lifshitz force) of the hafnia surfaces investigated in this study was calculated to be 56 zJ taking into account the thickness of the titania underlayer (See Appendix-A §A.2). A Non-retarded Hamaker constant was used for simplicity in the calculation. Note that the difference between the non-retarded and retarded Hamaker constant at small separations is small for the hafnia surfaces employed in this study (See Appendix-A §A.2.1). For example, at separation of 20 nm the retarded Hamaker constant is 54 zJ differing from the non-retarded one by 3.7 %. As the pH is close to

![Figure 4.13: Attractive force measured at around pH 5 in 0.01M, 0.001M, and 0.0001 M of NaCl. The range of the attractive force was dependent on the concentration of the electrolyte solution, indicating an electric component in the interaction. The pure van der Waals force curve with Hamaker constant of 56 zJ is shown (black solid line). The Hamaker constant was reduced to 40 zJ to fit the force curve obtained in the 0.01M NaCl (red solid line).](image)
the iep the data were fitted using a surface potential of 0 mV. Therefore, the
DLVO calculation becomes just an expression of the van der Waals forces.

It is possible that our ALD hafnia surface has a smaller Hamaker con-
stant than the calculated value of 56 zJ because its mass density that was es-
estimated from the X-Ray Reflectivity (XRR) data is 9 % less than that of bulk
hafnia. If this is the case, then it should reduce the van der Waals force by the
same amount. However, in order to fit the attractive force data obtained in
0.01 M NaCl the Hamaker constant had to be decreased to 40 zJ, which is a
29 % reduction from the theoretical value of 56 zJ. Also, it was not possible
to fit all the attractive forces measured in different electrolyte concentrations
with a single Hamaker constant, even if the surface potential was varied. In
addition, the attractive forces measured in this study were better described
by an exponential function than a power function.

4.2.7.1 Attractive electric force

As there is evidence that there is an electric component to the attraction we
consider the possibility that the surfaces have oppositely signed charges.
This may arise near the iep if surface charge densities are slightly different
for the two surfaces. This would lead to an exponentially decaying electric
attractive force that would depend on the salt concentration. The attractive
double layer forces between oppositely charged surfaces have been directly
measured previously.

Parsegian and Gingell calculated the pressure between two parallel
planar surfaces that are asymmetrically charged. When the surface potentials
are assumed fixed, the electric pressure is written as

\[ P_\psi(x) = \frac{4e^2n}{k_BT} \left( \psi_1^2 + \psi_2^2 \right) + \psi_1\psi_2 \left( e^{e\sigma} - e^{-e\sigma} \right) \frac{e^{2e\sigma} - e^{-2e\sigma}}{(e^{e\sigma} - e^{-e\sigma})^2} \]

(4.2)

where \( \psi_1 \) and \( \psi_2 \) are the surface potentials of the two surfaces, \( e \) is the ele-
mementary charge, \( n \) is the ionic strength of the electrolyte, \( k_B \) is the Boltzmann
constant, $T$ is the temperature, and $x$ is the inverse of the Debye length. Equation 4.2 was integrated to obtain the interaction energy between two planar surfaces, and then the Derjaguin approximation was applied to calculate the force between a spherical and a flat surface (Figure 4.13). The constant potential expression of Equation 4.2 is used here to illustrate the point of an asymmetric electric contribution at the isoelectric point. A more detailed analysis of the low concentration behaviour at the iep would invoke asymmetric constant charge (or charge regulated) conditions.

The attractive forces measured in 0.001 M and 0.0001 M NaCl were fitted using the van der Waals attraction with the addition of the electric double layer attraction between surfaces of opposite charge but the same magnitude in Figure 4.14. Figure 4.14-a shows the fitting without taking into account the roughness effect. The potentials of the two surfaces were varied so that they were equal in magnitude but opposite signs. All the data were fitted with Hamaker constant of 56 $\text{zJ}$, additional hydration force with amplitude of 20 $\text{N/m}$ and decay length of 0.3 nm, and Young’s Modulus of 57 GPa. The theoretical force curve seems to explain the electrolyte concentration dependence of the measured force curves. The theory agrees with the measured forces in that the range of the attractive force increases as the electrolyte concentration decreases. Also, it explains the attractive forces measured in 0.001 M and 0.0001 M, which were larger than the pure van der Waals attraction.

Although, at small separations the theory of electric double layer force between asymmetrically charged surfaces predicts much stronger attraction than the measured forces. When the effect of surface roughness was taken into account, however, the fit improved significantly as shown in Figure 4.14-b. The roughness effect seems to explain the unexpectedly smaller electric double layer attraction at small separations.

The surfaces are produced in the same manner so it would be surprising to find that the surface charge varies by the magnitude required. An alternative explanation is that the charges are not distributed evenly across the surface. However theoretical models for such “patchy charge” interactions suggest that the decay length for such interactions should be half of the usual Debye length and this does not accord with our observations. Furthermore
any net charge diminishes this effect\textsuperscript{217} ruling out the possibility that a combination of these effects is operating. The nature of this attractive force is further discussed in Chapter 6 (§ 6.3.6).
Figure 4.14: Attractive force measured at around pH 5 in 0.01M, 0.001M, and 0.0001 M of NaCl. The measured data were fitted using the van der Waals attraction with the addition of the electric double layer attraction with (b) and without (a) taking into account the roughness effect. All the data were fitted with a Hamaker constant of 56 \( z_0 \) J, additional hydration force with amplitude of 20 N/m and decay length of 0.3 nm, and Young’s Modulus of 57 GPa. rms roughness of 1.2 nm with asperity tip curvature \( R = 4 \) nm was used for the calculation of the roughness effect in (b). Asymmetric surface potential and Debye length for each NaCl concentration were as follows (for both a and b). 0.001M: Surface potential 1 = + 10.2 mV, Surface potential 2 = - 10.2 mV, Debye length = 9.5 nm. 0.0001M: Surface potential 1 = + 14.5 mV, Surface potential 2 = - 14.5 mV, Debye length = 30.0 nm. Measured data in 0.01 M NaCl was fitted using the van der Waals attraction with electric double layer repulsion with surface potential of +22.9 mV (zero roughness), and +14.0 mV (1.2 nm rms).
The interaction forces between hafnia surfaces has been measured at a range of pH and salt concentrations. DLVO theory predicts strong primary minima that are not observed in experiments. However, the data is well described, using DLVO-R theory where the effect of the surface roughness is taken into account, using a reasonable value for the rms roughness of 1.2 nm to describe all the experimental data. Notably even surfaces that are extremely smooth with a minute level of surface roughness exhibit interaction forces that are fundamentally different at small separations when roughness is taken into account.

Importantly this study has demonstrated that roughness needs to be considered and accounted for in all measurements of surface forces with the exception of molecularly smooth surfaces such as mica. The difference is significant as applying DLVO theory infers a very strong primary adhesion at pH values remote from the iep, when in fact no adhesion is observed. Thus application of the DLVO theory to real surfaces can lead to false conclusions on the stability of colloidal dispersions. The observation that near the iep attraction is observed in DLVO-R theory indicates that flocculation of dispersions is likely to be more effective by adjusting the pH to the iep than a moderate increase in electrolyte concentration at pH values remote from the iep.
Chapter 4. ROUGHNESS EFFECT ON THE SURFACE FORCE BETWEEN HAFNIA SURFACES
EFFECT OF CITRIC ACID ON THE SURFACE FORCES BETWEEN HAFNIA SURFACES

The work presented in this chapter was done in collaboration with Shuhei Shinohara of the Institute for Materials Chemistry and Engineering at the Kyushu University of Japan. The optical reflectometry and the atomic force microscope force measurements were carried out by him. My role was to train him to do these measurements and analyse and interpret the data.

5.1 INTRODUCTION

Stabilization of colloidal particulate systems is required in many industrial products and manufacturing technologies.\textsuperscript{218-220} Electric stabilization\textsuperscript{221-222} and steric stabilization\textsuperscript{223} are the two traditional mechanisms for colloidal stability. Adding molecules that adsorb to a surface is often an efficient way of controlling the stability and rheology of colloidal dispersions and nanoparticles. Surface adsorbing molecules will change how particles interact not just by altering the electric charge on the surface, but also by adopting different conformations at the solid-solution interface.\textsuperscript{224} The impact of the configuration of adsorbed molecules on the inter-particle interaction between colloid particles is widely recognized.\textsuperscript{224-226} For example,
at low molecular weight, polyacrylic acid (PAA) gives rise to a steric repulsive interaction whereas at high molecular weight, an attractive mechanism is observed due to bridging.\textsuperscript{227-228}

Low molecular weight (LMW) carboxylic acids are commonly used as particle interaction modifiers as they adsorb readily to metal oxide-aqueous and metal-aqueous interfaces. LMW carboxylic acids can be categorized by the number of carboxylate groups. This categorization is convenient as the affinity for surfaces also follows the number of carboxylate groups, such that generally the adsorption follows the trend, monocarboxylate < dicarboxylate < tricarboxylate.

One of the tricarboxylic acids, citric acid (\(\text{C}_6\text{H}_8\text{O}_7\)), which occurs naturally in citrus fruits\textsuperscript{239}, has been routinely investigated as a potential stabilizer for both minerals processing and ceramics production\textsuperscript{226, 230-239}. Citric acid is often used in the production of gold and silver nanoparticles where it can perform the roles of reducing agent, size controller and steric stabilizer\textsuperscript{240-241}. The citrate ion also plays a significant role in biology and the environment. Citrate controls the crystal habit and is responsible for stabilizing apatite nanocrystallites in bone.\textsuperscript{242} The citrate anion occurs naturally in blood and has been used as an anticoagulant to stabilize blood and blood products for over 100 years.\textsuperscript{243} Citrate ions are also present in soil\textsuperscript{244-245} and in the rhizosphere\textsuperscript{244-246} at significant concentrations. Furthermore, in fundamental studies, citrate can be used as a simple model for humic and fulvic acids which are important natural chelating agents that influence the stability and dissolution of colloids and nanoparticles and thereby influence the transport and breakdown of inorganic materials in the environment.\textsuperscript{247-248} Importantly adsorption of citric, fulvic and humic acids changes the pH range over which particles are stabilized by shifting the isoelectric point to low pH values. Thus particles that may be unstable at near neutral pH values may be stabilized by adsorption of citric, humic and fulvic acids.

The influence on the surface properties of the adsorption of citric acid to titanium nanoparticles and the implications for the bioavailability and transport of nanoparticles has been investigated by Mudunkotuwa and Grassian.\textsuperscript{239} In their study, the interaction forces were not directly measured.
but modeled between spherical, perfectly smooth, particles using a modified DLVO theory. Leong, Biggs and co-workers have experimentally measured the influence of citrate on surface forces via atomic force microscopy (AFM) between zirconia surfaces. They reported an additional repulsive force at close separation (~2 nm) and high pH (pH > 7) but this was not apparent under acidic conditions. At all pHs studied, they measured a consistent “step” when the surfaces were brought into contact. Although Biggs and co-workers conceded that surface roughness may have obscured their measured force interactions especially at close separations, they surmised that the consistent “step” must be due to the presence of a steric layer on the zirconia surfaces due to the absorbed citrate. They concluded that adsorbed citrate provided an electrosteric barrier between the zirconia surfaces leading to a much reduced maximum yield stress as measured in the aforementioned rheology study.

Smoothness of the interacting surfaces is a central issue in studying forces on a nanoscopic scale, as surface roughness can cloud the interpretation of surface forces, especially if the surface roughness is of the same order as the surface forces. Ultra-smooth silica surfaces are often employed in AFM surface force studies, but as silica is negatively charged even at low pH, citrate does not adsorb in significant amounts to silica. A smooth well-characterized stable surface with an isoelectric point sufficiently high to promote citrate adsorption is required. The hafnium oxide (hafnia) surfaces produced by atomic layer deposition (ALD) that I investigated in chapter 4 are a good model substrate, because hafnia has an isoelectric point at ~pH 5, and the surfaces have very low roughness and have been extensively characterized.

In this chapter, I aim to elucidate how adsorbed citrate influences particle interactions by directly measuring the surface forces using the colloid probe AFM technique. In analyzing the surface forces, the effect of the surface roughness was taken into account. From the surface forces the stability of the particles in solution as well as the type of particles formed upon flocculation can be inferred. This is important in understanding the transport of nanoparticles and colloidal materials in the environment. The general
features observed for the hafnia-citrate system are expected to be followed by a wide range of mineral oxide surfaces with isoelectric points at near-neutral pH such as titania (iep ~6), zirconia (iep ~5-8), magnetite (iep ~5-8), and haematite (iep ~5-9).

5.2 EXPERIMENTAL METHODS

5.2.1 Optical Reflectometry

Optical reflectometry (OR) was utilized to measure the amount of citric acid adsorbed onto the hafnia surface over a range of pH values, following the method of Dijt et al using a custom built optical reflectometry (OR). A schematic of the optical reflectometer used is presented in Figure 5.1. In

![Figure 5.1: Schematic of an optical reflectometer. A polarized HaNe laser is reflected from the surface of interest and the p and s components of the reflected light are measured by a detector. When material is adsorbed on the surface, the intensity of the reflected p and s components changes. Using Equation 5.1, this change in the signal can be converted to adsorbed surface excess.](image-url)
the optical reflectometry (OR), a polarized HeNe laser is reflected from the hafnia surface that is immersed in solvent in a fluid cell and the p and s components of the reflected light are measured by a detector. A stable baseline is recorded when the sample cell contains only solvent (in this case 0.001 M NaCl). Then the citric acid solutions are introduced into the cell. When citric acid is adsorbed to the hafnia surface, the intensity of the p and the s polarized reflected light changes. The measured change in the ratio of the p and s polarization is related to the surface excess according to:

\[ \Gamma = \frac{\Delta S}{S_\text{baseline}} \]  

(5.1)

where \( \Gamma \) is the adsorbed surface excess, \( S_0 \) is the baseline ratio of the reflectivities of the p and s components, i.e. \( S_0 = R_p/R_s \) (usually \( \sim 1 \)), \( \Delta S \) is the change in polarization and \( A_s \) is the sensitivity parameter obtained from the optical model. Note that the OR measures the amount of adsorbed material at the surface and is insensitive to the conformation of material at the interface. The customized OR was constructed to maximize temperature stability, minimize electronic noise and optimize data acquisition rates. An example of typical OR data showing adsorption and desorption of citric acid to hafnia is shown in Figure 5.2.

In order to calculate the surface excess from optical properties of the surface, a sensitivity parameter, \( A_s \), was used to convert changes in the polarization of reflected light to a measure of surface excess as indicated in Equation 5.1. The sensitivity parameter was determined as \( -0.041 \text{ m}^2\text{mg}^{-1} \), by using the matrix method of Abeles applied to a five-layered Fresnel model of the surface. We took the refractive index value of water, silica, silicon and hafnia as 1.333, 1.46, 3.87 and 2.11, respectively for a 632.8 nm HeNe laser used for the measurement. The incident angle of light was fixed at 71 degrees. The refractive index increment (dn/dc) value of citric acid in the presence of 3 M NaCl was measured to be 0.118 cm\(^3\) g\(^{-1}\) using an Optilab rEX (Wyatt technology). The water and silicon layer were treated as semi-infinite and the thickness of the SiO\(_2\) and hafnia layer were 107 nm and 12.7 nm, respectively.
Note that the silicon substrate used for optical reflectometry (OR) measurement was terminated with a 107 nm thick oxide layer to increase the sensitivity of OR measurements. The temperature of the instrument and solutions were kept at 23 ± 0.1 °C.

5.2.2 Solution preparation

All glassware was cleaned with 10 wt% NaOH for 10 minutes and rinsed with purified water. NaCl was purified by heating at 400 °C for 8 hours. Citric acid was purchased from Sigma-Aldrich and used without further purification. All solutions were prepared using MilliQ water. For all the experiments, the solutions were stored in the same room as the instrument for more than
a day prior to the measurement, to ensure that the temperature of the solutions was the same as the instrument.

5.3 RESULTS AND DISCUSSION

5.3.1 Surface potential

As an approximate measure of the surface potential the zeta-potential of the hafnium oxide surface with and without citric acid in 0.001 M NaCl solution is presented in Figure 5.3. The isoelectric point (iep) of the hafnia surface was found to be around pH 5. Note that this zeta potential for the hafnia particles supplied by Materion (H-1011) is generally in agreement with the surface potential reported in Chapter 4 for the ALD hafnia surfaces (See Figure 4.3).

![Figure 5.3: Zeta-potential as a function of pH for hafnia particles in 10⁻¹ M NaCl solution and in the presence of 10⁻¹ M, 10⁻² M, and 10⁻³ M citric acid in 10⁻¹ M NaCl solution. The surface potentials (open symbols) estimated from the AFM force measurements are also presented for comparison. The magnitude of the surface potential is slightly greater than the zeta potential as expected, due to the reduction in potential between the surface and the slipping plane.](image-url)
When citric acid at concentrations of 10^{-1} M, 10^{-2} M, or 10^{-3} M was added to the hafnia suspension, the iep was shifted to pH 2. This shift of iep to a lower pH implies that the citric acid adsorbed onto the hafnia surface. It is well known that the degree of deprotonation of citric acid (pK_{a_1}=3.13, pK_{a_2}=4.76, pK_{a_3}=6.39) depends on the pH of the solution. The relative fraction of citric acid species in solution as a function of pH is shown in Figure 5.4. At the iep of hafnia (pH 5), the dominating species of citric acid in solution is the singly deprotonated HX^- . These anions adsorb to the hafnia surface because even though the overall surface charge is neutral, there are still positive sites for the anions to bind to. The zeta potential of hafnia changed from 0 mV to approximately -50 mV when citric acid was added at this pH. It is important to note that surface speciation of carboxylic acids differs from that in the bulk and deprotonation of the adsorbed citrate ion is greater than the solution pK_a's indicate.

Below the iep when the hafnia surface is positively charged, citric acid exists mainly in the form of H_2X^- and H_X in bulk solution. The H_2X^- species

![Figure 5.4: Relative fraction of citric acid species, where citrate is represented as X, calculated using dissociation constants: K_1= 8.1 \times 10^{-4}, K_2= 1.77 \times 10^{-3}, K_3= 3.9 \times 10^{-7} which correspond to pK_{a_1}=3.09, pK_{a_2}=4.75, pK_{a_3}=6.41.](image)
RESULTS AND DISCUSSION

is electrically attracted to the hafnia surface. At around pH 3, the zeta potential was approximately +30 mV without citric acid. However, adsorption of citrate led to charge reversal and dropped the surface potential to -30 mV when citric acid was added. Above the iep, the hafnia surface is negatively charged which limits the adsorption of the dominating X_3^- species due to electric repulsion. The zeta potential change was relatively small at this high pH (8 ~ 9). It changed from around -40 mV to -60 mV when the citric acid was added. This implies that citric acid adsorption to the hafnia surface is comparatively small at high pH. A similar trend was observed by Hidber and coworkers. They found that the iep of alumina shifts to lower pH with increasing amount of citric acid. The surface potential determined from the AFM force measurements (discussed in §5.3.4) is presented as open symbols in Figure 5.3 for comparison. The zeta potentials are lower than the surface potentials, as the measurement position of the former is not at the hafnia surface but at the shear plane and is therefore reduced by ions in the Stern layer and electric screening. The zeta potential highlights an important property of citric acid adsorption, which confers stability on colloids in natural waters. Adsorption of citric acids shifts the isoelectric point to low pH values that are not commonly accessed in the biosphere. Therefore, at near neutral pH the colloids with adsorbed citric acid have a significant negative charge, which leads to electric stabilization of nanoparticles and colloidal particles, preventing flocculation and aiding transportation by flow and diffusion.

5.3.2 Adsorption of citric acid

The amount of citric acid adsorbed per unit area of hafnia surface as a function of pH measured using Optical Reflectometry (OR) is shown in Figure 5.5. In each case, upon rinsing, the surface excess returned to the baseline, this indicates that the citric acid adsorption to hafnia surfaces is reversible on the timescale of these measurements. The observed general trend is that the adsorbed amount increases with decreasing pH, this is consistent with the charging of the surface and the citrate molecule. Above the iep (pH 5) the negatively charged hafnia surface repels the negatively charged citrate ions.
This results in a decreased surface excess of approximately 0.04 mg/m² at pH 6 and pH 8 at a citric acid concentration of $10^{-3}$ M. The presence of some adsorption at high pH agrees with the previous observations that addition of citric acid shifts the zeta potential of hafnia to more negative values even at high pH (Figure 5.3). The surface excess is greater at pH 3 and pH 3.5, (~0.09 mg m⁻²). As this is below the iep the hafnia surface is positively charged which favors the adsorption of negatively charged citrate ions. This increased level of adsorption, results in a change in sign of the zeta potential of hafnia from positive to negative and a shift in the iep to lower pH.
5.3.3 *Forces between surfaces in the presence of citric acid*

The zeta potentials of hafnia surfaces between pH 3 and pH 9 in the presence of citric acid range from -30 mV to -60 mV (see Figure 5.3) indicating that a significant double layer repulsion should be evident between hafnia surfaces with adsorbed citric acid over this pH range. The measured forces between hafnia surfaces in the presence of $10^{-1}$ M, $10^{-2}$ M, and $10^{-3}$ M citric acid are presented in Figure 5.6 and show that the surface forces exhibit a strong repulsion at all pH values, both when the surfaces were approaching and upon separation. That is, no primary minimum is observed and hence no strong adhesion in contact was observed upon separation. The absence of a primary minimum which might be expected within the DLVO framework due to dispersion forces, is attributed to the surface roughness and steric repulsion due to the adsorbed citrate. As the salt concentration is increased there is evidence of a small attraction or secondary minimum at a surface separation greater than 5 nm that is sufficient to cause particle flocculation. This secondary minimum which arises due to the different form of interaction potentials associated with the van der Waals attraction and the electrolytic repulsion, is discussed further in § 5.3.5. In a previous investigation of citric acid adsorption onto zirconia surfaces, Biggs et al. reported small steps (8~12 Å) immediately before the hard contact between zirconia surfaces in the presence of citric acid. However, our results show no such steps at any of the citric acid concentrations or pH values examined. The rougher surfaces in the previous study may have enabled the citric acid to be displaced at high contact pressures.
Chapter 5. EFFECT OF CITRIC ACID ON THE SURFACE FORCES BETWEEN HAFNIA SURFACES

Figure 5.6: Force normalized by radius (F/R) versus separation measured on approach (left, Panels A, C, E) and separation (right Panels B, D, F) between hafnia surfaces in the presence of $10^{-3}$ M (Panels A & B), $10^{-4}$ M (Panels C & D), and $10^{-5}$ M (Panels E & F) of citric acid in NaCl $10^{-3}$ M solution, highlighting the pH effect across different concentrations. The range of the force decreases with increasing concentration of citric acid due to a decrease in the Debye length. (Data captured by S. Shinohara)
5.3.4  DLVO fitting, including the effect of roughness

The force curves shown in Figure 5.6 were further examined by fitting the data using DLVO theory by solving the nonlinear Poisson-Boltzmann equation in accordance with the algorithm described by Chan et al. (See §2.3.2). The influence of surface roughness, that was investigated extensively in chapter 4, was also included. The hafnia-citrate surface roughness was modeled with a gaussian rms roughness of 0.54 nm which was determined from tapping mode AFM images of the hafnia surface. The Young’s modulus of hafnia used was 57 GPa. A retarded Hamaker coefficient calculated by assuming 0.25 mg/m² of citric acid using the ‘thin-Rayleigh’ multilayer Model was used for the fitting (See Appendix-A §A.2.2). Note that when the surface roughness is taken into account the surfaces never reach a hard contact at zero separation. This is due to the asperities on one surface making contact with the asperities on the other surface preventing the surfaces coming into zero separation, where the position of each surface is defined at the average position of the surface roughness.

5.3.4.1  Surface forces at high pH

At pH values above the iep of hafnia, the zeta-potential and OR results indicated that the amount of citric acid adsorbed onto the hafnia surface was relatively small. The surface forces measured between hafnia surfaces in the presence of varying concentrations of citric acid at high pH are shown in Figure 5.7. The measured forces exhibited a strong repulsion at all concentrations of citric acid due to electric repulsion. This is in good agreement with the zeta potential of hafnia in citric acid solution, which was around -60 mV (Figure 5.3). The range of the repulsive force decreased with increasing citric acid concentration due to the decreasing Debye length.
Figure 5.7: F/R versus separation measured on approach between hafnia surfaces in the presence of citric acid at high pH. The citric acid concentrations were $10^{-1}$M (circle), $10^{-2}$M (triangle) and $10^{-3}$M (square). The two theoretical fits represent the boundary conditions of constant charge (solid line) and constant potential (dotted line). The fitting parameters used were: ($10^{-1}$ M) $\kappa = 1.5$ nm, $\Psi = -79.0$ mV; ($10^{-2}$ M) $\kappa = 2.8$ nm, $\Psi = -61.7$ mV; ($10^{-3}$ M) $\kappa = 4.8$ nm, $\Psi = -69.3$ mV
5.3.4.2 *Surfaces forces at circumneutral pH*

At pH 5.0, which is near the *iep* of the substrate, the surface charge of hafnia is neutral and $\text{HX}^-$ is the dominating citric acid species in bulk solution (Figure 5.4). Adsorption led to a change in the zeta potential of hafnia from 0 mV to -50 mV when citric acid was added at pH 5 (Figure 5.3). There are relatively more positive sites for citrate binding on the hafnia surface at this pH than at higher pH, therefore, slightly more adsorption of citric acid was observed. The surface forces measured between hafnia surfaces in the presence of varying concentrations of citric acid at pH ~5 are shown in Figure 5.8. The measured forces exhibited a strong repulsion at all concentrations of citric acid due to electric repulsion as expected by the large magnitude of the zeta

![Image](image-url)

**Figure 5.8:** *F/R* versus separation measured on approach between hafnia surfaces in the presence of citric acid at pH 5. The citric acid concentrations were $10^{-3}$M (circle), $10^{-5}$M (triangle) and $10^{-7}$M (square). The two theoretical fits represent the boundary conditions of constant charge (solid line) and constant potential (dotted line). The fitting parameters used were: ($10^{-1}$ M) $\kappa^+ = 1.7$ nm, $\Psi = -73.0$ mV; ($10^{-3}$ M) $\kappa^+ = 3.1$ nm, $\Psi = -55.6$ mV; ($10^{-5}$ M) $\kappa^+ = 5.2$ nm, $\Psi = -68.6$ mV.
potential. Notably in the absence of citric acid, as presented in chapter 4 (Figure 4.10 and Table 4-1), the surface potential is near zero and the electric interaction is negligible ensuring that the attractive van der Waals forces dominate. Thus particles in the absence of citric would flocculate readily, whereas in the presence of citric acid they are stable in solutions of low to moderate salt concentration. The influence of electrolyte concentration on the secondary minima is discussed in the later section (§5.3.5.2).

5.3.4.3 Surface forces at low pH

Optical Reflectometry (OR) showed that the amount of citric acid adsorbed onto hafnia was approximately 0.09 mg/m² when the citric acid concentration was 10⁻³ M at pH ~3. At the same pH, the zeta potential of hafnia in the presence of citric acid was around -30 mV. The surface forces measured at this pH is consistent with the optical reflectometry (OR) and zeta potential data, in that a strong electric repulsion is observed at all concentrations of citric acid (Figure 5.9). In chapter 4, the surface forces between hafnia surfaces in the absence of citric acid was also repulsive (see figure 4.4), however the repulsive force in that case was due to the electric double layer between positively charged hafnia surfaces. Whereas, the repulsion observed when citric acid is present arises from the negatively charged surfaces due to the charge reversal that accompanies adsorption of citric acid. The electric repulsion will ensure that dispersions of particles even at pH~ 3 will be stable at salt concentrations up to > 1 mM.
The surface potential determined from fitting the surface forces using the DLVO theory with roughness is presented in Table 5-1. The surface potential increases with pH but is largely unaffected by increasing citric acid concentration. This is consistent with the zeta potential and optical reflectometry (OR) measurements.

Figure 5.9: F/R versus separation measured on approach between hafnia surfaces in the presence of citric acid around pH 3. The citric acid concentrations were 10^-3 M (circle), 10^-4 M (triangle) and 10^-5 M (square). The two theoretical fits represent the boundary conditions of constant charge (solid line) and constant potential (dotted line). The fitting parameters used were: (10^-3 M) κ'= 2.0 nm, Ψ_K = -61.0 mV; (10^-4 M) κ'= 3.8 nm, Ψ_K = -52.0 mV; (10^-5 M) κ'= 4.5 nm, Ψ_K = -55.6 mV
Effect of Citric Acid on the Surface Forces Between Hafnia Surfaces

Table 5-1: Surface potential determined from DLVO fitting to the AFM force profile. A surface roughness of 0.54 nm rms was used. The surface potential increases with the pH of the solution.

<table>
<thead>
<tr>
<th>pH</th>
<th>Citric acid concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1 M</td>
</tr>
<tr>
<td>3</td>
<td>-61.0 mV</td>
</tr>
<tr>
<td>5</td>
<td>-73.0 mV</td>
</tr>
<tr>
<td>9</td>
<td>-79.0 mV</td>
</tr>
</tbody>
</table>

The decay length which is used as a measure of the thickness of the electric double layer is determined from the best fit to the AFM force profile and compared to the theoretical Debye length calculated from the concentration of citric acid (accounting for speciation) and the NaCl background electrolyte used in the measurement are shown in Table 5-2. Note that the calculated Debye length takes into account the change in the ionic valence of citric acid depending on the pH. Both experimentally measured decay length and calculated Debye length were shorter at high pH because of the domination of the $X^-\text{citric acid}$ species in solution contributing to the higher ionic strength. When the experimental and the theoretical values are compared, a significant disparity was observed.
Table 5-2: Debye length for each citric acid concentration and pH studied. $\kappa^-$ exp. (nm) and $\kappa^-$ cal. (nm) are the decay length determined from the best fit to the AFM force profile and the theoretical Debye length, respectively.

<table>
<thead>
<tr>
<th>Citric acid concentration</th>
<th>0.1 M</th>
<th>0.01 M</th>
<th>0.001 M</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH 3.5</td>
<td>2.0</td>
<td>3.8</td>
<td>2.8</td>
</tr>
<tr>
<td>pH 5</td>
<td>1.7</td>
<td>3.1</td>
<td>4.5</td>
</tr>
<tr>
<td>pH 9</td>
<td>1.3</td>
<td>2.8</td>
<td>5.2</td>
</tr>
<tr>
<td>pH 3.5</td>
<td>3.8</td>
<td>4.5</td>
<td>4.8</td>
</tr>
<tr>
<td>pH 5.2</td>
<td>3.1</td>
<td>2.8</td>
<td>5.2</td>
</tr>
<tr>
<td>pH 8.7</td>
<td>1.6</td>
<td>1.2</td>
<td>7.1</td>
</tr>
<tr>
<td>pH 3</td>
<td>2.9</td>
<td>1.2</td>
<td>4.7</td>
</tr>
<tr>
<td>pH 5</td>
<td>1.6</td>
<td>7.1</td>
<td>3.6</td>
</tr>
<tr>
<td>pH 7.8</td>
<td>2.9</td>
<td>4.7</td>
<td>3.6</td>
</tr>
</tbody>
</table>

The experimentally measured decay length was longer than the calculated Debye length. Such a disparity is not observed in solutions containing only 1:1 electrolytes. This disparity can be explained by the asymmetry of the electrolyte. For an asymmetric electrolyte the Debye length and the decay length should not coincide, as the decay length depends on which ion is abundant near the surface and also the type of the electrolyte, for example whether it is 1:2 (CaCl$_2$) or 2:1 (Na$_2$SO$_4$). Furthermore, we expect that the depletion of the multivalent species from the double layer due to like charge repulsion would extend the decay length.

In the investigation of the surface forces between the same hafnia surfaces in the absence of citric acid, presented in chapter 4 (Figure 4.10), the best fit to the experimental data was achieved with a surface roughness parameter of 1.2 nm rms. However, in this chapter where citric acid was adsorbed onto the hafnia surfaces, this value was found to be too high, rather an rms roughness of 0.54 nm gave the best fit. This implies that the citric acid adsorbs in a manner that reduces the effective surface roughness. That is, the citric acid may preferentially adsorb in surface hollows.
5.3.5 **Secondary minima and flocculation**

Flocculation is commonly observed at high salt concentrations regardless of the solution pH in rheology. To understand this, we need to look for evidence of a secondary minimum. I have calculated the secondary minima in the interaction energy from the DLVO-R fit to the experimental interaction forces between hafnia surfaces in the absence of citric acid presented in the chapter 4 (Figure 4.9 and Figure 4.1) and in the presence of citric acid (Figure 5.7, Figure 5.8, and Figure 5.9) presented in this chapter. Note that the data from the theoretical fit is used to remove the effect of experimental noise.

The force is divided by two, to account for the interaction between two identically sized spheres rather than a sphere-flat interaction, and then integrated as per the Derjaguin approximation \(^{104}\) to give the interaction energy between two spheres;

\[
U(x) = \int_h^\infty F(x')dx'
\]  

(5.2)

where \(U(x)\) is the separation dependent interaction energy and \(F(x')\) is the separation dependent force. The interaction energy has been shown in units of \(k_bT\) versus separation in nm as it allows the importance of the depth of the minima to be evaluated. A minima with a depth of \(50 k_bT\) or more will give rise to very rapid flocculation, whereas a minima with a depth of \(>10 k_bT\) is stable or lead to very slow flocculation.

5.3.5.1 **Secondary minima between hafnia particles**

Here I am presenting the secondary minima for the surface forces obtained between hafnia surfaces in the absence of citric acid. The DLVO-R curve fit (1.2 nm rms roughness assumed) for the repulsive force data obtained between hafnia surfaces presented in the chapter 4 (Figure 4.9 and Figure 4.10) were analyzed to verify the existence of a strong secondary minima that would indicate flocculation at pH values remote from the iep in salt solutions.
This is presented in Figure 5.10. This reveals that significant secondary minima (\(> 10 k_BT\)) are present and that these would cause flocculation at pH values remote from the iep if the ionic strength is sufficient. Thus, adjustment of the pH to the iep will result in flocculation in a primary minimum, causing particles to strongly adhere when they collide, which would infer open flocs (low fractal dimension) that are difficult to dewater, whereas flocculation by increasing the ionic strength at pH values remote from the iep will result in flocculation in a secondary minima allowing particles to move relative to each other and thereby form denser flocs (higher fractal dimension) that are more easily dewatered.
Figure 5.10: Interaction energy \((k_B T)\) calculated from the DLVO-R theoretical fit (constant charge) to the repulsive force measured in 10 mM (a) and 1 mM (b) NaCl at pH away from iep (Chapter 4, Figure 4.9 and Figure 4.10) for the hafnia particles with radius 10 \(\mu m\) in the absence of citric acid. The predicted secondary minima are 143 \(k_B T\), 137 \(k_B T\), and 61 \(k_B T\) for pH 2.8, pH 7.1, and pH 9.3, respectively in 10 mM NaCl and 93 \(k_B T\), 24 \(k_B T\) and 24 \(k_B T\) for pH 2.6, pH 7.2, and pH 9.7, respectively in 1 mM NaCl.
5.3.5.2 Secondary minima between hafnia particles in the presence of citric acid

Returning to the interaction in the presence of citric acid, the interaction energy \((k_BT)\) calculated for the hafnia colloidal particles with radius 10 \(\mu m\) and for the nanoparticles with radius 50 nm at a range of citric acid concentration is presented in Figure 5.11. As the forces scale with the radius it is possible to determine the forces for 50 nm particles from measurements between larger particles. We note that presently it is not possible to directly measure the interactions between particles with a radius of 50 nm. The zeta potential measurements and the surface force data demonstrate that citric acid stabilizes particles at a wide range of pH due to electric repulsion. In contrast, many metal oxides have isoelectric points at near neutral pH, thus in the absence of citric acid these systems would be unstable within this pH range. Thus, nanoparticles and colloidal particles of these materials will remain dispersed in the presence of citric acid under pH conditions under which they might normally flocculate and sediment. This is significant as the citrate ion is present in the biosphere in the blood,\(^{243}\) in bones\(^{242}\) and in soils\(^{259}\) and the rhizosphere\(^{246,260-261}\) at significant concentrations.

Further, citric acid is a model system for humic and fulvic acids, which are also present in soils and natural waters.\(^ {259}\) Therefore, nanoparticles and colloidal particles of a wide range of materials are stabilized by the adsorption of citric acid or humic/fulvic acids in our environment.\(^ {259}\) As dispersed particles they will be readily transported by flow and by diffusion.

However, the stability of particles can also be adversely influenced by increases in ionic strength. This is seen in the surface forces measurements where at higher concentration of electrolytes there exists a range of separations over which the interaction is attractive (see Figure 5.6-F). In this region of secondary minima, particles are attracted to each other, but are not in physical contact, as such the particles flocculate and sediment. As the particles are not in physical contact the particle-particle friction is minimized and the arrangement of the particles within a floc are free to reorder. The low friction is evidenced by the lack of hysteresis between the approach and retraction force data. This generally results in dense flocs (as opposed to open
flocs which occur when particles strongly adhere with high rolling friction). Also because the particles are not strongly adhered they are readily dispersed if the ionic strength of the solution is reduced.

The interaction energy ($k_B T$) versus separation (Figure 5.11 - top) shows that in 1 mM electrolyte the colloidal particulate systems will be stable. Whereas, upon increasing the citric acid concentration to 10 mM and higher the colloidal particles are no longer stable in solution. Similarly, the colloidal systems are unstable at the higher electrolyte concentrations of 0.01 M and 0.1 M (Figure 5.12 - top). Note that the minima occur at substantial particle-particle separations indicating that the particles are not in physical contact and therefore the structure of the colloidal flocs can easily deform and rearrange and the particles can easily be redispersed if the concentration of electrolyte is reduced.

In contrast, the secondary minima for nanoparticles 50 nm in radius is very much shallower as shown in Figure 5.11 (bottom) and Figure 5.12 (bottom), ensuring that the nanoparticles are stable even at high salt concentrations. Note this calculation does not include the reduction in the dispersion forces that takes place for particles less than 100 nm in radius. If this effect were included the secondary minima would be even shallower. This shows that nanoparticles with citrate adsorbed are stable at high ionic strengths where colloidal particles are unstable and highlights the extreme stability conferred on nanoparticles by the adsorption of citrate. That is nanoparticles in the presence of citrate are stable across a wide range of pH and ionic strengths and are only unstable at pH ~2, which is the iep of the citrate-particle system.
Figure 5.11: Interaction energy ($k_B T$) calculated by integrating the force data from the DLVO-R theoretical fit (constant charge) to the experimental data presented in Figure 5.7, Figure 5.8, and Figure 5.9 for the colloidal particles with radius 10 μm (top) and for the nanoparticles with radius 50 nm (bottom). The data from the theoretical fit is used to remove the effect of experimental noise. Note that the concentration in the legend indicates the citric acid concentration. Here the background electrolyte is 0.001 M NaCl. The secondary minima values are tabulated in Table 5.3.
Figure 5.12: The effect of concentration of the background electrolyte (NaCl) on the interaction energy ($kT$) calculated for the 0.001 M citric acid (see Figure 5.11). Theoretical secondary minima are obtained for both particle sizes 10 μm (top) and 50 nm (bottom) at a range of salt (0.001, 0.01, and 0.1 M NaCl) concentrations in the presence of 0.001 M citric acid. Note that the concentration in the legend indicates the NaCl concentration. The secondary minima values are presented in Table 5.4.
Table 5.3: Secondary minima in the interaction energy between two spherical 10 micron hafnia particles and between 50 nm hafnia nanoparticles in the presence of citrate

<table>
<thead>
<tr>
<th>Citric acid concentration</th>
<th>0.1 M</th>
<th>0.01 M</th>
<th>0.001 M</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH 3</td>
<td>159 $k_BT$</td>
<td>33 $k_BT$</td>
<td>4 $k_BT$</td>
</tr>
<tr>
<td>10 µm</td>
<td>148 $k_BT$</td>
<td>56 $k_BT$</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>pH 9</td>
<td>212 $k_BT$</td>
<td>57 $k_BT$</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>pH 3</td>
<td>0.8 $k_BT$</td>
<td>0.2 $k_BT$</td>
<td>0.02 $k_BT$</td>
</tr>
<tr>
<td>50 nm</td>
<td>0.7 $k_BT$</td>
<td>0.3 $k_BT$</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>pH 9</td>
<td>1.1 $k_BT$</td>
<td>0.3 $k_BT$</td>
<td>Not Applicable</td>
</tr>
</tbody>
</table>

Table 5.4: Secondary minima in the interaction energy between two spherical 10 micron hafnia particles and between 50 nm hafnia nanoparticles in the presence of 0.001 M citrate at a range of NaCl concentration

<table>
<thead>
<tr>
<th>NaCl concentration</th>
<th>0.1 M</th>
<th>0.01 M</th>
<th>0.001 M</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH 3</td>
<td>576 $k_BT$</td>
<td>68 $k_BT$</td>
<td>4 $k_BT$</td>
</tr>
<tr>
<td>10 µm</td>
<td>585 $k_BT$</td>
<td>53 $k_BT$</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>pH 8</td>
<td>602 $k_BT$</td>
<td>64 $k_BT$</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>pH 3</td>
<td>2.9 $k_BT$</td>
<td>0.3 $k_BT$</td>
<td>0.02 $k_BT$</td>
</tr>
<tr>
<td>50 nm</td>
<td>2.9 $k_BT$</td>
<td>0.3 $k_BT$</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>pH 8</td>
<td>3.0 $k_BT$</td>
<td>0.3 $k_BT$</td>
<td>Not Applicable</td>
</tr>
</tbody>
</table>
5.3.5.3 Stability and distribution of nanoparticles and colloidal particles in the environment

Increased production of nanoparticles is leading to an accumulation of anthropogenic nanoparticles in the environment and growing concerns over possible health implications. The fate, transport and interactions of these nanoparticles in the environment are determined by the surface properties and the stability, which is influenced by the pH, ionic species, naturally occurring organic matter and clay materials. The size of particles and particle aggregation is not only important in soils and waterways but also affects exposure sites and pathways and ultimately the toxicity in biological systems. Moreover aggregation decreases the dissolution rate of particles. The surface forces demonstrate that adsorption of citrate to colloidal particles and nanoparticles confers solution stability over a wide range of pH, moreover, for nanoparticles this stability remains even at high ionic strength. This demonstrates that exposure of nanoparticles, such as titania nanoparticles, in the environment to naturally occurring organic materials such as humic acids, fulvic acids or citric acid leads to nanoparticles that are stable in solution across a very wide range of pH and ionic strength. The result is that nanoparticles are prevented from aggregating and are present as primary particles, which are readily dispersed and available for uptake, whereas bare particles would readily flocculate which would reduce their dispersion and largely prevent biological uptake.

5.4 SUMMARY

The influence of the adsorption of citric acid to hafnia surfaces on the interaction forces has been investigated. Ultrasmooth hafnia has been used as a model metal oxide surface and the trends observed are applicable to a wide range of metal oxide surfaces. Citrate adsorption increases with decreasing solution pH. Upon adsorption, the citric acid layer shifts the surface potential of the metal oxide to more negative values such that the surface potential
becomes significantly negative at all pH values of 3 and above in the presence of citric acid. The substantial magnitude of the surface potential gives rise to a significant electric repulsion between particles, which prevents aggregation. The surface force measurements confirm that citric acid is a very effective stabilizer for metal oxide particles as the surface forces were always repulsive and no primary adhesion was observed, even at low citric acid concentrations. At high electrolyte concentrations the electric repulsion is screened and a secondary minima is evident for colloidal sized particles. This will cause aggregation and flocculation. As the aggregation is due to a secondary minima, the flocs will be dense and easily re-suspended if the ionic strength is reduced or shear forces are exerted. In contrast nanoparticles are stabilized by citrate even at high ionic strengths. The stability of nanoparticles in the presence of citrate ions will favour the transport of nanoparticles in vivo, in soils and in the aquatic environment as citric acid (or humic and fulvic acids) is often present at significant concentrations. The implications for the distribution of nanoparticles in our environment are significant given the widespread distribution of man-made nanoparticles in air and concerns over their impact on human health.
6.1 INTRODUCTION

It is desirable in many circumstances to functionalise hydrophilic surfaces to render them hydrophobic. This can be achieved by surface modification involving the formation of covalent bonds to produce robust hydrophobic surfaces, such as the silanisation of glass surfaces. Alternatively amphiphilic molecules can be physisorbed to surfaces to render them hydrophobic by the Langmuir-Blodgett technique for insoluble amphiphiles or by adsorption from solution for soluble amphiphiles.

In this chapter, I investigate the surface forces between surfaces made hydrophobic by deposition of a water insoluble amphiphile via the vapour phase. The surface hydrophobicity is characterised by the contact angle. The surface forces measured between hydrophobic surfaces are known to give rise to an attraction not present between hydrophilic surfaces. A long-ranged attractive force between macroscopic hydrophobic surfaces was first reported by Israelachvili and Pashley in 1982. Measurements using the surface forces apparatus (SFA) between mica surfaces rendered hydrophobic by the physisorption of the cationic surfactant cetyltrimethylammonium bro-
mide (CTAB) exhibited an unexpected attraction which far exceeded the calculated van der Waals attraction, and therefore could not be described within the framework of the Derjaguin Landau Verwey and Overbeek (DLVO) theory. The observation of an additional interaction observed between hydrophobic surfaces came to be known as the hydrophobic force or the long-range hydrophobic attraction. The first experimental report of this force sought a relationship between the long-range hydrophobic attraction with the hydrophobic effect, which is responsible for the aggregation and self assembly of hydrophobic molecules in aqueous solution, but the relationship is yet to be resolved.

Measurements of the surface forces between hydrophobic surfaces have revealed interaction forces that vary widely in range and in magnitude. Papers reporting the largest and longest-range interactions can now be attributed to the interaction of surface nanobubbles – which are in themselves somewhat mysterious. Whilst this is interesting and relevant in many situations, here we put measurements between surfaces decorated with nanobubbles aside, as others do, as we wish to concentrate on the interaction between macroscopic hydrophobic surfaces in the absence of surface nanobubbles.

Once the results that are likely due to nanobubbles are excluded there still remains an attraction not described by the DLVO theory between hydrophobic surfaces that extends up to separations of ~30 nm. Amongst these measurements the interaction force is variable. This variability is attributed to the nature of the hydrophobic surface. Forces measured between relatively smooth and stable hydrophobic surfaces produced by chemisorption have been reported to be in the range of < 10-20 nm, whereas surfaces prepared by physisorbed surfactants have resulted in longer ranged forces (> 20 nm).

Here I use vapor phase adsorption to physically adsorb a monolayer of amphiphile to a hydrophilic surface. This results in a significant increase in hydrophobicity. Whilst the method of preparation is different, the system is related to previous investigations in which insoluble monolayers were deposited onto hydrophilic surfaces using the Langmuir-Blodgett technique.
The non-DLVO attraction between LB deposited films has long been attributed to the mobility of the amphiphiles. Initially, the mobility was thought to lead to rearrangements in the amphiphile distribution within the monolayer. More recently the interaction has been attributed to the formation of patches of bilayer and patches of bare surface, resulting in regions of different surface charge. When surfaces interact it is favourable for amphiphiles to migrate such that positively charged patches align with negatively charged patches, resulting in an electrostatic attraction. Theoretical analysis reveals that for a mosaic of patches this interaction is exponential, with a decay length of $\kappa^{-1/2}$ and is strongest when the overall surface charge is neutral.

Attempts have been made to measure the interaction forces between inherently hydrophobic surfaces, but it is difficult to prepare these surfaces with the extremely low level of roughness that is desired for accurate, precise and easily interpretable surface force measurements. The interactions between solid polymer surfaces have been investigated but these surfaces were not as smooth as desired. A successful approach for eliminating the influence of surface roughness so that the hydrophobic interaction can be evaluated is to employ liquid droplets.

In this chapter, I used atomic layer deposition (ALD) prepared smooth hafnia surfaces as the substrate for exposure to palmitic acid vapour which readily results in the self-assembly of a monolayer of palmitic acid rendering the surface hydrophobic. The surface hydrophobicity is characterised by the contact angle and via surface force measurements.

6.2 EXPERIMENTAL METHOD

6.2.1 Vapour deposition of palmitic acid

Surfaces were water vapor plasma cleaned for 90s at 30 W, followed by 30 s at 50 W immediately before the palmitic acid vapor treatment. Surfaces were
then placed in a clean glass petri dish, along with palmitic acid (Sigma, Hexadecanoic acid, Sigma Grade Approx. 99%). To expose the surface to palmitic acid vapour, the petri dish containing the surfaces and palmitic acid powder was placed into an oven. The surfaces were arranged such that when the palmitic acid powder melted no direct contact with the surfaces was made. Various treatment temperatures (75 °C, 110 °C, 135 °C) and durations (5 min, 30 min, 60 min) were examined to determine the optimal conditions for forming a hydrophobic monolayer as determined by the highest advancing and receding contact angles. Once the vapor treatment was completed, the flat surfaces were rinsed with distilled ethanol for 2 s and rinsed under purified water for 5 s and then dried under a stream of pure N₂ gas. Colloid probes were rinsed by dipping in clean distilled ethanol multiple times. The roughness of the ALD hafnia surface with palmitic acid monolayer was determined from an AFM image (1000 nm x 1000 nm) using a Bruker multimode 8 AFM in ScanAsyst mode in air, using a Bruker ScanAsyst-Air cantilever.

Ellipsometry (M2000D, JA Woollam) was used to determine the thickness of the palmitic acid layer formed after the vapor treatment. It is easier to fit the ellipsometric data with fewer surface layers. Hence, for ellipsometry, the hafnia was deposited directly onto a Si substrate. A 33.0 nm thick hafnia layer was produced from a total of 400 cycles, in which each deposition cycle consisted of a 0.5 s pulse of Hf precursor, followed by a 20 s nitrogen purge, then a 0.015 s pulse of water, followed by a 20 s nitrogen purge. Nitrogen was used as the carrier gas at a flow rate of 20 sccm.

6.2.2 Contact angle measurement

The contact angles of a range of hydrophobised oxide surfaces were investigated. ALD prepared titania (TiO₂), ALD prepared zirconia (ZrO₂), ALD prepared hafnia (HfO₂), and Si wafer (the native surface is oxidized to SiO₂) were used as substrates and hydrophobised via the palmitic acid vapour treatment. The ALD deposition conditions employed for the surfaces are shown in Table 6-1. The thicknesses of the ALD produced layers were determined to be 38.0 nm for titania, 13.1 nm for zirconia, and 12.7 nm for hafnia.
Table 6-1: The ALD deposition condition for the titania, zirconia, and hafnia surfaces used for the contact angle measurements. Nitrogen was used as the carrier gas at a flow rate of 20 sccm (standard cubic centimetre per minute).

<table>
<thead>
<tr>
<th></th>
<th>Precursor Temperature (°C)</th>
<th>ALD Reaction Temperature (°C)</th>
<th>Total number of cycles</th>
<th>Pulse duration (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Titania</td>
<td>100</td>
<td>80</td>
<td>800</td>
<td>Ti: 0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Nitrogen: 7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Water: 0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Nitrogen: 5</td>
</tr>
<tr>
<td>Zirconia</td>
<td>75</td>
<td>200</td>
<td>180</td>
<td>Zr: 0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Nitrogen: 15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Water: 0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Nitrogen: 15</td>
</tr>
<tr>
<td>Hafnia</td>
<td>75</td>
<td>250</td>
<td>141</td>
<td>Hf: 0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Nitrogen: 20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Water: 0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Nitrogen: 20</td>
</tr>
</tbody>
</table>

Advancing and receding contact angles of aqueous solutions on the various surfaces (SiO₂, HfO₂, TiO₂, ZrO₂) were measured using a contact angle goniometer (CAM200, KSV, Helsinki, Finland), with a reported accuracy of ±1°. A micro syringe (GASTIGHT #1001, 0–1 ml, Hamilton Co., Reno, Nevada, USA) with a blunt dispensing needle (victor-g.com., 27G x 26 mm) was used to create the droplet on the surface. Measurements were performed at ambient temperature (22 ± 2 °C). Liquid was continuously added to measure the advancing contact angle and continuously removed to measure the receding contact angle. Profiles of the liquid drop on the surface were captured.
at a rate of 20 frames/s. The advancing and receding contact angles were measured using the instrument software and identified respectively as the maximum and minimum value before the contact line moved. To investigate the contact angle dependence on the pH of the solution, solutions of 0.001 M NaCl ranging from pH 3 to pH 9 were prepared by adding an appropriate amount of sodium hydroxide or hydrochloric acid. At least 3 surfaces were immersed in each pH adjusted NaCl solution then blown-dry with high purity nitrogen gas before each contact angle measurement.

6.3 RESULTS AND DISCUSSION

6.3.1 Contact angle measurement

Contact angles were measured on the ALD prepared surfaces described in section §6.2.2. and the results are reported in Table 6-2. Palmitic acid (PA) treatment in all cases led to a large increase in both the advancing and receding contact angles of water droplets. Treatment of the silicon wafer led to an advancing angle of 78° and a receding angle of 43°. The measured advancing and receding contact angles for both the PA-titania and PA-zirconia surfaces were greater, whilst the PA-hafnia surfaces showed the highest advancing (105°) and receding contact angles (60°). For this reason, subsequent measurements focused on the hafnia surfaces. We note that the contact angle may be influenced by the removal of surfactant at the three phase line. It is known that adsorbate can transfer to the liquid air interface, reducing the density on the solid surface, reducing the surface tension of the liquid air interface and reducing the contact angle. However, if this is the case, it supports our decision of choosing hafnia over other surfaces. The contact angle results below show that there is a stronger affinity of palmitic acid for the hafnia surface.
Table 6-2: Advancing and receding contact angles measured on various oxide surfaces after exposure to palmitic acid vapor at 135 °C for 60 min. Both the advancing and receding contact angle were highest on the hafnia surface.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Advancing contact angle (°)</th>
<th>Receding contact angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂</td>
<td>78 ± 2</td>
<td>43 ± 5</td>
</tr>
<tr>
<td>TiO₂</td>
<td>96 ± 3</td>
<td>48 ± 5</td>
</tr>
<tr>
<td>ZrO₂</td>
<td>97 ± 2</td>
<td>48 ± 6</td>
</tr>
<tr>
<td>HfO₂</td>
<td>105 ± 2</td>
<td>60 ± 8</td>
</tr>
</tbody>
</table>

In order to explore the influence of the treatment conditions on the hydrophobicity of the surface, both the advancing and receding contact angles of aqueous 0.001 M NaCl on the palmitic acid treated hafnia surfaces (PA-hafnia) prepared at three different temperatures and durations were measured and are shown in Figure 6.1. The general trend is that the contact angle increased with increasing treatment temperature and duration. Treatment at 75 °C did not result in hydrophobic surfaces even after 60 mins. The maximum advancing contact angle was only ~ 30°. Also, the receding angle on the surfaces treated at 75 °C (5 min and 30 min) were too small to be measured. The advancing contact angle on the surfaces treated at 110 °C increased from approximately 20° to 101° when the treatment duration was increased from 5 min to 30 min. When the duration was increased further to 60 min, the advancing contact angle did not increase significantly, however the receding contact angle increased by a further 9°. Surfaces treated at 135 °C did not show great dependency on the treatment duration. Palmitic acid treatment at this high temperature yielded advancing contact angles of 100 °C and 105 °C when the duration was 5 min and 60 min, respectively. The comparison between the lowest and highest contact angle measured is presented in Figure 6.2 showing the effectiveness of the palmitic acid vapour treatment in hydrophobising the hafnia surfaces.
Figure 6.1: The advancing (top) and receding (bottom) contact angle of 0.001 M NaCl on PA-Hafnia surfaces. The error bars reflect the highest and lowest of the 10 measured contact angles for each sample under each condition.
Figure 6.2: The advancing contact angle of 0.001 M NaCl on the hafnia surface treated with palmitic acid at 75 °C for 5 min (top), and the hafnia surface treated at 135 °C for 60 min (bottom). The red solid line indicates the location of the surface. Palmitic acid vapour treatment is found to be a very effective way of hydrophobising the initially hydrophilic hafnia surface. Note that the freshly cleaned hafnia surface using the radio frequency water plasma was extremely hydrophilic (completely wetting) before any palmitic acid vapour treatment.
6.3.1.1 Contact angle change over time

Hydrophobic surfaces immersed in water are known to become progressively more hydrophilic (as measured by the contact angle with water) over time. This may be attributed to loss of the hydrophobising agent for physisorbed films, but this is also observed for chemisorbed films, where it has been shown that the hydrophobising layer is still intact. In order to investigate the influence of immersion on the hydrophobicity, the contact angle on the surfaces was measured after immersion in aqueous NaCl 0.001 M for 24 hours (Figure 6.3). It is evident that longer treatment times and higher treatment temperatures generally produce surfaces with the highest post-immersion contact angles. The advancing and receding angle on the surfaces treated at 75 °C were too small to be measured after 24 hours of immersion. Advancing contact angles on the PA-hafnia surface treated at 135 °C and 110 °C for 60 min decreased to nearly the same value of approximately 92 degrees. However, the receding contact angle of the PA-hafnia surface treated at 135 °C was 8 ° higher than the one treated at 110 °C. This shows that the hydrophobicity after immersion was highest when the surface was treated at 135 °C for 60 min. This treatment temperature and duration were used to study the effect of pH on the stability of the contact angle on PA-hafnia surfaces.
Figure 6.3: The measured advancing (top) and receding (bottom) contact angle of 0.001 M NaCl on PA-Hafnia surfaces after immersion in 0.001 M NaCl for 24 hours.
6.3.1.2 *The effect of pH on the contact angle*

The effect of pH on the contact angle of aqueous droplets on the PA-hafnia surfaces over time were measured both initially and after immersion in 0.001 M NaCl at the same pH for different time periods (Figure 6.4). Once removed from solution the surfaces were briefly blown dry under a stream of purified nitrogen gas before the contact angle was measured. The general trend observed is that the contact angle decreased with increasing pH, and with immersion time. Results show that the contact angle at the lowest pH (3.2) is highest and remained so over time. The advancing contact angle remained above 90° even after 12 hours of immersion at pH 3.2. On the contrary, at pH 9.6, the advancing contact angle on the PA-hafnia surface was initially only 82° and this dropped further to 37° after only 1 hour of immersion. The relatively poor stability at high pH and the high stability of the palmitic acid treatment at low pH is attributed to the low water solubility of fatty acids at low pH.\(^{283-284}\) The hysteresis in the contact angle is also presented in Figure 6.4. The large contact angle hysteresis observed is characteristic of a surface that is either heterogeneous or mobile.\(^{126}\)
Figure 6.4: Advancing and receding contact angle of droplets of pH adjusted 0.001 M NaCl solutions on PA-hafnia surfaces formed at 135 °C for 60 min as a function of immersion time in pH adjusted 0.001 M NaCl aqueous solutions. The hysteresis between the advancing and receding contact angles is presented in the lower panel.
Characterisation of the palmitic acid layer

The thickness of the palmitic acid layer formed on the hafnia surface after vapor treatment at 135 °C for 60 min was determined by comparing ellipsometric data from the hafnia surface both before and after palmitic acid treatment (Figure 6.5). The thickness and the refractive index of the palmitic acid layer estimated using a Cauchy model were 1.0 ± 0.3 nm and 1.5 ± 0.1 (at 630 nm), respectively. The measured thickness is smaller than the length of the palmitic acid molecule which is 1.85 nm. Assuming the layer is a complete monolayer the measured thickness indicates that the molecules within the monolayer are tilted approximately 32° ± 11° from the normal to the surface.

Atomic Force Microscope images of the bare hafnia and PA-hafnia surfaces in air are shown in Figure 6.6. The images were used to measure the rms roughness of the surfaces, which was found to be 0.6 ± 0.2 nm across all scales on both images, indicating that the adsorption of the palmitic acid did not increase the surface roughness or change the texture of the images. This indicates that in air the palmitic acid is evenly distributed across the surface in a monolayer film.
Figure 6.5: Measured spectra (Ψ, Δ) of ALD hafnia surface before and after treatment with palmitic acid. The data measured before and after the PA treatment do not show much difference as the thickness of the monolayer is only approximately 1 nm.
Figure 6.6. AFM images of the ALD hafnia surface and the ALD hafnia surface with palmitic acid at different magnification. The texture of the images is unaffected by the adsorption of palmitic acid. The z-scale in the image is 5 nm.
Colloidal particles of hafnia both untreated and treated with palmitic acid were used for zeta potential measurements. Hafnia powder (99.95 % pure) supplied by Materion (H-1011) was used as the substrate for zeta-potential measurements. The zeta-potential of the hafnia surface in 0.001 M NaCl solution before and after palmitic acid vapor treatment at 135 °C for 60 min is presented in Figure 6.7. The isoelectric point (iep) of the hafnia surface before the palmitic acid vapor treatment was at pH ~5. When the hafnia surface is treated with palmitic acid vapor, the iep shifted to pH ~3.5. This indicates that the palmitic acid is adsorbed in a neutral state to the surface, but when immersed in NaCl solution it is in the deprotonated form even at low pH, which is below the pKₐ of the acid. It is known that adsorption to surfaces causes a decrease in the apparent, pKₐ, of carboxylic acids. The same phenomena is observed for low molecular weight carboxylic acids adsorbed to metal oxide surfaces.\(^\text{284}\) The same phenomena is observed for low molecular weight carboxylic acids adsorbed to metal oxide surfaces.\(^\text{286}\).

**Figure 6.7:** Zeta-potential as a function of pH for hafnia particles in 0.001 M NaCl solution, before (Hafnia) and after (PA) the surfaces were exposed to palmitic acid (PA) vapor at 135 °C for 60 min. Two measurements of the latter are shown, using manual pH adjustment and autotitration. The shift in the isoelectric point to lower pH is attributed to adsorption of the palmitic acid in the deprotonated state.
6.3.4 Surface forces between PA-hafnia surfaces

The surface forces between palmitic acid treated hafnia surfaces (PA-hafnia) were measured using an atomic force microscope with a colloid probe attached to the cantilever. There is a possibility that the palmitic acid monolayer is damaged during force measurement. This would result in the order of the measurement influencing the result measured at each pH. In order to minimize this possibility, different colloid probes were used for measurements at each pH. The forces measured at a range of pH are shown in Figure 6.8. At pH 3.2, which is close to the iep, the absence of an electric repulsion reveals an attractive force. At pH values both below (pH 2.6) and above (pH 5.2 and pH 7.2) the iep, the surfaces are charged and a long-range electric repulsion is evident. In this case, the forces are initially repulsive before an attraction is observed that causes the surfaces to jump into contact. The jump-in occurs when the separation is approximately 20 nm and 15 nm at pH 5.2 and pH 7.2, respectively. The long-range attractive forces evident in these measurements between hydrophobic surfaces are not described by DLVO theory.
It has been reported that chemisorbed hydrophobic surfaces with a high surface contact angle and a robust monolayer are prone to be decorated with nanobubbles. During force measurement surface nanobubbles form a bridge between the surfaces that results in a long-range attraction. Force curves with and without surface bubbles have been previously investigated. It has been reported that in the presence of surface bubbles, the measured attractive forces were long-ranged (50~150 nm) and that when bubbles were removed from the hydrophobic surfaces, the attractive forces became shorter-ranged (10~20 nm). The force curves obtained in this study are comparable to those reported previously in the absence of bridging bubbles. Here, repeated force measurements at the same location and at

Figure 6.8: The normalized force (F/R) measured as a function of separation between PA-Hafnia surfaces during approach. The surfaces were exposed to palmitic acid vapour for 60 mins at 135 °C. In all cases a large attractive force or an attractive jump, indicated by an arrow, is evident at a separation greater than 15 nm. This extra attraction not described by DLVO theory is generally attributed to the long-range hydrophobic attraction.
three different locations for each pH were reproducible. The interaction exhibited only minor variations at the different locations (see Figure 6.9). This indicates that the interactions observed are not due to the presence of nanobubbles and also indicates that the surface treatment is reasonably uniform, which is consistent with the AFM images of the PA-hafnia surfaces.

In order to more fully understand the measured interactions, I have compared the experimental data to the DLVO theory extended to account for surface roughness (DLVO-R) with a distance-dependent Hamaker coefficient calculated assuming a 1 nm thick palmitic acid layer on hafnia/titania/silica/silicon multilayer. The effect of the palmitic acid layer is to reduce the magnitude of the dispersion forces. The dielectric functions of each layer, silicon, silica, titania, hafnia are blended to provide an effective dielectric function for the whole surface. I represent palmitic acid using the dielectric function of hexadecane. The short-range behaviour (<10nm) is

Figure 6.9: Normalised force versus separation measured between PA hafnia surfaces prepared at 135 °C for 60 min, in three different locations at pH 3.2 (Grey ▲), pH 2.6 (Orange □), pH 5.2 (Blue ●), and pH 7.2 (Red ▲).
dominated by palmitic acid, which alone has a nonretarded Hamaker constant of $6.7 \text{ zJ}$. The hafnia (and underlying titania) layer dominates the van der Waals interaction at mid-range distances 10-100 nm (the pure nonretarded Hamaker constant of hafnia is $56.3 \text{ zJ}$). At long-range distances (>200 nm) the van der Waals interaction is controlled by the underlying silicon substrate, but is also attenuated by retardation. A plot of the distance-dependent Hamaker coefficient and mathematical details are given in the Appendix-A (Figure A.2). Overall, the effect of the palmitic acid layer is to reduce the magnitude of the dispersion forces, particularly at short range.

6.3.4.1 Forces measured above the isoelectric point

The measured normalized force versus separation at different immersion times in 0.001 M NaCl adjusted to pH 5.2 and pH 7.2 measured during the approach and retraction is shown in Figure 6.10 and Figure 6.11, respectively, along with fits to the data using DLVO theory corrected for roughness (DLVO-R theory)\(^{203}\). The fitting was conducted over the repulsive portion of the interaction, ignoring the jump to contact – i.e. ignoring the attraction usually attributed to the long-range hydrophobic force, which is not considered in DLVO theory. At pH 5.2 (Figure 6.10), the force was repulsive down to a separation of $\sim 10 \text{ nm}$ before the surfaces jumped into contact. When the force was measured 1 hour later, the electric repulsive force had become stronger and the attractive jump to contact occurred at a reduced separation of $\sim 5 \text{ nm}$. A similar trend was observed at pH 7.2 (Figure 6.11). The electric repulsion increased over time and the separation at which the jump to contact occurred decreased slightly. At both pH, the adhesion force decreased over time. The surface potential change observed over 1 hour was $-36.0 \text{ mV}$ and $-20.0 \text{ mV}$ at pH 5.2 and pH 7.2, respectively. These changes in the surface potential over time and the changes in the measured interaction are attributed to instability of the palmitic acid film at these higher pH values leading to a decrease in hydrophobicity. The contact angle at these pH values was less stable than at low pH, thus, it is reasonable to propose that the extra attraction attributed to the hydrophobicity of the surfaces decreased between the measurements.
At these pH values, PA coated surfaces are negatively charged, thus at larger separations, surfaces will experience the electric double layer repulsion. However, at small separations, the short-range hydrophobic attraction will dominate the interaction force. Over time, as the hydrophobicity of the surfaces decreases, this decrease in the magnitude of the hydrophobic force results in an increase in the magnitude of the repulsive interaction which when fitted using DLVO-R theory is manifested as an increased surface potential. It is probable that the surface potential has not changed significantly over time, but rather the hydrophobic force that is counteracting the electric repulsion has decreased.
Figure 6.10: Normalised force (F/R) as a function of separation between PA-hafnia surfaces prepared at 135 °C for 60 min as a function of immersion time at pH 5.2 during approach (top) and retraction (bottom). The measured data was fitted with DLVO-R theory (surface roughness of 1.2 nm rms, asperity radius of 4 nm, and the Young’s Modulus of 57 GPa) using the van der Waals attraction and with the following fitting parameters; surface potential (0 hr) = -63.3 mV, surface potential (1 hr) = -99.4 mV. The Debye length was 9.6 nm.
Figure 6.11: Normalised force (F/R) as a function of separation between PA-hafnia surfaces prepared at 135 °C for 60 min as a function of immersion time at pH 7.2 during approach (top) and retraction (bottom). The measured data was fitted with DLVO-R theory (surface roughness of 1.2 nm rms, asperity radius of 4 nm, and the Young’s Modulus of 57 GPa) using the van der Waals attraction and with the following fitting parameters: surface potential (0 hr) = -103.4 mV, surface potential (1 hr) = -123.3 mV, surface potential (2 hr) = -142.2 mV. The Debye length was 9.6 nm.
6.3.4.2 Forces measured below and at the isoelectric point

The measured normalized force versus separation measured at different immersion times in 0.001 M NaCl adjusted to pH 3.2 and pH 2.6 during approach and retraction is shown in Figure 6.12 and Figure 6.13, respectively. When compared to the calculated van der Waals interaction and accounting for roughness, it is clear that the attractive force is greater in magnitude than the expected attraction due to the van der Waals force. It is worth noting that the attraction also exceeds the (larger) van der Waals force calculated for the bare hafnia surfaces without a palmitic acid layer using a Hamaker constant of 56 zJ. Therefore, I conclude that the attraction cannot be attributed to dispersion forces. Measurements were repeated after waiting for 1 and 2 hours in order to determine if any changes in the monolayer of palmitic acid were influencing the hydrophobic force, recalling that the advancing contact angle for this surface at these pH’s changed little with time, but the receding angle showed a small decrease (see Figure 6.4). The observation is that the interaction on approach changes little with time at both pH 3.2 and pH 2.6, whereas the decrease in adhesion with time was more apparent. I cannot be certain of the origin of these changes but suggest that it may be due to the gradual solvation of palmitic acid molecules from the surface into solution.
Figure 6.12: The normalized force ($F/R$) measured as a function of separation between PA-hafnia surfaces prepared at 135 °C for 60 min for different immersion times at pH 3.2 during approach (top) and retraction (bottom) in 0.001 M NaCl solution. The DLVO-R theory curve shown here is the pure van der Waals force with zero surface potential and surface roughness of 1.2 nm rms. Note that when roughness is accounted for the zero of separation is defined relative to the average positions of the surfaces. A hard repulsion occurs at a finite separation due to asperity-asperity contact between the surfaces.
Figure 6.13: The normalized force (F/R) measured as a function of separation between PA-hafnia surfaces prepared at 135 °C for 60 min for different immersion times at pH 2.6 during approach (top) and retraction (bottom) in 0.001 M NaCl solution. The DLVO-R theory curve shown here is the pure van der Waals force with zero surface potential and surface roughness of 1.2 nm rms. Note that when roughness is accounted for the zero of separation is defined relative to the average positions of the surfaces. A hard repulsion occurs at a finite separation due to asperity-asperity contact between the surfaces.
The attractive forces shown in Figure 6.12 and Figure 6.13 appear at a separation of 25 ~ 30 nm and increase exponentially until the surfaces jump into contact from a separation of ~ 10 nm, where the gradient of the force exceeds the spring constant of the cantilever. A typical force curve for physisorbed surfactant surfaces is rather long-range ( > 20 nm) and the origin of the long-range attraction between physisorbed surfaces is now generally believed to be attributed to migration of the amphiphile to form bilayer patches. The bilayer patches result in a mosaic of regions of positive surface charge and regions of negative surface charge that align during the interaction giving rise to an attraction between the surfaces that are overall electroneutral. Langmuir–Blodgett (LB) deposited monolayers of surfactants such as dimethyl-dioctadecyl-ammonium (DODA) form patchy bilayers when immersed in water. These bilayer patches are believed to freely move laterally on the surface and indeed this is necessary to give rise to an attraction.

Patches on one surface align with patches of opposite charge on the other surface because this lowers the interaction energy. The interaction between net neutral surfaces with mobile charges can lead to a long-range electric attraction therefore this is a possible explanation for the long-range hydrophobic attraction measured between this class of surface. The model predicts an exponentially decaying attractive force with an upper limit for the decay length of one-half the Debye length. However, the force curves obtained here at both pH values (Figure 6.12 and Figure 6.13) can be fitted with an exponential function with a decay length greater than this (see Figure 6.14). The decay length is found to be 6.0 nm at pH 2.6 and 7.1 nm at pH 3.2. This compares to the Debye Lengths for these solutions of 5.1 nm at pH 2.6 and 7.5 nm at pH 3.2. Thus, the patchy charged surfaces model cannot explain the forces presented here, as the decay length is substantially larger than predicted by this model.
Figure 6.14: Exponential fit to the attractive force curves obtained at pH 2.6 and pH 3.2 in 0.001 M NaCl. The decay length is 6.0 nm with a pre-factor of 0.52 mN/m at pH 2.6 and 7.1 nm with a pre-factor of 1.3 mN/m at pH 3.2. This compares to the estimated Debye Lengths for these solutions of 5.1 nm at pH 2.6 and 7.5 nm at pH 3.2. The exact Debye length is not known as the amount of electrolyte required for the pH adjustment is not known.
6.3.5 *Exponentially decaying attractive force*

An explanation worth consideration is that the surfaces differ slightly and therefore at pH values around the iep it is possible that one surface is negatively charged and the other is positively charged resulting in an electrostatic double layer force between oppositely charged surfaces particularly given the exponential nature of the attraction and that the decay length of the attractive force is commensurate with the Debye length. In order to evaluate if this is the case, the attractive forces measured at pH 3.2 (Figure 6.12) and pH 2.6 (Figure 6.13) were fitted using Equation 4.2 developed by Parsegian and Gingell\(^9\) which I described in Chapter 4 (§ 4.2.7.1). The data are fitted using the van der Waals attraction with the addition of the electric double layer attraction between surfaces of opposite charge, but the same magnitude, taking into account the roughness effect. This fit is performed using the constant potential boundary condition and is shown in Figure 6.15. The asymmetrical surface potentials required to fit the data were +45.1 mV and -45.1 mV at pH 3.2 and +20.0 mV and -20.0 mV at pH 2.6. The magnitude of the surface potentials needed to fit the data is large considering that the surfaces were prepared in the same manner and would therefore be expected to be identical and close to neutral given the proximity of the pH to the isoelectric point. I note here that I chose to use potentials of the same magnitude on each surface such that only one parameter is adjusted. I note that there is no reason to assume that the magnitude of the surface potentials are actually identical. If this constraint is removed then the potential on one surface could be chosen over a wide range and the potential on the other surface adjusted to fit the data. Regardless the two potentials would need to be significantly different to fit the data. Whilst the magnitude of the surface potentials appear to be unreasonably different for surfaces that are prepared in the same manner and remain as prepared, the fitted Debye lengths of 7.1 nm and 6.0 nm compare well with the calculated Debye lengths based on the ionic strength of the pH adjusted solutions of 7.5 nm and 5.1 nm.
RESULTS AND DISCUSSION

Figure 6.15: The normalized force (F/R) measured as a function of separation at pH 3.2 and pH 2.6 in 0.001 M of NaCl. The measured data were fitted using the van der Waals attraction (see Appendix-A for details of the calculation of the van der Waals interaction) with the addition of the electric double layer attraction taking into account the roughness effect (1.2 nm rms and asperity radius 4 nm, with Young’s modulus of 57 GPa). The asymmetric surface potentials and Debye lengths fitted for each pH were as follows; pH 3.2: Surface potential 1 = +45.1 mV, Surface potential 2 = -45.1 mV, Debye length = 7.1 nm. pH 2.6: Surface potential 1 = +20.0 mV, Surface potential 2 = -20.0 mV, Debye length = 6.0 nm.
Chapter 6. EFFECT OF A PALMITIC ACID MONOLAYER ON THE SURFACE FORCES BETWEEN HAFNIA SURFACES

6.3.6 Bilayer patches of palmitic acid

It is known that Langmuir-Blodgett (LB) films can change configuration in solution\textsuperscript{277} and our palmitic acid films formed by vapour deposition are analogous to LB films. Monolayer films can roll up to form bilayered structures that lower the interfacial energy of the film with the solvent. This process may also be triggered by the proximity of another surface due to repulsive electric interactions.

If we consider the possibility that in solution or during approach, the palmitic acid forms bilayered regions on the surfaces, this will leave areas in which the bare hafnia surface is exposed. The hafnia surface will be substantially more positively charged than the regions bearing palmitic acid, as evidenced by the zeta potential data (see Figure 6.7). Further, the regions with a bilayer of palmitic acid will have surface potentials more negative than regions coated with a monolayer and therefore more negative than indicated by the zeta potential. The lower energy state will be for the bi-layered regions of palmitic acid on one surface to align with the bare hafnia regions of the other surface, thus if the palmitic acid molecules are mobile this arrangement will preferentially arise resulting in an attraction between the positively charged hafnia region of one surface with the negatively charged palmitic acid coated region on the other surface – for multiple patches this is the condition which is considered by the patchy charge model\textsuperscript{216, 280}.

However due to the curvature of the colloid probe in Atomic Force Microscope measurements, the area of interaction between the surfaces is very much smaller than that between measurements using macroscopically curved surfaces such as the surface forces apparatus. The Langbein approximation\textsuperscript{291} can be used to determine the effective area of interaction between the spherical colloid probe and the flat substrate typically used in the colloid probe AFM force measurements. This requires knowledge of the radius of the sphere and the range of the interaction. The effective area of interaction depends on the range of the force, $a$ (Figure 6.16). The area of interaction of a colloid probe with radius $R$ then is $\pi y^2$. By the Pythagoras theorem,
And thus,

\[ y' = R - (a)^2 \]  \hfill (6.2)

The area of interaction then depends on the radius \( R \) and the range of the force \( a \),

\[ \pi y^2 = \pi (2Ra - (a)^2) = \pi a(2R - a) \]  \hfill (6.3)

For a colloid probe with radius \( R = 10 \mu m \), and an interaction force that extends to a distance of \( a = 30 \) nm, the area of interaction is \( 1.9 \times 10^6 \) nm\(^2\), or a circle with radius 778 nm. Therefore, if the bilayer patches are separated by more than this distance, it is likely that a single patch on one surface will interact with a single patch on the other surface.

This is commensurate with the scale of the bilayer patches observed in previous work\(^{279, 293} \). In this case, the total interaction can be between a single patch of hafnia surface and a single patch of PA-hafnia surface that form and

\[
R^2 = y^2 + (R - a)^2
\]

Figure 6.16: A schematic of the effective interaction area of a colloid probe with radius \( R \) when it interacts over a distance, \( a \), with a flat surface
align on approach of the surfaces. Such an interaction would be better described by DLVO theory than the patchy charge model, where the electric component of the interaction is due to asymmetrically charged surfaces and the decay length of the electric attraction would therefore correspond to the Debye length of the solution as observed here rather than half the Debye length of the solution as expected for the interaction of patchy charges. Therefore due to the observed decay of the interaction I conclude that in these measurements the long-range attraction that I observe is due to the mobility of the palmitic acid at the interface and the interaction of a bilayered patch of palmitic acid on one surface with a bare region of hafnia surface.

In chapter 4 (§4.2.7.1), I reported that the attractive forces measured between two hafnia surfaces without any surface modification at around the iep also exhibited electrolyte concentration dependency implying its electric nature. I am aware that others have also seen similar exponential attractive forces at the iep (via personal communication with Masashi Mizukami from the Institute of Multidisciplinary Research for Advanced Materials and WPI-Advanced Institute for Materials Research, Tohoku University, Japan). It is possible that this type of electric attraction is due to the same mechanism described above. If a tiny amount of amphiphilic contaminant is present this may result in an exponentially decaying attraction between two asymmetrically charged surfaces with a decay length comparable to the Debye length of the system.

6.3.6.1 Image of bilayer patches of palmitic acid

In order to determine if patches form spontaneously when the PA-hafnia surface is immersed in aqueous solution, a PA-hafnia surface was imaged using an AFM both in air and solution (Figure 6.17). The same surface was imaged in air again after being dried under a stream of pure nitrogen gas (Figure 6.18). Images were obtained using a Bruker Multimode VIII AFM in ScanAsyst mode with ScanAsyst Air and ScanAsyst fluid cantilevers as appropriate. Images in solution were obtained using a closed fluid cell. These images show that there are no large scale patches of bilayers, but in water
there is a suggestion that small scale bilayer patches are present which are no longer present when the surface is dried. Note that in one location we found an isolated region of bilayered patches demonstrating that we can image such patches (Figure 6.19). During injection of water onto the surface bubbles are initially trapped on the surface. It is possible that the bilayered structures observed in Figure 6.19 may be formed during this process. Elsewhere the surfaces are very uniform and there was no evidence of such bilayers. I note that the force measurements were found to be reproducible from one location to the next supporting the observation that the surfaces are initially homogenous. This suggests that these patches form and align dynamically during the approach of the surfaces, this is consistent with the sudden onset of the attraction observed at the higher pH values following a region of electric repulsive forces (Figure 6.10 and Figure 6.11). This also explains that the soft repulsion observed after the sudden attraction seen in Figure 6.10 and Figure 6.11 is attributed to squeezing of the bilayers. Thus this interaction may be viewed as a special case of the patchy charge model of surface interaction where the curvature of the surfaces is such that the interaction involves only one patch on each surface and because of this the interaction is longer ranged than the case of larger lower curvature surfaces where many patches are interacting.
Figure 6.17: AFM height image of the PA-hafnia surface in air (top) and the same surface in water (bottom). RMS roughness over a 10 µm x 10 µm scan is 0.59 nm in air and 0.49 nm in water. Note the image obtained in water is blurred in places as the O-ring acts to couple the motion of the surface to the cantilever, reducing the quality of the image.
Figure 6.18: AFM height image of the same PA-hafnia surface as in Figure 6.17 after being dried under a stream of pure nitrogen gas and imaged in air. rms roughness is 0.62 nm over a 10 µm x 10 µm scan.
Figure 6.19: AFM height image of the same PA-hafnia surface as above imaged in water with a section across a feature as shown by the white line in the image. 1 µm x 1 µm scan. Note the image is blurred in places as the O-ring acts to couple the motion of the surface to the cantilever, reducing the quality of the image. The height of the section (~ 2 nm above the background) suggests that the lighter features are patches of palmitic acid bilayer adjacent to patches of bare surface. Note this was only observed at this location and all other locations investigated did not show such features.
Whilst this work may explain the anomalous attraction measured between a range of surfaces rendered hydrophobic by physisorption of amphiphiles, we do not propose that this explains the long-range hydrophobic attraction under all circumstances, such as that between chemically bound monolayers, films, or solid hydrophobic surfaces. We note that in these studies electrolyte has little influence on the magnitude and range of the attraction. Rather in all investigations the precise nature of the surface must be considered. Thus, the nature, mechanism and the range of the true hydrophobic interaction remains unexplained. Regardless, the electric attraction due to patches formed by the reorganization of amphiphiles will be important in the many cases involving surfaces rendered hydrophobic by the physisorption of surfactants that arise industrially and are also likely relevant in biology. In these cases, we can expect that surfaces of high radius of curvature allow a single patch on one surface to interact with a single patch on the other surface, giving rise to an exponential electric attraction with a decay length similar to the Debye length.

### 6.4 SUMMARY

I have demonstrated that a monolayer with hydrophobic properties useful for surface investigations can readily be formed by exposing metal oxide surfaces to palmitic acid in the vapour phase. The surfaces produced were characterised by contact angle measurements, ellipsometry and atomic force microscopy. The surfaces remained hydrophobic in electrolyte solution for several hours. Surface forces measured between these hydrophobic surfaces exhibited a non-DLVO exponential attraction with a decay length commensurate with the Debye length that was far greater in magnitude than the van der Waals attraction. Neither the patchy bilayer model, nor surface nanobubbles, could explain the measured forces.

However, given the mobility of the palmitic acid molecules on the surface, the interaction is well described by the interaction of a single patch of bilayered palmitic acid molecules interacting with an exposed patch of the hafnia surface. Here the attraction between the oppositely charged surfaces
is electric in nature. These patches are not present on the non-interacting surfaces and therefore must arise during approach. Such an interaction is consistent with the observed exponential nature of the attraction and the equivalence of the decay length with the Debye length of the solution. As the decay length for the interaction of a single patch is twice the decay length for the interaction of a mosaic of patches, the decay length of the interaction between such surfaces will depend on the curvature of the surfaces.
CONCLUSIONS

Here I provide a summary of the important results, conclusions and implications of the work outlined in this thesis. I have used hafnia surfaces with or without surface modification throughout the thesis as a tool to understand the fundamentals of the surface forces between a range of surfaces. Smooth hafnia surfaces were produced using atomic layer deposition (ALD), their surface properties were characterized using various techniques, and the surfaces forces between them were measured using the atomic force microscope (AFM). The important and useful implication of the conclusions made in this thesis is that most of what I have learnt from the investigation into the hafnia surfaces is applicable to a great many other metal oxide surfaces.

The very first motivation to investigate the surface forces between smooth ALD hafnia surfaces sprang from the anomalous forces measured between smooth ALD titania surfaces\textsuperscript{49,53}. It was a puzzling observation that at pH far from the iep, evidence for the the van der Waals attraction was not evident in the interaction measured between the titania surfaces. The meas-
ured force remained repulsive at small separations and this could not be explained by the DLVO theory, because the theory predicts a large and measureable van der Waals attraction due to the high dielectric constant of titania. In order to ascertain whether this unexplained phenomenon is peculiar to titania or occurs rather generally, I investigated other mineral oxide surfaces. For this goal, I have chosen hafnia, which also has a high dielectric constant.

In Chapter 4, the interaction forces between smooth ALD hafnia surfaces were measured at a range of pH and salt concentrations. The forces measured between hafnia surfaces at pH values remote from the iep also lacked the short range attraction expected from the van der Waals attraction in DLVO theory. However, I demonstrated that the force curves were well described by the DLVO-R theory where the effect of the surface roughness is taken into account. An important implication of this work is that surface roughness fundamentally changes the nature of the interaction at pH values remote from the iep. The effect of roughness is to reduce or remove the primary minimum in the interaction forces between particles as the influence of roughness suppresses the influence of the dispersion forces at pH values remote from the iep, due to repulsive forces arising from asperity contact. I showed that the disagreement between experimental measures of surface forces and the DLVO theory seen between a range of surfaces are due to roughness even for very smooth surfaces. This is a general result and demonstrates that even very minor levels of roughness gives rise to interactions that are different in form to what is expected from DLVO theory. This is an important result as it means that predictions based on the DLVO theory, will be quantitatively and qualitatively incorrect.

Whilst the primary minima is absent at pH values remote from the iep, interaction energy analysis based on the measured forces between hafnia surfaces revealed that strong secondary minima are present. The absence of the primary minima due to the non-zero surface roughness and the presence of the significant secondary minima, indicates that two different types of flocculation can be expected. Adjusting the pH to the iep will result in flocculation in a primary minima, causing particles to strongly adhere when they
collide, which would infer open flocs that are difficult to dewater and not easily resuspended. In contrast, at pH values remote from the iep, a sufficient increase in the ionic strength will result in flocculation in a secondary minima, allowing particles to move relative to each other and thereby form denser flocs that are more easily dewatered and readily resuspended.

In Chapter 5, I reported the influence of the adsorption of citric acid to the ALD hafnia surfaces on the interaction forces. Citrate can be used as a simple model for humic and fulvic acids which are important natural chelating agents that influence the stability and dissolution of colloids and nanoparticles in the environment. Citrate adsorption changed the surface potential of hafnia and this gave rise to a significant electric repulsion between the surfaces at all pH values of 3 and above, which prevents aggregation. I demonstrated that citric acid is a very effective stabilizer for metal oxide particles as the surface forces were always repulsive and no primary adhesion was observed, even at low citric acid concentrations.

Interaction energy analysis based on the measured forces between hafnia surfaces in the presence of citric acid, revealed that strong secondary minima are present. The results showed that nanoparticles with citrate adsorbed are stable at high ionic strengths where colloidal particles are unstable. The extreme stability of nanoparticles across a wide range of pH and ionic strengths in the presence of citric acid has been revealed. As citric acid (or humic and fulvic acids) are often present at significant concentrations in the environment, the stability of nanoparticles in the presence of citrate ions implies an easy transport of nanoparticles in vivo, in soils and in the aquatic environment. This conclusion in turn has important implications for the distribution of engineered nanoparticles in the environment and concerns over the impact of nanoparticles on human health. The general features observed for the hafnia-citrate system are expected to be followed by a wide range of mineral oxide surfaces with isoelectric points at near-neutral pH such as titania, zirconia, magnetite, and haematite.

In Chapter 6, I introduced a new approach for easily forming a hydrophobic monolayer on flat and spherical surfaces by exposing hafnia surfaces
and other metal oxides to palmitic acid in the vapour phase. The contact angle measurements revealed that the surfaces remained hydrophobic in electrolyte solution for several hours. A non-DLVO exponential attraction of magnitude far greater than the van der Waals attraction was observed in the surface forces measured between these hydrophobic surfaces. The decay length was commensurate with the Debye length and thus the attraction could not be explained by the patchy charge model\textsuperscript{216, 280} which predicts a decay length of one-half the Debye length. However, given the mobility of the palmitic acid molecules on the surface, the interaction was well described by the interaction of a single patch of bilayered palmitic acid molecules interacting with a single exposed patch of the hafnia surface. This interaction may be viewed as a special case of the patchy charge model of surface interaction where the curvature of the surfaces is such that the interaction involves only one patch on each surface. It is important to note that the decay length for the interaction of a single patch is twice the decay length for the interaction of a mosaic of patches. This implies that the decay length of the interaction between such surfaces will depend on the curvature of the surfaces, as this determines the area of interaction between the surfaces. In other words, the very nature of this interaction changes with particle size. The electric attraction due to patches formed by the reorganization of amphiphiles will be important in the many cases involving surfaces rendered hydrophobic by the physisorption of surfactants that arise industrially and are also likely relevant in biology.

7.2 \textbf{FUTURE WORK}

Conclusions and implications drawn in each chapter in this thesis lead us to some intriguing future work. Further investigation of the roughness effect on the flocculation of colloidal particles and nanoparticles is warranted. My work has shown that the surface roughness removes or reduces the primary minima while maintaining the secondary minima for colloidal particles at high electrolyte concentration. Measurements of sedimentation, resuspension,
sion and the yield stress of colloidal systems consisting of particles with different levels of roughness will reveal if this can be practically applied to control the particle interactions and the nature of flocculation. Flocculation into a primary minima or into a secondary minima can be controlled by varying the surface roughness of the colloidal particles, the pH or the ionic strength of the solution.

The extreme stability of nanoparticles at a wide range of pH and even at high electrolyte concentrations in the presence of citric acid, predicted from the surface forces should also be tested. Similar experiments using fulvic and humic acids will be useful in understanding the interactions between particles in a range of natural environments.

The technique of atomic layer deposition (ALD) has been a remarkably useful tool to produce smooth surfaces suitable for surface forces studies in this thesis. This technique has great potential to be employed in other surface force measurement techniques such as the surface force apparatus (SFA) and in a range of other surface studies. Surfaces that have not been previously investigated can now be readily produced using ALD. For example, intrinsically hydrophobic ALD surfaces such as copper sulfide with minimal roughness will be useful for investigating the hydrophobic forces.
In this Appendix, I include the calculations of the DLVO-R model using a Gaussian roughness distribution and of the van der Waals interactions in multilayered systems performed by Dr. Drew Parsons of School of Engineering and IT, Murdoch University, Western Australia, Australia. Note that this section uses $L$ as the separation between two surfaces rather than $x$ as in most of this thesis. The text is from the Ref. and the submitted journal articles in the publications list (Shinohara et al. 2017, and Eom et al. 2017) and is written by Dr. Drew Parsons.

### A.1 DLVO-R model with a Gaussian roughness distribution

The DLVO theory with roughness (DLVO-R) that I have employed in this thesis consists of two chief elements. Firstly, using the probability distribution of surface heights, the noncontact (DLVO type) surface force is averaged over all the surface elements between all the statistically possible surface separations. Roughness can be included in the model in two different ways, either by incorporation of a histogram of the heights of the surface features or by assuming a Gaussian roughness distribution with the magnitude described by the rms roughness. We have employed the latter in this thesis. The roughened noncontact interaction energy $G_{nc}(L)$ at surface separation $L$, used to calculate surface forces, is derived from the interaction $G_{smooth}$ between smooth surfaces by averaging over the roughness distribution,

$$G_{nc}(L) = \int dh \frac{e^{-h^2/\sigma_m^2}}{\sigma_m \sqrt{2\pi}} G_{smooth}(L + h) \quad (A.1)$$
where $\sigma_m$ is the mean rms roughness $\sigma_m = \sqrt{\sigma_1^2 + \sigma_2^2}$ averaged over the rms roughnesses $\sigma_1$ and $\sigma_2$ of each surface. We take both surfaces to have identical rms roughness $\sigma$, so $\sigma_m = \sigma \sqrt{2}$. We apply the full roughness average of Equation A.1 to the conventional smooth noncontact (DLVO) interaction. But if the smooth interaction is exponentially decaying with decay length $\lambda$ (e.g. Debye length), then the roughened noncontact force may be approximately represented by

$$ G_{nc}(L) \approx G_{\text{smooth}}(L) \times e^{\sigma_m^2/2\lambda^2} \quad (A.2) $$

The second element of the roughness model arises from the fact that the surface asperities start to compress each other before the separation between the average heights of the surfaces becomes zero. The asperity contact force is also averaged over all the possible surface heights considering a hemispherical asperity with low aspect ratio (height/base diameter). The contact interaction energy is determined by the reduced radius $1/R_r = 1/R_r^1 + 1/R_r^2$ of asperity tips and the reduced Young's modulus of the two surfaces, $1/E_r = 1/E_r^1 + 1/E_r^2$ (taking Poisson ratios of the materials to be 1). When the surface height distribution is taken to be Gaussian with mean rms $\sigma_m$ then the contact force (normalised to the radius $r$ of the colloidal probe) may be approximated by

$$ f_{\text{contact}}(L)/r \approx \left( \frac{E_r \sqrt{2}}{5} \right) \frac{\sigma_m^4}{\sqrt{r_r}} \frac{e^{-L^2/2\sigma_m^2}}{L^2 \sqrt{2}} \quad (A.3) $$

This expression is an approximation. We use the exact analytical expression which involves Bessel functions. The total force sums both components, the roughened noncontact force derived from Equation A.1 and the contact force of Equation A.3. In practice the compliance is matched to the asperity contact force and in this manner the separation of the surfaces at contact is set relative to the average position of the interface.
A.2 Multilayered van der Waals interactions

It is convenient to model the forces measured by AFM (sphere-plane geometry) using the proximity force approximation (Derjaguin approximation) based on the interaction free energy $F_{vdW}(L)$ between two planes. The van der Waals interaction energy between two such planar multilayer surfaces may be described via a distance-dependent Hamaker coefficient $A(L)$,

$$F_{vdW}(L) = \frac{-A(L)}{12\pi L^2} \quad (A.4)$$

The Hamaker coefficient is evaluated in the usual way via a dielectric function $\varepsilon_s(i\omega)$ for each surface\(^{49,83}\)

$$A(L) = \frac{2\kappa T}{3} \sum \int dx x \{ \ln [1 - \tilde{\Delta}_{ml}(i\omega_n)\tilde{\Delta}_{mR}(i\omega_n)e^{-x}] + \ln [1 - \Delta_{mL}(i\omega_n)\Delta_{mR}(i\omega_n)e^{-x}] \} \quad (A.5)$$

where $\omega_n$ are the Matsubara frequencies $\omega_n = 2\pi kTn/\hbar$. The prime next to the summation symbol indicates that $n=0$ is taken with a factor $1/2$. $r_n = 2L\omega_n\sqrt{\varepsilon_m(i\omega_n)}\tilde{\Delta}$ and $\Delta$ are dielectric and diamagnetic reflection coefficients:

$$\tilde{\Delta}_{jk}(i\omega) = \frac{s_{j\bar{e}j} - s_{j\bar{e}k}}{s_{j\bar{e}j} + s_{j\bar{e}k}} \quad (A.6)$$

and

$$\Delta_{jk}(i\omega) = \frac{s_{j\mu j} - s_{j\mu k}}{s_{j\mu j} + s_{j\mu k}} \quad (A.7)$$

We take the materials to be nonmagnetic such that $\mu=1$ for each layer. $s_i$ is a retardation coefficient, $s_{j}(i\omega) = \sqrt{p^2 - 1 + \varepsilon_j(i\omega)/\varepsilon_m(i\omega)}$ where $p = \omega/L \sqrt{(\varepsilon_m(i\omega))}$. The dielectric functions $\varepsilon_i$ in Equation A.6 may be thought of as an effective dielectric function describing the combined response of all layers. But more precisely it refers to the dielectric function of each layer in turn, in which case the reflection coefficients in Equation A.5 are determined recursively from neighbouring layers,
\[ \Delta_{mL} = \frac{\Delta_{m1} + \Delta_{L} e^{-\kappa_{j1}/pL}}{1 + \Delta_{m1} e^{-\kappa_{j1}/pL}} \]  
(A.8)

and

\[ \Delta_{jL} = \frac{\Delta_{j+j+1} e^{-\kappa_{j+j+1}/pL}}{1 + \Delta_{j+j+1} e^{-\kappa_{j+j+1}/pL}} \]  
(A.9)

Because of the appearance of separation distance \( L \) in these recursive reflection coefficients, the Hamaker coefficient becomes distance-dependent even in the nonretard limit \( c \to \infty \).

**A.2.1 Justification for use of the nonretarded Hamaker constant (Chapter 4)**

The van der Waals interaction of the hafnia system was modelled using a standard Hamaker-style description, for which the interaction free energy per unit area between two flat surfaces is

\[ G_{Ham}(L) = -\frac{A}{12\pi L^2} \]  
(A.10)

Here \( A \) is the nonretarded Hamaker constant, which for hafnia-water-hafnia is 56 zJ.

More generally \( A \) is not a constant, but rather a distance-dependent coefficient \( A(L) \). Distance dependence arises because of the finite speed of light (retardation), which causes \( A(L) \) to fall in value. But it also arises in multi-layered systems, even under nonretarded conditions. At small separations the Hamaker coefficient follows that of the outermost layer (hafnia). At larger distances the influence of the underlaying substrate is felt.

In Figure A.1 we show the distance-dependent Hamaker coefficient, comparing the retarded Hamaker coefficient of pure hafnia against the retarded and nonretarded Hamaker coefficients for our layered system (12.7 nm hafnia on silicon substrate, with intervening layers of silica (2 nm) and titania (38 nm). The retarded Hamaker coefficient of pure hafnia falls relatively quickly, attenuating to almost half its nonretarded value within a sep-
A.2 Multilayered van der Waals interactions

A separation of 100 nm. By contrast the retarded Hamaker coefficient of the multilayered system attenuates much more slowly, losing only 15% of its nonretarded value at a separation of 100 nm. At the separations measured in this work (5-50 nm), the retarded multilayer Hamaker coefficient falls from 56 to 52 $zJ$, losing only 7% of its magnitude. For this reason it is reasonable to use the nonretarded Hamaker constant in this system to describe the van der Waals interaction.

The reason for the diminished retardation effect in the multilayer system can be understood from the nonretarded Hamaker coefficient, which actually increases with separation. At larger separations, the van der Waals interaction of the underlying substrate, silicon, starts to dominate. The nonretarded Hamaker coefficient rises from the value of 56 $zJ$ for hafnia towards the value of 95 $zJ$ for silicon.

It follows that the Hamaker coefficient may remain closer to the value of the nonretarded constant (i.e. decay more slowly) if the thickness of the hafnia layer (and titania) is made thinner.

Figure A.1. Distance-dependence Hamaker coefficient of hafnia surfaces interacting across water. We compare the retarded Hamaker coefficient of pure hafnia (solid black) against the retarded (dotted red) and nonretarded (dashed green) Hamaker coefficients of the multilayer system (12.7 nm hafnia, 38 nm titania, 2 nm silica on silicon substrate).
A.2.2  Citric acid/hafnia system

The van der Waals interaction for the citric acid/hafnia system in Chapter 5 was calculated using a "thin-Rayleigh" multilayer model. We assumed 0.25 mg/m² of citric acid and the same volume density of citric acid as "thin-CM". Here the composite dielectric of the citric layer is estimated from the Rayleigh mixing formula using the volume fraction \( p \) of citric acid,

\[
\frac{\varepsilon_{\text{comp}} - \varepsilon_b}{\varepsilon_{\text{comp}} + 2\varepsilon_b} = p \frac{\varepsilon_s - \varepsilon_b}{\varepsilon_s + 2\varepsilon_b}
\]

(A.11)

where \( \varepsilon_{\text{comp}} \) = composite dielectric function, \( \varepsilon_b \) = dielectric function of the background (water), \( \varepsilon_s \) = dielectric function of the solute (citric acid without water). The latter was estimated by the Clausius-Mossotti formula,

\[
\frac{\varepsilon_s^{-1}}{\varepsilon_s + 2} = \frac{4\pi}{3} \rho \alpha
\]

(A.12)

using the density of citric acid \( \varrho = 0.567 \text{ g/cm}^3 \) within the citric adsorption layer (from citric surface excess of 0.25 mg/m² within a layer 0.45 nm deep). The polarisability \( \alpha \) was represented using the electronic polarisability of diprotonated citrate H₂X⁻. We estimated the volume fraction \( p = 0.33 \) in the Rayleigh formula by taking the ratio of the volume density in the layer relative to the volume density 1.67 g/cm³ of solid citric acid.

A.2.3  Palmitic acid/hafnia system

The distance-dependant Hamaker coefficient (retarded and nonretarded) for the palmitic acid coated hafnia surface is shown in Figure A.2 (the dielectric function of palmitic acid is presented using that of hexadecane). I used the retarded Hamaker coefficient in Chapter 6. Nonretarded Hamaker constants for each layer (pure solid – water – pure solid) are also shown for comparison. At short range below 10 nm the Hamaker coefficient is small, due to the outer palmitic acid layer. It rises to the value of hafnia at mid-range 10-100 nm. At large separations greater than 200 nm the Hamaker coefficient is controlled by the underlying silicon substrate, and is attenuated by retardation such
that the value of the retarded Hamaker coefficient never exceeds that of pure hafnia.

Figure A.2: Distance-dependent Hamaker coefficient for the multilayered palmitic acid coated hafnia surface. Both retarded and nonretarded Hamaker coefficients are shown, as well as the nonretarded Hamakers constants (solid-water-solid) of each layer.
**APPENDIX – B**

### B.1 DLVO fitting, including the influence of surface roughness

In this appendix, enlarged figures of Figures 4.9 and 4.10 from Chapter 4 are presented (See § 4.2.5). The DLVO theory extended to include hydration and roughness fitted against experimental force data between two hafnia surfaces in 0.01 M and in 0.001 M NaCl at a range of pH. Three roughness values of 0.54 nm and 0.47 nm (AFM), 0.72 nm (XRR), and 1.2 nm (Best fit) for the flat surface were used. All the data were fitted with a hydration force with amplitude of 20 N/m and decay length of 0.3 nm, Young’s Modulus of 57 GPa, and asperity tip curvature $R = 4$ nm.

See Table 4.1 in chapter 4 for fitting parameters used in this force curve fitting using DLVO-R.
<table>
<thead>
<tr>
<th>0.01 M</th>
<th>pH 2.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.54 nm and 0.47 nm (AFM)</td>
<td>0.72 nm (XRR)</td>
</tr>
</tbody>
</table>

![Graphs showing F/R vs. Separation (nm) for different pH values and nanometers.](image-url)
0.01 M

pH 4.8

<table>
<thead>
<tr>
<th>0.54 nm and 0.47 nm (AFM)</th>
<th>0.72 nm (XRR)</th>
<th>1.20 nm (Best fit)</th>
</tr>
</thead>
</table>

![Graphs showing force per unit area (F/R) vs separation (nm)]
<table>
<thead>
<tr>
<th>0.01 M</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH 5.3</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>0.54 nm and 0.47 nm (AFM)</td>
</tr>
</tbody>
</table>

![Graphs showing F/R (mN/m) vs Separation (nm) for different charge conditions with Extension, Retraction, DLVO (Charge), and DLVO (Potential)](Image)
0.01 M

pH 7.1

<table>
<thead>
<tr>
<th>NM</th>
<th>AFM</th>
<th>XRR</th>
<th>Best fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.54 nm and 0.47 nm</td>
<td>0.72 nm</td>
<td>1.20 nm</td>
<td></td>
</tr>
</tbody>
</table>

![Graphs showing force vs separation for different conditions](B4_DLVO_fitting_including_the_influence_of_surface_roughness.png)
<table>
<thead>
<tr>
<th>pH 9.3</th>
<th>0.01 M</th>
<th>0.54 nm and 0.47 nm (AFM)</th>
<th>0.72 nm (XRR)</th>
<th>1.20 nm (Best fit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH 2.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.001 M</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.54 nm and 0.47 nm (AFM)</td>
<td>0.72 nm (XRR)</td>
<td>1.20 nm (Best fit)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Diagrams:***

- **Left:** Graph showing force per unit area (F/R, mN/m) vs. separation (nm) with data points for extension and retraction and theoretical fits for DLVO (Charge) and DLVO (Potential).
- **Middle:** Similar graph as the left one, focusing on a different range of separations.
- **Right:** Another graph showing force per unit area (F/R, mN/m) vs. separation (nm) with data points and theoretical fits as in the left and middle graphs.
### APPENDIX

<table>
<thead>
<tr>
<th>pH 4.8</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>0.001 M</strong></td>
</tr>
<tr>
<td>0.54 nm and 0.47 nm (AFM)</td>
</tr>
</tbody>
</table>

![Graphs showing force (F/R) vs. separation (nm) for different pH conditions and methods.](image-url)
B.1 DLVO fitting, including the influence of surface roughness

- **pH 5.0**
- **0.72 nm (XRR)**
- **0.54 nm and 0.47 nm (AFM)**

1.20 nm (Best fit)
<table>
<thead>
<tr>
<th>pH 7.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001 M</td>
</tr>
<tr>
<td><strong>0.54 nm and 0.47 nm (AFM)</strong></td>
</tr>
</tbody>
</table>

**Appendix**
0.001M

pH 9.7

0.54 nm and 0.47 nm (AFM)  
0.72 nm (XRR)  
1.20 nm (Best fit)
In this appendix, I give a short description of an additional investigation done in conjunction with the work presented in Chapter 6.

C.1 Deposition of disodium sebacate monolayer on PA-hafnia

After successfully producing a monolayer of palmitic acid on hafnia surfaces, I tried to deposit a monolayer of disodium sebacate (C\(_{10}H_{16}Na_2O_4\)) on the hydrophobic PA-hafnia surface via self assembly to investigate its effect on the contact angle and the surface forces. A droplet of disodium sebacate solution was placed on the PA-hafnia surface and was gradually heated in an oven at 80 °C for 25 min. The surface was taken out and was washed with copious amount of purified water. The area where the diacid droplet was placed became very hydrophilic, being completely wetted by water, whilst the remaining area of the PA-hafnia surface remained hydrophobic. However, it was observed that the hydrophilicity of the area decreased after a quick washing with distilled ethanol. The thickness of the diacid layer was too thin to be measured using the Ellipsometry. It was apparent that a monolayer was deposited on the PA-hafnia surface as the wetting property changed substantially.

The contact angle of pH adjusted 0.001 M NaCl on the diacid treated region was measured. The measured contact angles did not show distinct dependency on the pH of the solution. The surface forces measured between diacid treated surfaces showed a similar trend to the forces measured between the hafnia surfaces without any surface modification, except that there were adhesion forces observed at pH 5 when the diacid layer was present.
Further experiments showed that the zeta potential and the surface force measurements were not reproducible, probably due to contamination. Because of the lack of reproducibility these measurements were not pursued or analysed further.
In this appendix, I give the DLVO fit against the surface force measured between ALD hafnia surfaces in NaCl electrolyte solution taking account of hydration force (See § 4.2.4). Unlike Figure 4.8 where hydration prefactor of 20 N/m was used, here hydration prefactor was increased until reasonable fits were achieved.

D.1 DLVO fitting including Hydration force

The surface forces measured at high pH were fitted using DLVO including hydration force. The results below show that the hydration prefactor had to be increased to approximately 1000 N/m in order to achieve reasonable fits. Therefore we rule out the possibility that hydration force is responsible for the anormalous repulsion measured between ALD hafnia surfaces at short separations.
### pH 7.1

<table>
<thead>
<tr>
<th>NaCl concentration</th>
<th>0.01 M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydration prefactor: 1000 N/m</td>
<td></td>
</tr>
<tr>
<td>Surface potential: -34.0 mV</td>
<td></td>
</tr>
<tr>
<td>Debye length: 3.7 nm</td>
<td></td>
</tr>
</tbody>
</table>

### pH 9.3

<table>
<thead>
<tr>
<th>NaCl concentration</th>
<th>0.01 M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydration prefactor: 1000 N/m</td>
<td></td>
</tr>
<tr>
<td>Surface potential: -36.3 mV</td>
<td></td>
</tr>
<tr>
<td>Debye length: 3.8 nm</td>
<td></td>
</tr>
</tbody>
</table>
### pH 7.2

<table>
<thead>
<tr>
<th>NaCl concentration</th>
<th>0.001 M</th>
</tr>
</thead>
</table>

Hydration prefactor: 1000 N/m  
Surface potential: -31.0 mV  
Debye length: 9.1 nm

### pH 9.7

<table>
<thead>
<tr>
<th>NaCl concentration</th>
<th>0.001 M</th>
</tr>
</thead>
</table>

Hydration prefactor: 1000 N/m  
Surface potential: -38.6 mV  
Debye length: 8.5 nm
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