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## ABSTRACT

The subject matter of this thesis falls into three parts.
In Part I, the electrostatic interaction between plane parallel double layers is investigated under the Gouy-Chapman approximation. Each surface is considered to develop a surface charge by the association of ionizable surface groups. The interaction process is assumed to be at electrochemical equilibrium. An adsorption isotherm for potential determining ions can then be derived relating the surface charge and the surface potential in a self-consistent manner. This is used in place of the usual constant charge or constant potential boundary condition. In Chapter 1 the interaction between identical amphoteric surfaces are studied in detail. The relation between this new boundary condition and the constant charge or potential approximation is discussed. Numerical calculations based on model systems for hydrous oxides are given. In Chapter 2 the interaction between dissimilar amphoteric surfaces are considered. A new method, similar to the method of isodynamic curves, is developed to study this problem. This method can provide a qualitative description of the salient features of the surface charge, the surface potential and the pressure between the surfaces, as a function of separation without first having to obtain an exact solution of the problem.

In Part II, Chapter 1, a physical theory of phase transitions in polymer solutions is given in terms of long range dispersion interactions between the solvent and the polymer. The theory is based on a mean field approximation and the parameters used are given in terms of measurable dielectric and spectroscopic properties of the polymer and solvent. This provides a physical explanation of the $\theta$ temperature and also a criterion for the selection of $\theta$ solvents. In Chapter 2 , the statistical mechanics of an adsorbed polymer is considered. The polymer is modelled as a string of non-interacting beads confined to a half-space by an impenetrable flat surface. Each bead interacts only with the surface via a one-body potential. Conformational properties of the
adsorbed polymer, such as the number of beads adsorbed, the spread of adsorbed beads on the surface, the density of beads away from the surface and the centre-of-mass of the polymer are derived. The behaviour of these quantities are found to undergo an adsorption/desorption phase transition at some critical value of the adsorption energy parameter. Assuming that the substrate-polymer interaction is due primarily to dispersion forces, it is possible to determine whether or not a given polymer/solvent/substrate system will exist in the adsorbed state. It is also found that temperature induced and mixed solvent induced phase transitions are theoretically possible.

In Chapter 1 of Part III the two- and three-body dispersion interaction energy between optically active molecules are studied using a semi-classical method. In Chapter 2, classical electrodynamics is again used to consider modifications to the static image potential between a moving charge and a half space due to surface plasmon excitations. It is demonstrated that in both examples, semi-classical methods are easy to use and also give the same results derived using more elaborate quantum mechanical analysis.
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## PART I

## ELECTROSTATIC DOUBLE LAYER INTERACTIONS <br> AT ELECTROCHEMICAL EQUILIBRIUM

## CHAPTER 1

DOUBLE LAYER INTERACTIONS UNDER SURFACE
IONIZATION EQUILIBRIUM - IDENTICAL SURFACES

## 1. INTRODUCTION

A central problem in colloid science is the determination of the particle-particle interaction potential. (1,2,33-36) Deryaguin and Landau (1) and Verwey and Overbeek ${ }^{(2)}$ (DLVO) were the first to consider this problem in detail. They considered "clean" particles with no adsorbed macromolecules and assumed the potential may be written as the sum of electrodynamic (van der Waals or dispersion) and electrostatic interactions.

In the DLVO formalism, it is assumed that the electrostatic contribution can be evaluated separately from the electrodynamic contribution. In solving the electrostatic problem, it has been usual to assume, as boundary conditions, that constant charge or constant potential is maintained on either or both surfaces throughout the interaction. Typically, the surfaces acquire a net charge by one or more of the following processes: $(3,4)$
(i) the presence of ionizable surface groups, such as $-\mathrm{COOH},-\mathrm{NH}_{3}$ or amphoteric groups (e.g. oxides), which by the dissociation or association of potential determining ions (PDI) give the particles a net charge;
(ii) the unequal dissolution of oppositely charged ions which make up the particle (e.g. AgI crystals in water); and
(iii) the selective adsorption of particular ion-types from the surrounding medium.

For certain surfaces, where the charge is due, for example, to strong acid sites, the constant charge assumption may indeed be correct.

However, there are as yet no criteria for selecting the extent to which such an assumption is valid, nor are there criteria for determining $a$ priori whether a constant charge or constant potential interaction is more appropriate for many other important colloidal systems. While Frens and Overbeek $(5,6)$ did show that a perturbation of the bulk electrolyte composition resulted in a relatively slow restitution of the equilibrium potential of an $\mathrm{Ag} / \mathrm{AgI}$ electrode, there is yet no direct measurement of the ability or otherwise of particles to adjust ion populations at the surface and in the interparticle fluid during collision.

A very extensive literature exists on the calculation of interactions between charged flat plates $(1,2,7-17,55-58)$ and spheres ${ }^{(10-12,18-22)}$ under constant surface charge or potential. Cases involving closed systems, $(23,24)$ zero surface charge, (25) "periodic" surface charges, ${ }^{(26,27)}$ and other geometries such as cross cylinders ${ }^{(28)}$ and arrays $(24,29,30)$ have also been studied. An alternative to the constant charge or potential approach has also been developed where the surface potential is related to surface concentration of PDI by the Nernst equation, (24) or a Langmuir type adsorption isotherm. (31)

In this chapter we shall extend a recent approach due to Ninham and Parsegian (32) (hereafter referred to as NP) in which the electrostatic potential of each of the interacting surfaces is regulated during approach by those equilibria at the surface that are responsible for the development of the surface charge. In other words, the magnitude of the surface charge which determines the potential distribution in the diffuse layer is itself given as a self-consistent functional of the surface potential. This concept of a self-consistent relationship between the surface charge and potential has in fact been exploited to interpret adsorption data (37) and mobility and titration experiments on polystyrene lattices ${ }^{(38)}$ and hydrous oxides. (39-42)

We shall consider the situation where the approach of the interacting surfaces is sufficiently slow so that electrochemical equilibrium is maintained at all times during collision. This is not an assumption of "constant potential". Indeed it will be shown that conditions can be such that both charge and potential may change significantly during the interaction. Alternatively, if conditions are favourable for regulation then changes in charge or potential will be minimal during interaction.

We extend the NP model, which includes only basic surface groups, (32) to a general amphoteric surface ${ }^{(43)}$ involving surface equilibria that are controlled by the chemical potential of PDI in bulk solution. We consider the simplest configuration of the two such plane surfaces interacting across a $1: 1$ electrolyte which contains PDI. The diffuse layer is assumed to be governed by the Poisson-Boltzmann ( PB ) equation. (The problem of interacting charged cylinders bearing basic surface groups has been considered by Brenner and McQuarrie (44) using the linearized Poisson-Boltzmann equation.) No attempt is made to model the inner Stern region (see section 3).

It is not necessary to specify the nature of the PDI. However, for the purposes of comparing theoretical results with experiments, it is convenient to assume that $\mathrm{H}^{+}$and $\mathrm{OH}^{-}$are PDI as this is the case for hydrous oxide colloids, e.g. $\mathrm{Fe}_{2} \mathrm{O}_{3}, \mathrm{Al}_{2} \mathrm{O}_{3}, \mathrm{TiO}_{2}, \mathrm{SiO} \mathrm{O}_{2}$ and organic colloids with amine, carboxylate, sulphonate, etc. surface groups.

These restrictions simplify the mathematics and also allow us to elucidate in a clear manner the physics underlying the influence of adsorption (of PDI) on particle-particle interaction. $(45,46)$

## 2. FORMULATION

We consider initially a planar surface bearing ionizable amphoteric groups in contact with a solution of $1: 1$ electrolyte. The bulk concentration of PDI or the bulk pH (since $\mathrm{H}^{+}$and $\mathrm{OH}^{-}$are assumed to be PDI) may be controlled. The reactions at the surface, written as dissociation reactions, are

$$
\begin{align*}
\mathrm{AH}^{+} & \rightleftharpoons \mathrm{A}+\mathrm{H}^{+}  \tag{2.1}\\
\mathrm{BH} & \rightleftharpoons \mathrm{~B}^{-}+\mathrm{H}^{+} . \tag{2.2}
\end{align*}
$$

The relative concentrations of positive $\left(\mathrm{AH}^{+}\right)$, neutral ( $\mathrm{A}, \mathrm{BH}$ ), and negative $\left(B^{-}\right)$surface sites are related to the hydrogen ion concentration at the surface $\left[\mathrm{H}^{+}\right]$s in the form

$$
\begin{align*}
{[\mathrm{A}] \cdot\left[\mathrm{H}^{+}\right]_{S} } & =\left[\mathrm{AH}^{+}\right] \cdot \mathrm{K}_{+}  \tag{2.3}\\
{\left[\mathrm{B}^{-}\right] \cdot\left[\mathrm{H}^{+}\right]_{\mathrm{S}} } & =[\mathrm{BH}] \cdot \mathrm{K}_{-} \tag{2.4}
\end{align*}
$$

where $K_{+}$and $K_{-}$are the effective surface dissociation constants for the above processes.

The arguments involved in obtaining equations (2.3) and (2.4) are as follows. Assuming that random mixing statistics apply, the total (random) number of configurations available to $n_{+}$charged and $n_{0}$ uncharged species ( $\mathrm{AH}^{+}$and A say) is $(4,39)$

$$
\frac{N_{A}!}{n_{+}!n_{0}!}
$$

$N_{A}$ is the total number of A-type sites per unit area. The electrochemical potential of a species $i$ can then be written as

$$
\begin{equation*}
\tilde{\mu}_{i}=\mu_{i}^{0}+k T \ln c_{i}+k T \ln \gamma_{i}, \tag{2.5}
\end{equation*}
$$

where the last term represents the concentration $\left(c_{i}\right)$ dependent part of the free energy of interaction of species $i$ with its environment. The
electrochemical potential $\mu_{i}^{0}$ corresponding to some standard state, is concentration independent. Contributions to the activity coefficients $\gamma_{i}$ can be divided into two parts: an electrostatic interaction with charged species on the surface and in the electrolyte, and a dispersion interaction with neighbouring molecules. Hence for each species in the reaction

$$
\begin{equation*}
\mathrm{AH}^{+} \rightleftharpoons \mathrm{A}+\mathrm{H}^{+} \tag{2.1}
\end{equation*}
$$

we write

$$
\begin{align*}
\tilde{\mu} \mathrm{AH}^{+} & =\mu_{\mathrm{AH}}{ }^{+}+\mathrm{kT} \ln \left[\mathrm{AH}^{+}\right]+\mathrm{kT} \ln \gamma_{+}+\mathrm{e} \psi_{\mathrm{S}}  \tag{2.6}\\
\tilde{\mu}_{\mathrm{A}} & =\mu_{\mathrm{A}}^{0}+\mathrm{kT} \ln [\mathrm{~A}]+\mathrm{kT} \ln \gamma_{0}  \tag{2.7}\\
\tilde{\mu}_{\mathrm{H}^{+}} & =\mu_{\mathrm{H}^{+}}^{0}+\mathrm{kT} \ln \left[\mathrm{H}^{+}\right]_{\mathrm{S}}+\mathrm{kT} \ln \gamma_{\mathrm{H}_{\mathrm{S}}}+\mathrm{e} \psi_{\mathrm{S}} . \tag{2.8}
\end{align*}
$$

The electrical part of $\tilde{\mu}$ should involve the micro-potential at the site, but here only the mean surface potential $\psi_{S}$ will be used. This is tantamount to neglecting discreteness-of-charge effects. (9) Equilibrium requires

$$
\begin{equation*}
\tilde{\mu}_{\mathrm{AH}^{+}}=\tilde{\mu}_{\mathrm{A}}+\tilde{\mu}_{\mathrm{H}^{+}} \text {, } \tag{2.9}
\end{equation*}
$$

whence from equations (2.6)-(2.8) we have ${ }^{(47)}$

$$
\begin{equation*}
\frac{[\mathrm{A}] \cdot\left[\mathrm{H}^{+}\right]_{\mathrm{S}}}{\left[\mathrm{AH}^{+}\right]}=\frac{\gamma_{0}}{\gamma_{+} \gamma_{H_{S}^{+}}} \mathrm{K}_{+}^{0} \tag{2.10}
\end{equation*}
$$

where the bulk dissociation constant $K_{+}^{0}$ is defined by

$$
\begin{equation*}
\mathrm{K}_{+}^{0}=\exp \left[\left(\mu_{\mathrm{AH}^{+}}^{0}-\mu_{\mathrm{A}}^{0}-\mu_{H^{+}}^{0}\right) / \mathrm{kT}\right] . \tag{2.11}
\end{equation*}
$$

In general the ratio of activity coefficients in (2.10) is not independent of $[\mathrm{A}],\left[\mathrm{AH}^{+}\right]$and $\left[\mathrm{H}^{+}\right]_{\mathrm{S}}$. To calculate the functional dependence of this ratio upon the relevant concentrations would require a statistical theory of surface activity coefficients for high
concentrations, and such a theory is not available. However to proceed further without such a theory, all that is required is that the ratio of activity coefficients remain sufficiently constant as the surfaces approach each other so that the ratio of concentrations in (2.10) can be given by an effective surface dissociation constant. The activity coefficients $\gamma_{+}$and $\gamma_{0}$ measure the dispersion interaction of $\mathrm{AH}^{+}$and A with their environment. Since $\mathrm{AH}^{+}$and $A$ are similar molecular units, their polarizabilities and hence dispersion interaction energies with neighbouring molecules are expected to be similar, i.e. $\gamma_{+} \simeq \gamma_{0}$. The surface activity coefficient of PDI is a function of the ionic concentration at the surface, which in turn is determined by the surface potential. As we shall show later, $\psi_{S}$ the surface potential remains fairly constant in an equilibrium approach so the surface ionic concentration does not change dramatically throughout the interaction. Further, since activity coefficients are moderately insensitive functions of concentration, (59) the surface activity coefficient of the PDI at infinite separation should be a good approximation to the surface activity coefficient during approach.

These arguments imply that the ratio of concentration in (2.10) is to a large degree constant throughout the approach of the surfaces and hence justify, to a first approximation, the use of an equilibrium dissociation constant given by

$$
\begin{equation*}
K_{+}=\frac{\gamma_{+}}{\gamma_{0} \gamma_{H_{S}^{+}}^{\gamma_{+}}} K_{+}^{0} . \tag{2.12}
\end{equation*}
$$

A similar argument should also apply regarding the use of the other effective dissociation constant $K_{\text {_ }}$. We should note here that the surface dissociation constants $K_{+}, K_{-}$are accessible from measurements on stable colloid systems. ${ }^{(38,48)}$ Returning now to equations (2.1) and (2.2), let
us consider the surface charge density that arises from the dissociation reactions.

For $N_{A}$ and $N_{B}$ surface sites per unit area for each species, the net surface charge density is

$$
\begin{equation*}
\sigma=e N_{A} \theta_{+}-e N_{B}{ }_{-} . \tag{2.13}
\end{equation*}
$$

Here

$$
\begin{equation*}
\theta_{+}=\frac{\left[\mathrm{AH}^{+}\right]}{\left[\mathrm{AH}^{+}\right]+[\mathrm{A}]}=\frac{\left[\mathrm{AH}^{+}\right]}{\mathrm{N}_{\mathrm{A}}} \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{-}=\frac{\left[\mathrm{B}^{-}\right]}{[\mathrm{BH}]+\left[\mathrm{B}^{-}\right]}=\frac{\left[\mathrm{B}^{-}\right]}{\mathrm{N}_{\mathrm{B}}} \tag{2.15}
\end{equation*}
$$

are the fractions of positively and negatively charged sites, and $e$ is the protonic charge. If the local density of ions in the electrolyte is related to the electrostatic potential $\psi$ at that point by the Boltzmann distribution, then for a surface potential $\psi_{S}$ we have

$$
\begin{equation*}
\left[\mathrm{H}^{+}\right]_{\mathrm{S}}=\mathrm{H} \exp \left(-\mathrm{e} \psi_{\mathrm{S}} / \mathrm{kT}\right) \tag{2.16}
\end{equation*}
$$

where $H$ is the concentration of hydrogen ions in the reservoir. Using equations (2.3) and (2.4) we can rewrite the surface charge density as

$$
\begin{equation*}
\sigma=\frac{e N_{A}}{1+\left(K_{+} / H\right) \exp \left(e \psi_{S} / k T\right)}-\frac{e N_{B}}{1+\left(H / K_{-}\right) \exp \left(-e \psi_{S} / k T\right)} \tag{2.17}
\end{equation*}
$$

This can be considered as an adsorption isotherm of the PDI ( $H^{+}$) which, for a given bulk pH , relates the surface charge density to the surface potential.

For a bulk concentration $c$ (moles/litre) of positive or negative species (PDI + inert supporting electrolyte) the net volume charge density $\rho\left(\mathrm{cm}^{-3}\right)$ at the point where the potential is $\psi$ is ( $N=$ Avogadro's number )

$$
\begin{equation*}
\rho=10^{-3} \operatorname{Nec}[\exp (-\mathrm{e} \psi / \mathrm{kT})-\exp (\mathrm{e} \psi / \mathrm{kT})] \tag{2.18}
\end{equation*}
$$

The potential is in turn related to the charge density by Poisson's equation

$$
\begin{equation*}
\nabla^{2} \psi=-\frac{4 \pi}{\varepsilon} \rho \tag{2.19}
\end{equation*}
$$

where $\varepsilon$ is the dielectric constant of the solvent.

We shall examine the behaviour of the surface charge, surface potential and the free energy of interaction of two identical amphoteric flat surfaces as a function of their separation. We set up a system of Cartesian axes with the origin midway between the surfaces which are situated at $z= \pm \mathrm{L}$. From the symmetry of the problem, we can confine our attention to the region $0 \leqslant z \leqslant L$. Combining equations (2.18) and (2.19) (in one dimension) we get

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \psi}{\mathrm{dz}^{2}}=\frac{4 \pi N e c}{10^{3} \varepsilon}[\exp (\mathrm{e} \psi / \mathrm{kT})-\exp (-\mathrm{e} \psi / \mathrm{kT})] \tag{2.20}
\end{equation*}
$$

which must be solved together with the boundary conditions

$$
\begin{align*}
& \left.\frac{d \psi}{d z}\right|_{z=L}=\frac{4 \pi \sigma}{\varepsilon}  \tag{2.21}\\
& \left.\frac{d \psi}{d z}\right|_{z=0}=0 . \tag{2.22}
\end{align*}
$$

In terms of the reduced variables

$$
\begin{align*}
& y=e \psi / k T  \tag{2.23}\\
& x=k z \tag{2.24}
\end{align*}
$$

and

$$
\begin{equation*}
\kappa^{2}=\frac{8 \pi \mathrm{Ne}^{2} \mathrm{c}}{10^{3} \varepsilon \mathrm{kT}}, \tag{2.25}
\end{equation*}
$$

where $k$ is the inverse Debye screening length, equation (2.20) becomes

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=\sinh y \tag{2.26}
\end{equation*}
$$

A first integration together with equation (2.22) gives

$$
\begin{equation*}
\left(\frac{d y}{d x}\right)^{2}=2\left(\cosh y-\cosh y_{0}\right) \tag{2.27}
\end{equation*}
$$

where $y_{0}=\mathrm{e} \psi(0) / \mathrm{kT}$ is the reduced mid-plane potential. The remainig boundary condition (2.21) gives

$$
\begin{equation*}
\left(\frac{4 \pi e}{\varepsilon \kappa k T}\right)^{2} \sigma^{2}=2\left(\cosh y_{L}-\cosh y_{0}\right) \tag{2.28}
\end{equation*}
$$

where $y_{L}=e \psi(L) / k T=e \psi_{S} / k T$ is the reduced surface potential.
The second integral of (2.27) can now be taken. The mathematics involved is straightforward. The details are given in a number of papers. ${ }^{(49)}$ A substitution

$$
\begin{equation*}
\phi=\exp (-\mathrm{e}|\psi| / 2 \mathrm{kT})=\exp (-|\mathrm{y}| / 2) \tag{2.29}
\end{equation*}
$$

enables us to write the solution in the form

$$
\begin{equation*}
\phi(z)=\phi_{0} c d\left(\frac{k z}{2 \phi_{0}} ; \phi_{0}^{2}\right) \tag{2.30}
\end{equation*}
$$

where $c d(x ; k)$ is a Jacobi elliptic function of argument $x$ and modulus k. $(50,51)$ In particular, using

$$
\begin{equation*}
\phi_{0}=\phi(0)=\exp (-\mathrm{e}|\psi(0)| / 2 \mathrm{kT})=\exp \left(-\left|\mathrm{y}_{0}\right| / 2\right) \tag{2.31}
\end{equation*}
$$

and

$$
\begin{align*}
\phi_{\mathrm{L}}=\phi(\mathrm{L}) & =\exp (-\mathrm{e}|\psi(\mathrm{~L})| / 2 \mathrm{kT})  \tag{2.32}\\
& =\exp \left(-\left|\mathrm{y}_{\mathrm{L}}\right| / 2\right)  \tag{2.33}\\
& =\phi_{0} c d\left(\frac{k L}{2 \phi_{0}} ; \phi_{0}^{2}\right)=\exp \left(-\mathrm{e}\left|\psi_{\mathrm{S}}\right| / 2 \mathrm{kT}\right)
\end{align*}
$$

equation (2.28) becomes

$$
\begin{equation*}
\left(\frac{4 \pi e}{\varepsilon K k T}\right)^{2} \sigma^{2}=\left(\phi_{L}^{2}+\phi_{\mathrm{L}}^{-2}\right)-\left(\phi_{0}^{2}+\phi_{0}^{-2}\right) . \tag{2.34}
\end{equation*}
$$

Equations (2.17), (2.33) and (2.34) constitute a single transcendental equation to be solved for $\phi_{0}$. Thus given the bulk concentrations of PDI (or equivalently, the value of the surface potential at infinite separation) and supporting inert electrolyte, the surface potential $\psi_{s}$ and the surface charge density $\sigma$ may be found self-consistently as a function of the separation (2L).

Using the small argument asymptotic forms of the Jacobi elliptic functions ${ }^{(51)}$

$$
\begin{equation*}
c d(x ; k) \simeq 1+0\left(x^{2}\right)+\ldots \tag{2.35}
\end{equation*}
$$

it follows immediately from equations (2.17) and (2.34) that as $L \rightarrow 0$ (for fixed $k), \sigma \rightarrow 0$, and the surface potential is given by a Nernst equation: ${ }^{(6)}$

$$
\begin{equation*}
\psi(0) \rightarrow \psi_{\mathrm{S}} \rightarrow 2.303 \frac{\mathrm{kT}}{\mathrm{e}}\left(\mathrm{pH}_{0}-\mathrm{pH}\right) . \tag{2.36}
\end{equation*}
$$

Here the constant $\mathrm{H}_{0}$ is given by

$$
\begin{equation*}
H_{0}=\left(\frac{N_{B}}{N_{A}}\right)^{\frac{1}{2}}\left(K_{+} K_{-}\right)^{\frac{1}{2}}\left[\left(1+\gamma^{2}\right)^{1 / 2}+\gamma\right], \tag{2.37}
\end{equation*}
$$

where

$$
\begin{equation*}
r=\frac{1}{2}\left(1-\frac{N_{A}}{N_{B}}\right)\left(\frac{K N_{B}}{K_{+} N_{A}}\right)^{\frac{1}{2}} . \tag{2.38}
\end{equation*}
$$

In the absence of specific adsorption (apart from PDI) $\mathrm{pH}_{0}$ will be the bulk pH corresponding to the point-of-zero charge ( pzc ).

In view of result (2.36), the repulsive pressure between the surfaces $(2,13)$

$$
\begin{equation*}
P=\frac{2 N_{c k T}}{10^{3}}[\cosh (e \psi(0) / k T)-1] \tag{2.39}
\end{equation*}
$$

remains finite for all separations.

The above analysis, where the acidic and basic groups are distinct chemical species, is applicable to bio-colloids $(\mathrm{BH}=-\mathrm{COOH}$, $\mathrm{AH}^{+}=-\mathrm{NH}_{3}^{+}$). However, there are a large number of hydrous oxide colloids where the same surface group can dissociate to give both positive and negative sites (e.g. $\mathrm{TiO}_{2}, \mathrm{Fe}_{2} \mathrm{O}_{3}, \mathrm{Al}_{2} \mathrm{O}_{2}$ and $\mathrm{SiO}_{2}$ ). In general, these dissociation processes have the form

$$
\left.\begin{array}{rl}
\mathrm{AH}_{2}^{+} & \rightleftharpoons \mathrm{AH}+\mathrm{H}^{+}  \tag{2.40}\\
\left(\mathrm{K}_{+}\right) \\
\mathrm{AH} & \rightleftharpoons \mathrm{~A}^{-}+\mathrm{H}^{+}
\end{array}\left(\mathrm{K}_{-}\right)\right\}
$$

Nov the above analysis still holds except that equation (2.17) for the surface charge density should be replaced by $\left(N_{S}\right.$ amphoteric surface
groups $/ \mathrm{cm}^{2}$ )

$$
\begin{equation*}
\sigma=\mathrm{eN}_{\mathrm{S}} \frac{\left(\mathrm{H} / \mathrm{K}_{+}\right) \exp \left(-\mathrm{e} \psi_{\mathrm{S}} / \mathrm{kT}\right)-\left(\mathrm{K}_{-} / \mathrm{H}\right) \exp \left(\mathrm{e} \psi_{\mathrm{S}} / \mathrm{kT}\right)}{1+\left(\mathrm{H} / \mathrm{K}_{+}\right) \exp \left(-\mathrm{e} \psi_{\mathrm{S}} / \mathrm{kT}\right)+\left(\mathrm{K}_{-} / \mathrm{H}\right) \exp \left(\mathrm{e} \psi_{\mathrm{S}} / \mathrm{kT}\right)} \tag{2.41}
\end{equation*}
$$

And as before as $L \rightarrow 0$

$$
\begin{equation*}
\psi(0) \rightarrow \psi_{S} \rightarrow 2.303 \frac{\mathrm{kT}}{\mathrm{e}}\left(\mathrm{pH}_{0}-\mathrm{pH}\right) \tag{2.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{pH}_{0}=\frac{1}{2}\left(\mathrm{pK}_{-}+\mathrm{pK}_{+}\right) \tag{2.42}
\end{equation*}
$$

## 3. RESULTS AND DISCUSSIONS

In order to examine the effect of regulation on the surface charge and potential, it is necessary to select values for the dissociation constants $K_{+}$and $K_{\text {. . An }}$ example of particular practical importance involves aqueous suspensions of hydrous oxides where $\mathrm{H}^{+}$are PDI. It is appropriate to consider two typical classes of surfaces (52) for which $\Delta \mathrm{pK} \equiv \mathrm{pK}_{-}-\mathrm{pK}_{+}$is sma11, $\Delta \mathrm{pK}=3$ say and, for which $\Delta \mathrm{pK}$ is large $\Delta \mathrm{pK}=6$. Since it is important, for the purposes of comparison, to keep $k$ constant while varying pH over a wide range, we have selected the following two cases:
(A) $\mathrm{pH}_{0}=7, \quad \mathrm{pK}_{+}=5.5, \mathrm{pK}_{-}=8.5, \quad \Delta \mathrm{pK}=3$
(B) $\mathrm{pH}_{0}=7, \mathrm{pK}_{+}=4, \quad \mathrm{pK}_{-}=10, \quad \triangle \mathrm{pK}=6$.

We also took the density of surface sites $N_{s}$ to be (52)

$$
\mathrm{N}_{\mathrm{S}}=5 \times 10^{14} \mathrm{~cm}^{-2}
$$

Using the above data we calculated the surface potential, surface charge and the free energy of interaction as a function of the particle separation.

The variation of the surface potential $\psi_{S}$ with separation for $10^{-3} \mathrm{M}$ electrolyte $(1 / k=96 \AA$ ) for cases (A) and (B) is shown in

Figures 3.1 and 3.2 respectively. The variation of the surface charge density o with separation is shown in Figure 3.3 for several values of the surface potential at infinite separation. The effect of different ionic strengths on the variation of $\psi_{S}$ with separation is shown in Figures 3.4 and 3.5 for concentrations of $10^{-2}$ and $10^{-4} \mathrm{M}$ at $\Delta \mathrm{pK}=6,3$.

In Figure 3.6 we compare the interaction under constant charge with that under the present regulation mechanism. The dashed lines represent the variation in surface potential for interaction at constant charge corresponding to the same surface potential at infinite separations. The ionic strength is $10^{-3} \mathrm{M}, \Delta \mathrm{pK}=3, \mathrm{pH}_{0}=6$. In Figure 3.7 we compare the electrostatic free energy of interaction (per unit area) obtained from integrating numerically the repulsive pressure given by equation (2.39). The result of the present theory ( $V^{R e g}$ ) is contrasted with those obtained using the constant charge ( $V^{\sigma}$ ) and constant potential $\left(V^{\psi}\right)$ approach. We now proceed to comment on the results and discuss their implications in detail.

3a. The Mechanism of Regulation

The present model of two interacting double layers differs from earlier models in that the association/dissociation of surface groups provides a mechanism whereby electrochemical potentials are kept constant during interaction. Equilibrium is maintained throughout the interaction by the self-consistent relationship between the surface charge and the surface potential (equation (2.17) or (2.41)). Thus this surface regulation model is not interaction at constant potential but interaction while maintaining equilibrium.


Figure 3.1: Variation of the surface potential $\psi_{s}$ with distance of separation of two surfaces having points of zero charge at pH 7 for $\Delta \mathrm{pK}=3$ and $10^{-3} \mathrm{M}$ ionic strength. The potentials shown at the right on each curve are the potentials at infinite separation.


Figure 3.2: Variation of the surface potential $\psi_{S}$ with distance of separation of two surfaces having points of zero charge at pH 7 for $\Delta \mathrm{pK}=6$ and $10^{-3} \mathrm{M}$ ionic strength. The potentials shown at the right on each curve are the potentials at infinite separation.


Figure 3.3: Variation of the surface charge 0 with distance of separation of two surfaces having points of zero charge at pH 7 for $\Delta \mathrm{pK}=3$ (solid lines) and $\triangle \mathrm{pK}=6$ (dashed lines). The potentials shown at the right on each curve are the potentials (mV) at infinite separation. The ionic strength is $10^{-3} \mathrm{M}$ in all cases.


Figure 3.4: Variation of the surface potential $\psi_{s}$ with distance of separation of two surfaces having points of zero charge of 7 and for $\Delta \mathrm{pK}=3,10^{-4} \mathrm{M}$ ionic strengt.h.


Figure 3.5: Variation of the surface potential $\psi_{S}$ with distance of separation of two surfaces having points of zero charge of 7 and for $\Delta \mathrm{pK}=6,10^{-2} \mathrm{M}$ ionic strength.


Figure 3.6: Comparison of the change in surface potential $\psi_{s}$ during interaction under constant charge conditions (dashed lines) and under regulated interaction (solid lines). The $\Delta p K$, ionic strength and point of zero charge are $6,10^{-3} \mathrm{M}$ and pH 6 respectively.


Figure 3.7: Comparison of the electrostatic free energy (per unit area) of interaction as a function of separation for interaction under constant charge $\left(V^{\sigma}\right)$, constant potential $\left(V^{\psi}\right)$ and under regulation $\left(V^{\text {Reg }}\right.$ ) imposed by $\Delta \mathrm{pK}=3$ (dashed lines) and $\triangle \mathrm{pK}=6$ (solid lines) at pze 7. In all cases, the ionic strength is $10^{-3} \mathrm{M}$. The potentials shown at the right of each set of curves are the potentials at infinite separation.

Physically, surface regulation involves a feedback mechanism. Consider two such surfaces (positive, say) as they approach each other. As the double layers overlap, the surface potential at each surface rises and thus (via the Boltzmann factor, cf. equation (2.15)) the surface concentration of hydrogen ions goes down. This (temporary) depletion of hydrogen ions at the surface will cause $\mathrm{AH}_{2}^{+}$and AH to dissociate, i.e. reactions given in equation (2.40) will proceed to the "right", to maintain equilibrium. Therefore the surface charge density $\sigma$ now becomes less positive which according to equation (2.41) will result in a decrease in the surface potential. In general terms, the feedback mechanism is able to work because of the ability of the surface groups to act as "buffers". Surface regulation will minimize changes in surface potential and charge. However, relatively small changes in the surface potential will, because of the Boltzmann factor, result in relatively large changes in the surface charge. Further at zero separation the surface charge must vanish. The regulation effect is demonstrated quantitatively in Figures 3.1-3.3 where it can be seen that neither charge nor potential is constant during interaction.

## 3b. Factors Governing Regulation

Considering the change in potential with separation (Figures
3.1 and 3.2 ), it can be seen that the ability of the surface to regulate depends strongly on $\triangle p K:$ as $\triangle p K$ increases the ability to regulate decreases. The result can best be understood by considering Figure 3.8 where the magnitude of the (reduced) net surface charge is plotted against the surface pH which is given by (cf. equations (2.16) and (2.41))

$$
\begin{equation*}
\mathrm{pH}_{\mathrm{s}}=\mathrm{pH}+\frac{\mathrm{e}}{2.303 \mathrm{kT}} \psi_{\mathrm{s}} . \tag{3.1}
\end{equation*}
$$



Figure 3.8: Variation of the magnitude of the reduced surface charge $\left|\sigma / \mathrm{eN}_{\mathrm{s}}\right|$ with surface pH (as defined by equation (3.1)) for $\Delta \mathrm{pK}$ of 6,3 and 0 . The point of zero charge is taken as pH 7.

Three cases are shown $\Delta \mathrm{pK}=6,3,0$. The region where the surface charge $\sigma$ is an insensitive function of $\mathrm{pH}_{\mathrm{s}}$ (i.e. where $\mathrm{pH}_{\mathrm{s}} \approx \mathrm{pH}_{0}$ ) increases as $\Delta \mathrm{pK}$ increases. As the ability to regulate depends on the degree to which o can respond to changes in $\mathrm{pH}_{S}$ (and hence the surface potential $\psi_{S}$ ) this agrees with the trend observed in Figures 3.1 and 3.2, namely, the smaller $\Delta \mathrm{pK}$ gives better regulation. For any $\Delta \mathrm{pK}$, the surface potential $\psi_{\mathrm{s}}$ is not well regulated at small surface charges, in particular, at small separations where $\sigma \rightarrow 0$. Similarly if $\psi_{S}$ at infinite separation is small, the proportional charge in $\psi_{S}$ increases.

The condition for optimal regulation at small surface charges can be obtained as follows. We begin by rewriting equation (2.41) in the form
where

$$
\begin{align*}
\alpha \equiv & \left(\frac{\sigma}{e N_{s}}\right)=\frac{\delta \sinh \left(y_{N}-y_{S}\right)}{1+\delta \cosh \left(y_{N}-y_{S}\right)},  \tag{3.2}\\
\delta & =2\left(\frac{K_{-}}{K_{+}}\right)^{\frac{1}{2}}=2 \times 10^{-\Delta \mathrm{pK} / 2}  \tag{3.3}\\
y_{N} & =2.303\left(\mathrm{pH}_{0}-\mathrm{pH}\right)  \tag{3.4}\\
y_{S} & =e \psi_{S} / \mathrm{kT} . \tag{3.5}
\end{align*}
$$

At low surface charges $(|\alpha| \ll 1)$ we must have $y_{s} \approx y_{N}$ (cf. equation (2.36)). Clearly the condition for optimal regulation in this regime is when the surface charge is most sensitive to variations in the surface potential $y_{S}$. That is, when $\left|d \alpha / d y_{S}\right|$ evaluated at $y_{S}=y_{N}$ is a maximum. From equation (3.2) we obtain

$$
\begin{equation*}
\left|\frac{d \alpha}{d y_{S}}\right|_{y_{S}=y_{N}}=\left|\frac{\delta}{1+\delta}\right|<1 . \tag{3.6}
\end{equation*}
$$

It is clear then that optimal regulation is when $\delta \rightarrow \infty$, that is, when $\Delta \mathrm{pK} \rightarrow-\infty$. In this limit the surface charge has the simple form

$$
\begin{equation*}
\sigma=e_{s} \tanh \left(y_{N}-y_{s}\right) \tag{3.7}
\end{equation*}
$$

At large values of $\left|\psi_{S}\right|$ where $\mathrm{pH}_{\mathrm{S}} \gg \mathrm{pK}_{-}$or $\mathrm{pH}_{\mathrm{S}} \ll \mathrm{pK}_{+}$the surfaces are almost fully charged $\left(\left|\sigma / \mathrm{eN}_{\mathrm{S}}\right| \leqq 1\right)$ and $\sigma$ is an insensitive function of $\mathrm{pH}_{s}$ or $\psi_{s}$. In this regime regulation will also be poor. Here the system behaves almost like a constant charge approach until at small separations where regulation will occur to reduce o to zero.

An important consequence of the regulated interaction is that, when the system can regulate, $\psi_{S}$ is kept remarkably constant during approach, in contrast with the case at constant surface charge, Figure 3.6.

## 3c. The Validity of the Constant Charge and Constant Potential Approximation

In comparing the (repulsive) electrostatic free energy of interaction, the regulated case should give the lowest energy of interaction since equilibrium is maintained at all distances of approach. However, we note in Figure 3.7 that the interaction under constant potential $\left(V^{\psi}\right)$ is smaller than that under regulation $\left(V^{R e g}\right)$. Clearly this is a physical impossibility. Further we note that a bigger $\Delta \mathrm{pK}$ gives a larger deviation of $V^{\psi}$ from $V^{R e g}$. The reason for this apparent error is that the constant potential assumption is invalid for the amphoteric systems considered here. There are, however, circumstances under which the constant potential assumption holds approximately. We now consider this case.

The constant potential case is in fact perfect regulation as was stressed by Verwey and Overbeek. (2) From equations (2.16) and (2.40) it follows that

$$
\begin{equation*}
\psi_{S}=2.303 \frac{\mathrm{kT}}{\mathrm{e}}\left(\mathrm{pH}_{0}-\mathrm{pH}\right)-\frac{\mathrm{kT}}{2 \mathrm{e}} \operatorname{In}\left(\frac{\left[\mathrm{AH}_{2}^{+}\right]}{\left[\mathrm{A}^{-}\right]}\right) \text {. } \tag{3.8}
\end{equation*}
$$

This equation, in a slightly different form, has been discussed in detail by Levine and Smith. (39) The In term represents a correction to the Nernst equation

$$
\begin{equation*}
\psi_{\mathrm{S}}=2.303 \frac{\mathrm{kT}}{\mathrm{e}}\left(\mathrm{pH}_{0}-\mathrm{pH}\right) \tag{3.3}
\end{equation*}
$$

or equivalently to the constant potential approximation. Provided $\left[\mathrm{AH}_{2}^{+}\right] /\left[\mathrm{A}^{-}\right]$is close enough to unity (at the pzc $\sigma=0,\left[\mathrm{AH}_{2}^{+}\right] /\left[\mathrm{A}^{-}\right]=1$, and the Nernst equation holds, see equation (2.36)) for the In term to be negligible, the Nernst equation or the constant potential approach is valid. In the language of Levine and Smith, the correction to the Nernst equation is small provided the fraction of neutral sites at the pzc is small.

On the other hand, the constant charge approximation is a good description of the interaction process when collision times are sufficiently short such that the surfaces do not have time to make adjustments. The interaction will no longer be at equilibrium.

Therefore the energy of interaction $V^{\sigma}$ is higher than that at equilibrium $V^{\text {Reg }}$ (Figure 3.7).

3d. Summary

The regulated approach of identical double layer interaction has two important limits. For systems where the Nernst equation is sensibly obeyed at infinite separation the interaction is to a good approximation at constant potential. If the surface potential $\psi_{S}$ is in the regime of surface charge and potential such that $\sigma$ is insensitive to changes in $\psi_{S}$, the interaction is effectively at constant charge until $\psi_{S}$ enters the sensitive regimes, usually at smaller separations. Also if
the rate of attainment of equilibrium is smaller than the rate of approach of the two surfaces, the system cannot adjust during the "time of collision" and the constant charge interaction is appropriate.

If particles cross a coagulation barrier that is due to a constant charge interaction, the surface of particles in aggregate will then have time to equilibrate their surface potential and aging under regulation will occur. If the potential energy barrier under constant charge conditions is of the order of or greater than the average kinetic energy of the particles, then the velocity of approach may become slow enough that a change during collision from constant charge to regulated interaction is possible. The potential energy barrier under regulated interaction is lower than that under constant charge approach and instabilities that would not otherwise be predicted under constant charge approach may be observed.

In the above analysis we have not accounted properly for the inner region of the surface layer although there are a number of models that can adequately characterize the surface ( $\zeta$ potential and titratable charge). $(39,42,52-55)$ These models invoke the concept of site binding of inert ions or the existence of a surface gel layer. These in themselves provide further regulation of surface charge and potential. Here we have been interested mainly in studying the consequences and implications of surface regulation and it is not necessary at this stage to model the surface region with a more sophisticated theory. We anticipate that inclusion of these additional features would not drastically alter the main conclusions.
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## CHAPTER 2

DOUBLE LAYER INTERACTIONS UNDER SURFACE IONIZATION EQUILIBRIUM - DISSIMILAR SURFACES

## 1. INTRODUCTION

In a variety of situations that involve particles of colloidal dimensions, for instance, in fibrous bed filtration of emulsions, $(1,2)$ mineral flotation and separation, flocculation of mixed sols, and cell adhesion, (3) it is necessary to understand the interaction between dissimilarly charged particles.

In the previous chapter, we have considered in detail the electrical double layer interaction between two identically charged planar surfaces. We studied the interaction at equilibrium, in particular, where the surface charge and surface potential are related self-consistently by surface ionization processes. In essence, this approach includes the contribution of the surface chemical potential in the thermodynamic argument that connects the surface potential and the bulk concentration of potential determining ions (PDI). ( $10,17,27,28$ ) The constant potential and constant charge boundary conditions emerge as special limits. Here we extend this theory to include interacting dissimilar amphoteric surfaces.

The problem of interacting dissimilar double layers has been considered by a number of authors. ${ }^{(4-15,26)}$ In all instances, the constant charge or constant potential boundary condition was employed. It has been recognized for some time that these boundary conditions lead to an infinitely large surface potential or surface charge, as the case may be, at small inter-particle separations. This difficulty can be avoided by invoking some minimum cut-off in the separation ${ }^{(16)}$ or, perhaps more satisfactorily, by a proper consideration of the chemical potential
of adsorbed ionic species at the surface. ${ }^{(17,18-19)}$
It is interesting to note, in particular, the work of Bierman ${ }^{(17)}$ who derived a Langmuir-type isotherm describing the adsorption of cations. This theory gave the surface potential as a function of the surface concentration of adsorbed species, i.e. the surface charge. Although the mechanism of adsorption was not specified, he was able to conclude that for interacting planar double layers, the surface potentials become equal when the separation approaches zero while the surface charges become equal in magnitude but opposite in sign. In the special case where the two surfaces have the same isoelectric point, the surface potentials at zero separation are equal and are given by the Nernst equation (cf. results of the previous chapter). Both surface charges reduce to zero in this limit.

Using the notions developed in the preceding chapter, we consider the double layer interaction between two dissimilar amphoteric surfaces. As before, we adopt the idea that each surface develops a surface charge via dissociation equilibrium of the amphoteric surface groups. (20-23,27,28) The reactions may be written as:

$$
\begin{align*}
\mathrm{AH}_{2}^{+} & \rightleftharpoons \mathrm{AH}+\mathrm{H}^{+}  \tag{1.1}\\
\mathrm{AH} & \rightleftharpoons \mathrm{~A}^{-}+\mathrm{H}^{+} . \tag{1.2}
\end{align*}
$$

Although the discussion is independent of the type of PDI, we shall assume they are (univalent) hydrogen ions as, for example, in hydrous metallic oxides. (24) the concentration of surface species are given by some surface dissociation constants:

$$
\begin{align*}
& \frac{[\mathrm{AH}]\left[\mathrm{H}^{+}\right]_{\mathrm{s}}}{\left[\mathrm{AH}_{2}^{+}\right]}=\mathrm{K}^{+}  \tag{1.3}\\
& \frac{\left[\mathrm{A}^{-}\right]\left[\mathrm{H}^{+}\right]}{[\mathrm{AH}]}=\mathrm{K}_{-} . \tag{1.4}
\end{align*}
$$

The dissociation constants $\mathrm{K}_{+}, \mathrm{K}_{-}$are assumed to be only functions of temperature and pressure. The validity of equations (1.3) and (1.4) has been discussed in the previous chapter.

For $\mathrm{N}_{\mathrm{s}}$ surface groups per unit area, the net surface charge density is ( $e=$ protonic charge)

$$
\begin{equation*}
\sigma=\mathrm{eN}_{\mathrm{s}} \frac{\left[\mathrm{AH}_{2}^{+}\right]-\left[\mathrm{A}^{-}\right]}{[\mathrm{AH}]+\left[\mathrm{AH}_{2}^{+}\right]+\left[\mathrm{A}^{-}\right]} \equiv \mathrm{eN}_{\mathrm{s}} \alpha . \tag{1.5}
\end{equation*}
$$

The fraction $\alpha$, defined by equation (1.5), can assume any value between plus and minus one.

In the Gouy-Chapman approximation, which we shall adopt, the concentration of ionic species at any point is related to the bulk value by the Boltzmann factor $\exp (-\mathrm{e} \psi / \mathrm{kT})$. The electrostatic potential $\psi$ is measured with respect to the value at the reservoir (taken to be zero). In particular, the surface concentration of PDI is

$$
\begin{equation*}
\left[\mathrm{H}^{+}\right]_{\mathrm{s}}=\mathrm{H} \exp \left(-\mathrm{e} \psi_{\mathrm{s}} / \mathrm{kT}\right) \tag{1.6}
\end{equation*}
$$

where $H$ is the bulk concentration of PDI and $\psi_{S}$ is the surface potential. Combining equations (1.3), (1.4) and (1.6) the surface charge can be written as

$$
\begin{equation*}
\sigma=\mathrm{eN}_{\mathrm{s}} \frac{\left(\mathrm{H} / \mathrm{K}_{+}\right) \exp \left(-\mathrm{e} \psi_{\mathrm{s}} / \mathrm{kT}\right)-\left(\mathrm{K}_{-} / \mathrm{H}\right) \exp \left(\mathrm{e} \psi_{\mathrm{s}} / \mathrm{kT}\right)}{1+\left(\mathrm{H} / \mathrm{K}_{+}\right) \exp \left(-\mathrm{e} \psi_{\mathrm{S}} / \mathrm{kT}\right)+\left(\mathrm{K}_{-} / \mathrm{H}\right) \exp \left(\mathrm{e} \psi_{\mathrm{s}} / \mathrm{kT}\right)} . \tag{1.7}
\end{equation*}
$$

This is identical to equation (2.41) in the previous chapter. Given the dissociation constants, $K_{+}$and $K_{-}$which characterizes the surface, and the bulk concentration of PDI, equation (1.7) represents a canonical relationship between the values of the surface charge and the surface potential. It is used in place of the constant charge or potential boundary condition for solving the Poisson-Boltzmann (PB) equation that governs the distribution of the diffuse layer. If during the interaction
the surface potential changes from $\psi_{S}$ to $\psi_{S}^{\prime}$ the surface charge will change from $\sigma$ to $\sigma^{\prime}$, where $\left(\psi_{S}, \sigma\right)$ and $\left(\psi_{S}^{\prime}, \sigma^{\prime}\right)$ must satisfy equation (1.7). Thus equation (1.7) is an "equation of state" of the surface. It specifies all possible values of the "co-ordinate" $\left(\psi_{S}, \sigma\right)$.

It is instructive to rewrite equation (1.7) in the form

$$
\begin{equation*}
\sigma=\mathrm{eN}_{\mathrm{S}} \frac{\delta \sinh \left[\mathrm{e}\left(\psi_{\mathrm{N}}-\psi_{\mathrm{S}}\right) / \mathrm{kT}\right]}{1+\delta \cosh \left[\mathrm{e}\left(\psi_{\mathrm{N}}-\psi_{\mathrm{S}}\right) / \mathrm{kT}\right]} \equiv \mathrm{eN}_{\mathrm{S}} \alpha, \tag{1.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta=2 \times 10^{-\Delta \mathrm{pK} / 2}=2\left(\frac{\mathrm{~K}_{-}}{\mathrm{K}_{+}}\right)^{\frac{1}{2}} \tag{1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta \mathrm{pK}=\mathrm{pK}_{-}-\mathrm{pK}_{+} . \tag{1.10}
\end{equation*}
$$

We shall call the potential

$$
\begin{equation*}
\psi_{\mathrm{N}}=\frac{\mathrm{kT}}{\mathrm{e}} 2.303\left(\mathrm{pH}_{0}-\mathrm{pH}\right) \tag{1.11}
\end{equation*}
$$

the Nernst potential since it is related to the point-of-zero-charge ( pzc )

$$
\begin{equation*}
\mathrm{pH}_{0}=\frac{1}{2}\left(\mathrm{pK}_{+}+\mathrm{pK}_{-}\right) \tag{1.12}
\end{equation*}
$$

by the Nernst equation (1.11). We note from equation (1.8) that $\sigma \gtrless 0$ if $\psi_{\mathrm{S}} \lessgtr \psi_{\mathrm{N}}$ and $\sigma=0$ when $\psi_{\mathrm{S}}=\psi_{\mathrm{N}}$. When the surface potential is far away from the Nernst value, the surface charge attains the saturation values $\pm \mathrm{N}_{\mathrm{s}}$. In view of equations (1.10) to (1.12), the surface equation of state can be completely specified by the $\mathrm{pzc}\left(\mathrm{pH}_{0}\right)$ and $\Delta \mathrm{pK}$ together with the bulk pH or equivalently the Nernst potential.

In the next section, we shall formulate the problem of the double layer interaction between two planar amphoteric surfaces. (For particles of other geometries, we can use the Deryaguin approximation at close separations $(25,26,10)$ and the overlap approximation when the surfaces are far apart. (9) ( From the first integral of the PB equation
and the boundary condition, we can predict the behaviour of the repulsive pressure, surface potential and charge as a function of the separation. Our analysis is analogous to the method of isodynamic curves due to Deryaguin. (4) The interaction between surfaces having like signs at infinity (but different magnitudes in the charge and potential) is discussed in Section 3; that between unlike surfaces, in Section 4.

## 2. FORMULATION

Consider the general Poisson-Boltzmann ( PB ) equation that governs the electrostatic potential $\psi$ in an electrolyte:

$$
\begin{equation*}
\nabla^{2} \psi=-\frac{4 \pi e}{E} \sum_{i} n_{i} \nu_{i} \exp \left(-e \nu_{i} \psi / k T\right) \tag{2.1}
\end{equation*}
$$

In equation (2.1) $n_{i}$ is the bulk number density of ion types having valence $\nu_{i}$ and $\varepsilon$ is the dielectric constant of the solvent. For the onedimensional problem of two charged flat surfaces at $z=0$ (hereafter referred to as Surface 1) and at $z=L$ (Surface 2) interacting across the electrolyte, equation (2.1) can be written as

$$
\begin{equation*}
\frac{d^{2} \psi}{d z^{2}}=-\frac{4 \pi e}{E} \sum_{i} n_{i} \nu_{i} \exp \left(-e \nu_{i} \psi / k T\right) \tag{2.2}
\end{equation*}
$$

This has to be solved with the usual boundary conditions

$$
\begin{align*}
& \left.\frac{d \psi}{d z}\right|_{z=0}=-\frac{4 \pi}{\varepsilon} \sigma_{1}\left(\psi_{1}\right)  \tag{2.3}\\
& \left.\frac{d \psi}{d z}\right|_{z=L}=\frac{4 \pi}{\varepsilon} \sigma_{2}\left(\psi_{2}\right) \tag{2.4}
\end{align*}
$$

According to equation (1.7) the surface charges $\sigma_{1}, \sigma_{2}$ are functions of the surface potentials $\psi_{1}, \psi_{2}$ when we have dissociation equilibrium at the surface. The exact forms of the functions are determined by the dissocation constants of each surface and the bulk concentration of PDI.

A first integral of (2.2) yields

$$
\begin{equation*}
\left(\frac{\mathrm{d} \psi}{\mathrm{dz}}\right)^{2}=\frac{8 \pi \mathrm{kT}}{\varepsilon} \sum_{\mathrm{i}} \mathrm{n}_{\mathrm{i}}\left[\exp \left(-\mathrm{e} v_{\mathrm{i}} \psi / \mathrm{kT}\right)+\mathrm{C}\right] . \tag{2.5}
\end{equation*}
$$

Applying the boundary conditions, we get two equations for the surface potentials $\psi_{1}, \psi_{2}$ and the constant of integration C :

$$
\begin{align*}
& \sigma_{1}\left(\psi_{2}\right)=\frac{\varepsilon}{4 \pi}\left\{\frac{8 \pi k T}{\varepsilon} \sum_{i} n_{i}\left[\exp \left(-\mathrm{e} v_{i} \psi_{1} / \mathrm{kT}\right)+\mathrm{C}\right]\right\}^{\frac{1}{2}}  \tag{2.6}\\
& \sigma_{2}\left(\psi_{2}\right)=\frac{\varepsilon}{4 \pi}\left\{\frac{8 \pi \mathrm{kT}}{\varepsilon} \sum_{i} n_{i}\left[\exp \left(-\mathrm{e} v_{i} \psi_{2} / \mathrm{kT}\right)+\mathrm{C}\right]\right\}^{\frac{1}{2}} . \tag{2.7}
\end{align*}
$$

We observe that if electrical neutrality were to be preserved in the limit of small separations we must either have $\sigma_{1}=-\sigma_{2}$ or $\sigma_{1}=0=\sigma_{2}$ as $\mathrm{L} \rightarrow 0$. (17) In either case, both surface potentials must become the same in this limit (see equations (2.6) and (2.7)). Further if both $\sigma_{1}, \sigma_{2} \rightarrow 0$ as $\mathrm{L} \rightarrow 0$ both surface potentials must approach their own Nernst values (equation (1.8)), and this is only possible when both surfaces have the same $\mathrm{pzc}\left(\mathrm{pH}_{0}\right)$ but different $\triangle \mathrm{pKs}$ (to remain as dissimilar surfaces at infinity).

The repulsive pressure between the plates ( $\mathrm{P}>0$ implies repulsion) can be written in the physically perspicuous form

$$
\begin{equation*}
\mathrm{P}=k T \sum_{i} n_{i}\left[\exp \left(-e v_{i} \psi / k^{\prime} T\right)-1\right]-\frac{\varepsilon}{8 \pi}\left(\frac{d \psi}{d z}\right]^{2} . \tag{2.8}
\end{equation*}
$$

We can now use equation (2.5), giving

$$
\begin{equation*}
\mathrm{P}=-2 \mathrm{nkT}(\mathrm{C}+1), \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{n}=\frac{1}{2} \sum_{\mathrm{i}} \mathrm{n}_{\mathrm{i}} . \tag{2.10}
\end{equation*}
$$

It is well known ${ }^{(31)}$ that the second integration of the $P B$ equation requires a knowledge of whether

$$
\begin{equation*}
\text { (i) } \mathrm{C}<-1 \quad \text { (i.e. } \mathrm{P}>0 \text { repulsive) } \tag{2.11}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
|c|<1 \quad \text { (i.e. } P<0 \text { attractive) } \tag{2.12}
\end{equation*}
$$

or (iii) $C>1$ (i.e. $\mathrm{P}>0$ attractive)
because the integration procedure is different for each case. Therefore, a third relation between $\psi_{1}, \psi_{2}$ and $C$ can be obtained. This, together with equation (2.8) and (2.9) would enable us to obtain a complete solution of the problem.

Before proceding further, we shall make one simplifying assumption by considering only the case of a $1: 1$ electrolyte. The PB equation (2.2) now takes on the simpler form

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \psi}{\mathrm{dz}}=\frac{8 \pi n \mathrm{e}}{\varepsilon} \sinh (\mathrm{e} \psi / \mathrm{kT}) . \tag{2.14}
\end{equation*}
$$

A moment's reflection will reveal that only the three types of solution illustrated in Table 2.1 are allowed. These results will be useful in later discussions.

Table 2.1: Examples showing the three types of solutions allowed by the Poisson-Boltzmann equation together with some general relations between $\sigma$ and $\psi$.
I. Like changes and like potentials

If $\left|\sigma_{1}\right| \gtrless\left|\sigma_{2}\right|$ then $\left|\psi_{1}\right| \gtrless\left|\psi_{2}\right|$
 and vice versa.
II. Unlike changes and like potentials

If $\left|\sigma_{1}\right| \gtrless\left|\sigma_{2}\right|$ then $\left|\psi_{1}\right| \gtrless\left|\psi_{2}\right|$
 and vice versa.
III. Unlike changes and unlike potentials ${ }^{\psi}$ At $\psi=0, \frac{\mathrm{~d}^{2} \psi}{\mathrm{dx}}=0$.


For notational convenience, we introduce the reduced potential

$$
\begin{equation*}
\mathrm{y}=\mathrm{e} \psi / \mathrm{kT} \tag{2.15}
\end{equation*}
$$

the Debye screening parameter

$$
\begin{equation*}
k=\left(\frac{8 \pi n e^{2}}{\varepsilon \mathrm{kT}}\right)^{\frac{1}{2}}, \tag{2.16}
\end{equation*}
$$

and the dimensionless constant

$$
\begin{equation*}
r_{i}=\frac{k N_{s i}}{4 n}, \quad i=1,2 . \tag{2.17}
\end{equation*}
$$

The subscripts 1,2 will refer, as before, to surface 1 and 2. Equations (2.6) and (2.7) can now be written in the form

$$
\begin{align*}
n_{1}\left(y_{1}\right) \equiv-\frac{1}{2}(C+1) & =\frac{1}{2}\left(\cosh y_{1}-1\right)-\gamma_{1}^{2} \alpha_{1}^{2}\left(y_{1}^{2}\right) \\
& =\sinh ^{2}\left(y_{1} / 2\right)-\gamma_{1}^{2} \alpha_{1}^{2}\left(y_{1}\right)  \tag{2.18}\\
n_{2}\left(y_{2}\right) \equiv-\frac{1}{2}(c+1) & =\sinh ^{2}\left(y_{2} / 2\right)-\gamma_{2}^{2} \alpha_{2}^{2}\left(y_{2}\right) \tag{2.19}
\end{align*}
$$

where (cf. equations (1.5) and (1.8))

$$
\begin{equation*}
\alpha_{i}\left(y_{i}\right)=\frac{\delta_{i} \sinh \left(y_{N_{i}}-y_{i}\right)}{1+\delta_{i} \cosh \left(y_{N_{i}}-y_{i}\right)}, \quad i=1,2 . \tag{2.20}
\end{equation*}
$$

Since the pressure must be the same on both surfaces, the relation

$$
\begin{equation*}
\eta_{1}\left(y_{1}\right)=\eta_{2}\left(y_{2}\right) \tag{2.21}
\end{equation*}
$$

must hold for the functions $\eta_{1}, \eta_{2}$ defined by the above equations.

The key to solving the problem of interacting dissimilar amphoteric surfaces lies in understanding the interplay between the curve $\sinh ^{2}(y / 2)$ and the charge curves, $\gamma^{2} \alpha^{2}(y)$, of each surface. Therefore, it is important that we systematically characterize the manner in which these curves intersect each other. To begin with, let us plot $\sinh ^{2}(y / 2)$ and $\gamma^{2} \alpha^{2}(y)$ as a function of the surface potential $y$. (Subscripts 1 and 2 will be suppressed when we are considering a general surface. The surface potential $y$ under consideration should not be confused with the
potential at some general position $\mathrm{y}=\mathrm{y}(\mathrm{z})$. .) This is shown schematically in Figure 2.1. We have shown, without loss of generality, values of the concentration of PDI such that the Nernst potential, $y_{N}$, is positive. For ease of later discussions, it is useful to adopt the following nomenclature. Since $n(y)$ is the (vertical) difference between the two curves, we can delineate regions where $n>0,0>\eta>-1, n<-1$ corresponding to cases (i), (ii) and (iii) in equations (2.11) to (2.13). We label the points of intersection between the two curves (where $\eta=0$ ) as $\mathrm{a}, \mathrm{b}, \mathrm{c}$ and d with the corresponding potentials $\mathrm{y}_{\mathrm{a}}, \mathrm{y}_{\mathrm{b}}, \mathrm{y}_{\mathrm{c}}$ and $\mathrm{y}_{\mathrm{d}}$. The point a is defined as the intersection where $y_{a}$ falls between the origin and the Nernst potential $y_{N}$. Points $b$ and $c$ are the intersections where $y_{b}$ and $y_{c}$ have the same sign as $y_{N}$. Under some circumstances there may be no intersections $b$ and $c$ or the points $b$ and $c$ may coincide. The point of intersection on the opposite side of the origin to $y_{N}$ is labelled d.

For a single surface in equilibrium with a bulk solution containing a given concentration of PDI, there is no net force exerted on the surface. Therefore the pressure $P$ is identically zero, that is, $n=-\frac{1}{2}(C+1)=0$. Of the four points where $n=0$, only point $a$, where the surface charge and the surface potential have the same sign, satisfies the PB equation. Thus we obtain the general result that the surface potential of an isolated amphoteric surface always lies between zero and the Nernst potential. The only occasion when $y_{a}$ equals zero is when the Nernst potential is zero. That is, the concentration of PDI is at the point-of-zero-charge, $\mathrm{pH}=\mathrm{pH}_{0}$ and $\sigma=0$.

To study the electrostatic interaction between two dissimilar amphoteric surfaces, we need to examine the functions $\eta_{1}\left(y_{1}\right)$ and $\eta_{2}\left(y_{2}\right)$


Figure 2.1: A plot of the functions $\sinh ^{2}(y / 2)(--)$ and $\gamma^{2} \alpha^{2}(y)(-)$ showing the points of intersection between these curves, and the regions where the function $\eta(y)$ and the surface charge $\sigma$ is positive or negative.
given in equations (2.18) and (2.19). This is best accomplished by plotting (schematically) the two charge curves $\gamma_{1}^{2} \alpha_{1}^{2}(y), \gamma_{2}^{2} \alpha_{2}^{2}(y)$ and the function $\sinh ^{2}(\mathrm{y} / 2)$ on the same graph. See for example Figure $2.2 \mathrm{a}, \mathrm{b}$. We define $y^{*}$ to be the potential corresponding to that point of intersection of the two charge curves which falls in between the Nernst potentials $\mathrm{y}_{\mathrm{N}_{1}}$ and $\mathrm{y}_{\mathrm{N}_{2}}$.

The state of surface $i(i=1,2)$ can be identified with the co-ordinate $\left(y_{i}, \sigma_{i}\right)$. However, the values of the surface potential $\psi_{i}=k T y_{i} / e$ and the surface charge $\sigma_{i}$ cannot vary independently as they are related by equation (1.7) or (1.8). In other words, the state of each surface must correspond to some point ( $y, 0$ ) on its own charge curve $\gamma^{2} \alpha^{2}(y)$. As the surfaces approach each other, changes in the charge and potential at each surface due to the interaction can be envisaged as movements of these points along their own charge curves. Since the surfaces are interacting, the loci of these two points must be correlated. Firstly, the movement of these points must ensure that equation (2.21) (cf. equations (2.18) and (2.19)) is satisfied. Secondly, the values of $y_{1}$ and $y_{2}$ must satisfy the $P B$ equation. That is, the relationship between the charge and potential at each surface and between surfaces must fall within one of the three types listed in Table 2.1. Thus it is possible to obtain a description of the behaviour of the repulsive pressure, surface potential and charges as a function of separation by considering the charge curves $\gamma_{1}^{2} \alpha_{1}^{2}(y), \gamma_{2}^{2} \alpha_{2}^{2}(y)$ and the function $\sinh ^{2}(y / 2)$. Most of the results we are about to describe can be deduced from the fact that $\sinh ^{2}(y / 2)$ increases monotonically as $|y|$ increases and that the charge curves $\gamma^{2} \alpha^{2}(y)$ have an absolute minimum at $y=y_{N}$.


Figure 2.2a: Showing a typical arrangement of the charge curves of surface $1(-)$ and surface 2 (---) for surfaces having like (positive) signs at infinite separation. Note that $y_{N_{1}}<y^{*}<y_{N_{2}}$. Surface 1 is defined as the surface that has the lower Nernst potential $\left(y_{N_{1}}<y_{N_{2}}\right)$. The function $\sinh ^{2}(y / 2)$ is given in dashed lines (---).


Figure 2.2b: Showing a typical arrangement of the charge curves for surface 1 (-) and surface 2 (---) for surfaces having unlike signs at infinite separation. Note that $y_{N_{1}}<y *<y_{N_{2}}$. Surface 1 is defined as the surface that is negative at infinite separation $\left(y_{N_{2}}<0\right)$. The function $\sinh ^{2}(y / 2)$ is given in dashed lines ( $-\cdots$ ).

## 3. THE INTERACTION BETWEEN LIKE SURFACES

We have already shown in Section 2 that the surface potential of a single surface in isolation falls between zero and the Nernst value. Here we consider only those values of the bulk concentration of PDI where the Nernst potentials of each surface has the same signs. That is, both surfaces start off with the same sign at infinity. For the purpose of this analysis, we can assume without loss of generality that the surfaces are both positive and that surface 1 has a lower Nernst potential, i.e. $y_{N_{1}}<y_{N_{2}}$. (In fact, by reversing the sign of the Nernst potentials, negative surfaces can be "transformed" into positive ones and the following analysis will be applicable.)

For the interaction of surfaces having like signs at infinity, there are three distinct cases classified by the number of times that the repulsive pressure curve changes sign. Each is in turn determined by the position of $y^{*}$ as follows:

Case 1: $\quad y^{*} \leq y_{b_{1}}$
Case 2: $y_{b_{1}} \leq y^{*} \leq y_{c_{1}}$

Case 3: $\quad y_{c_{1}} \leq y^{*}$.
We shall consider each of these separately.

3a. Case 1

The appropriate charge curves for this case are given in Figure $3.1 \mathrm{a}, \mathrm{b}$. The characteristic feature of these sets of curves is that $y^{*}$ (the potential corresponding to the intersection of the two charge curves that falls in between the Nernst potentials) is less than $\mathrm{y}_{\mathrm{b}_{1}}$. This case also includes the situation where surface 1 (defined to


Figure 3.1a: Showing the relative positions between the charge curves curves for Case $1\left(y_{a_{1}}<y^{*}<y_{b_{1}}\right)$ for the situation where Surface 2 has the higher surface potential at infinite separation ( $y_{a_{2}}>y_{a_{1}}$ ).


Figure 3.1b: Showing the relative positions of the charge curves for Case 1 for the situation where Surface 1 has the higher surface potential at infinite separation $\left(y_{a_{1}}>y_{a_{2}}\right)$.
be the one with the lower Nernst potential) does not have the intersection points $b_{1}$ and $c_{1}$ as for example in Figure 3.2a.

Since the arguments involved in deducing the behaviour of the surfaces are rather tedious, we shall first summarize the results. The (schematic) variations with separation for the repulsive pressure $P$, surface charge and potential of each surface are given in Figures 3.3 and 3.4.
(i) In Case 1, the interaction is always repulsive, $\mathrm{P}>0$.
(ii) If the function $\eta_{1}\left(y_{1}\right)$ has a maximum in the range $y_{a_{1}} \leq y_{1} \leq y *$, then the pressure has a maximum $\left(\mathrm{P}^{\max }\right)$ at $y_{1}=\bar{y}_{1}$ say, where $\bar{y}_{1} \geq y_{N_{1}}$ (Figure 3.3); otherwise the pressure increases monotonically from zero at infinite separation to the final value $P^{*}$ at zero separation (Figure 3.4).
(iii) At zero separation, the surface potentials are equal and the surface charges are equal in magnitude but opposite in $\operatorname{sign}^{(17)}$ (cf. discussion in Section 1).

The results summarized in Figures 3.3 and 3.4 can be deduced from Figure 3.1 a,b if we bear in mind the discussion in Section 2 regarding the charge curves. We shall briefly summarize the main points:
(A) The surface charge and potential of each surface is related to each other by equations (1.7) or (1.8). A state of the surface, i.e. (y, $\sigma$ ), can be represented by a point on the charge curve $\gamma^{2} \alpha^{2}(y)$.
(B) Changes in the surface charge and potential due to interaction are described by the movement of this point along the charge curve.


Figure 3.2a: An example of the charge curves for Case 1 for the situation where the intersection point $b_{1}$ does not exist.


Figure 3.2b: An example of the charge curves for Case 1 for the situation where the two surfaces have the same Nernst potential $\left(y_{N_{1}}=y_{N_{2}}\right)$.


Figure 3.3: Case 1. Showing the main features and schematic variations of the pressure, surface potentials and surface charges as a function of the separation between the surfaces for the case where $\eta_{1}\left(y_{1}\right)$ has a maximum between $y_{a_{1}}$ and $y^{*}$ (see text). The potential and charge of Surface 1 are given in solid lines (-). Those of Surface 2 are given in dashed lines ( $-\cdots$ ) when $y_{a_{2}}>y_{a_{1}}$, and in dotted lines ( $\left.\cdot \cdot \cdot\right)$ when $\mathrm{y}_{\mathrm{a}_{2}}<\mathrm{y}_{\mathrm{a}_{1}}$.




Figure 3.4: Case 1. Showing the main features and schematic variations of the pressure, surface potentials and charges as a function of the separation between the surfaces for the case where $\eta_{1}\left(y_{1}\right)$ does not have a maximum between $y_{a_{1}}$ and $y^{*}$ (see text). The potentials and charge of Surface 1 are given in solid lines ( - ). Those of Surface 2 are given in dashed lines ( $-\cdots$ ) when $y_{a_{2}}>y_{a_{1}}$, and in dotted lines $(\cdots \cdot)$ when $\mathrm{y}_{\mathrm{a}_{2}}<\mathrm{y}_{\mathrm{a}_{1}}$.
(C) The loci of the points for each surface must together satisfy equation (2.21) and the $P B$ equation (cf. Table 2.1).
(D) The function $\sinh ^{2}(y / 2)$ increases monotonically as $|y|$ increases and similarly $\gamma^{2} \alpha^{2}(y)$ is a monotonic increasing function of $\left|y_{N}-y\right|$.

Using (A) - (D) above we now demonstrate how the results from Figure 3.3 can be deduced from Figure $3.1 \mathrm{a}, \mathrm{b}$. When the surfaces are far apart, we have already shown in Section 2 the potentials of Surface 1 and 2 are $y_{a_{1}}$ and $y_{a_{2}}$ respectively. Referring to the charge curves, we say Surface 1 is at the point $a_{1}$ and Surface 2 is at $a_{2}$. We first consider the case shown in Figure 3.2 a where $y_{a_{2}}>y_{a_{1}}$. We define

$$
\begin{equation*}
\sigma^{*}=\sigma_{2}\left(y^{*}\right)=-\sigma_{1}\left(y^{*}\right) \tag{3.1}
\end{equation*}
$$

and observe that the surface charges at infinite separation, $\sigma_{1}\left(y_{a_{1}}\right)$, $\sigma_{2}\left(y_{a_{2}}\right)$, obey the relations

$$
\begin{equation*}
\sigma_{2}\left(y_{a_{2}}\right)>\sigma^{*}, \quad \sigma_{1}\left(y_{a_{1}}\right) \tag{3.2}
\end{equation*}
$$

but $\sigma_{1}\left(y_{a_{1}}\right)$ can be greater than or less than $\sigma^{*}$.

As the surfaces approach each other and just beginning to interact, we know, by the overlap approximation that the surface potentials must increase and the interaction is repulsive. That is $\mathrm{P}>0$, $\eta_{1}\left(y_{1}\right)=\eta_{2}\left(y_{2}\right)>0$ (cf. equations (2.9), (2.18-(2.21)). Therefore both surfaces would move along its own charge curve towards their respective Nernst potentials. While the surface potentials increase, the surface charges decrease. This minimizes the interaction energy. As the surfaces approach the rate of change of the charge and potential of each surface with separation (i.e. the velocities along the charge curves)
must of necessity be difficult since the equality $\eta_{1}\left(y_{1}\right)=\eta_{2}\left(y_{2}\right)$ must be maintained at all times.

We assume that the function $\eta_{1}\left(y_{1}\right)$ has a maxima between $y_{a_{1}}$ and $y^{*}\left(y_{a_{1}} \leq y_{1} \leq y *\right)$; at $\bar{y}_{1}$ say. It is clear from point (D) above that $\bar{y}_{1}$ is between $y_{N_{1}}$ and $y^{*}\left(y_{N_{1}} \leq \bar{y}_{1} \leq y^{*}\right)$. Now, as the separation between the surfaces decreases, both surfaces would move closer to their Nernst potentials. When Surface 1 , which has the lower Nernst potential, reaches $y_{N_{1}}$ where its charge has decreased to zero, Surface 2 is still below its Nernst value with a finite and positive surface charge.

As the separation further decreases, the potential of Surface 1 continues to increase beyond $\mathrm{y}_{\mathrm{N}_{1}}$, but with a surface charge of opposite sign to that at infinity (cf. Figure 2.1). When Surface 1 reaches $\overline{\mathrm{y}}_{1}$ where $\eta_{1}\left(y_{1}\right)$ has a maximum, Surface 2 is at $\bar{y}_{2}$ where $\eta_{1}\left(\bar{y}_{1}\right)=\eta_{2}\left(\bar{y}_{2}\right)$. Again from point (D) we can deduce that

$$
\mathrm{y}^{*} \leq \overline{\mathrm{y}}_{2}<\mathrm{y}_{\mathrm{N}_{2}}
$$

As Surface 1 proceeds beyond $\bar{y}_{1}$ towards $y^{*}, \eta_{1}\left(y_{1}\right)$ can only
decrease. Hence Surface 2 must retrace its path along the charge curve from $\bar{y}_{2}$ and approach $y *$ from above. Therefore Surface 2, which has the higher Nernst potential, never reaches $y_{N_{2}}$ and so its surface charge always retain the same sign as that at infinite separation.

Now both surfaces must reach $y^{*}$ at the same time because $\eta_{1}(y *)=\eta_{2}\left(y^{*}\right)$. Here we have $\gamma_{1}^{2} \alpha_{1}^{2}\left(y^{*}\right)=\gamma_{2}^{2} \alpha_{2}^{2}\left(y^{*}\right)$ and the potentials are equal but the charges are equal and opposite. The surfaces cannot proceed beyond $y^{*}$ as this would violate the $P B$ equation (cf. Type II, Table 2.1). Clearly, the boundary conditions $y_{1}=y_{2}, \sigma_{1}=-\sigma_{2}$ can only be attained when the separation between the surfaces is zero.

The above results are summarized in Figure 3.3. The variations with separation of the charge and potential of Surface 1 are given in solid lines, and those of Surface 2 in dashed lines.

It will be shown that:
(iv) for interactions between surfaces having like signs at infinity, the surface with the lower Nernst potential would atways reach its Nernst potential and reverses the sign of its surface charge while the other surface never changes sign.

Obviously, this excludes the degenerate case where both surfaces have the same Nernst potential. In this instance, neither surface charge changes sign.

Now it is possible for Surface 2, which by definition has the higher Nernst potential, to have a lower surface potential than Surface 1 when they are far apart (see Figure 3.1b). It is clear from the figure that the surface charges at infinity obey the inequalities

$$
\sigma_{1}\left(y_{a_{1}}\right)>\sigma_{2}\left(y_{a_{2}}\right)>\sigma^{*} .
$$

If $\eta_{1}\left(y_{1}\right)$ has a maximum in $y_{a_{1}} \leq y_{1} \leq y^{*}$, the results for Surface 2 are given in dotted lines in Figure 3.3. These can be derived using the arguments given above. The only noticeable difference between this case ( $y_{a_{2}}<y_{a_{1}}$ ) and the previous case ( $y_{a_{2}}>y_{a_{1}}$ ) are the cross-over points between the charge and potential curves. These must occur when both $\sigma_{1}$ and $\sigma_{2}$ are greater than $\sigma^{*}$. The behaviour of the repulsive pressure and the properties of Surface 1 remain essentially the same for both cases.

If $n_{1}\left(y_{1}\right)$ does not have a maxima in the range $y_{a_{1}} \leq y_{1} \leq y *$, the interaction is still repulsive but there are no turning points in the pressure, potential and charge curve (Figure 3.4). The arguments needed
to deduce these results follow along the line of those given above. The results pertaining to Surface 1 are given in solid curves.

$$
\text { If } y_{a_{2}}>y_{a_{1}}\left(y_{N_{2}}>y_{N_{1}}\right) \text { the charges at infinite separation }
$$

satisfy

$$
\sigma_{2}\left(\mathrm{y}_{\mathrm{a}_{2}}\right)>\sigma^{*}, \quad \sigma_{1}\left(\mathrm{y}_{\mathrm{a}_{1}}\right)
$$

but $\sigma_{1}\left(y_{a_{1}}\right)$ can be greater or less than $\sigma^{*}$. The charge and potential for Surface 2 for this case are given in dashed lines.

If $y_{a_{2}}<y_{a_{1}}\left(y_{N_{2}}>y_{N_{1}}\right)$ the results for Surface 2 are given in dotted lines. Here $\sigma_{1}\left(y_{a_{1}}\right)>\sigma_{2}\left(y_{a_{2}}\right)>\sigma^{*}$ and the cross-over points in the potential and charge must occur when the charges of Surfaces 1 and 2 greater than $\sigma^{*}$.

When the Nernst potentials are very far apart (Figure 3.2a), the pressure may exhibit a local minimum after the maximum. However the pressure still remains positive for all separation (see Figure 3.5). The charges and potentials will have corresponding maxima and minima.

In the degenerate case where the surfaces have the same Nernst potential (i.e. the same pzc, see Figure 3.2b), e.g. identical surfaces, then $y^{*}=y_{N_{1}}=y_{N_{2}}$ and neither surface changes sign. The surface potentials start off at $\mathrm{y}_{\mathrm{a}_{1}}$ and $\mathrm{y}_{\mathrm{a}_{2}}$, and increase monotonically towards their Nernst values. The surface charges decrease monotonically to zero. At zero separation, both potentials are equal and surface charges are reduced to zero.

This completes the discussion on the various possible types of behaviour under Case 1.


Figure 3.5: Case 1. Showing the possibility of two turning points in the pressure curve when the Nernst potentials are far apart in the situation depicted in Figure 3.2a (see text).

3b. Case 2

The appropriate charge curves for this case are shown in
Figure 3.6. The characteristic feature of this set of curves is that

$$
\mathrm{y}_{\mathrm{b}_{1}}<\mathrm{y}^{*}<\mathrm{y}_{\mathrm{c}_{1}} .
$$

The variations with separation of the repulsive pressure $P$, surface potential and charge of each surface are given in Figures 3.7 and 3.8.

In Case 2 the interaction is initially repulsive ( $\mathrm{P}>0$ ) but becomes attractive $(P<0)$ as smaller separations. If $\eta_{1}\left(y_{1}\right)$ has a minimum between $y_{b_{1}}$ and $y^{*}$ then the pressure has a local minimum $\mathrm{P}^{\text {min }}<0$ at $y_{1}=\overline{\bar{y}}_{1}$ and $y_{2}=\overline{\bar{y}}_{2}$ say, where $\overline{\bar{y}}_{2} \leq \mathrm{y}$ *.

Let us now deduce the results in Figures 3.7 and 3.8 from the charge curves in Figure 3.6. As with Case 1, Surfaces 1 and 2 start at $a_{1}$ and $a_{2}$ respectively, and move along their charge curves towards their Nernst potentials as the surfaces approach. Clearly $\eta_{1}\left(y_{1}\right)$ has a maximum at some $\bar{y}_{1}$ where $y_{N_{1}} \leq \bar{y}_{1} \leq y_{b_{1}}$. This maximum corresponds to the maximum in the repulsive pressure. Thus as the potential of Surface 1 increases from $y_{a_{1}}$ to $y_{N_{1}}$ and then onto $\bar{y}_{1}$, its surface charge decreases to zero at $y_{1}=y_{N_{1}}$ and changes sign between $y_{N_{1}}$ and $\bar{y}_{1}$. Meanwhile the potential of Surface 2 increases steadily from $\mathrm{y}_{\mathrm{a}_{2}}$ to $\bar{y}_{2}$ where $\eta_{2}\left(\bar{y}_{2}\right)=n_{1}\left(\bar{y}_{1}\right)$ while the charge decreases from $\sigma_{2}\left(y_{a_{2}}\right)$ to $\sigma_{2}\left(\bar{y}_{2}\right)$. Since $\bar{y}_{2}<y_{N_{2}}$, the sign of the charge on Surface 2 does not change.

As Surface 1 now moves from $\bar{y}_{1}$ to $y_{b_{1}}, \eta_{1}\left(y_{1}\right)$ can only decrease; therefore Surface 2 must return along its charge curve towards $\mathrm{y}_{\mathrm{a}_{2}}$ increasing the charge and decreasing the potential. When Surface 1 reaches the point $b_{1}$, Surface 2 reaches $a_{2}$ where $\eta_{1}\left(y_{b_{1}}\right)=0=n_{2}\left(y_{a_{2}}\right)$ and the pressure is zero at this point.


Figure 3.6: Showing the relative positions of the charge curves for Case $2\left(y_{b_{1}}<y^{*}<y_{c_{1}}\right)$.


Figure 3.7: Case 2. Showing the main features and schematic variations of the pressure, surface potentials and charges as a function of the separation between the surfaces for the case where the pressure has a local minimum. The potential and charge of Surface 1 are given in solid lines ( - ; those of Surface 2 are given in dashed lines ( $-\cdots$ ).


Figure 3.8: Case 2. Showing the main features and schematic variations of the pressure, surface potentials and charges as a function of the separation between the surfaces for the situation where the pressure does not have a local minimum. The potential and charge of Surface 1 are given in solid lines (-); those of Surface 2 are in dashed lines (---).

Between $y_{b_{1}}$ and $y^{*}, n_{1}=\eta_{2}$ is negative which corresponds to attraction. Now $n_{1}\left(y_{1}\right)$ may have a minimum (i.e. $\left|n_{1}\left(y_{1}\right)\right|$ a maximum) for $\mathrm{y}_{\mathrm{b}_{1}} \leq \mathrm{y}_{1} \leq \mathrm{y}^{*}$. If this is indeed the case, the pressure will have a minimum turning point (see Figure 3.7). Corresponding to this, the potential of Surface 2 will decrease below $y^{*}$ and finally approaches $y^{*}$ from below. There will be a similar turning point for the charge on Surface 2.

If $n_{1}\left(y_{1}\right)$ does not have a minimum in $y_{b_{1}} \leq y_{1} \leq y^{*}$ the pressure just decreases monotonically after turning attractive (see Figure 3.8). Similarly the extra turning points in $\mathrm{y}_{2}$ and $\sigma_{2}$ would not occur.

From Figure 3.6 we obtain the following inequalities which hold for all separations

$$
y_{2}>y_{1}, \quad \sigma_{2}>\sigma_{1}
$$

and when the surfaces are far apart

$$
\begin{aligned}
& y_{a_{2}}>y^{*}>y_{a_{1}} \\
& \sigma^{*}>\sigma_{2}\left(y_{a_{2}}\right)>\sigma_{1}\left(y_{a_{1}}\right) .
\end{aligned}
$$

3c. Case 3

The charge curves pertaining to this case are given in
Figure 3.9. They are characterized by the inequality $y^{*}>y_{c_{1}}$. The variations with separation of the repulsive pressure, surface potential and charge of each surface are given in Figure 3.10. These results can be derived from the charge curves in Figure 3.9 by a similar consideration to that given in the previous two cases.

In Case 3 the interaction is initially repulsive ( $P>0$ ), then it turns attractive $(\mathrm{P}<0)$ and finally becomes repulsive again as the separation decreases from infinity to zero.


Figure 3.9: Showing the relative positions of the charge curves for Case $3\left(\mathrm{y}_{\mathrm{c}_{1}}<\mathrm{y}_{\mathrm{a}_{2}}\right)$.


Figure 3.10: Case 3. Showing the pressure, surface potentials and charges as a function of separation between the surfaces. The potentials and charge of Surface 1 are given in solid lines ( - ); those of Surface 2 are in dashed lines ( $-\cdots$ ).

We note that if $\mathrm{P}^{\max }<\mathrm{P}^{*}$ then the potential (charge) curve of Surface 2 would not extend above (below) $y^{*}$ ( $\sigma^{*}$ ) at the corresponding turning point.

## 4. THE INTERACTION BETWEEN UNLIKE SURFACES

In this section we consider those values of the bulk concentration of PDI where the signs of the Nernst potentials are different. This means that when the surfaces are far apart, the surfaces have different signs. Given two unlike surfaces, we can always make a transformation (e.g. reversing the signs of the potentials) so that Surface $1\left(y_{a_{1}}\right)$ is initially negative, Surface $2\left(y_{a_{2}}\right)$ is positive and that $y^{*}$ is also positive as well. (See for example Figure 2. 2 b .)

First let us define the nomenclature useful in describing how the charge curve of Surface 1 (the negative surface) intersects with the curve of $\sinh ^{2}(y / 2)$. This is done in Figure 4.1. Depending on the value of $y_{N_{1}}$ and $\Delta \mathrm{pK}$ of Surface 1 it is possible that only one of the points $d_{1}, e_{1}$ and $f_{1}$ exists. In this case we label this one point as $d_{1}$.

In general there are four distinct cases where the interactions are different. Again these are classified by the number of times the repulsive pressure changes sign when the separation varies from zero to infinity. These cases are determined by the position of $y^{*}$ and hence by the relative position and shape of the charge curve of Surface 2 (the positive surface). Each case is defined as follows:

$$
\begin{array}{ll}
\text { Case 1. } & 0 \leq y^{*} \leq y_{d_{1}} \\
\text { Case 2. } & y_{d_{1}} \leq y^{*} \leq y_{e_{1}} \\
\text { Case 3. } & y_{e_{1}} \leq y^{*} \leq y_{f_{1}} \\
\text { Case 4. } & y_{f_{1}} \leq y^{*} .
\end{array}
$$



Figure 4.1: Showing the relative positions between the function $\sinh ^{2}(y / 2)(-\cdots)$, the charge curve of Surface $1(-)$ and of Surface 2 (----) for:
(1) Case $1 \quad\left(y_{a_{1}}<y^{*}<y_{d_{1}}\right)$
(2) Case 2 $\left(\mathrm{y}_{\mathrm{d}_{1}}<\mathrm{y}^{*}<\mathrm{y}_{\mathrm{e}_{1}}\right)$
(3) Case $3 \quad\left(\mathrm{y}_{\mathrm{e}_{1}}<\mathrm{y}^{*}<\mathrm{y}_{\mathrm{f}_{1}}\right)$
(4) Case $4 \quad\left(y_{e_{1}}<y^{*}\right)$
when the surfaces have unlike signs at infinite separation.

We shall only outline how the given results can be deduced from the charge curve for Cases 1 and 2. The results of the other cases should be self evident.

4a. Case 1

In Case 1, where $0 \leq y^{*} \leq y_{d_{1}}$, the interaction is always attractive $(\mathrm{P}<0)$.

The behaviour of the repulsive pressure, the surface potential and charge are summarized in Figure 4.2. The results for Surface 1 are given in solid lines, and for Surface 2 in dashed and dotted lines. Referring to the curves for Case 1 in Figure 4.1 we can deduce these results.

When the surfaces are far apart, Surface 1 is at $a_{1}$ and Surface 2 is at $a_{2}$. As they approach each other, we know (e.g. by the overlap approximation) that the interaction is attractive, i.e. $\mathrm{P}<0$, $\eta_{1}=\eta_{2}<0$, and the surface potentials must decrease in magnitude. These conditions can be satisfied if both surfaces move along their charge curves towards $y=0$. This way the interaction energy is minimized (i.e. maximize attraction) by making the positive surface (2) more positive and the negative surface (1) more negative.

We observe that if $\eta_{1}\left(y_{1}\right)$ has a minimum $\left(\left|\eta_{1}\left(y_{1}\right)\right|\right.$ a maximum $)$ for some $\bar{y}_{1}\left(0 \leq \bar{y}_{1} \leq y^{*}\right)$ then there would be a minimum in the pressure and corresponding turning points in the potential and charge of Surface 2 see dashed lines in Figure 4.2. Otherwise, all quantities are monotonic in the separation (dotted lines).

We note that since $\bar{y}_{2}$, where $\eta_{1}\left(\bar{y}_{1}\right)=\eta_{2}\left(\bar{y}_{2}\right)$, is always positive, the potential of Surface 2 never changes sign. (This is in



Separation


Figure 4.2: Case 1. Variations of the pressure, surface potentials and surface charges with the distance of separation between the surfaces. The potential and charge of Surface 1 are shown in solid lines (-). Those of Surface 2 are given in dashed lines ( - - if the pressure has a minimum; otherwise they are given instead by the portions in dotted lines (...).
fact true in all cases of interaction between unlike surfaces.) On the other hand, the potential of Surface 1 always changes sign. It is worthwhile noting here for Cases $2-4$ that $y_{2}$ cannot rise above $y_{N_{2}}$; therefore the charge of Surface 2 also retains the same sign (positive).

At zero separation, the potentials are equal

$$
y_{1}=y^{*}=y_{2}
$$

and the charges are equal and opposite

$$
\sigma_{2}=\sigma^{*}=-\sigma_{1}>0 .
$$

4b. Case 2

In Case $2\left(\mathrm{y}_{\mathrm{d}_{1}} \leq \mathrm{y}^{*} \leq \mathrm{y}_{\mathrm{e}_{1}}\right)$ the interaction is initially attractive $(\mathrm{P}<0)$ but would eventually turn repulsive. The results are summarized in Figure 4.3.

Initially the surfaces start at $\mathrm{y}_{\mathrm{a}_{1}}$ and $\mathrm{y}_{\mathrm{a}_{2}}$ and move towards $y=0$ (cf. Case 1) and the interaction is attractive. Since $\eta_{1}\left(y_{1}\right)$ has a minimum for $0 \leq y_{1} \leq y_{d_{1}}$ there will be a minimum in the pressure and a corresponding turning in the potential of Surface 2 . When Surface 1 changes sign and reaches $y_{d_{1}}$ from below, $y_{2}$ returns to $y_{a_{2}}$. Here the pressure is zero $\left(\eta_{1}\left(y_{d_{1}}\right)=0=\eta_{2}\left(y_{a_{2}}\right)\right)$.

When Surface 1 now moves from $y_{d_{1}}$ to $y^{*}$ the interaction becomes repulsive. If $\eta_{1}\left(y_{1}\right)$ has a maximum between $y_{d_{1}}$ and $y^{*}$ the potential of Surface 2 will increase past $y^{*}$ and then return to approach $y^{*}$ from above. There will also be a similar maximum in the pressure curve (see dashed curves). If $\eta_{1}\left(y_{1}\right)$ does not have this maximum there would not be a final turning point for $y_{2}$ and $P$ (see dotted curves).


Figure 4.3: Case 2. Variations of the pressure, surface potentials and charges with the distance of separation between the surfaces. The potential and charge of Surface 1 are shown in solid lines ( - . Those of Surface 2 are given in dashed lines ( $-\cdots$ ) if the pressure has a local maximum; otherwise they are given instead by the portions in dotted lines (...).

Again at zero separation

$$
y_{1}=y^{*}=y_{2}>0
$$

and

$$
\sigma_{2}=\sigma^{*}=-\sigma_{1}>0 .
$$

4c. Case 3

In Case $3\left(\mathrm{y}_{\mathrm{e}_{1}} \leq \mathrm{y}^{*} \leq \mathrm{y}_{\mathrm{f}_{1}}\right)$, the interaction is at first attractive, then turns repulsive and finally becomes attractive again.

The variations with separation of the potential and charge of Surface 1 are given in solid lines in Figure 4.4. If $\eta_{1}\left(y_{1}\right)$ has a minimum $\left(\left|\eta_{1}\left(y_{1}\right)\right|\right.$ a maximum) for $y_{1}$ between $y_{e_{1}}$ and $y^{*}$ the behaviour of the pressure and the surface potential and charge of Surface 2 are given the dashed lines; otherwise the results in the dotted portions would hold.

We note that if $P^{m i n}$ is less than $P *$ then the potential (charge) of Surface 2 would extend below (above) $y^{*}$ ( $\sigma^{*}$ ) at the corresponding turning point.

4d. Case 4

Case 4 is characterized by the condition that $y_{f_{1}} \leq y^{*}$.
The behaviour of the pressure, surface charges and potentials are illustrated in Figure 4.5 - solid lines for Surface 1, dashed lines for Surface 2. In the degenerate case where points $e_{1}$ and $f_{1}$ do not exist, the portions of the curves indicated by dotted lines should hold for the various quantities.

If $P^{\max }>P *$ the corresponding turning points for $y_{2}$ and $\sigma_{2}$ will extend beyond $y^{*}$ and $\sigma^{*}$.


Figure 4.4: Case 3. Variations of the pressure, surface potentials and charges with the distance of separation between the surfaces. The potential and charge of Surface 1 are shown in solid lines ( $\quad$ ). Those of Surface 2 are given in dashed lines ( $-\cdots$ ) if the pressure has two local minima. If there is only one local minimum, the portions in dotted lines (...) would apply.


Figure 4.5: Case 4. Variations of the pressure, surface potentials and charges with the distance of separation between the surfaces. The potential and charge of Surface 1 are shown in solid lines ( - ). Those of Surface 2 are in dashed lines ( - ). If the intersection points $d_{1}$ and $e_{1}$ do not exist, this is equivalent to the Case 2 dotted lines (....) (cf. Figure 4.3).

This completes the discussion of all possible types of double layer interactions between dissimilar amphoteric surfaces under dissociation equilibrium. Although the above discussion cannot give the actual values of the pressure and potentials, etc., yet relative magnitudes of the surface potentials and charges and all the interesting features of the pressure curve can be elucidated. To obtain numerical. values, we need to solve the $P B$ equation. We show how this can be done in the next section.

## 5. METHOD OF SOLUTION

For a 1:1 electrolyte, the first integral of the $P B$ equation (2.5) has the form

$$
\begin{equation*}
\frac{1}{2}\left(\frac{d y}{d z}\right)^{2}=k^{2}(\cosh y+C) \tag{5.1}
\end{equation*}
$$

To obtain a second integral, we need to know the value of the constant of integration C. The solutions, in terms of Jacobi elliptic functions or elliptical integrals, $(32,33)$ are different depending on whether (i) $\mathrm{C}<-1$, (ii) $|\mathrm{C}|<1$, or (iii) $\mathrm{C}>1$. These solutions are well known and they can be written in terms of the reduced variable

$$
\begin{equation*}
\phi(z)=\exp (-\mathrm{e}|\psi(\mathrm{z})| / 2 \mathrm{kT}) \tag{5.2}
\end{equation*}
$$

(i) $\mathrm{C}<-1$ Repulsive

$$
\begin{equation*}
\phi(z)=\phi_{0} c d\left(\frac{k\left(z-z_{0}\right)}{2 \phi_{0}} ; \phi_{0}^{2}\right), \tag{5.3}
\end{equation*}
$$

where $\phi_{0}=\phi\left(z_{0}\right)$ and at $z=z_{0}$

$$
\begin{equation*}
\left.\frac{d \psi}{d z}\right|_{z=z_{0}}=0 \tag{5.4}
\end{equation*}
$$

Here $z_{0}$ can be inside or outside the range $z=0$ to $L$.
(ii) $|C|<1$ Attractive

$$
\begin{equation*}
\frac{1-\phi^{2}(z)}{1+\phi^{2}(z)}=\left(\frac{1+C}{2}\right)^{\frac{1}{2}} \operatorname{sd}\left\{\kappa\left|z-z_{0}\right| ;\left(\frac{1-C}{2}\right)^{\frac{1}{2}}\right\} \tag{5.5}
\end{equation*}
$$

where at $z=z_{0}$, the potential $\psi\left(z_{0}\right)=0$, that is $\phi_{0}=\phi\left(z_{0}\right)=1$.
(iii) $C>1$ Attractive

$$
\begin{equation*}
\phi(z)=\phi_{0} \operatorname{sc}\left(\frac{1}{2} K\left(\sqrt{1-\phi_{0}^{4}}\right)-\frac{k\left|z-z_{0}\right|}{\phi_{0}} ;\left(1-\phi_{0}^{4}\right)^{\frac{1}{2}}\right) . \tag{5.6}
\end{equation*}
$$

Here $\mathrm{K}(\mathrm{k})$ is the complete elliptic integral of the first kind of modulus k. The constant $C$ is given by

$$
\begin{equation*}
c=\frac{1}{2}\left(\phi_{0}^{2}+\phi_{0}^{-2}\right) \tag{5.7}
\end{equation*}
$$

and at $z=z_{0}, \psi\left(z_{0}\right)=0$. Equation (5.7) is suitable for $0<z_{0}<L$. For $z_{0}$ outside 0 to L , it is convenient to write the solution in the form

$$
\begin{array}{rlrl}
\phi(z) & =\phi_{0} \operatorname{sc}\left\{\operatorname{sc}^{-1}\left(\frac{\phi_{1}}{\phi_{2}}\right)-\frac{k z}{2 \phi_{0}} ; \sqrt{1-\phi_{0}^{4}}\right\}, & & z>z_{0} \\
& =\phi_{0} \operatorname{sc}\left\{\operatorname{sc}^{-1}\left(\frac{\phi_{1}}{\phi_{2}}\right)+\frac{k z}{2 \phi_{0}} ; \sqrt{1-\phi_{0}^{4}}\right\}, & z<z_{0}, \tag{5.9}
\end{array}
$$

where $\phi_{1}=\phi(z=0)$. In equations (5.3), (5.5), (5.6), (5.8) and (5.9) $\mathrm{cd}(\mathrm{x} ; \mathrm{k}), \mathrm{sd}(\mathrm{x} ; \mathrm{k})$ and $\mathrm{sc}(\mathrm{x} ; \mathrm{k})$ are Jacobi elliptic functions of argument x and modulus $\mathrm{k}, \mathrm{sc}^{-1}$ is the inverse function of sc with the same modulus. These solutions match up at the transition points $c= \pm 1$, as expected.

From equations (2.18) - (2.20) we can solve for values of the surface potentials at $C=-1,1$, i.e. at $\eta_{1}=n_{2}=0,-1$. Putting the appropriate values of the reduced potentials $\phi_{1}$ and $\phi_{2}$ at $C=-1$ $\left(n_{1}=n_{2}=0\right)$ into equation (5.3) we can eliminate $z_{0}$ to give

$$
\begin{equation*}
{ }^{(k L)}{ }_{C=-1}=2 \tanh ^{-1}\left(\frac{\left|\phi_{1}-\phi_{2}\right|}{1-\phi_{1} \phi_{2}}\right) \tag{5.10}
\end{equation*}
$$

The length (L) $C_{C=-1}$ is the value of the separation where the transition from $C<-1$ to $|C|<1$ takes place.

Similarly from equations (2.18) - (2.20) we can obtain the
potential of Surfaces 1 and 2 at $C=1$ is $n_{1}=-1=n_{2}$. Using these values in equation (5.5) and setting $C=1$, we can eliminate $z_{0}$ to get

$$
\begin{equation*}
F_{2}= \pm\left[\left(1-F_{1}^{2}\right)^{\frac{1}{2}} \sin (k L) \mp F_{1} \cos (k L)\right] \text { for } L>z_{0} \text {, } \tag{5.11}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{i}=\frac{1-\phi_{i}^{2}}{1+\phi_{i}^{2}}, \quad i=1,2 \tag{5.12}
\end{equation*}
$$

This gives us the separation where the transition from $|C|<1$ to $C>1$ occurs.

Hence given the dissociation constants for each surface, the bulk concentration of PDI and the ionic strength, we know which of the types of solutions (i), (ii) or (iii) to use for a given value of the separation L. This then gives us a complete solution of the problem. The qualitative descriptions given in the previous sections will enable us to keep track of the signs and relative magnitudes of the potentials and charges. Further it also helps in determining the position of $z_{0}$, that is, whether $z_{0}<0,0<z_{0}<L$ or $z_{0}>L$, and choose the appropriate solutions for the cases $|\mathrm{C}|<1$ and $\mathrm{C}>1$.

The numerical solutions of the various cases listed are presently under investigation.

## 6. DISCUSSION

In a practical situation, the dissociation constants of the surfaces are fixed, only the concentration of PDI can be varied (provided the particles do not dissolve at extreme concentrations of PDI!). In terms of the charge curves, this means that the relative positions of the two Nernst potentials are fixed. Any variations in the concentration of PDI merely shift both charge curves relative to $\sinh ^{2}(y / 2)$ by the same
amount. From the definition of the Nernst potential (assuming $H^{+}$are the PDI)

$$
\begin{equation*}
\mathrm{y}_{\mathrm{N}}=2.303\left(\mathrm{pH}_{0}-\mathrm{pH}\right)=2.303 \Delta \mathrm{pH}, \tag{6.1}
\end{equation*}
$$

we see that $y_{N}$ is proportional to the change in pH . Therefore, for like (positive, say) surfaces the effect of decreasing pH can be described by the curves in Figure 6.1 a,b.

In Figure 6.1a, $\mathrm{y}_{\mathrm{N}_{1}}$ and $\mathrm{y}_{\mathrm{N}_{2}}$ are close together. As pH increases we pass from Case $1\left(\mathrm{pH}_{1}\right)$ to Case $2\left(\mathrm{pH}_{2}\right)$. However when $\mathrm{y}_{\mathrm{N}_{1}}$ and $\mathrm{y}_{\mathrm{N}_{2}}$ are sufficiently far apart, Figure 6.1b, we pass from Case $1\left(\mathrm{pH}_{1}\right)$ to Case $3\left(\mathrm{pH}_{3}\right)$ to Case $2\left(\mathrm{pH}_{2}\right)$ as pH increases. Clearly we can only consider pH values smaller than the pzc of Surface 1 (the surface with the lower pzc) otherwise we would not have like positive surfaces! Thus on a plot of pH versus separation, we can construct regions where the interaction is attractive or repulsive. In Figure $6.2 \mathrm{a}, \mathrm{b}$ we have constructed such diagrams corresponding to the situations in Figure 6.1 $\mathrm{a}, \mathrm{b}$. The lines delineating the attractive and repulsive regions can be obtained from equation (5.10) for various pH values. Notice that when we are at the pzc of Surface 1 , the interaction is always attractive.

We have developed a method whereby we can analyse the main features of the force curve due to double layer interaction between two dissimilar amphoteric surfaces under dissociation equilibrium. The resultant free energy of interaction must of necessity be the lowest possible since equilibrium is assumed to be maintained throughout the approach of the particles. Depending on the characteristics of each surface, it is possible to obtain force barriers and minima in the repulsive pressure from just the electrostatics alone. When combined with the contributions from van der Waals interactions (which in itself may be repulsive and/or attractive) to form the total force curve needed


Figure $6.1 \mathrm{a}, \mathrm{b}:$ Showing the relative positions of the charge curves and the function $\sinh ^{2}(\mathrm{y} / 2)$ as the bulk concentration of PDI (bulk pH ) is varied.



Figure $6.2 \mathrm{a}, \mathrm{b}:$ Showing the schematic variation of the regions of repulsion and attraction for given values of bulk pH (PDI) and separation (see text).
in DVLO theory of colloid stability, very interesting interplay between these two contributions may be observed.

We have only used the Gouy-Chapman model for the double layer so we do not expect the present theory to be a good description of real systems. Several successful models have been proposed to describe the inner region of the double layer at amphoteric surfaces. $(21,22,27)$ These models also use the concepts of surface dissociation giving rise to the surface charge. In addition, new effects such as the binding of inert ions or the existence of a gel layer have been included. These new features are in themselves charge and potential regulating. Thus by using the Gouy-Chapman model, we have embraced all the basic physical principles behind equilibrium interaction. The main features predicted here are essentially correct.

When the collision time is too fast for the surfaces to regulate, the constant charge approximation then becomes valid. Here the charge curves are horizontal (constant charge for all potentials). At constant charge, we expect the interaction between surfaces with
(i) like charges to be always repulsive
(ii) unlike charges to be attractive at large separations and repulsive at small separations - except when the surfaces have equal and opposite charges where the interaction is then always attractive.

The pressure will always diverge at small separations except for the "equal and opposite situation" where it remains finite.

When the regulation of potential is perfect, i.e. constant pontential, the charge curve is essentially an infinitely narrow "V" centred at the Nernst potential. There are no saturation plateaux when
the potential is far from the Nernst value. Under constant potential interaction, surfaces (at infinity) with
(i) unlike potentials will always attract
(ii) like (but not identical) potentials will repel at large separations and attract at small separations. Identical surfaces however will always repel.

The pressure is again divergent at small separations except for that between identical surfaces.

Of the various cases given for interaction between like and unlike surfaces under regulation, Case 3 for like surfaces and Cases 3 and 4 for unlike surfaces (Figures $3.10,4.4,4.5$ ) cannot be predicted by the constant potential or constant charge approximation. If the equilibrium interaction is possible these cases may be observable.

A possible application of theory is to consider a mixture of three different sols $1,2,3$ (all positive) that is stable at some given pH . That is, all the interaction $1-2,1-3,2-3$ are all purely repulsive (see Figure 6.3a). Now by increasing the pH we can make the $1-3$ interaction unstable with respect to heterocoagulation (see Figure 6.3b), while $1-2$ and $2-3$ are still stable. Thus by adjusting the bulk pH we have a mechanism of separating the sols 1 and 3 from 2.


Figure 6.3: An illustration of how "selective coagulation" can be brought about by changing the bulk pH (PDI) (see text).
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## PART II

the conformation of macromolecules

## CHAPTER 1

PHASE TRANSITIONS IN POLYMER SOLUTIONS AND THE PREDICTION OF a TEMPERATURES

## 1. INTRODUCTION

Interest in the study of polymer conformation arises from the diverse practical situations where polymers are involved: in industry (paint, adhesion, lubrication), in technology (soil improvement, effluent treatment) and in biology (conformation and adsorption of macromolecules and polyelectrolytes) - just to name a few examples. In this chapter, we shall consider some aspects of a polymer in dilute solution; and in the next, some of the salient features of an adsorbed polymer.

One of the central problems in the theory of dilute polymer solutions is the effect of intra-molecular forces on the shapes and sizes of the polymer chains. (1) It has been shown that polymer chains in dilute solution would tend to avoid configurations in which the domains of different chains overlap extensively. (2) Therefore, a reasonable model of dilute polymer solutions can be obtained by neglecting intermolecular interactions and considering only the effect of intra-molecular and polymer-solvent interactions on the configurations of a single isolated chain.

Following Flory, ${ }^{(3)}$ we classify intra-molecular interactions into short-range and long-range effects. By short-range effects, we include restrictions on bond angles, rotational hindrances, and interferences due to finite size or "hard-core" volume exclusion effects of individual segments or monomer units. These factors are properties of the polymer molecule alone and they exist under all conditions, independent of the environment of the polymer. The single isolated polymer molecule in solution is also subjected to osmotic action of the
surrounding solvent. That is, long-range solvent-polymer and polymerpolymer interactions also determine the conformation of the polymer. These interactions are of electrostatic (e.g. polyelectrolytes in ionic solution) or electrodynamic (e.g. van der Waals or dispersion forces) in origin; therefore, long-range effects are dependent upon the environment of the polymer. In particular they are functions of temperature, and of the electrostatic and dielectric properties of the materials involved.

The presence of long-range interactions expands or contracts the polymer about those configurations determined only by short-range effects. An elastic reaction (not unlike that induced on deforming rubber) consequently develops and balances the osmotic forces to maintain equilibrium. Since polymer-solvent and polymer-polymer interactions are temperature-dependent it is possible that, in certain solvent/polymer systems, there is some temperature $\theta$ at which the long-range interactions exactly cancel all short-range excluded volume effects and the polymer behaves like a random flight chain. The residual bond angle restrictions and rotational hindrances can be handled by replacing these effects by an "equivalent" random flight chain with a new effective step size. (4)

Of the various conformational properties of an isolated polymer that can be extracted from experiments such as light scattering and intrinsic viscosity measurements, the mean square radius, $\left\langle\mathrm{r}^{2}\right\rangle$, has received a considerable amount of attention. Mathematically the problem of an interacting polymer has been formulated as a self-avoiding random walk, a problem of considerable complexity. Especially as a result of Edwards' paper ${ }^{(5)}$ some real progress has been made towards the solution of the self-avoiding walk problem. It seems generally agreed by theorists ${ }^{(6)}$ and confirmed by experiments ${ }^{(7)}$ and computer simulations ${ }^{(8-17)}$ that the original prediction of Flory ${ }^{(18-21)}$ namely,
for a positive excluded volume effect $\left\langle\mathrm{r}^{2}\right\rangle \sim \mathrm{N}^{6 / 5}$, where N is the number of monomer units in the polymer, is correct. This is in contrast with the volumeless random flight result $\left\langle r^{2}\right\rangle \sim N$ which occurs at the $\theta$ point. And depending whether or not polymer-solvent interactions are favoured over polymer-polymer interactions, the net result will be a positive or negative excluded volume (self-avoidance) effect.

In this chapter we study the contribution of dispersion forces to the long-range interactions in dilute polymer solutions. Using the simplified version of Edwards' analysis ${ }^{(5)}$ as given by de Gennes (22) together with the notion of the dispersion self-energy of a molecule developed by Mahanty and Ninham, (23) we demonstrate how the polymer segment density $p(\underset{\sim}{r})$ can be determined self-consistently and how the transition from $\left\langle\mathrm{r}^{2}\right\rangle \sim \mathrm{N}^{6 / 5}$ to $\left\langle\mathrm{r}^{2}\right\rangle \sim \mathrm{N}$ takes place. The theory is then applied to real polymer/solvent systems to demonstrate how dielectric and spectroscopic properties can be used to provide a criterion for $\theta$ solvents, and data from handbooks are used to test the conclusions of the theory.

## 2. de GENNES' FORMULATION

Consider an "ideal" volumeless polymer. The equilibrium configuration of a polymer is determined by distortions due to long-range polymer-polymer and polymer-solvent interactions and by elastic reactions as a result of entropy losses. In de Gennes' Eormulation (22) the entropic part of the free energy is related, in a mean field approximation, to an external potential which expands or contracts the polymer.

The polymer is pictured as a collection of beads located at positions ${\underset{\sim}{r}}_{1},{\underset{r}{2}}_{2}, \ldots,{\underset{E}{N}}^{N}$, held at a fixed distance $a=|\underset{\sim}{r}+1-\underset{\sim}{r}|$ apart. In the presence of an external force field, the mean orientation of the $(n, n+1)$ link is $\left\langle{\underset{\sim}{r}}_{n+1}-{\underset{\sim}{n}}_{n}\right\rangle \equiv{\underset{\sim}{n}}_{u}^{n}$. For small orientational distortion of the $\operatorname{link}|\underset{\sim}{u}| \ll a$, when $\underset{n_{n}}{u}=0$ corresponding to complete orientational. disorder, the associated decrease in entropy is ${ }^{(22)}(k=$ Boltzmann constant)

$$
\begin{equation*}
\Delta S_{n}=-\frac{3 k}{2 a^{2}} u_{n}^{2} \tag{2.1}
\end{equation*}
$$

For if $\tilde{p}(\theta)$ denotes the probability of finding the mean orientation $\underset{\sim}{u}$ at angle $\theta$, the most general form for $\tilde{p}$ leading to a small polarization $\underset{\sim}{\sim}$ ( $u \ll a$ ) is ${ }^{\text {(22) }}$

$$
\begin{equation*}
\tilde{p}(\theta)=\frac{1}{2}\left(1+3\left(\frac{u}{a}\right) \cos \theta+\left(\frac{u}{a}\right)^{2} \mathrm{f}(\theta)+\ldots\right) \tag{2.2}
\end{equation*}
$$

with $f(\theta)$ arbitrary except the normalization of $\tilde{p}$

$$
\begin{equation*}
\int_{0}^{\pi} \tilde{p}(\theta) \sin \theta d \theta=1 \tag{2.3}
\end{equation*}
$$

requires that

$$
\begin{equation*}
\int_{0}^{\pi} f(\theta) \sin \theta d \theta=0 \tag{2.4}
\end{equation*}
$$

The entropy of the link is (24)

$$
\begin{equation*}
S=-k \int_{0}^{\pi} \tilde{p}(\theta) \ln \tilde{p}(\theta) \sin \theta d \theta \tag{2.5}
\end{equation*}
$$

which to leading order in $u$ is the result given in equation (2.1).

With this decrease in entropy, the corresponding change in free
energy is

$$
\begin{equation*}
\Delta G_{n}=-T \Delta S_{n}=\frac{3 k T}{2 a^{2}} u_{n}^{2} \tag{2.6}
\end{equation*}
$$

The total change in the free energy

$$
\begin{equation*}
G=\frac{3 k T}{2 a^{2}} \sum_{n}(\underset{\sim n+1}{r}-\underset{\sim 1}{r})^{2} \tag{2.7}
\end{equation*}
$$

can be obtained by summing over all links. Differentation of the free energy with respect to $\underset{\sim}{r}$ yields the force acting on the $n^{\text {th }}$ bead. In the continum limit this force is

$$
\begin{equation*}
\underset{\sim}{F}(\underset{\sim}{r})=-\frac{\partial G}{\partial \underset{\sim}{r}} \rightarrow \frac{3 k T}{a^{2}}\left(\frac{\partial^{2} r}{\partial n^{2}}\right) \text {. } \tag{2.8}
\end{equation*}
$$

This expression may be integrated to give

$$
\begin{equation*}
\phi(r)-\frac{3 k T}{2 a^{2}}\left(\frac{\partial r}{\partial n}\right)^{2}=\text { constant } \tag{2.9}
\end{equation*}
$$

if the force can be derived from a potential:

$$
\underset{\sim}{F}=-\nabla \phi .
$$

In dealing with the excluded problem, de Gennes (22) shows that $\phi(\underset{\sim}{r})$ is proportional to $p(\underset{\sim}{r})$ the average segment or bead density at $\underset{\sim}{r}$. Further, if one assumes radial symmetry, the number of segments in the range $r$ to $r+d r$ is

$$
\begin{equation*}
d n=4 \pi r^{2} p(r) d r \tag{2.10}
\end{equation*}
$$

The average bead density $p(r)$ is defined such that $N$, the total number of beads, is given by

$$
\begin{equation*}
N=\int_{0}^{\left\langle r^{2}\right\rangle^{\frac{1}{2}}} 4 \pi r^{2} p(r) d r \tag{2.11}
\end{equation*}
$$

Hence by setting

$$
\begin{equation*}
\phi(r)=k T \vee p(r), \tag{2.12}
\end{equation*}
$$

where $v$ is the "excluded volume parameter", $p(r)$ may be determined selfconsistently. If the excluded volume parameter is a constant, substitution of equation (2.12) and (2.10) into (2.9) (with constant $=0$ ) gives $p(r) \sim r^{-4 / 3}$ which from (2.11) yields $\left\langle r^{2}\right\rangle \sim N^{6 / 5}$ and no $\theta$ point exists.

## 3. DISPERSION SELF-ENERGY AND POLYMER CONFORMATION

To examine the role of dispersion interactions in determining polymer conformations in real polymer-solvent systems we require an expression for $\phi(r)$ as the equivalent one-body potential of a polymer segment. This potential must be temperature- and density-dependent and should be expressed in terms of the dielectric properties of the polymer solution. In principle, knowledge of the dielectric properties of the solvent and polymer should provide implicitly a good description of the polymer-polymer, polymer-solvent and solvent-solvent interactions which are ultimately responsible for the chain configuration.

We confine our attention to non-aqueous solvents, where dispersion forces are the dominant interaction mechanism. Then with each polymer segment, we identify the one-body potential with its dispersion self-energy.

The dispersion self-energy of a molecule in vacuum can be defined as the change in energy due to coupling with the electromagnetic field. When in the presence of a material medium, this field is modified by the surrounding molecules, and the self-energy of the molecule will include all interactions with itself and with the molecules of the medium. In the regime where linear response theory is valid, this self-energy i.s (23)

$$
\begin{equation*}
G=\frac{4 \pi}{b^{3} \pi^{3 / 2}} k T \sum_{n=0}^{\infty} \frac{\alpha\left(i \xi_{n}\right)}{\varepsilon\left(i \xi_{n}\right)}, \tag{3.1}
\end{equation*}
$$

where $\alpha$ and $E$ are respectively the frequency dependent (isotropic) polarizability of the molecule and the homogeneous, isotropic dielectric susceptibility of the medium. The constant $b$ is a measure of the size of the molecule. The summation is over imaginary frequencies, $i \xi_{\mathrm{n}}=i 2 \pi n k T / \hbar$ with $k$ the Boltzmann constant, $T$ the absolute temperature, $2 \pi h^{\text {Planck's }}$
constant and the prime over the summation sign indicates half weight for the $\mathrm{n}=0$ term.

A detailed discussion of the concept of self-energy and the derivation of equation (3.1) is given in reference (23).

If the polarizability $\alpha_{p}$ of each bead, of radius $b$, is assumed to be isotropic, the self-energy per bead is

$$
\begin{equation*}
G_{P}=\frac{4 \pi}{b^{3} \pi^{3 / 2}} k T \sum_{n=0}^{\infty} \frac{\alpha_{p}\left(i \xi_{n}\right)}{\varepsilon_{m}\left(i \xi_{n}\right)}, \tag{3.2}
\end{equation*}
$$

where $\varepsilon_{m}$ is the dielectric susceptibility of the solution. $G_{p}$ provides a measure of the interaction between the polymer segment and the solvent as well as the interaction between the polymer segment and all other such segments.

To be precise, one should take into account the spatial distribution of polymer segments, that is spatial variations in $\varepsilon_{m}$ when evaluating the self-energy. This can be accomplished as follows. The dispersion self-energy of a molecule given by equation (3.2) is derived from a Green function $G\left(\underset{\sim}{r},{\underset{\sim}{r}}^{\prime} ; w\right)$ which for a homogeneous medium satisfies the equation

$$
\begin{equation*}
\varepsilon_{m} \nabla^{2} G=\delta\left(\underset{\sim}{r}-{\underset{\sim}{r}}^{\prime}\right) \tag{3.3}
\end{equation*}
$$

If the dielectric susceptibility of the medium $\varepsilon_{m}$ is a function of spatial co-ordinates (e.g. due to a spatial distribution of polymer segments) the equation for $G$ should be

$$
\begin{equation*}
\varepsilon_{m} \nabla^{2} G+\nabla \varepsilon_{m} \cdot \nabla G=\delta\left({\underset{\sim}{r}}^{r}-{\underset{\sim}{r}}^{\prime}\right) \tag{3.4}
\end{equation*}
$$

Provided the polymer solution is dilute (typically the density of beads within the polymer domain is $\sim 1 \%)^{(25)}$ we may write ${ }^{(26)}$ $\varepsilon_{\mathrm{m}}=\varepsilon_{\mathrm{s}}+\mathrm{p}\left(\partial \varepsilon_{\mathrm{m}} / \partial \mathrm{p}\right)_{\mathrm{p}=0},\left[\varepsilon_{\mathrm{S}} \gg \mathrm{p}\left(\partial \varepsilon_{\mathrm{m}} / \partial \mathrm{p}\right)\right]$ where $\varepsilon_{\mathrm{S}}$ is the dielectric susceptibility of the pure solvent. If the problem possesses radial
symmetry, we can write

$$
\begin{equation*}
\varepsilon_{\mathrm{m}} \frac{\partial^{2} G}{\partial r^{2}}+\left(\frac{2 \varepsilon_{m}}{r}+\frac{\partial \varepsilon_{m}}{\partial p} \frac{\partial p}{\partial r}\right) \frac{\partial G}{\partial r}=\delta\left(\underset{\sim}{r}-{\underset{\sim}{r}}^{\prime}\right) . \tag{3.5}
\end{equation*}
$$

When the solution is near the $\theta$ point $p(r) \sim 1 / r$ so using this value of $p(r)$ we get

$$
\begin{equation*}
\varepsilon_{m} \frac{\partial^{2} G}{\partial r^{2}}+\frac{2 \varepsilon_{m}}{r}\left(1-\frac{p^{\partial \varepsilon_{m}}}{2 \varepsilon_{m}^{\partial p}}\right) \frac{\partial G}{\partial r}=\delta\left(\underset{\sim}{r}-{\underset{\sim}{r}}^{\prime}\right) \text {. } \tag{3.6}
\end{equation*}
$$

But since $\varepsilon_{\mathrm{s}} \gg \mathrm{p}\left(\partial \varepsilon_{\mathrm{m}} / \partial \mathrm{p}\right)$ we can to leading order neglect spatial variations in $\varepsilon_{m}$ when evaluating the self-energy.

Returning now to equation (3.2), we note that since only molecules in the neighbourhood of the polymer bead in question contribute significantly to its self-energy, so for a dilute solution we can account for the distribution of other polymer segments by allowing $\varepsilon_{m}$ in equation (3.2) for the self-energy $G_{p}$, to depend on the density $p(r)$ of other segments. For the one-body potential, we write

$$
\begin{equation*}
\phi(r)=\frac{4 \pi}{b^{2} \pi^{3 / 2}} k T \sum_{n=0}^{\infty}\left\{\frac{\alpha_{p}\left(i \xi_{n}\right)}{\varepsilon_{m}\left(i \xi_{n}\right)}-\frac{\alpha_{p}(i \xi)}{\varepsilon_{s}(i \xi)}\right\} \tag{3.7}
\end{equation*}
$$

where the second term describes the bead-solvent interaction in the absence of all other polymer beads. Thus it follows that the constant of integration in equation (2.9) is zero because far away from the polymer $\varepsilon_{\mathrm{m}}=\varepsilon_{\mathrm{S}}$ since $\mathrm{p}(\infty)=0$.

To obtain an expression for the dielectric susceptibility of the polymer solution $\varepsilon_{m}$ in terms of the bead density $p(r)$ we assume that the polarizabilities of the polymer beads and the segment molecules are additive ${ }^{(27)}$ and are related to $\varepsilon_{m}$ by the Claussius-Mossotti relation. (28) Such assumptions are reasonable for non-polar media. We write

$$
\begin{equation*}
\frac{\varepsilon_{m}-1}{\varepsilon_{m}+2}=\frac{4 \pi}{3}\left[p(r) \alpha_{p}+\left(n_{s}-p(r)\right) \alpha_{s}\right] \tag{3.8}
\end{equation*}
$$

where $n_{s}$ is the density of solvent molecules in a pure solvent and is taken to be constant. In other words we "remove" a solvent molecule and "replace" it by a monomer unit. The density of molecules in the solution remains the same as that in the pure solvent. Equation (3.8) may be rearranged to give

$$
\begin{align*}
\varepsilon_{\mathrm{m}} & =\frac{\varepsilon_{\mathrm{S}}+\frac{8 \pi}{3} p(r)\left(\alpha_{p}-\alpha_{S}\right) /\left(1-\Delta_{S}\right)}{1-\frac{4 \pi}{3} p(r)\left(\alpha_{p}-\alpha_{S}\right) /\left(1-\Delta_{S}\right)}  \tag{3.9}\\
& \simeq \varepsilon_{S}+p(r) \frac{4 \pi\left(\alpha_{p}-\alpha_{S}\right)}{\left(1-\Delta_{S}\right)^{2}}+p^{2}(r) \frac{(4 \pi)^{2}\left(\alpha_{p}-\alpha_{S}\right)^{2}}{3\left(1-\Delta_{S}\right)^{3}}+O\left(p^{3}(r)\right) \ldots, \tag{3.10}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta_{S} \equiv \frac{\varepsilon_{S}-1}{\varepsilon_{S}+2}=\frac{4 \pi}{3} n_{S} \alpha_{S} \tag{3.11}
\end{equation*}
$$

We now seek a solution of equation (2.9) for which $p(r)$ is radially symmetric. Combining equations (2.9), (2.10) and (3.10) we get, to leading order in $p(r)$

$$
\begin{align*}
\frac{(4 \pi)^{2} k T}{b^{3} \pi^{3 / 2}}\left\{\sum_{n=0}^{\infty} \frac{\alpha_{p}\left(\alpha_{S}-\alpha_{p}\right)}{\varepsilon_{S}^{2}\left(1-\Delta_{s}\right)^{2}} p^{3}(r)\right. & \left.+\frac{8 \pi}{3} \sum_{n=0}^{\infty} \frac{\alpha_{p}\left(\alpha_{p}-\alpha_{s}\right)^{2}}{\varepsilon_{S}^{3}\left(1-\Delta_{s}\right)^{3}} p^{4}(r)\right\} \\
& +O\left(p^{5}(r)\right)=\frac{3 k T}{2 a^{2}} \frac{1}{\left(4 \pi r^{2}\right)^{2}} \tag{3.12}
\end{align*}
$$

In general, the $p^{3}(r)$ term always dominates the left hand side and we have

$$
\begin{equation*}
p(r) \sim r^{-4 / 3} ;\left\langle r^{2}\right\rangle \sim N^{6 / 5} . \tag{3.13}
\end{equation*}
$$

This is the familiar situation where excluded volume effects are significant. On the other hand, when the coefficient of $p^{3}(r)$ becomes identically zero, then

$$
\begin{equation*}
p(r) \sim r^{-1} ;\left\langle r^{2}\right\rangle \sim N \tag{3.14}
\end{equation*}
$$

and the mean square radius is like that of a random flight chain. The singular situation when the coefficient of $p^{3}(r)$ vanishes corresponds to
the $\theta$ point. The physical significance of the coefficients of $p(r)$ in equation (3.12) can be seen as follows. The coefficient of $p^{3}(r)$ is

$$
\begin{equation*}
A_{3}=\frac{(4 \pi)^{2} k T}{b^{3} \pi^{3 / 2}} \sum_{n=0}^{\infty} \frac{\left(\alpha_{p} \alpha_{s}-\alpha_{p} \alpha_{p}\right)}{\varepsilon_{S}^{2}\left(1-\Delta_{S}\right)^{2}} \tag{3.15}
\end{equation*}
$$

and that of $p^{4}(r)$ is

$$
\begin{equation*}
A_{4}=\frac{2(4 \pi)^{3}}{3 b^{3} \pi^{3 / 2}} k T \sum_{n=0}^{\infty} \frac{\left(\alpha_{p} \alpha_{p} \alpha_{p}+\alpha_{p} \alpha_{S} \alpha_{S}-2 \alpha_{p} \alpha_{p} \alpha_{S}\right)}{\varepsilon_{S}^{3}\left(1-\Delta_{S}\right)^{3}} . \tag{3.16}
\end{equation*}
$$

We see that to leading order in $\alpha, A_{3}$ describes the competition between two-body solvent-polymer and polymer-polymer interactions, and $A_{4}$ describes the competition among the three-body polymer-polymer-polymer, polymer-solvent-solvent and polymer-polymer-solvent interactions. (36-38) Under normal conditions the two-body interactions are dominant and they give rise to the $\left\langle r^{2}\right\rangle \sim N^{6 / 5}$ behaviour. However, under special circumstances when the two-body interactions cancel exactly, the threebody term then give the $\left\langle r^{2}\right\rangle \sim N$, random flight configuration. The sign of any particular term in the sum $A_{3}$, corresponding to some frequency $\xi_{j}$, may be $\gtrless 0$ depending on whether $\left(\alpha_{p} \alpha_{s}-\alpha_{p} \alpha_{p}\right) \gtrless 0$ at $\xi_{j}$. If $\left(\alpha_{\mathrm{p}} \alpha_{\mathrm{s}}-\alpha_{\mathrm{p}} \alpha_{\mathrm{p}}\right)>0$ polymer-solvent interactions are favoured over polymerpolymer interactions and if $\left(\alpha_{p} \alpha_{S}-\alpha_{p} \alpha_{p}\right)<0$, the converse is true. It is quite possible that for a given polymer/solvent pair ( $\alpha_{p} \alpha_{s}-\alpha_{p} \alpha_{p}$ ) may change sign during the course of the frequency summation. If the net result is that $A_{3}>0$, then on the whole polymer-solvent interactions are preferred over polymer-polymer interactions and the polymer exhibit a positive excluded volume effect. In other words, the solvent "expands" the polymer. If $A_{3}<0$ the present theory predicts a collapse of the polymer $\left(\left\langle r^{2}\right\rangle<0!\right)$; however in this regime short-range effects need to be taken into account. The condition under which the two-body terms cancel ( $\theta$-point) depends on a delicate balance of the absorption spectra
of the materials and the complicated summation over imaginary frequencies $\left(i \xi_{n}=i 2 \pi n k T / n\right)$. Therefore the existence of the $\theta$ point for a given polymer/solvent system depends critically on the dielectric properties of both the solvent and the polymer as well as on the temperature, mainly through variations in the dielectric constant. This point will be taken further in the next section.

## 4. APPLICATION TO REAL POLYMER-SOLVENT SYSTEMS

Before applying our formulae to real systems it is worth while to recapitulate the assumptions made so far.
(i) We have assumed the polymer can be modelled as a string of beads held at a fixed distance a apart, and each bead has an isotropic polarizability.
(ii) The solvent is assumed to be isotropic and structureless and is only characterized by its dielectric susceptibility $\varepsilon_{s}$.
(iii) Only long-range dipole-dipole dispersion interactions are examined. Short-range effects such as fixed bond angles hindered rotation and hard core volume effects are not considered. However, these are unimportant provided we remain in the random flight or positive excluded volume regimes. Evidently these assumptions are fairly extreme. Nonetheless we have an order of magnitude agreement with observed trends even at this level of sophistication.

To investigate the magnitude of the coefficient $A_{3}$ near the $\theta$ point, we need a representation of the frequency dependent polarizabilities and dielectric susceptibilities along the imaginary frequency axis. It has been found in work connected with the calculation of dispersion forces between macroscopic bodies ${ }^{(29-33)}$ that it is
sufficient to write

The terms in $c_{j}$ describe Lorentzian relaxations of strength $c_{j}$ at frequency $\omega_{j}$, and that in $D_{r}$, simple Debye rotational relaxations. For non-polar organic materials, where there are no Debye relaxations and the band width $\gamma_{j}$ is always small compared with $\omega_{j}$, the required dielectric properties can be represented by the simple form

$$
\begin{equation*}
\varepsilon(i \xi)=1+\frac{R^{2}-1}{1+\xi^{2} / \omega_{\mathrm{uV}}^{2}} . \tag{4.1}
\end{equation*}
$$

Here we have summarized the absorption spectra by one principal
absorption frequency $\omega_{u v}$ in the ultraviolet. The static dielectric constant $E(0)$ is related to the refractive index $R$ by

$$
\begin{equation*}
\varepsilon(0)=R^{2} . \tag{4.2}
\end{equation*}
$$

The polarizability is connected to the dielectric susceptibility via the Claussius-Mossotti relation (28)

$$
\begin{equation*}
\Delta_{i} \equiv \frac{\varepsilon_{i}-1}{\varepsilon_{i}+2}=\frac{4 \pi}{3} n_{i} \alpha_{i}, \quad i=s, p \text { for solvent or polymer. } \tag{4.3}
\end{equation*}
$$

The value of $n_{i}$, the density of molecules that contribute to dielectric dispersion in a pure substance $i$, is uncertain. But since most organic solvents and monomers have similar molecular weights and densities, it seems reasonable to assume that the values for the solvent and the polymer do not differ significantly. Henceforth we set $n_{p} \simeq n_{0} \simeq n_{s}$. For $E(i \xi)$ of the general form given in equation (4.1) it can be easily shown that $\alpha(i \xi)$

$$
\begin{equation*}
\alpha_{i}(i \xi)=\frac{a_{i}(0)}{1+\left(\xi / \omega_{0}^{i}\right)^{2}} \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{i}(0)=\frac{3}{4 \pi n_{i}}\left(\frac{\varepsilon_{i}(0)-1}{\varepsilon_{i}(0)+2}\right) \equiv \frac{3}{4 \pi n_{0}} \Delta_{i}^{0}, \quad i=s, p . \tag{4.5}
\end{equation*}
$$

The absorption frequency $\omega_{0}^{i}$ is different from $\omega_{u v}$ for the bulk material. Since $\alpha_{i}$ is the polarizability of a monomer or solvent molecule and because of the lack of detailed spectroscopic data, $\uparrow_{0} \omega_{0}$ can be approximated by the gaseous first ionization potential of the appropriate molecule. The form of $\alpha(i \xi)$, according to equations (4.4) and (4.5), is represented schematically in Fig. 4.1.

Returning now to equation (3.15) we see that at the $\theta$ point $A_{3}$ must vanish. This implies that $\left(\alpha_{s}-\alpha_{p}\right)$ must change sign as $\xi$ varies from 0 to ${ }^{\infty}$. From equations (4.4) and (4.5) we see that

$$
\begin{equation*}
\left(\alpha_{S}-\alpha_{p}\right) \quad \propto\left(\frac{\Delta_{S}^{0}}{1+\left(\xi / \omega_{0}^{s}\right)^{2}}-\frac{\Delta_{P}^{0}}{1+\left(\xi / \omega_{0}^{p}\right)^{2}}\right) \tag{4.6}
\end{equation*}
$$

Hence for $\left(\alpha_{S}-\alpha_{p}\right)$ to change sign, the curves $\alpha_{p}(i \xi)$ and $\alpha_{S}$ (i $)$ must intersect in the manner similar to that shown in Fig. 4.1. Therefore, $a$ necessary condition for a polymer/solvent pair to exhibit a $\theta$ point within a temperature range is that, within this range, if
and vice versa. The summation over frequencies in equation (3.15)
samples the difference between the two curves in Fig. 4.1 at intervals $\Delta \xi=2 \pi k T / \hbar$. Geometrically, this summation is roughly the same as the difference between the two shaded areas labelled 1 and 2. So for a $\theta$-point to exist, a delicate balance of the absorption spectra of the polymer and solvent is needed. In other words, for a polymer/solvent pair that exhibits a $\theta$ point, we conclude, under the present model, that condition (4.7) should hold between the gaseous first ionization potentials, $I$, and the static dielectric constants, $\varepsilon(0)$, of the polymer


Eigure 4.1: Schematic representation of the polarizabilities of the polymer and solvent $\alpha_{p}(i \xi), \alpha_{S}(i \xi)$ along the imaginary frequency axis.
and the solvent. We define

$$
\begin{equation*}
I_{p}=\hbar \omega_{0}^{p} \quad ; \quad I_{\mathrm{s}}=\hbar \omega_{0}^{\mathrm{s}} \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\varepsilon_{p}(0)-1}{\varepsilon_{p}(0)+2}=\Delta_{p}^{0} ; \quad \frac{\varepsilon_{S}(0)-1}{\varepsilon_{S}(0)+2}=\Delta_{S}^{0} . \tag{4.9}
\end{equation*}
$$

In Table 4.1 we tabulate the gaseous first ionization potentials and refractive indices of a number of polymer/solvent pairs at their $\theta$ points. The values of the refractive indices, at the corresponding $\theta$ temperatures, are estimated from tabulated data using the formula

$$
\begin{equation*}
R_{\theta}=R_{T}+(\theta-T)\left(\frac{\partial R}{\partial T}\right)_{T} \tag{4.10}
\end{equation*}
$$

Equation (4.10) only holds provided ( $\theta-\mathrm{T}$ ) does not exceed say $\pm 30^{\circ} \mathrm{K}$. This restriction means that we can only verify condition (4.7) for those systems whose dielectric properties near the $\theta$ temperature are available. The handbook data from which Table 4.1 is constructed are listed in the Appendix at the end of this chapter. Indeed, for all the systems listed, condition (4.7) does appear to be satisfied.

| System | Measured <br> Temperature <br> $\left({ }^{\circ} \mathrm{K}\right)$ | Gaseous First <br> Ionization Potential <br> $(\mathrm{eV})$ | Refractive <br> Index at $\theta$ |
| :---: | :---: | :---: | :---: |
| Polyisobutene in <br> toluene | 261 | 9.23 | 1.516 |
| Polyisobutene in <br> ethyl benzene | 251 | 8.82 | 1.574 |
| Polystyrene in <br> cyclohexane | 307 | 9.23 | 1.523 |
| Polystyrene in |  |  |  |
| decalin |  |  |  |$\quad 8.76$| 1.577 |
| :--- |

Table 4.1: Data for polymers and solvents (see Appendix).

The criterion for a $\theta$ point stated above is expected to be satisfied by non-polar polymers in non-polar solvents. When the static dielectric constants of the polymer and solvent are more nearly equal, such as that for polystyrene in benzene, $\theta=24^{\circ} \mathrm{C}$ (see Appendix), a more detailed knowledge of the higher ionization potentials and corresponding oscillator strengths may be necessary to determine the $\theta$ point. In general where there is more than one relaxation frequency, it is possible for the curves in Fig. 4.1 to cross several times. As for cases where the polymer segments and/or the solvent molecules possess permanent dipole moments (e.g. water) the position and degree of Debye relaxations at lower frequencies will also influence the $\theta$ point. If systems involving polyelectrolytes are under study, the analysis must be supplemented to include electrostatic contributions to the potential $\phi$. The effect of charged segments in ionic solution is to expand the polymer. ${ }^{(34,35)}$

## 5. A COMPARISON BETWEEN THEORY AND EXPERIMENT

Using available data at or near the $\theta$ temperature, we would like to check if this theory does predict a $\theta$ point, that is, whether or not the coefficient of $p^{3}(r)$ in equation (3.12) is "vanishingly small". To facilitate a comparison, we rewrite equation (3.12), with the aid of the following results

$$
\begin{array}{ll}
\Delta_{i} \equiv\left(\frac{\varepsilon_{i}-1}{\varepsilon_{i}+2}\right)=\frac{4 \pi}{3} n_{i} a_{i}, & i=s, p \\
n_{i} \simeq n_{0}, & i=s, p \tag{5.2}
\end{array}
$$

to give

$$
\begin{equation*}
\frac{9 k T}{\mathrm{~b}^{3} \pi^{3 / 2}}\left\{\mathrm{~s}_{3}+\mathrm{s}_{4}\left(\frac{\mathrm{p}(\mathrm{r})}{\mathrm{n}_{0}}\right)\right\}\left(\frac{\mathrm{p}(\mathrm{r})}{\mathrm{n}_{0}}\right)^{3}+0 \mathrm{p}^{5}(\mathrm{r})=\frac{3 \mathrm{kT}}{2 \mathrm{a}^{2}} \frac{1}{\left(4 \pi \mathrm{r}^{2}\right)^{2}} \tag{5.3}
\end{equation*}
$$

where

$$
\begin{align*}
& s_{3}=\sum_{n=0}^{\infty} \frac{\Delta_{p}\left(\Delta_{s}-\Delta_{p}\right)}{\varepsilon_{S}^{2}\left(1-\Delta_{S}\right)^{2}}  \tag{5.4}\\
& s_{4}=2 \sum_{n=0}^{\infty} \frac{\Delta_{p}\left(\Delta_{S}-\Delta_{p}\right)^{2}}{\varepsilon_{S}^{3}\left(1-\Delta_{s}\right)^{3}} . \tag{5.5}
\end{align*}
$$

The $\theta$ point is then taken to be where the ratio of the two dimensionless coefficients $\left|s_{3} / s_{4}\right|$ vanishes.

Since we are identifying $\alpha$ to be the polarizability of a monomer or solvent molecule, we take $\hbar \omega_{0}$ in equation (4.4)

$$
\begin{equation*}
\alpha(i \xi)=\frac{\alpha(0)}{1+\xi^{2} / \omega_{0}^{2}} \tag{4.4}
\end{equation*}
$$

to be the gaseous first ionization potential. Using equation (5.1) we find ${ }^{(39)}$ (cf. equation (4.1))

$$
\begin{equation*}
\varepsilon(i \xi)=1+\frac{\varepsilon(0)-1}{1+\xi^{2} / \omega_{\mathrm{uv}}^{2}} \tag{5.6}
\end{equation*}
$$

where

$$
\begin{align*}
& \omega_{\mathrm{uv}}=\omega_{0}\left(1-\left(\frac{\varepsilon(0)-1}{\varepsilon(0)+2}\right)\right)^{\frac{1}{2}}  \tag{5.7}\\
& \varepsilon(0)=\mathrm{R}^{2} . \tag{5.8}
\end{align*}
$$

In other words, the ionization potentials of molecules is lowered in passing from the vapour phase to the liquid or solid phase - a phenomenon that has been known for some time. $(40,41)$ A1though equation (5.7) predicts reductions in the ionization potential that are comparable to those observed experimentally, (42) (for non-polar dielectric at least) it would be much more satisfactory if optical and spectroscopic data of the bulk material were available so that we can construct $\varepsilon(i \xi)$ directly.

We calculated the sums $s_{3}$ and $s_{4}$ (equations (5.4) and (5.5)) at the $\theta$ temperature by assuming that $\omega_{0}$ is given by the gaseous first ionization potential for the various polymer/solvent pairs listed in

Table 4.1, and found that the ratio $\left|s_{3} / s_{4}\right|$ does not vanish $\left(\left|s_{3}\right| \sim 1\right.$, $\left.\left|s_{4}\right| \sim 10^{-3}\right)$. But we know that the first ionization potential is only an approximation to the absorption frequency $\omega_{0}$. To see what deviations from the tabulated ionization potential are needed to make $\left|s_{3} / s_{4}\right|$ vanish we use the tabulated ionization potential of the polymer (solvent) and find the "new" ionization potential of the solvent (polymer) for which $\left|\mathrm{S}_{3} / \mathrm{s}_{4}\right|$ vanishes. These "new" values are given in brackets in Table 5.1 for the various polymer/solvent systems, together with the tabulated values.

| System | $I_{\mathrm{p}}$ | $I_{\mathrm{S}}$ |
| :---: | :---: | :---: |
| Polyisobutene in | 9.23 | 8.82 |
| toluene | $(10.10)$ | 8.82 |
| Polyisobutene in | 9.23 | $(8.07)$ |
| ethyl benzene | 9.23 | 8.76 |
|  | $(9.91)$ | 8.76 |
| Polystyrene in | 9.23 | $(8.15)$ |
| cyclohexane | 8.47 | 9.80 |
|  | $(6.30)$ | 9.80 |
| Polystyrene in | 8.47 | $(13.20)$ |
| decalin | 8.47 | 9.61 |
|  | $(7.83)$ | 9.61 |
|  | 8.47 | $(10.40)$ |

Table 5.1: "New" values of the ionization potential (in brackets) for which $\left|s_{3} / s_{4}\right|$ vanishes at $\theta$.

From the results of Table 5.1 we see that a larger difference in the ionization potential is needed to produce a point. With the exception of polystyrene/cyclohexane, a deviation of less than $10 \%$ from the gaseous values is sufficient. This indicates that the existence of a $\theta$ point $\left(\left|\mathrm{s}_{3} / \mathrm{s}_{4}\right| \leqslant 10^{-5}\right)$ is very sensitive to dielectric and spectroscopic data. The apparently large deviation needed for polystyrene/cyclohexane
is due to the fact that the first ionization potential of cyclohexane is a poor estimate of $\omega_{0}$. In fact, it has been found that in a plot of molar polarizability against frequency, the usual technique of extrapolation to zero frequency indicates that cyclohexane has a strong absorption peak at $866 \AA$ or about 13.6 eV . (43)

Evidently we can see from the results that data available at present cannot predict the $\theta$ point correctly. This is because dielectric data at the $\theta$ temperature is not available and only a single frequency representation for the absorption spectrum is used (and even then we are uncertain of the exact value of this frequency). However, at this unsophisticated level of approach, we cannot expect more than general trends to emerge. It seems reasonable that a variation of 1 ess than $10 \%$ in the gaseous first ionization potential is sufficient to produce a $\theta$ point. We have also been able to obtain a criterion (4.7) for selecting $\theta$ solvents for non-polar solvents and polymers in terms of the relative values of the static dielectric constants and principal absorption peaks.

This theory also provides a physical basis for the phase transition $\left\langle\mathrm{r}^{2}\right\rangle \sim \mathrm{N}^{6 / 5}$ to $\left\langle\mathrm{r}^{2}\right\rangle \sim \mathrm{N}$ at the $\theta$ point and gives some insight into how the interplay between dielectric properties of the polymer and solvent, and changes in temperature can bring about a $\theta$ point. Until more refined spectroscopic data come to hand, ${ }^{\dagger}$ not a great deal can be gained by allowing for the possibility of an anisotropic polarizability for the polymer segments or by the "correct" handling of the spatial distribution of polymer segments in calculation of the effective one-body potential.

[^0]
## APPENDIX

## DIELECTRIC DATA FOR SOME POLYMERS AND SOLVENTS

The following is a list of dielectric and spectroscopic data for polymers and $\theta$ solvents obtained from data handbooks. (44-46) The temperatures at which the values were measured, in ${ }^{\circ} \mathrm{C}$, are given in brackets next to the substance. The first ionization potentials (in electron volts) of the polymers, taken to be the gaseous first ionization potential of the constituent monomer units, are assumed to be temperature independent. When values of the change of refractive index with temperature $\mathrm{dR} / \mathrm{dT}$ are not available, they are assumed to be close to that of a structurally similar compound. For these non-polar substances, the static dielectric constant can be taken as the square of the refractive index.

| Substance | Gaseous First Ionization Potential (eV) | Refractive Index | $\begin{gathered} -(\mathrm{dR} / \mathrm{dT}) \times 10^{4} \\ \left({ }^{\circ} \mathrm{C}^{-1}\right) \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| Polystyrene (20) | 8.47 | $1.550^{\dagger}$ | 1.42 |
| Polyisobutene (25) | 9.23 | 1.493 | 6 |
| Benzene (25) | 9.23 | 1.50 | $\sim 2 *$ |
| Toluene (-15) <br> (Methyl benzene) | 8.82 | 1.574 | $\sim 2^{*}$ |
| Ethyl benzene (20) | 8.76 | 1.552 | $\sim 2^{\text {* }}$ |
| Cyclohexane (25) | 9.8 | 1.426 | $\sim 5^{t}$ |
| Decalin (30) | 9.61 | 1.48 | $\sim 5^{t}$ |
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## CHAPTER 2

THE CONFORMATION OF AN ADSORBED POLYMER

## 1. INTRODUCTION

As outlined in the introduction of the previous chapter, we shall consider some distinguished features of a polymer in the adsorbed state.

The conformational characteristics of an adsorbed polymer is of interest and of fundamental importance to the understanding of phenomena such as the influence of macromolecules on the stability of colloidal dispersions, (1-3) polymer bridging, (4) and the growth of polymer lamellar crystals. (5) A fair amount of experimental data ${ }^{(6,7)}$ has been accumulated on the conformation of adsorbed macromolecules which require theoretical interpretation.

Historically, (8) the first serious theoretical attempt at the problem of polymer adsorption was by Frisch et $a$. $^{(9-11)}$ who used a random walk model where the substrate was represented by a reflecting barrier. This model was later modified to include interactions between the polymer and the surface. (12-13) However, the general use of reflecting barriers fails to assign adsorbed monomer units the correct statistical weight. (14)

The most successful Zattice walk model was that due to DiMarzio and McCrackin, (15) and to Rubin. $(16,17)$ Their work and subsequent extensions $(18,19)^{\dagger}$ gave physically reasonable results for characteristics such as the fraction of polymer adsorbed as a function of

[^1]the adsorption energy. Unfortunately, quantities such as the degree of spreading on the surface, the density distribution, and the position of the centre-of-mass of the polymer are not readily accessible by this method.

Another approach to the problem of polymer adsorption is through a statistical mechanical formulation. Here, the adsorbed state of a polymer is analysed in terms of distribution functions for loops (segments of polymer with both ends adsorbed) and trains (segments of polymer with all units adsorbed) obtained from random walk statistics. ${ }^{(22-26)}$ The contribution from tails (segments with only one end adsorbed) was later included when their importance in determining the conformations of weakly adsorbed polymers was recognized. (27-29) Results obtained by this method support those of Rubin.

A third method, which circumvents the use of lattice or random walk models, is the diffusion equation approximation. ${ }^{(14,30,31)}$ In this quasi-continuum approach, the integral equation for the partition function of a polymer is approximated by a diffusion equation. The error involved in this replacement, in the absence of boundaries, is negligible over distances that are large compared with the bond length and provided the polymer is long (that is the number of monomers >> 1). However in the vicinity of boundaries, the appropriate initial and boundary conditions for the diffusion equation are uncertain. Further there is also the question of the validity of replacing the integral equation by a diffusion equation in the neighbourhood of boundaries because of the piece-wise nature of the solution. These points will be taken up again later on in this chapter (Section 6).

From the above brief introduction, we see that considerable effort has been devoted to construct a realistic theory of polymer
adsorption. Although these treatments bring out most of the qualitative features of the conformation of adsorbed polymers, this is by no means the complete story. To quote Edwards: (32) "... until the continum models of polymers have been fully understood one will not obtain mastery over the problem of real polymers".

In this chapter, we study the conformation of an adsorbed polymer by considering the statistical mechanics of a polymer confined in a half space by an impenetrable flat surface with which the polymer may interact. The polymer is modelled by a string of non-interacting beads (monomers) joined by freely rotating bonds whose length are governed by a given probability density function. (It may be a fair conceit, but perhaps appropriate, to draw an analogy between this model in the theory of polymer adsorption and that of the ideal gas model in kinetic theory.) We include only configurations where at least one bead is adsorbed. The configurational partition function (CPF) for the polymer can be analysed in terms of generating functions (GF) for the CPF for loops and tails. We derive general expressions for important conformational characteristics of an adsorbed polymer, namely, the average number of beads adsorbed on the wall $\langle n\rangle$, the mean square end-to-end separation of adsorbed beads on the wall $\left\langle\rho^{2}\right\rangle$, the centre-of-mass of the polymer $\langle x\rangle$, and the density of beads off the wall $n(x)$, in terms of the CPF for loops and tails. A modified Wiener-Hopf method is used to obtain appropriate asymptotic solutions of the integral equation for the GF of the CPF for loops and tails. The conformational characteristics of the polymer, obtained for various regimes of the adsorption energy parameter $W$, are found to have a phase transition at some critical value $W_{c}$. An explicit expression for $W$ is given assuming only dispersion interactions between the polymer and the wall. From this expression, numerical values of $W$
are obtained, using available dielectric and spectroscopic data, for several real polymer/solvent/wall systems. It is found that this adsorption/desorption phase transition can be induced by temperature variations or by varying the dielectric properties of the solvent through changing the composition of mixed solvents.

## 2. THE FORMULATION

We consider a "non-interacting" polymer consisting of N freely rotating links ( $\mathrm{N}+1$ beads) confined in the half-space $\mathrm{x}>0$ by an unpenetrable flat surface. By "non-interacting" we mean that the potential energy of the polymer is the sum of one-particle potentials $V(\underset{\sim}{r}), \underset{i}{r}$ being the position vector of the $i^{\text {th }}$ bead (monomer unit). That is, bead-bead interactions and excluded volume effects are ignored. In real systems, there is an ill-defined though narrow interfacial region within which a bead interacts strongly with the wall and may be considered to be adsorbed. Thus $V(\underset{\sim}{r})$ may be replaced by the sum of an adsorption potential $\psi\left(\mathrm{x}_{\mathrm{i}}\right)$ and an external potential $\phi\left({\underset{\sim}{i}}_{\mathrm{r}}\right)$.

Since the adsorption potential is short-range, we shall replace the Boltzmann factor by a pseudo-potential

$$
\begin{align*}
\mathrm{e}^{-\beta V\left({\underset{\sim}{r}}_{i}\right)} & =e^{-\beta \phi\left({\underset{\sim}{r}}_{i}\right)} e^{-\beta \psi\left(\mathrm{x}_{\mathrm{i}}\right)}  \tag{2.1}\\
& \approx e^{-\beta \phi\left({\underset{\sim}{r}}_{i}\right)}\left[\theta\left(\mathrm{x}_{\mathrm{i}}\right)+W \delta\left(\mathrm{x}_{\mathrm{i}}\right)\right] \tag{2.2}
\end{align*}
$$

where $\beta=1 / \mathrm{kT}$ and the adsorption energy parameter

$$
\begin{equation*}
W=\int_{0}^{\infty}\left(e^{-\beta \psi(x)}-1\right) d x \tag{2.3}
\end{equation*}
$$

is reminiscent of the "second virial coefficient". The unit step function $\theta(x)$ is defined as

$$
\begin{align*}
\theta(x) & =1, \quad x>0 \\
& =0, \quad x<0 \tag{2.4}
\end{align*}
$$

and $\delta(x)$ is the Dirac delta function. The replacement (2.2) is a convenient mathematical method of handling the interfacial region. It assigns the adsorption region with the correct weight while avoiding the necessity of treating such a region with finite thickness.

The length of each of the freely rotating links, $\left|{\underset{\sim}{r}}_{i, i-1}\right|=\left|{\underset{\sim}{r}}_{i}-{\underset{i}{r}}\right|$, which join neighbouring beads, is determined by a normalized probability density function $\overline{\mathrm{f}}(|{\underset{\mathrm{r}}{\mathrm{i}}, \mathrm{i}-1}|$ ). The configurational partition function (CPF) for the polymer is then

$$
\begin{equation*}
Q_{N}=\int \cdots \int d^{3}{\underset{\sim}{r}}_{0} \ldots d^{3}{\underset{\sim}{r}}_{N} \prod_{i=1}^{N} \bar{f}\left(\left|{\underset{\sim}{r}}_{i, i-1}\right|\right) e^{-\beta} \sum_{j=0}^{N} V\left({\underset{\sim}{r}}_{j}\right), \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
e^{-\beta} \sum_{j=0}^{N} V\left({\underset{\sim}{r}}_{j}^{N}\right)=e^{-\beta} \sum_{j=0}^{N} \phi\left({\underset{\sim}{r}}_{i}\right) \prod_{i=0}^{N}\left[\theta\left(x_{i}\right)+W \delta\left(x_{i}\right)\right] . \tag{2.6}
\end{equation*}
$$

Expanding the product of Boltzmann factors and performing the $x$ integration wherever a $\delta$-function occurs, we obtain

$$
\begin{gather*}
Q_{N}=\sum_{n=1}^{N} W^{n} \sum_{\left\{M_{i}\right\}}^{\sum} \int \cdots \int d^{2} \rho_{1} \ldots d^{2} \rho_{n} \bar{G}_{M_{1}}^{f}\left(\rho_{1}\right) \underset{i=2}{n} G_{M_{i}}\left(\rho_{i-1}, \rho_{i}\right) \bar{G}_{M_{n+1}}^{f}\left(\rho_{n}\right) \\
 \tag{2.7}\\
\times e^{-\beta \phi\left(\rho_{n}\right)} .
\end{gather*}
$$

${\underset{\sim}{f}}_{i}$ is the transverse component of the position vector $\underset{\sim}{r} \underset{i}{ }$ and we use the convention

$$
\begin{equation*}
\prod_{i=2}^{n} f_{i}=1 \text { for } n<2 \tag{2.8}
\end{equation*}
$$

The quantity $\bar{G}_{M}^{f}(\rho)$ is the CPF of a (free) tail of $M$ links ( $M+1$ beads) with the zeroth bead on the wall and all others in the half-space $x>0$. That is

$$
\begin{align*}
& \overline{\mathrm{G}}_{0}^{\mathrm{f}}(\underset{\sim}{\rho})=1  \tag{2.9}\\
& \bar{G}_{M}^{f}(\rho)=\int_{\left(x_{i}>0\right)} \ldots \int d^{3}{\underset{\sim}{r}}_{1} \ldots d^{3}{\underset{M}{M}}_{M}^{\prod_{i=1}^{M}} \bar{f}\left(\left|{\underset{\sim}{r}}_{r}, i-1\right|\right) e^{-\beta} \sum_{j=1}^{M} \phi\left({\underset{\sim}{r}}_{j}^{r}\right), \\
& \left(M>1, \underset{\sim}{r_{0}}=\underset{\sim}{\rho}\right) . \tag{2.10}
\end{align*}
$$

The quantity $\bar{G}_{M}\left(\underset{\sim}{\rho}, \rho_{\sim}^{\prime}\right)$ is the CPF of a loop of $M$ links (M+1 beads) with the zeroth bead on the wall $(x=0)$ at $\rho$ and the $M^{\text {th }}$ bead on the wall at $\underline{\sim}^{\prime}$ and all others in the half-space $x>0$. That is

$$
\begin{align*}
& \overline{\mathrm{G}}_{0}\left(\mathrm{p}, \mathrm{Q}^{\prime}\right)=0  \tag{2.11}\\
& \overline{\mathrm{G}}_{1}\left(\rho, \rho^{\prime}\right)=\overline{\mathrm{f}}\left(\left|\rho-\rho^{\prime}\right|\right) \mathrm{e}^{-\beta \phi(\rho)} \tag{2.12}
\end{align*}
$$

$$
\begin{align*}
& \left(M>2,{\underset{\sim}{0}}^{r_{0}}=\underset{\sim}{p}, r_{M}=q^{\prime}\right) . \tag{2.13}
\end{align*}
$$

Thus equation (2.7) for $\mathrm{Q}_{\mathrm{N}}$ represents the sum of all diagrams shown in Figure 2.1. Although not specifically shown, "train"-type diagrams are merely a succession of loops of one link $\left(\bar{G}_{1}\right)$. The index $n$ counts the number of beads adsorbed on the wall. The symbol $\underset{\left\{M_{i}\right\}}{\sum}$ for a given $n$ indicates that what follows is to be summed over all possible sets of numbers $\left\{M_{i}\right\}=\left(M_{1}, M_{2}, \ldots, M_{n+1}\right)$ with the restrictions $0<M_{i} \leq N$ and, since $M_{i}$ represents the number of links in a loop or tail,

$$
\begin{equation*}
\sum_{i=1}^{n+1} M_{i}=N . \tag{2.14}
\end{equation*}
$$

As we are only interested in adsorbed polymers, the term corresponding to $\mathrm{n}=0$ in equation (2.5) has been omitted in equation (2.7). This is equivalent to requiring there be at least one contact with the wall, and the polymer is not free to move arbitrarily far from the wall.

Let us consider the properties of the normalized probability density function $\bar{f}(|\underset{\sim}{r}|)$ which determines the distance between successive beads. Since the polymer links are, by assumption, free to rotate




Figure 2.1: The first few diagrams in the partition function $Q_{N}$ corresponding to one, two and three adsorbed beads showing the contributions of loop partition functions $\bar{G}_{M}\left(\rho, \sim_{\sim}^{\prime}\right)$ and free tail partition functions $\bar{G}_{M}^{f}(\underset{\sim}{p})$.
$\overline{\mathrm{f}}(|\underset{\sim}{r}|)$ is only a function of the magnitude $r=|\underset{\sim}{r}|$. Hence $\overline{\mathrm{f}}(|\underset{\sim}{r}|) \mathrm{d}^{3} \mathrm{r}=4 \pi \overline{\mathrm{f}}(|\underset{\sim}{r}|) \mathrm{r}^{2} \mathrm{dr}$ is the a priori probability of a link having a magnitude in the range $r \rightarrow r+d r$ (in any direction). We further require that $f(k)$, the Fourier transform of $\bar{f}(|\underset{\sim}{r}|)$, exists, that is

$$
\begin{align*}
f(k) & =\int d^{3} r \bar{f}(|\underset{\sim}{r}|) e^{i \underset{\sim}{k} \cdot \underset{\sim}{r}}  \tag{2.15}\\
& =\int_{-\infty}^{\infty} d x\left(\int d^{2} \underset{\sim}{\rho} \bar{f}(|\underset{\sim}{r}|) e^{i K} \cdot \stackrel{\rho}{\sim}\right) e^{i z x}  \tag{2.16}\\
& \equiv \int_{-\infty}^{\infty} d x F(x \mid K) e^{i z x} \equiv f(z \mid K) \tag{2,17}
\end{align*}
$$

Equation (2.17) serves to define $F(x \mid K)$ as the Fourier transform of $f(|\underset{\sim}{r}|)$ over the transverse components of $\underset{\sim}{r}$. Since $\bar{f}(|\underset{\sim}{r}|)$ is only a function of the magnitude $r=|\underset{\sim}{r}|$, its Fourier transform is a function of $k=|\underset{\sim}{k}|$ only, that is

$$
\begin{equation*}
\mathrm{f}(\mathrm{k})=\mathrm{f}\left(\sqrt{\mathrm{z}^{2}+\mathrm{K}^{2}}\right)=\mathrm{f}(\mathrm{z} \mid \mathrm{K}) \tag{2.18}
\end{equation*}
$$

and that $F(x \mid K)$ is even in $x$

$$
\begin{equation*}
F(x \mid K)=F(-x \mid K) \tag{2.19}
\end{equation*}
$$

Further, normalization requires that

$$
\begin{equation*}
f(0)=1=f(0 \mid 0) \tag{2.20}
\end{equation*}
$$

so that $F(x \mid 0)$ has the properties of a probability density function in one dimension. We can define its variance $\sigma$ by

$$
\begin{align*}
\sigma^{2} & \equiv \int_{-\infty}^{\infty} d x x^{2} F(x \mid 0)  \tag{2.21}\\
& =\frac{1}{3} \int d^{3} \underset{\sim}{r} r^{2} f(|\underset{\sim}{r}|) . \tag{2.22}
\end{align*}
$$

From (2.16) and (2.17) we find

$$
\begin{equation*}
\mathrm{f}\left(\left|{\underset{\sim}{r}}_{i}-{\underset{\sim}{r}}_{i-1}\right|\right)=\frac{1}{(2 \pi)^{2}} \int \mathrm{~d}^{2} \underset{\sim}{K} F\left(x_{i}-x_{i-1} \mid K\right) e^{-i \underset{\sim}{K} \cdot\left(\rho_{i}-\rho_{i}-1\right)} \tag{2.23}
\end{equation*}
$$

Further simplification of the quantities $\left.\bar{G}_{M}^{f}(\underset{\sim}{\rho}), \bar{G}_{M}^{(\rho, \underset{\sim}{\rho}}{ }_{\sim}^{\prime}\right)$ and $Q_{N}$ is not possible unless we assume the external potential $\phi(\underset{\sim}{r})$ is a function of $x$ only. We shall be mainly concerned in this chapter with the case $\phi(x)=0$.

## Using this simplification and the result (2.23) we may carry

 out the transverse integrations in equations (2.10) and (2.13) to yield$$
\begin{equation*}
\overline{\mathrm{G}}_{\mathrm{M}}^{\mathrm{f}}(\underset{\sim}{\rho})=\mathrm{G}_{\mathrm{M}}^{\mathrm{f}}(0) \tag{2.24}
\end{equation*}
$$

where

$$
\begin{gather*}
G_{0}^{f}(0)=1  \tag{2.25}\\
G_{M}^{f}(0)=\int_{0}^{\infty} \ldots \int_{0}^{\infty} d x_{1} \ldots d x_{M} F\left(x_{1} \mid 0\right) F\left(x_{2}-x_{1} \mid 0\right) \ldots F\left(x_{M}-x_{M-1} \mid 0\right) \\
 \tag{2.26}\\
\times e^{-\beta \sum_{i=1}^{M} \phi\left(x_{i}\right)}, \quad(M>0)
\end{gather*}
$$

The argument in $G_{M}^{f}(0)$ indicates that the zeroth bead of the tail is at the wall $x=0$. Also

$$
\begin{equation*}
\bar{G}_{M}\left(\rho, \sim_{\sim}^{\prime}\right)=\frac{1}{(2 \pi)^{2}} \int d^{2} \underset{\sim}{K} G_{M}(0 \mid K) e^{-i \underset{\sim}{K} \cdot\left({\underset{\sim}{\rho}}^{\sim}{\underset{\sim}{p}}^{\prime}\right), ~} \tag{2.27}
\end{equation*}
$$

where

$$
\begin{array}{rl}
G_{0}(0 \mid K) & =0 \\
G_{1}(0 \mid K) & =F(0 \mid K) e^{-\beta \phi(0)} \\
G_{M}(0 \mid K)=\int_{0}^{\infty} \ldots \int_{0}^{\infty} d x_{1} \ldots d x_{M-1} & F\left(x_{1} \mid K\right) F\left(x_{2}-x_{1} \mid K\right) \ldots F\left(x_{M-1}-x_{M-2} \mid K\right) \\
& \left.\times F\left(x_{M-1} \mid K\right) e^{-\beta \sum_{i=0}^{M-1} \phi\left(x_{i}\right)}, \quad\left(M>1, x_{0}=0\right) \quad . \quad 2.30\right) \tag{2.30}
\end{array}
$$

The argument 0 in $G_{M}(0 \mid M)$ indicates that the zeroth bead of the loop starts at $\mathrm{x}=0$.

Substituting equations (2.24) and (2.27) into the partition
function, equation (2.7), we obtain

$$
\begin{equation*}
Q_{N}=\frac{e^{-\beta \phi(0)}}{(2 \pi)^{2}} \int d^{2} \underset{\sim}{K} \iint d^{2} \rho_{d} d^{2} \rho_{n} e^{-i \underset{\sim}{K} \cdot\left(\rho_{n}-\rho_{1}\right)} q_{N}(K), \tag{2.31}
\end{equation*}
$$

where

$$
\begin{equation*}
q_{N}(K)=\sum_{n=1}^{N} W^{n} \sum_{\left\{M_{i}\right\}} G_{M_{1}}^{f}(0) \prod_{i=2}^{n} G_{M_{i}}(0 \mid K) G_{M}^{f} \quad(0) \tag{2.32}
\end{equation*}
$$

The quantity $|\underset{\sim}{p}|$ defined by

$$
\begin{equation*}
p=p_{N}-p_{1} \tag{2.33}
\end{equation*}
$$

is the distance between the first and last beads on the wall. Its expectation value is a measure of the spread of the polymer on the wall. After a change of variables (2.33), the partition function becomes

$$
\begin{align*}
Q_{N} & =A^{\prime} e^{-\beta \phi(0)} \int d^{2} \underset{\sim}{\rho}\left(\frac{\int d^{2} \underset{\sim}{K}}{(2 \pi)^{2}} e^{-i \underset{\sim}{K} \cdot \underset{\sim}{\rho} q_{N}(K)}\right)  \tag{2.34}\\
& \equiv A^{\prime} e^{-\beta \phi(0)} \int d^{2} \underset{\sim}{\rho} \bar{q}_{N}(\rho), \tag{2.35}
\end{align*}
$$

where $A^{\prime}$ is the area on the wall to which the polymer is confined. The quantity $\bar{q}_{N}(\rho)$ is defined by equation (2.35). For convenience, we write $A=A^{\prime} e^{-\beta \phi(0)}$, and perform the integrals in equation (2.34) to yield

$$
\begin{align*}
Q_{N} & =A q_{N}(0) \\
& =A \sum_{n=1}^{N} W^{n} \sum_{\left\{M_{i}\right\}}^{\sum} G_{M_{1}}^{f}(0) \prod_{i=2}^{n} G_{M_{i}}(0 \mid 0) G_{M_{n+1}}^{f} \quad(0) . \tag{2.36}
\end{align*}
$$

This expression can be simplified by forming the generating function (GF)

$$
\begin{equation*}
\mathrm{Q}(\mathrm{~s})=\sum_{\mathrm{N}=1}^{\infty} \mathrm{s}^{\mathrm{N}}\left(\mathrm{Q}_{\mathrm{N}} / \mathrm{A}\right) \tag{2.37}
\end{equation*}
$$

Then $\left(Q_{N} / A\right)$ is just the coefficient of $s^{N}$ in the Taylor expansion of $Q(s)$ (about $s=0$ ) which we shall denote by

$$
\begin{equation*}
Q_{N}=A[Q(s)]_{N} \tag{2.38}
\end{equation*}
$$

Multiplying both sides of equation (2.36) by $s^{N}$ we obtain

$$
\begin{equation*}
Q(s)=\frac{W\left[{ }_{G}{ }^{\mathrm{f}}(\mathrm{~s}, 0)\right]^{2}}{1-\mathrm{W} G(\mathrm{~s}, 0 \mid 0)}, \tag{2.39}
\end{equation*}
$$

where

$$
\begin{align*}
G^{f}(s, 0) & =\sum_{M=0}^{\infty} s^{M} G_{M}^{f}(0)  \tag{2.40}\\
G(s, 0 \mid K) & =\sum_{M=0}^{\infty} s^{M} G_{M}(0 \mid K) \tag{2.41}
\end{align*}
$$

are respectively the GF of the CPF for tails and loops. Therefore

$$
\begin{equation*}
Q_{N}=A\left[\frac{W \mathrm{G}^{\mathrm{f}}(\mathrm{~s}, 0)^{2}}{1-\mathrm{WG}(\mathrm{~s}, 0 \mid 0)}\right]_{\mathrm{N}} \tag{2.42}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
q_{N}(K)=\left[\frac{W G^{f}\left(s_{2} 0\right)^{2}}{1-W G(s, 0 \mid K)}\right]_{N} . \tag{2.43}
\end{equation*}
$$

## 3. THE EXPECTATION VALUES OF

 CONFORMATION CHARACTERISTICSWe shall derive general expressions for four characteristics which describe the polymer configuration near an interacting wall. These are:
(a) $\langle\mathrm{n}\rangle$, the average number of beads adsorbed on the wall,
(b) $\left\langle\rho^{2}\right\rangle$, the mean square end-to-end distance ("spread") of beads on the wall,
(c) $n(x)$, the density of beads off the wall,
(d) $\bar{x}$, the distance of the centre-of-mass of the polymer from the wall.

Two fundamental relations between these quantities are:

$$
\begin{align*}
\bar{x} & =\frac{1}{N+1} \int_{0}^{\infty} \mathrm{xn}(\mathrm{x}) \mathrm{dx}  \tag{3.1}\\
N+1 & =\int_{0}^{\infty} n(x) d x+\langle n\rangle . \tag{3.2}
\end{align*}
$$

Relation (3.2) serves as a self-consistent check on the results derived for $n(x)$ and $\langle n\rangle$.

3a. Number of beads adsorbed $\langle n\rangle$

Since the index $n$ in equation (2.36) for $Q_{N}$ counts the number of beads on the wall, it follows that

$$
\begin{align*}
& \langle n\rangle=\frac{A}{Q_{N}} \sum_{n=1}^{N} n W^{n} \sum_{\left\{M_{i}\right\}} G_{M_{1}}^{f}(0) \prod_{i=2}^{n} G_{M_{i}}(0 \mid 0) G_{M_{n+1}}^{f}  \tag{0}\\
& \langle n\rangle=W \frac{\partial}{\partial W}\left(\ln Q_{N}\right) . \tag{3.3}
\end{align*}
$$

$3 b$. The spread of the polymer on the wall $\left\langle\rho^{2}\right\rangle$

## From equation (2.35), it is clear that

$$
\begin{equation*}
\left\langle\rho^{2}\right\rangle=\frac{A}{Q_{N}} \int d^{2} \rho \rho^{2} \overline{\mathrm{q}}_{N}(\rho) . \tag{3.4}
\end{equation*}
$$

But it follows from the definition of $\overline{\mathrm{q}}_{\mathrm{N}}(\rho)$, (2.34), that

$$
\begin{equation*}
\int d^{2} \underline{\rho} \rho^{2} \bar{q}_{N}(\rho)=-\left.\nabla_{K}^{2} q_{N}(K)\right|_{K=0}, \tag{3.5}
\end{equation*}
$$

where $\nabla_{\mathrm{K}}^{2}$ is the two-dimensional Laplacian. Therefore we have

$$
\begin{align*}
\left\langle\rho^{2}\right\rangle & =\frac{A}{Q_{N}}\left[-\nabla_{K}^{2} \quad q_{N}(K)\right]_{K=0}  \tag{3.6}\\
& =\frac{A}{Q_{N}}\left[W G^{f}(s, 0)^{2}\left[-\nabla_{K}^{2} \frac{1}{1-W G(s, 0 \mid K)}\right]_{K=0}\right]_{N}, \tag{3.7}
\end{align*}
$$

where the second equality follows from equation (2.43).

In the next section, equation (4.87), it will be shown quite generally that

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{dK}} \mathrm{G}(\mathrm{~s}, 0 \mid \mathrm{K})\right|_{\mathrm{K}=0}=0 . \tag{3.8}
\end{equation*}
$$

Since $G(s, 0 \mid K)$ depends on $K=|\underset{\sim}{K}|$ only $(F(x \mid K)$ depends on $|\underset{\sim}{K}|$ only) we obtain

$$
\begin{equation*}
-\left.\nabla_{K}^{2} \frac{1}{1-W G(s, 0 \mid K)}\right|_{K=0}=-\frac{W\left[\nabla_{K}^{2} G(s, 0 \mid K)\right]_{K=0}}{[1-W G(s, 0 \mid 0)]^{2}} . \tag{3.9}
\end{equation*}
$$

Substituting this into equation (3.7) we have

$$
\begin{equation*}
\left\langle\rho^{2}\right\rangle=\frac{A}{Q_{N}}\left[\left[\frac{W G^{f}(s, 0)}{1-W G(s, 0 \mid 0)}\right]^{2}\left[-\nabla_{K}^{2} G(s, 0 \mid K)\right]_{K=0}\right]_{N} . \tag{3.10}
\end{equation*}
$$

We derive formulae for the density of beads off the wall for three cases of interest:
(i) a tail of $N$ links (Figure 3.1a), $\mathrm{n}_{\mathrm{N}}^{\mathrm{f}}(\mathrm{x})$,
(ii) a loop of $N$ links (Figure $3.1 b),{ }_{n}^{\ell}(x)$,
(iii) the general problem of an $N$-link polymer whose zeroth and $N^{\text {th }}$ bead may be anywhere in $n \geq 0$ (Figure $3.1 \mathrm{c}-\mathrm{e}$ ), $\mathrm{n}(\mathrm{x})$.

Before we can proceed it is necessary to introduce generalizations of the quantities $G_{M}^{f}(0)$ and $G_{M}(0 \mid 0)$, namely $G_{M}^{f}(x)$ and $G_{M}(x \mid 0)$ defined by

$$
\begin{equation*}
G_{0}^{f}(x)=1 \tag{3.11}
\end{equation*}
$$

$$
G_{M}^{f}(x)=\int_{0}^{\infty} \ldots \int_{0}^{\infty} d x_{1} \ldots d x_{M} F\left(x-x_{1} \mid 0\right) F\left(x_{2}-x_{1} \mid 0\right) \ldots F\left(x_{M}-x_{M-1} \mid 0\right)
$$

$$
\begin{equation*}
\times e^{-\beta} \sum_{i=1}^{M} \phi\left(x_{i}\right), \quad(M>0) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{align*}
G_{0}(x \mid 0) & =1  \tag{3.13}\\
G_{M}(x \mid 0)= & =F(x \mid 0) e^{-\beta \phi(x)}  \tag{3.14}\\
G_{0} & \ldots \int_{0}^{\infty} d x_{1} \ldots d x_{M-1} F\left(x-x_{1} \mid 0\right) F\left(x_{2}-x_{1} \mid 0\right) \ldots \\
& \times F\left(x_{M-1}-x_{M-2} \mid 0\right) F\left(x_{M-1} \mid 0\right) e^{-\beta \sum_{i=0}^{M-1} \phi\left(x_{i}\right)}, \quad\left(M>1, x_{0}=x\right) \tag{3.15}
\end{align*}
$$

They are interpreted physically as follows:
$G_{M}^{f}(x)$ is the CPF of an M-1ink segment whose zeroth bead is at
$x(\geq 0)$ and all others are in the half-space $x>0$;
$G_{M}(x \mid 0)$ is the CPF of an M-link segment whose zeroth bead is at $x(\geq 0)$, the $M^{\text {th }}$ bead is on the wall $(x=0)$, and all others are in the half-space $x>0$.
(a)


(c)


(d)



Figure 3.1: Diagrams used to derive expressions for the density of beads off the wall for the cases:
(a) a tail with one end on an impenetrable wall,
(b) a loop with both ends on an impenetrable wall,
(c), (d) and (e) an adsorbed polymer with many possible contacts. In this case the $\mathrm{r}^{\text {th }}$ bead can be in any one of the positions shown.

Note from the definitions that in $G_{M}^{f}(x)$ the zeroth bead is not weighted with the Boltzmann factor $e^{-\beta \phi(x)}$ whereas in $G_{M}(x \mid 0)$ the zeroth bead is so weighted.
(i) Density of an N-link tail, $\mathrm{n}_{\mathrm{N}}^{\mathrm{f}}(\mathrm{x})$

From Figure 3.1a it is easily seen that the probability of finding the $r^{\text {th }}$ bead at $x$ is

$$
\begin{equation*}
\frac{G_{r}(x \mid 0) G_{N-r}^{f}(x)}{G_{N}^{f}(0)} \tag{3.16}
\end{equation*}
$$

The density of beads at $x$ is the probability of finding any one of the $(N+1)$ beads at $x$, therefore

$$
\begin{equation*}
n_{N}^{f}(x)=\sum_{r=0}^{N} G_{r}(x \mid 0) G_{N-r}^{f}(x) / G_{N}^{f}(0) \tag{3.17}
\end{equation*}
$$

We form the GF of $\left[G{ }_{N}^{f}(0) n_{N}^{f}(x)\right]$ by multiplying both sides of equation (3.17) by $\mathrm{s}^{\mathrm{N}}$ and summing over N . Inverting the result, we obtain

$$
\begin{equation*}
\mathrm{n}_{\mathrm{N}}^{\mathrm{f}}(\mathrm{x})=\frac{1}{G_{\mathrm{N}}^{\mathrm{f}}(0)}\left[\mathrm{G}(\mathrm{~s}, \mathrm{x} \mid 0) \mathrm{G}^{\mathrm{f}}(\mathrm{~s}, \mathrm{x})\right]_{\mathrm{N}}, \tag{3.18}
\end{equation*}
$$

where

$$
\begin{equation*}
G(s, x \mid 0)=\sum_{M=0}^{\infty} s^{M} G_{M}(x \mid 0) \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
G^{f}(s, x)=\sum_{M=0}^{\infty} s^{M} G_{M}^{f}(x) \tag{3.20}
\end{equation*}
$$

are generalizations of the $G F G(s, 0 \mid 0)$ and $G^{f}(s, 0)$ given in equations (2.40) and (2.41).
(ii) Density of an $N$-link loop, $\mathrm{n}_{\mathrm{N}}^{\ell}(\mathrm{x})$

Following the line of reasoning given for the case of a tail, we obtain the probability of finding the $r^{\text {th }}$ bead at $x$,

$$
\begin{equation*}
e^{\beta \phi(x)} \frac{G_{r}(x \mid 0) G_{N-r}(x \mid 0)}{G_{N}(0 \mid 0)}, \tag{3.21}
\end{equation*}
$$

and hence the density of a loop

$$
\begin{equation*}
n_{N}^{\ell}(x)=\frac{e^{\beta \phi(x)}}{G_{N}(0 \mid 0)}\left[G(s, x \mid 0)^{2}\right]_{N} \tag{3.22}
\end{equation*}
$$

The Boltzmañ factor corrects the overweighting of the $r^{\text {th }}$ bead.
(iii) Density of an adsorbed polymer, $n(x)$

We generalize the $C P F Q_{N}$ of equation (2.36) to the function $Q_{N}(x)$ which can be interpreted, apart from the constant $A$, as the CPF for an $N$ link polymer whose $N^{\text {th }}$ bead is at $x$ and has at least one bead on the wall. From (2.36) we have

$$
\begin{equation*}
Q_{N}(x)=A \sum_{n=1}^{N} W^{n} \sum_{\left\{M_{i}\right\}}^{\sum} G_{M_{1}}^{f}(0) \prod_{i=2}^{n} G_{M_{i}}(0 \mid 0) G_{M_{n+1}}(x \mid 0) \tag{3.23}
\end{equation*}
$$

and its $G F Q(s, x)$ is given by (cf. equation (2.39))

$$
\begin{equation*}
Q(s, x)=\frac{W G^{f}(s, 0) G(s, x \mid 0)}{1-W G(s, 0 \mid 0)} \tag{3.25}
\end{equation*}
$$

By considering Figure $3.1 \mathrm{c}, \mathrm{d}$, e we see that the probability of finding the $r^{\text {th }}$ bead at $x$ is

$$
\begin{equation*}
\frac{1}{Q_{N}}\left[G_{r}^{f}(x) Q_{N-r}(x)+Q_{r}(x) G_{N-r}^{f}(x)+\frac{e^{\beta \phi(x)}}{A} Q_{r}(x) Q_{N-r}(x)\right] \tag{3.26}
\end{equation*}
$$

The first, second, and third term represent contributions from diagrams in Figure $3.1 \mathrm{c}, \mathrm{d}$ and e respectively. A summation over all beads yields the density

$$
\begin{equation*}
n(x)=\frac{1}{Q_{N}} \sum_{r=0}^{N}\left\{G_{r}^{f}(x) Q_{N-r}(x)+Q_{r}(x) G_{N-r}^{f}(x)+\frac{e^{B \phi(x)}}{A} Q_{r}(x) Q_{N-r}(x)\right\} \tag{3.27}
\end{equation*}
$$

In terms of the GF and equation (3.25) this becomes

$$
\begin{align*}
& n(x)=\frac{A}{Q_{N}}\left[e^{\beta \phi(x)} Q^{2}(s, x)+2 Q(s, x) G^{f}(s, x)\right]_{N}  \tag{3.28}\\
& n(x)=\frac{A}{Q_{N}}\left[e^{\beta \phi(x)\left\{\frac{W G^{f}(s, 0) G(s, x \mid 0)}{1-W G(s, 0 \mid 0)}\right\}^{2}}\right. \\
& \left.\quad \quad+\frac{2 W G^{f}(s, 0) G^{f}(s, x) G(s, x \mid 0)}{1-W G(s, 0 \mid 0)}\right]_{N} \tag{3.29}
\end{align*}
$$

In summary, the conformational properties of an adsorbed polymer are determined by the quantities $G(s, 0 \mid K), G(s, x \mid 0)$ and $G^{f}(s, x)$ as follows:

$$
\begin{align*}
&\langle n\rangle= W \frac{\partial\left(2 n Q_{N}\right)}{\partial W}  \tag{3.3}\\
&\left\langle\rho^{2}\right\rangle= \frac{A}{Q_{N}}\left[\left[\frac{W G^{f}(s, 0)}{1-W G(s, 0 \mid 0)}\right]^{2}\left[-\nabla_{K} G(s, 0 \mid K)\right]_{K=0}\right]_{N}  \tag{3.10}\\
& n(x)=\frac{A}{Q_{N}}\left[e^{\beta \phi(x)\left\{\frac{W G^{f}(s, 0) G(s, x \mid 0)}{1-W G(s, 0 \mid 0)}\right\}^{2}}\right. \\
&\left.\quad+\frac{2 W G^{f}(s, 0) G^{f}(s, x) G(s, x \mid 0)}{1-W G(s, 0 \mid 0)}\right]_{N}  \tag{3.29}\\
& \bar{x}= \frac{1}{(N+1)} \int_{0}^{\infty} \operatorname{xn(x)dx.} \tag{3.1}
\end{align*}
$$

4. THE GENERATING FUNCTIONS
$\mathrm{G}(\mathrm{s}, \mathrm{x} \mid \mathrm{K})$ AND $\mathrm{G}^{\mathrm{f}}(\mathrm{s}, \mathrm{x})$
In this section, we shall evaluate the functions $G(s, x \mid K)$ and $G^{f}(s, x)$ for the case where the external potential is zero, i.e. $\phi(x)=0$.

From the definitions (3.12) and (3.15) we can write down the following recurrence relations

$$
\begin{align*}
G_{M}^{f}(0) & =\int_{0}^{\infty} G_{M}(x \mid 0) d x  \tag{4.1}\\
G_{M+1}(x \mid K) & =\int_{0}^{\infty} F\left(x-x^{\prime}\right) G_{M}\left(x^{\prime} \mid K\right) d x^{\prime}, \quad(M \geq 1) . \tag{4.2}
\end{align*}
$$

Multiplying (4.2) by $\mathrm{s}^{\mathrm{M}+1}$ and summing from $\mathrm{M}=1$ to infinity we obtain the integral equation for the GF

$$
\begin{equation*}
G(s, x \mid K)=s F(x \mid K)+s \int_{0}^{\infty} F\left(x-x^{\prime} \mid K\right) G\left(s, x^{\prime} \mid K\right) d x^{\prime}, \tag{4.3}
\end{equation*}
$$

where we have used equation (3.14) for $G_{1}(x \mid K)$. A similar operation on equation (4.1) yields

$$
\begin{equation*}
G^{f}(s, 0)=1+\int_{0}^{\infty} G(s, x \mid 0) d x . \tag{4.4}
\end{equation*}
$$

Owing to the nature of the physical problem we are faced with integral equations involving half-range convolutions, whose solution require some amount of mathematical manipulations. For ease of later reference, we shall first summarize the results and then present their derivations.

It turns out that if we wish to study the conformation of the polymer as a function of the adsorption energy parameter $W$, only the results for $s$ near zero ( $s \sim 0$ ) and $s$ close to but less than one ( $s \leqslant 1$ ) are needed. The quantities necessary to evaluate polymer conformational characteristics are given in Table 4.1. These results are asymptotic unless stated otherwise. During the course of the derivation, we find it convenient to define the "one-dimensional" variance of the probability density function $\overline{\mathrm{f}}(|\underset{\sim}{\mathrm{r}}|)$ by (cf. equations (2.21) and (2.22))

$$
\sigma^{2}=\int \bar{f}(|\underline{r}|) x^{2} d^{3} r=\int_{-\infty}^{\infty} F(x \mid 0) x^{2} d x=-\left.\frac{d^{2} f(z)}{d z^{2}}\right|_{z=0} ;
$$

and the "two-dimensional" variance of the probability density function $\overline{\mathrm{f}}(|\underset{\sim}{r}|)$ when $\underset{\sim}{r}$ is confined to the plane $\mathrm{x}=0$, by

Table 4.1: Summary of results for the generating functions for $s$ near 0 and $s$ near 1 . Numbers in brackets refer to the corresponding equations in the text.


$$
\begin{equation*}
\lambda^{2}=\frac{\int \overline{\mathrm{f}}(|\underset{\sim}{\rho}|) \rho^{2} \mathrm{~d}^{2} \underline{\sim}}{\int \overline{\mathrm{f}}(|\underset{\sim}{\rho}|) \mathrm{d}^{2} \underset{\sim}{\rho}}=\frac{\int \overline{\mathrm{f}}(|\underline{\sim}|) \rho^{2} \mathrm{~d}^{2} \underline{\sim}}{F(0 \mid 0)} . \tag{4.98}
\end{equation*}
$$

We also adopt the convention that when $K=0$, the $K$ argument in all functions are suppressed, that is

$$
\begin{aligned}
G(s, x \mid 0) & \equiv G(s, x) \\
F(x \mid 0) & \equiv F(x) .
\end{aligned}
$$

The remainder of this section is devoted to deriving the results given in Table 4.1 and may be omitted by the reader without loss of continuity.

4a. The Function $G(s, x)$

We first study the integral equation (4.3) for $K=0$, namely

$$
\begin{equation*}
G(s, x)=s F(x)+s \int_{0}^{\infty} F\left(x-x^{\prime}\right) G\left(s, x^{\prime}\right) d x^{\prime} \tag{4.5}
\end{equation*}
$$

In general the solution of this equation, if one exists, may or may not be unique. However, the only admissible solution in this problem is the unique solution that is analytic in the neighbourhood of $s=0$ because the Taylor expansion of $G(s, x)$ about $s=0$ is equivalent to the recurrence relation (4.2). The integral equation (4.5) may be solved using a variation of the Wiener-Hopf method $(33,34)$ to yield a Fourier . transformable solution analytic at $s=0$.

Before solving this equation, we examine the solution $P(s, x)$ of the full range equation,

$$
\begin{equation*}
P(s, x)=s F(x)+s \int_{-\infty}^{\infty} F\left(x-x^{\prime}\right) P\left(s, x^{\prime}\right) d x^{\prime} \tag{4.6}
\end{equation*}
$$

Physically,

$$
P(s, x) \equiv \sum_{N=1}^{\infty} s^{N} P_{N}(x)
$$

is the GF of the CPF, $P_{N}(x)$, for an $N-1$ ink polymer in full space
$(-\infty<x<\infty)$ whose zeroth bead is at $x=0$ and the $N^{\text {th }}$ bead at $x$. Equation (4.6) can be solved in the usual manner by taking a Fourier transform, defined by

$$
\begin{equation*}
p(s, z)=\int_{-\infty}^{\infty} P(s, x) e^{i z x} d x, \tag{4.7}
\end{equation*}
$$

to yield

$$
\begin{equation*}
p(s, z)=s f(z)+s f(z) p(s, z) \tag{4.8}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
p(s, z)=\frac{s f(z)}{1-s f(z)} \tag{4.9}
\end{equation*}
$$

and by the inversion formula

$$
\begin{equation*}
P(s, x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{s f(z)}{1-\operatorname{sf}(z)} e^{-i z x} d z \tag{4.10}
\end{equation*}
$$

We define the functions

$$
\begin{align*}
& G^{+}(s, x)=\theta(x) G(s, x)  \tag{4.11}\\
& G^{-}(s, x)=\theta(-x) G(s, x) \tag{4.12}
\end{align*}
$$

where $\theta(x)$ is the step function. The Fourier transform of these functions,
and

$$
\begin{equation*}
g^{+}(s, z)=\int_{0}^{\infty} G^{+}(s, x) e^{i \cdot z x} d x \tag{4.13}
\end{equation*}
$$

$$
\begin{equation*}
g^{-}(s, z)=\int_{-\infty}^{0} G^{-}(s, x) e^{i z x} d x, \tag{4.14}
\end{equation*}
$$

are analytic in the upper half plane (UHP) and the lower half plane (LHP) respectively. We assume that $G(s, x)$ has a continuous Fourier transform in the conventional sense (for $z$ real). It then follows that

$$
\begin{equation*}
g^{ \pm}(s, z) \rightarrow 0 \tag{4.15}
\end{equation*}
$$

as $|z| \rightarrow \infty$ in their respective analytic $H P s$ and that $g^{ \pm}(s, z)$ is continuous on the real axis. Following the standard Wiener-Hopf method, we take the Fourier transform of equation (4.5) and obtain

$$
\begin{equation*}
\mathrm{g}^{+}(\mathrm{s}, \mathrm{z})+\mathrm{g}^{-}(\mathrm{s}, \mathrm{z})=\mathrm{sf}(\mathrm{z})+\mathrm{sf}(\mathrm{z}) \mathrm{g}^{+}(\mathrm{s}, \mathrm{z}) \tag{4.16}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathrm{g}^{+}(\mathrm{s}, \mathrm{z})(1-\mathrm{sf}(\mathrm{z}))=\mathrm{sf}(\mathrm{z})-\mathrm{g}^{-}(\mathrm{s}, \mathrm{z}) . \tag{4.17}
\end{equation*}
$$

We then seek a factorization of $(1-s f(z))$ in the form

$$
\begin{equation*}
1-\operatorname{sf}(z)=\frac{\gamma^{+}(s, z)}{\gamma^{-}(s, z)} \tag{4.18}
\end{equation*}
$$

such that $\gamma^{+}(s, z)$ and $\gamma^{-}(s, z)$ are analytic and free of zeros in the UHP and LHP respectively and are continuous on the real $z$ axis. Further, we shall require

$$
\begin{equation*}
\gamma^{ \pm}(s, z) \rightarrow 1 \tag{4.19}
\end{equation*}
$$

as $|z| \rightarrow \infty$ in their respective analytic HPs. Provided such a factorization can be found, equation (4.17) may be rearranged to yield

$$
\begin{equation*}
\gamma^{+}(\mathrm{s}, \mathrm{z})\left(1+\mathrm{g}^{+}(\mathrm{s}, \mathrm{z})\right)=\gamma^{-}\left(1-\mathrm{g}^{-}(\mathrm{s}, \mathrm{z})\right) . \tag{4.20}
\end{equation*}
$$

The LHS represents a function analytic in the UHP and the RHS, a function analytic in the LHP and the two functions are continuous and equal on the real axis. This is sufficient ${ }^{(34)}$ to ensure that the RH function represents the analytic continuation of the LH function into the LHP. Therefore the function $\mathrm{E}(\mathrm{z})$ defined by

$$
\begin{equation*}
\mathrm{E}(\mathrm{z})=\gamma^{+}(\mathrm{s}, \mathrm{z})\left(1+\mathrm{g}^{+}(\mathrm{s}, \mathrm{z})\right)=\gamma^{-}(\mathrm{s}, \mathrm{z})\left(1-\mathrm{g}^{-}(\mathrm{s}, \mathrm{z})\right) \tag{4.21}
\end{equation*}
$$

is an entire function. Further we deduce from equations (4.15) and (4.19) that

$$
\begin{equation*}
E(z) \rightarrow 1 \tag{4.22}
\end{equation*}
$$

as $|z| \rightarrow \infty$. Thus $E(z)$ is a bounded entire function and, by Liouville's theorem, is a constant, namely

$$
\begin{equation*}
E(z)=1 . \tag{4.23}
\end{equation*}
$$

Therefore we have

$$
\begin{align*}
& g^{+}(s, z)=\frac{1}{\gamma^{+}(s, z)}-1  \tag{4.24}\\
& g^{-}(s, z)=1-\frac{1}{\gamma^{-}(s, z)} \tag{4.25}
\end{align*}
$$

It remains then to determine the appropriate factorization of 1 - sf(z) that has the properties invoked above. The factorization of $1-s f(z)$ is equivalent to splitting

$$
\begin{equation*}
\ln (1-\operatorname{sf}(z))=\ln \gamma^{+}(s, z)-\operatorname{In} \gamma^{-}(s, z) . \tag{4.26}
\end{equation*}
$$

The function

$$
\begin{equation*}
h(s, z) \equiv-\operatorname{In}(1-s f(z)) \tag{4.27}
\end{equation*}
$$

can be written as the sum

$$
\begin{equation*}
h(s, z)=h^{+}(s, z)+h^{-}(s, z) \tag{4.28}
\end{equation*}
$$

by the formulae (34)

$$
\begin{align*}
& h^{+}(s, z)=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{h(s, t)}{t-z} d t, \quad(\operatorname{Im} z>0)  \tag{4.29}\\
& h^{-}(s, z)=-\frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{h(s, t)}{t-z} d t, \quad(\operatorname{Im} z<0) \tag{4.30}
\end{align*}
$$

such that $h^{+}$and $h^{-}$are continuous on the real axis and are analytic and vanishing as $|z| \rightarrow \infty$ in the UHP and LHP respectively. With these properties, we can obtain from $h^{ \pm}$, using equations (4.26) and (4.28),

$$
\begin{align*}
& \gamma^{+}(s, z)=e^{-h^{+}(s, z)}  \tag{4.31}\\
& \gamma^{-}(s, z)=e^{h^{-}(s, z)} \tag{4.32}
\end{align*}
$$

Now $\gamma^{+}$and $\gamma^{-}$have the required analytic properties. Therefore, from (4.25) and (4.26)

$$
\begin{align*}
& \mathrm{g}^{+}(\mathrm{s}, \mathrm{z})=\mathrm{e}^{\mathrm{h}^{+}(\mathrm{s}, \mathrm{z})}-1  \tag{4.33}\\
& \mathrm{~g}^{-}(\mathrm{s}, \mathrm{z})=1-\mathrm{e}^{-h^{-}(\mathrm{s}, \mathrm{z})} . \tag{4.34}
\end{align*}
$$

From equations (4.9) and (4.27) we see that

$$
\begin{align*}
h(s, z) & =\int_{0}^{s} \frac{p(s, z)}{s} d s  \tag{4.35}\\
& =\int_{0}^{s} \frac{f(z)}{1-s f(z)} d s . \tag{4.36}
\end{align*}
$$

Thus the function

$$
\begin{equation*}
H(s, x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} h(s, z) e^{-i z x} d z \tag{4.37}
\end{equation*}
$$

is given by

$$
\begin{equation*}
H(s, z)=\int_{0}^{s} \frac{P(s, x)}{s} d s \tag{4.38}
\end{equation*}
$$

and, $h^{+}(s, z)$ and $h^{-}(s, z)$ are Fourier transforms of

$$
\begin{equation*}
H^{+}(s, x)=\theta(x) H(s, x) \tag{4.39}
\end{equation*}
$$

and

$$
\begin{equation*}
H^{-}(s, z)=\theta(-x) H(s, x) \tag{4.40}
\end{equation*}
$$

respectively.
Useful results now emerge from the above analysis. Inversion of the expression for $g^{+}(s, z)$ in equation (4.33) yields, for $x>0$,

$$
\begin{align*}
G(s, x)=H^{+}(s, x) & +\frac{1}{2!} \int_{-\infty}^{\infty} H^{+}\left(s, x-x^{\prime}\right) H^{+}\left(s, x^{\prime}\right) d x^{\prime} \\
& +\frac{1}{3!} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H^{+}\left(s, x-x^{\prime}\right) H^{+}\left(s, x^{\prime}-x^{\prime \prime}\right) H^{+}\left(s, x^{\prime \prime}\right) d x^{\prime} d x^{\prime \prime} \\
& +\ldots . \tag{4.41}
\end{align*}
$$

But since $H^{+}(s, x)=0$ for $x<0$, it follows that

$$
\begin{align*}
\lim _{x \rightarrow 0} G(s, x)=G(s, 0) & =H^{+}(s, 0)  \tag{4.42}\\
& =\int_{0}^{s} \frac{P(s, 0)}{s} d s . \tag{4.43}
\end{align*}
$$

From equation (4.10) we deduce the result, for $s<1$,

$$
\begin{align*}
P(s, 0) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{s f(z)}{1-s f(z)} d z \\
& =\frac{1}{2 \pi} \sum_{N=1}^{\infty} s^{N} \int_{-\infty}^{\infty}[f(z)]^{N} d z \equiv \sum_{N=1}^{\infty} s^{N} P_{N}(0) \tag{4.44}
\end{align*}
$$

since for $z$ real $f(z) \leq 1$ (cf. equations (2.17) and (2.20)). Consequently, $G(s, 0)=\frac{1}{2 \pi} \sum_{N=1}^{\infty} \frac{s^{N}}{N} \int_{-\infty}^{\infty}[f(z)]^{N} d z \equiv \sum_{N=1}^{\infty} s^{N} G_{N}(0)$.

A comparison of equations (4.44) and (4.45) reveals an interesting side result

$$
\begin{equation*}
\mathrm{G}_{\mathrm{N}}(0)=\frac{1}{\mathrm{~N}} \mathrm{P}_{\mathrm{N}}(0) \tag{4.46}
\end{equation*}
$$

In other words, for any given $N$-link polymer, whose bond distribution function $\bar{f}(|\underset{\sim}{r}|)$ satisfies the above requirements, the number of configurations starting and ending at the plane $x=0$ that can be taken up by such a polymer in full space is exactly N times that for the corresponding situation in a half-space ( $x>0$, say).

Since $F(x)$ is a real even function, $f(z)$ and therefore $h(s, z)$ is even in z . Therefore

$$
\begin{equation*}
h^{+}(s, 0)=h^{-}(s, 0)=\frac{1}{2} h(s, 0) \tag{4.47}
\end{equation*}
$$

and from the definition of $h(s, z)$, (4.27), we have

$$
\begin{equation*}
h^{+}(s, 0)=-\frac{1}{2} \ln (1-s)=h^{-}(s, 0) . \tag{4.48}
\end{equation*}
$$

For a given bond distribution function $\bar{f}(|\underset{\sim}{r}|)$, or $f(z)$, equations (4.33) and (4.34) constitute an exact solution of the integral equation (4.5). However, to obtain physically interesting results, we only need solutions in the neighbourhood of $s=0$ and $s=1$. In these regimes, the problem becomes amenable to further formal asymptotic analysis.

Around $s=0$, the solution can be obtained by iteration

$$
\begin{equation*}
G(s, x)=s F(x)+s^{2} \int_{0}^{\infty} F\left(x-x^{\prime}\right) F\left(x^{\prime}\right) d x^{\prime}+\ldots . \tag{4.49}
\end{equation*}
$$

In the neighbourhood of $s=1$, the function $G(s, x)$ is more complicated. Since $f(z)$ is even, then if $z_{0}$ is a (in general, complex)
zero of $1-f(z)$, so is $-z_{0}$. For $s$ less than but close to one ( $s \leq 1$ ), there are two zero $\pm z_{0}$ in the neighbourhood of $z=0$, and as $s \rightarrow 1$ from below, the two zeros converge to the origin. Consider the integral taken along the real axis (cf. equations (4.9) and (4.29))

$$
\begin{equation*}
p^{+}(s, z)=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{s f(t)}{1-s f(t)} \frac{d t}{t-z}, \quad(\operatorname{Im} z>0) \tag{4.50}
\end{equation*}
$$

which diverges at $s=1$ on account of the pole in the integrand at $t=z_{0}=0$. Due to the coalescence at the origin of the two poles from above and below the real axis, $\mathrm{p}^{+}(\mathrm{s}, \mathrm{z})$ will have a branch point at $\mathrm{s}=1$. For $\mathrm{s} \leqslant 1$, the main contribution to the integral in (4.50) will come from $t$ near zero so that we can replace $f(t)$ by its Taylor expansion about $t=0$. From the properties of the bond distribution function we have (see Section 2)

$$
\begin{aligned}
& \mathrm{f}(0)=1 \\
& \mathrm{f}^{\prime}(0)=i \int_{-\infty}^{\infty} \times \mathrm{F}(\mathrm{x}) \mathrm{dx}=0 \\
& \mathrm{f}^{\prime \prime}(0)=-\int_{-\infty}^{\infty} \mathrm{x}^{2} \mathrm{~F}(\mathrm{x}) \mathrm{dx} \equiv-\sigma^{2},
\end{aligned}
$$

therefore we can write

$$
\begin{equation*}
f(z)=1-\frac{1}{2} \sigma^{2} z^{2}+\ldots \tag{4.51}
\end{equation*}
$$

for $z$ near zero.

Thus in the regime $\mathrm{s} \leqslant 1$, we have

$$
\begin{align*}
p^{+}(s, z) & \simeq \frac{s}{2 \pi i} \int_{-\infty}^{\infty} \frac{1}{(1-s)+\frac{1}{2} \sigma^{2} t^{2}} \frac{d t}{t-z}, \quad(\operatorname{Im} z>0)  \tag{4.52}\\
& \simeq \frac{1 /\left(2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} \sigma\right)}{z+i 2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} / \sigma} \tag{4.53}
\end{align*}
$$

and from equation (4.35)

$$
\begin{equation*}
h^{+}(s, z)=-\ln \left(z+i 2^{\frac{1}{2}}(1-s)^{\left.\frac{1}{2} / \sigma\right)}, \quad(s \leqslant 1)\right. \tag{4.54}
\end{equation*}
$$

From this we see that for $s \leq 1$ and $z$ near $z_{0}=-i 2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} / \sigma, g^{+}(s, z)$ has
the form

$$
\begin{align*}
g^{+}(s, z) & =e^{h^{+}(s, z)}-1 \\
& \simeq \frac{A}{z-z_{0}} . \tag{4.55}
\end{align*}
$$

But we have

$$
\begin{align*}
g^{+}(s, 0) & =e^{h^{+}}(s, 0)-1  \tag{4.56}\\
& \simeq \frac{A}{-z_{0}}, \quad(s \leqslant 1), \tag{4.57}
\end{align*}
$$

therefore it follows from equation (4.48) that

$$
\begin{align*}
A & =\frac{i 2^{\frac{1}{2}}(1-s)^{\frac{1}{2}}}{\sigma}\left(e^{h^{+}}(s, 0)-1\right) \\
& =i 2^{\frac{1}{2}} / \sigma \tag{4.58}
\end{align*}
$$

Thus we have the asymptotic solution

$$
\begin{equation*}
\mathrm{g}^{+}(\mathrm{s}, \mathrm{z})=\frac{i 2^{\frac{1}{2}} / \sigma}{z+i 2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} / \sigma}+\cdots, \quad(s \leqslant 1) \tag{4.59}
\end{equation*}
$$

where smaller contributions from poles further away from the real axis have been omitted. We obtain $G^{+}(s, x)$ by the inverse Fourier transform

$$
\begin{equation*}
G^{+}(s, x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} g^{+}(s, z) e^{-i z x} d z \tag{4.60}
\end{equation*}
$$

which may be evaluated using Cauchy's Theorem by completing the contour in the LHP. However, when $x$ is sufficiently large, only the pole of $g^{+}(s, z)$ with the smallest imaginary part will contribute significantly. Contributions from other poles will be" exponentially small. Substituting equation (4.59) into (4.60) we obtain, for $s \leqslant 1$, and $x$ large (i.e. $\left.2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} x / 0 \gg 1\right)$,

$$
\begin{equation*}
G^{+}(s, x) \simeq \frac{2^{\frac{1}{2}}}{\sigma} e^{-2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} x / \sigma}+\ldots \tag{4.61}
\end{equation*}
$$

To obtain an expression for $G^{+}(s, 0)$ for $s \leq 1$, we consider the expression for $P(s, 0)$, namely

$$
\begin{equation*}
P(s, 0)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{s f(z)}{1-s f(z)} d z \tag{4.62}
\end{equation*}
$$

As before for $s \leqslant 1$ we expand $f(z)$ about $z=0$ to obtain

$$
\begin{align*}
\mathrm{P}(\mathrm{~s}, 0) & \doteq \frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{1}{(1-s)+\frac{1}{2} \sigma^{2} z^{2}} \mathrm{~d} z \\
& =\frac{1}{2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} \sigma} . \tag{4.63}
\end{align*}
$$

Since

$$
\mathrm{G}^{+}(\mathrm{s}, 0)=\lim _{\mathrm{x} \rightarrow 0_{+}} \mathrm{G}(\mathrm{~s}, \mathrm{x})
$$

we have from equations (4.43) and (4.63)

$$
\begin{equation*}
G(s, 0) \simeq G(1,0)-2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} / \sigma, \quad s \leqslant 1, \tag{4.64}
\end{equation*}
$$

where the numerical constant $G(1,0)$ is given by

$$
\begin{equation*}
G(1,0)=-\frac{1}{2 \pi} \int_{-\infty}^{\infty} \ln (1-f(z)) d z . \tag{4.65}
\end{equation*}
$$

## We also note that

$$
\begin{align*}
\frac{d}{d s} G(s, 0) & =\frac{1}{s} P(s, 0) \\
& \simeq F(0) \quad \text { for } \quad s \sim 0 \tag{4.66}
\end{align*}
$$

and

$$
\begin{equation*}
\simeq \frac{1}{2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} \sigma} \text { for } s \leq 1 . \tag{4.67}
\end{equation*}
$$

4b. The Function $G^{f}(s, x)$

$$
\text { The expression for } G^{f}(s, 0) \text { follows from equations (4.4), (4.13) }
$$

and (4.33)

$$
\begin{aligned}
\mathrm{G}^{\mathrm{f}}(\mathrm{~s}, 0) & =1+\int_{0}^{\infty} \mathrm{G}^{+}(\mathrm{s}, \mathrm{x}) \mathrm{dx} \\
& =1+\mathrm{g}^{+}(\mathrm{s}, 0) \\
& =\mathrm{e}^{\mathrm{h}^{+}(\mathrm{s}, 0)} .
\end{aligned}
$$

$$
\begin{equation*}
h^{+}(s, 0)=-\frac{1}{2} \ln (1-s) \tag{4.48}
\end{equation*}
$$

we obtain the exact result for all $0 \leq s<1$

$$
\begin{equation*}
G^{f}(s, 0)=(1-s)^{-\frac{1}{2}} . \tag{4.68}
\end{equation*}
$$

For $x>0$, we introduce the function $G\left(s, x, x^{\prime}\right)$ which is the generating function for a chain which starts at $x$ and ends at $x^{\prime}(>0)$. Then the GF for a chain starting at $x, G^{f}(s, x)$, is given by

$$
\begin{equation*}
G^{f}(s, x)=1+\int_{0}^{\infty} G\left(s, x, x^{\prime}\right) d x^{\prime} \tag{4.69}
\end{equation*}
$$

It is easily seen that $G\left(s, x, x^{\prime}\right)$ satisfies the integral equation

$$
\begin{equation*}
G\left(s, x, x^{\prime}\right)=s F\left(x-x^{\prime}\right)+s \int_{0}^{\infty} F\left(x^{\prime}-t\right) G(s, x, t) d t \tag{4.70}
\end{equation*}
$$

As before, we take the Fourier transform wrt $x$ ' to yield

$$
\begin{equation*}
g^{+}(s, x, z)+g^{-}(s, x, z)=s e^{i x z} f(z)+\operatorname{sf}(z) g^{+}(s, x, z) . \tag{4.71}
\end{equation*}
$$

Using the splitting

$$
\begin{equation*}
1-s f(z)=\frac{\gamma^{+}(s, z)}{\gamma^{-}(s, z)} \tag{4.18}
\end{equation*}
$$

where $\gamma^{ \pm}$have their usual properties, we obtain

$$
\begin{align*}
\gamma^{+}(s, z) g^{+}(s, x, z)+\gamma^{-}(s, z) g^{-}(s, x, z) & =e^{i x z}\left(\gamma^{-}(s, z)-\gamma^{+}(s, z)\right) \\
& \equiv q(s, x, z) . \tag{4.72}
\end{align*}
$$

Applying the formulae (4.29) and (4.30) we split $q(s, x, z)$ into a sum of $q^{+}(s, x, z)$ and $q^{-}(s, x, z)$ which are analytic in the UHP and LHP respectively and vanishing as $|z| \rightarrow \infty$ in their respective analytic HPs. Equation (4.72) can then be rearranged to yield

$$
\begin{align*}
\gamma^{+}(s, z) g^{+}(s, x, z)-q^{+}(s, x, z) & =q^{-}(s, x, z)-\gamma^{-}(s, z) g^{-}(s, x, z) \\
& \equiv E(z) \tag{4.73}
\end{align*}
$$

which defines an entire function $E(z)$ because the RHS (analytic in the

LHP) is now the analytic continuation of the LHS (analytic in the UHP) into the LHP. The asymptotic behaviour $(|z| \rightarrow \infty)$ of $\gamma^{ \pm}, g^{ \pm}$and $q^{ \pm}$give $E(z) \rightarrow 0$ as $|z| \rightarrow \infty$ which implies $E(z)=0$. Therefore

$$
\begin{equation*}
g^{+}(s, x, z)=\frac{q^{+}(s, x, z)}{\gamma^{+}(s, x)} \tag{4.74}
\end{equation*}
$$

and it follows from (4.69) that

$$
\begin{equation*}
G^{f}(s, x)=1+g^{+}(s, x, 0) \tag{4.75}
\end{equation*}
$$

From equations (4.31) and (4.48) we know that

$$
\begin{equation*}
\gamma^{ \pm}(s, 0)=(1-s)^{ \pm \frac{1}{2}} \tag{4.76}
\end{equation*}
$$

so to calculate $\mathrm{g}^{+}(\mathrm{s}, \mathrm{x}, 0)$ we need only $\mathrm{q}^{+}(\mathrm{s}, \mathrm{x}, 0)$.

From equations (4.29) and (4.72) we have

$$
\begin{equation*}
q^{+}(s, x, 0)=\frac{1}{2 \pi i} \int_{-\infty-i \delta}^{\infty-i \delta} e^{i x t}\left(\gamma^{-}(s, t)-\gamma^{+}(s, t)\right) \frac{d t}{t} \tag{4.77}
\end{equation*}
$$

where the contour has been displaced just below the real axis. The poles of the integrand above the contour are the poles of $\gamma^{-}(s, t)$ in the UHP and the pole at $t=0$. For $s \lesssim 1$, we can derive an expression for $h^{-}(s, z)$ in a similar manner to the derivation of equation (4.54) for $h^{+}(s, z)$. (Alternatively, we can deduce this by considering equations (4.27), (4.28) and (4.54) for $z \sim 0$ and $s \leqq 1$.) We get

$$
\begin{equation*}
h^{-}(s, z)=-\ln \left(z-i 2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} / \sigma\right)+\ldots \tag{4.78}
\end{equation*}
$$

which according to equation (4.32) shows that for $s \leq 1, \gamma^{-}(s, z)$ has a pole at

$$
\begin{equation*}
z_{0}=i 2^{\frac{1}{2}}(1-s)^{\frac{1}{2} / \sigma} . \tag{4.79}
\end{equation*}
$$

As before, we write for $s \leqslant 1, z \sim z_{0} \sim 0$

$$
\begin{equation*}
\gamma^{-}(s, z) \doteq \frac{B}{z-z_{0}} \tag{4.80}
\end{equation*}
$$

so that

$$
\begin{equation*}
\gamma^{-}(s, 0) \simeq \frac{B}{-z_{0}}=1-e^{-h^{-}(s, 0)} \tag{4.81}
\end{equation*}
$$

Now for x large, we displace the contour in equation (4.77) over the poles at $t=0$ and $t=z_{0}$ up to $z_{1}$, the next pole or singularity of $\gamma^{-}(s, z)$. The original integral is then the sum of the residues at $\mathrm{t}=0$ and $\mathrm{z}_{0}$ plus the integral along the $\operatorname{line} \operatorname{Im} \mathrm{t}=\operatorname{Im} \mathrm{z}_{1}-\delta$, which is exponentially small if $x$ is large. Thus $q^{+}(s, x, 0)$ can be approximated by only contributions from the first two poles,

$$
\begin{equation*}
q^{+}(s, x, 0) \simeq\left(\gamma^{-}(s, 0)-\gamma^{+}(s, 0)\right)+\frac{B e^{i z_{0} x}}{z_{0}} \tag{4.82}
\end{equation*}
$$

which from equation (4.81) may be rewritten as

$$
\begin{equation*}
q^{+}(s, x, 0) \simeq \gamma^{-}(s, 0)\left(1-e^{i z_{0} x}\right)-\gamma^{+}(s, 0) \tag{4.83}
\end{equation*}
$$

And finally from equations (4.74) - (4.76) and (4.79) we obtain

$$
\begin{equation*}
G^{f}(s, x) \simeq \frac{1-e^{-2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} x / \sigma}}{1-s}, \quad\left(s s 1,2^{1 / 2}(1-s)^{1 / 2} x / \sigma \gg 1\right) \tag{4.84}
\end{equation*}
$$

For $s \sim 0$, successive iterations of equation (4.70) yield

$$
G\left(s, x, x^{\prime}\right)=s F\left(x-x^{\prime}\right)+s^{2} \int_{0}^{\infty} F\left(x^{\prime}-t\right) F(x-t) d t
$$

whence from (4.69) gives

$$
\begin{equation*}
G^{f}(s, x) \simeq 1+s \int_{0}^{\infty} F\left(x-x^{\prime}\right) d x^{\prime}+\ldots, \quad(s \sim 0) \tag{4.84a}
\end{equation*}
$$

4c. The Function $\nabla_{K}^{2} G(s, 0 \mid K)$ at $K=0$

$$
\text { Since } G(s, 0 \mid K) \text { is a function of } K=|\underset{\sim}{K}| \text { only, we may write the }
$$ two-dimensional $\partial_{K}^{2}$ operator as

$$
\begin{equation*}
\nabla_{K}^{2}=\frac{\partial^{2}}{\partial K^{2}}+\frac{1}{K} \frac{\partial}{\partial K} \tag{4.85}
\end{equation*}
$$

In a similar manner to the derivation of equation (4.41) for $G^{+}(s, 0) \equiv G(s, 0 \mid 0)$ we derive

$$
\begin{equation*}
\mathrm{G}(\mathrm{~s}, 0 \mid \mathrm{K})=-\frac{1}{2 \pi} \int_{-\infty}^{\infty} \ln \left(1-\mathrm{sf}\left(\sqrt{\mathrm{z}^{2}+\mathrm{K}^{2}}\right)\right) \mathrm{dz} \tag{4.86}
\end{equation*}
$$

Therefore a differentiation with respect to K yields

$$
\begin{equation*}
\frac{\partial G(s, 0 \mid K)}{\partial K}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{\operatorname{sf}^{\prime}\left(\sqrt{Z^{2}+K^{2}}\right)}{1-s f\left(\sqrt{Z^{2}+K^{2}}\right)} \frac{K}{\sqrt{Z^{2}+K^{2}}} d z \tag{4.87}
\end{equation*}
$$

which gives the result quoted in (3.8), namely

$$
\begin{equation*}
\left.\frac{\partial G(\mathrm{~s}, 0 \mid \mathrm{K})}{\partial K}\right|_{K=0}=0, \tag{4.88}
\end{equation*}
$$

and the relation

$$
\begin{equation*}
\left[\frac{1}{K} \frac{\partial G(s, 0 \mid K)}{\partial K}\right]_{K=0}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{s f^{\prime}(z)}{1-s f(z)} \frac{d z}{z} . \tag{4.89}
\end{equation*}
$$

A second differentiation of equation (4.87) gives

$$
\begin{equation*}
\left.\frac{\partial^{2} G(s, 0 \mid K)}{\partial K^{2}}\right|_{K=0}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{s f^{\prime}(z)}{1-s f(z)} \frac{d z}{z} \tag{4.90}
\end{equation*}
$$

Therefore from equations (4.85), (4.87) and (4.90) we have

$$
\begin{equation*}
\left.\nabla_{K}^{2} G(s, 0 \mid K)\right|_{K=0}=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\mathrm{sf}^{\prime}(z)}{1-\mathrm{sf}(z)} \frac{\mathrm{d} z}{z} . \tag{4.91}
\end{equation*}
$$

Since $\lim f^{\prime}(z) / z=f^{\prime \prime}(0)=-\sigma^{2}$ is finite, so for $s \leqslant 1$, we can again expand $z=0$
the denominator $(1-s f(z))$ as before and obtain the approximate expression

$$
\begin{equation*}
\left.\nabla_{K}^{2} G(s, 0 \mid K)\right|_{K=0} \simeq-\frac{2^{\frac{1}{2}} \sigma}{(1-s)^{\frac{1}{2}}}, \quad(s \leqslant 1) . \tag{4.92}
\end{equation*}
$$

Finally we also require this quantity for $s \sim 0$. From the
integral equation (4.3) we have by successive iteration

$$
\begin{equation*}
G(s, 0 \mid K)=s F(0 \mid K)+\ldots . \tag{4.93}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
-\left.\nabla_{K}^{2} G(s, 0 \mid K)\right|_{K=0}=-\left.s \nabla_{K}^{2} F(0 \mid K)\right|_{K=0}+\ldots . \tag{4.94}
\end{equation*}
$$

Now from equation (2.17)

$$
\begin{equation*}
F(0 \mid K)=\int \bar{f}(|\underline{\sim}|) e^{i K} \stackrel{\rho}{\sim} \mathcal{L}^{2} \rho \tag{4.95}
\end{equation*}
$$

so

$$
\begin{align*}
-\left.\nabla_{\mathrm{K}}^{2} \mathrm{~F}(0 \mid \mathrm{K})\right|_{\mathrm{K}=0} & =\int \overline{\mathrm{f}}(|\underset{\sim}{\rho}|) \rho^{2} \mathrm{~d}^{2} \underset{\sim}{\rho}  \tag{4.96}\\
& =\lambda^{2} \mathrm{~F}(0), \tag{4.97}
\end{align*}
$$

where

$$
\begin{equation*}
\lambda^{2}=\frac{\int \overline{\mathrm{f}}(|\underline{\sim}|) \rho^{2} \mathrm{~d}^{2} \underset{\sim}{\rho}}{\int \overline{\mathrm{f}}(|\underset{\sim}{\rho}|) \mathrm{d}^{2} \underline{\sim}} \tag{4.98}
\end{equation*}
$$

is the "two-dimensional" variance of the link distribution function $\bar{f}(|\underset{\sim}{r}|)$ where $\underset{\sim}{r}$ is confined to the plane $x=0$. Therefore for $s$ near zero

$$
\begin{equation*}
-\left.\nabla_{K}^{2} G(s, 0 \mid K)\right|_{K=0} \simeq s \lambda^{2} F(0), \quad(s \sim 0) \tag{4.99}
\end{equation*}
$$

We have now derived all the results tabulated at the beginning of this section.

## 5. POLYMER CONFORMATION AS A FUNCTION OF W

We recall from section 2 , the partition function

$$
\begin{equation*}
Q_{N}=A\left[\frac{W G^{\mathrm{f}}(\mathrm{~s}, 0)^{2}}{1-\mathrm{WG}(\mathrm{~s}, 0 \mid 0)}\right]_{\mathrm{N}}, \tag{2.42}
\end{equation*}
$$

where $[\ldots]_{N}$ denotes the coefficient of $s^{N}$ of the Taylor expansion of the function inside the brackets. From the results of the previous section, we see that the quantity

$$
\begin{equation*}
Q(s)=\frac{W G G^{f}(s, 0)^{2}}{1-W G(s, 0 \mid 0)} \tag{5.1}
\end{equation*}
$$

has two singularities: a branch point or square root singularity at $\mathrm{s}=1$ and a pole at $s=s_{0}$, where

$$
\begin{equation*}
1-W G\left(s_{0}, 0 \mid 0\right)=0 . \tag{5.2}
\end{equation*}
$$

The zero $s_{0}$ nearest the origin of $1-W G\left(s_{0}, 0 \mid 0\right)$ is always on the positive real s axis. This follows from the fact that the CPFs $G_{m}(0 \mid 0)$, from which the $G F G(s, 0 \mid 0)$ is formed, are all strictly positive. For very large $W$ corresponding to the case of a very attractive wall, the
pole $s_{0}$ is near the origin since $G\left(s_{0}, 0 \mid 0\right)$ must tend to zero as $W \rightarrow \infty$. As W decreases, $s_{0}$ moves away from the origin along the positive real axis. At a critical value of $W=W_{c}$, the pole $s_{0}$ coincides with the branch point at $s=1$. We can see from equations (5.2) and Table 4.1 that

$$
\begin{equation*}
\mathrm{W}_{\mathrm{c}}=\frac{1}{\mathrm{G}(1,0 \mid 0)}=\frac{1}{\mathrm{G}(1,0)} . \tag{5.3}
\end{equation*}
$$

When $W$ is just bigger than $W_{c}, s_{0} \leqslant 1$. For $0<W<W_{c}$, there is no pole $s_{0}$ for $|s|<1$.

According to Darboux's Theorem ${ }^{(35)}$ the $N^{\text {th }}$ coefficient in a Taylor expansion of a function $f(s)$ is given asymptotically by the coefficient of $s^{N}$ in the dominant term of $f(s)$ about its singularity nearest the origin. Hence as $W$ changes from $W>W_{c}$ to $W<W_{c}$, the singularity of the function, (5.1), nearest the origin changes from the pole $s=s_{0}$ to the branch point at $s=1$. The positions of the singularities in the s-plane are illustrated in Figure 5.1 for four regimes of interest. We now discuss the conformational characteristics of the polymer in each regime.

5a. $\mathrm{W} \gg \mathrm{W}_{\mathrm{c}}$
We first derive an expression for the pole $s=s_{0}$ which is the singularity of $Q(s)$ nearest the origin. For $W$ very large, we expect $\mathbf{s}=\mathbf{s}_{\mathbf{0}} \sim 0$. From Table 4.1 we have ( $\mathrm{s} \sim 0$ )

$$
\begin{equation*}
G(s, 0 \mid 0)=s F(0)+s^{2} \int_{0}^{\infty} F(t)^{2} d t+\ldots \tag{5.4}
\end{equation*}
$$

which from equation (5.2) gives

$$
\begin{equation*}
1-W\left(s_{0} F(0)+s^{2} \int_{0}^{\infty} F(t)^{2} d t\right)=0 \tag{5.5}
\end{equation*}
$$

or

$$
\begin{equation*}
s_{0} \simeq \frac{1}{W F(0)}\left\{1-\frac{1}{W} \int_{0}^{\infty}\left(\frac{F(t)}{F(0)}\right)^{2} d t\right\} \tag{5.6}
\end{equation*}
$$

to second order in $1 / W$. Therefore for $s \sim s_{0}$ we have


Figure 5.1: The positions of the singularities of the generating function for the partition function that are nearest the origin of the s-plane in the various regimes of $W$.

$$
\begin{equation*}
1-W G(s, 0 \mid 0) \approx-\left(s-s_{0}\right) W \frac{\partial G\left(s_{0}, 0 \mid 0\right)}{\partial s} \tag{5.7}
\end{equation*}
$$

and the partition function becomes

$$
\begin{align*}
Q_{N} & =-A \frac{G^{f}\left(s_{0}, 0\right)^{2}}{\left[\frac{\partial G\left(s_{0}, 0 \mid 0\right)}{\partial s}\right]}\left[\frac{1}{s-s_{0}}\right]_{N}  \tag{5.8}\\
& =A \frac{G^{f}\left(s_{0}, 0\right)^{2}}{\left[\frac{\partial G\left(s_{0}, 0 \mid 0\right)}{\partial s}\right]^{2}} s_{0}^{-(N+1)} . \tag{5.9}
\end{align*}
$$

The number of beads adsorbed is, from equation (3.3)

$$
\begin{align*}
\langle n\rangle & \simeq-N W \frac{\partial \ln s_{0}}{\partial W}  \tag{5.10}\\
& \simeq N\left\{1-\frac{1}{W} \int_{0}^{\infty}\left(\frac{F(t)}{F(0)}\right)^{2} d t\right\} . \tag{5.11}
\end{align*}
$$

Similarly, the mean square spread of adsorbed beads on the wall is, from equation (3.10),

$$
\begin{equation*}
\left\langle\rho^{2}\right\rangle=\frac{A}{Q_{N}}\left(-\left.\nabla_{K}^{2} G\left(s_{0}, 0 \mid K\right)\right|_{K=0}\left(\frac{G^{f}\left(s_{0}, 0\right)}{-\frac{\partial G\left(s_{0}, 0 \mid 0\right)}{\partial s}}\right)^{2}\left[\frac{1}{\left(s-s_{0}\right)^{2}}\right]_{N}\right. \tag{5.12}
\end{equation*}
$$

and from Table 4.1 and equation (5.9) this gives

$$
\begin{equation*}
\left\langle\rho^{2}\right\rangle=N \lambda^{2} . \tag{5.13}
\end{equation*}
$$

The density of beads off the wall is obtained from equations (3.29) $(\phi=0)$. At $s=s_{0}$, the dominant term comes from the second order pole in the first term of $[\ldots]_{N}$. Therefore

$$
\begin{align*}
n(x) & =\frac{A}{Q_{N}}\left\{\frac{G^{f}\left(s_{0}, 0\right) G\left(s_{0}, x \mid 0\right)}{-\frac{\partial G\left(s_{0}, 0 \mid 0\right)}{\partial s}}\right\}^{2}\left[\frac{1}{\left(s-s_{0}\right)^{2}}\right]_{N}  \tag{5.14}\\
& =\frac{N}{s_{0}}\left[\frac{G\left(s_{0}, x \mid 0\right)^{2}}{\left(\frac{\partial G\left(s_{0}, 0 \mid 0\right)}{\partial s}\right]}\right. \\
& \simeq \frac{N}{W}\left(\frac{F(x)}{F(0)}\right)^{2} \tag{5.15}
\end{align*}
$$

to first order in $1 / W$. Note that to this order in $1 / W$, equation (3.2) is satisfied, that is,

$$
N=\int_{0}^{\infty} n(x) d x+\langle n\rangle
$$

The centre-of-mass of the polymer, given by equation (3.1), is

$$
\begin{equation*}
\bar{x}=\frac{1}{W} \int_{0}^{\infty} x\left(\frac{F(x)}{F(0)}\right)^{2} d x \tag{5.16}
\end{equation*}
$$

5b. $W \geqslant W_{c}$
When $W$ is close to but still greater than $W_{c}=1 / G(1,0)$ the dominant singular is still the pole at $s=s_{0}$; but now $s_{0} \leqslant 1$. From Table 4.1 we can write ( $s \leq 1$ )

$$
\begin{equation*}
G(s, 00) \simeq \frac{1}{W_{c}}-2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} / \sigma \tag{5.17}
\end{equation*}
$$

Substituting this into equation (5.2), we can solve for $s_{0}$

$$
\begin{equation*}
s_{0} \simeq 1-\frac{\sigma^{2}}{2}\left(\frac{1}{W_{c}}-\frac{1}{W}\right)^{2} \tag{5.18}
\end{equation*}
$$

for $W \gtrsim W_{c}$. The formal expressions derived for the case $W>W_{c}$ still holds for the various polymer characteristics $\langle n\rangle,\left\langle\rho^{2}\right\rangle$, etc. provided $s_{0}$ is not too close to 1 so that contributions from the branch point is still unimportant. However we must bear in mind that generating functions from Table 4.1 for the limit $s \lesssim 1$ and equation (5.17) should now be used.

The number of adsorbed beads is now

$$
\begin{align*}
\langle n\rangle & =-N W \frac{\partial \ln s_{0}}{\partial W}  \tag{5.10}\\
& =\frac{N \sigma^{2}}{W}\left(\frac{1}{W_{c}}-\frac{1}{W}\right) \tag{5.19}
\end{align*}
$$

and the spread of these beads on the wall is

$$
\begin{align*}
\left\langle\rho^{2}\right\rangle & =\frac{N\left(-\left.\nabla_{K}^{2} G\left(s_{0}, 0 \mid K\right)\right|_{K=0}\right)}{s_{0}\left(\frac{\partial G\left(s_{0}, 0 \mid 0\right)}{\partial s}\right)}  \tag{5.12}\\
& =2 N \sigma^{2} . \tag{5.20}
\end{align*}
$$

The density of beads off the wall is as before

$$
\begin{equation*}
n(x) \simeq \frac{N}{s_{0}} \frac{\partial G\left(s_{0}, x \mid 0\right)^{2}}{\left(\frac{\partial G\left(s_{0}, 0 \mid 0\right)}{\partial s}\right)} \tag{5.14}
\end{equation*}
$$

Since we know $G\left(s_{0}, x \mid 0\right)$ only for $x=0$ and $x$ large we derive, using Table 4.1

$$
\begin{equation*}
\mathrm{n}(0)=\frac{N \sigma^{2}}{\mathrm{~W}_{\mathrm{c}}^{2}}\left(\frac{1}{\mathrm{~W}_{\mathrm{c}}}-\frac{1}{\mathrm{~W}}\right) \tag{5.21}
\end{equation*}
$$

and

$$
\begin{equation*}
n(x)=2 N\left(\frac{1}{W_{c}}-\frac{1}{W}\right) e^{-2 x\left(\frac{1}{W_{c}}-\frac{1}{W}\right)} \tag{5.22}
\end{equation*}
$$

for x large. Using the expression for $\mathrm{n}(\mathrm{x})$ for large x (equation (5.22)) we obtain

$$
\int_{0}^{\infty} n(x) d x=N
$$

This is consistent with the result (5.19) which shows that although 〈n〉 is of the order $N$, it vanishes as $W$ approaches $W_{c}$. That is, to leading order in $\left(\frac{1}{W_{c}}-\frac{1}{W}\right)$ the results satisfy the relation

$$
\int_{0}^{\infty} n(x) d x+\langle n\rangle=N
$$

The centre-of-mass of this density distribution is

$$
\begin{equation*}
\bar{x}=\frac{1}{2\left(\frac{1}{W_{c}}-\frac{1}{W}\right)} \tag{5.23}
\end{equation*}
$$

which tends to infinity as $W$ tends to $W_{c}$ from above.

5c. $W=W_{c}$
At $W=W_{c}$ the pole $s_{0}$ is coincident with the branch point at $s=1=s_{0}$. The analytic structure of $Q(s)$ in equation (5.1) needs to be investigated. From Table 4.1 we have ( $s \leqslant 1$ )

$$
\begin{equation*}
1-W_{c} G(s, 0 \mid 0)=\frac{2^{\frac{1}{2}} W_{c}}{\sigma}(1-s)^{\frac{1}{2}} \tag{5.24}
\end{equation*}
$$

and

$$
\begin{equation*}
G^{f}(s, 0)=(1-s)^{-\frac{1}{2}} . \tag{5.25}
\end{equation*}
$$

Thus the partition is given by

$$
\begin{equation*}
Q_{N}=\frac{A \sigma}{2^{\frac{1}{2}}}\left[\frac{1}{(1-s)^{3 / 2}}\right]_{\mathrm{N}} \tag{5.26}
\end{equation*}
$$

From the identity ${ }^{(36)}$

$$
\begin{equation*}
(1-s)^{-M}=\sum_{N=0}^{\infty} \frac{\Gamma(M+N)}{N!\Gamma(M)} s^{N} \text {, } \tag{5.27}
\end{equation*}
$$

where $\mathrm{F}(\mathrm{x})$ is the gamma function, for N large and $\mathrm{M} \ll \mathrm{N}$ we deduce that

$$
\begin{equation*}
\left[(1-s)^{-M}\right]_{N} \simeq \frac{N^{M-1}}{\Gamma(M)} . \tag{5.28}
\end{equation*}
$$

Therefore we have $\left(\Gamma(3 / 2)=\frac{1}{2} \sqrt{\pi}\right)$ )

$$
\begin{equation*}
Q_{N}=\frac{\sqrt{2} A_{0} N^{\frac{1}{2}}}{\pi^{\frac{1}{2}}} . \tag{5.29}
\end{equation*}
$$

which is independent of $W$ at $W=W_{C}$.
To evaluate the expectation value $\langle\mathrm{n}\rangle$, we must differentiate the more general expression for $Q_{N}$ given by equation (5.1). From equation (3.3) we have

$$
\begin{equation*}
\langle n\rangle=\frac{W A}{Q_{N}}\left[\frac{W_{G}{ }^{\mathrm{f}}(\mathrm{~s}, 0)^{2} \mathrm{G}(\mathrm{~s}, 0 \mid 0)}{(1-W G(\mathrm{~s}, 0 \mid 0))^{2}}+\frac{\mathrm{G}^{\mathrm{f}}(\mathrm{~s}, 0)^{2}}{1-\mathrm{WG}(\mathrm{~s}, 0 \mid 0)}\right]_{\mathrm{N}} . \tag{5.30}
\end{equation*}
$$

At $W=W_{c}$ the contribution from the second term to the coefficient of $s^{N}$ can be neglected to leading order in $N$. Therefore from equations (5.24), (5.25) and (5.29) we have

$$
\begin{align*}
\langle n\rangle & =\frac{(2 \pi)^{\frac{1}{2}} \sigma}{4 W_{C} N^{\frac{1}{2}}}\left[\frac{1}{(1-s)^{2}}\right]_{N}  \tag{5.3}\\
& =\frac{(2 \pi)^{\frac{1}{2}} \sigma}{4 W_{c}} N^{\frac{1}{2}} . \tag{5.32}
\end{align*}
$$

Similarly, the spread of adsorbed beads on the wall can be obtained from Table 4.1 and equations (3.10), (5.24) and (5.29)

$$
\begin{align*}
\left\langle\rho^{2}\right\rangle & =\frac{\sqrt{\pi} \sigma^{2}}{2 N^{\frac{1}{2}}}\left[(1-s)^{-5 / 2}\right]_{\mathrm{N}}  \tag{5.33}\\
& =\frac{2 \sigma^{2}}{3} \mathrm{~N} . \tag{5.34}
\end{align*}
$$

The density of beads off from equation (3.29) is $(\phi=0)$

$$
\begin{equation*}
n(x)=\frac{A}{Q_{N}}\left[\left(\frac{W G^{f}(s, 0) G(s, x \mid 0)}{1-W G(s, 0 \mid 0)}\right)^{2}+\frac{2 W G^{f}(s, 0) G^{f}(s, x) G(s, x \mid 0)}{1-W G(s, x \mid 0)}\right]_{N} . \tag{5.35}
\end{equation*}
$$

For $W=W_{c}$ and $x$ non-zero, both terms contribute. From the results of Table 4.1, we have

$$
\begin{equation*}
n(x)=\frac{(2 \pi)^{\frac{1}{2}}}{2 \sigma N^{1 / 2}}\left[\frac{2 e^{-2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} x / \sigma}-e^{-2^{3 / 2}(1-s)^{\frac{1}{2}} x / \sigma}}{(1-s)^{2}}\right]_{N} \tag{5.36}
\end{equation*}
$$

The coefficient of $s{ }^{N}$ of a function of the form $(1-s)^{-\alpha} \mathrm{e}^{-y(1-s)^{\frac{1}{2}}}$ is given in Appendix A. In this case, we use the result

$$
\begin{align*}
I_{2}(y) & =\left[\frac{e^{-y(1-s)^{\frac{1}{2}}}}{(1-s)^{2}}\right]_{N} \\
& =2 N\left[\left(t^{2}+\frac{1}{2}\right) \operatorname{erfct}-\frac{t}{\sqrt{\pi}} e^{-t^{2}}\right], \tag{A.15}
\end{align*}
$$

where $t=\frac{1}{2} y N^{-\frac{1}{2}}$. Therefore we have

$$
\begin{array}{r}
n(x)=\frac{(2 \pi)^{\frac{1}{2}} N^{\frac{1}{2}}}{\sigma}\left[\left(2 u^{2}+1\right) \operatorname{erfc} u-\left(4 u^{2}+\frac{1}{2}\right) \operatorname{erfc} 2 u\right. \\
\left.-\frac{2 u}{\sqrt{\pi}}\left(e^{-u^{2}}-e^{-4 u^{2}}\right)\right] \tag{5.37}
\end{array}
$$

where

$$
\begin{equation*}
u=\frac{1}{(2 N)^{\frac{1}{2}}} \frac{x}{\sigma} . \tag{5.38}
\end{equation*}
$$

As discussed in Appendix A, this result holds for $(x / \sigma)$ of the order of $N^{1 / 2}$.

We note that using the result for large $x$ (equation (5.37)) the result

$$
\int_{0}^{\infty} n(x) d x=N
$$

is consistent with the fact that

$$
\langle\mathrm{n}\rangle=O\left(\mathrm{~N}^{\frac{1}{2}}\right) \ll \mathrm{N}
$$

for N large, and the relation

$$
\int_{0}^{\infty} \mathrm{n}(\mathrm{x}) \mathrm{dx}+\langle\mathrm{n}\rangle=\mathrm{N}
$$

is again satisfied.

For the density at $x=0$, we find that the first term in equation (5.35) is the dominant term and from Table 4.1

$$
\begin{align*}
n(0) & \simeq \frac{(2 \pi)^{\frac{1}{2}} \sigma}{4 W_{C}^{2} N^{\frac{1}{2}}}\left[(1-s)^{-2}\right]_{N}  \tag{5.39}\\
& =\frac{(2 \pi)^{\frac{1}{2}}}{4 W_{C}^{2}} \sigma N^{1 / 2} \tag{5.40}
\end{align*}
$$

The centre-of-mass of the polymer is

$$
\begin{align*}
\bar{x} & =\int_{0}^{\infty} x n(x) d x  \tag{3.1}\\
& =\frac{7(2 \pi)^{\frac{1}{2}}}{32} \sigma N^{\frac{1}{2}} . \tag{5.41}
\end{align*}
$$

The "reduced" density

$$
\mathrm{n}(\mathrm{x}) /\left((2 \mathrm{~N} \pi)^{\frac{1}{2}} / \sigma\right)
$$

is plotted in Figure 5.2.


Figure 5.2: The density of beads off the wall at $W=W_{c}$ as a function of the distance from the wall. The density is in reduced units $n(x) /(\sqrt{2 \pi N} / \sigma)$. The distance is scaled to $x /\left(\sqrt{2} \sigma N^{\frac{1}{2}}\right)$.

5d. $\mathrm{W}<\mathrm{W}_{\mathrm{c}}$
For $\mathrm{W}<\mathrm{W}_{\mathrm{c}}$, the singularity of $\mathrm{Q}(\mathrm{s})$ nearest the origin is the branch point at $\mathrm{s}=1$. The results for $\mathrm{s} \leqq 1$ in Table 4.1 are now applicable, i.e.

$$
\begin{equation*}
1-W G(s, 0 \mid 0) \simeq 1-\frac{W}{W_{c}} \tag{5.42}
\end{equation*}
$$

so equation (5.1) for $Q_{N}$ becomes

$$
\begin{align*}
Q_{N} & =\frac{A W}{1-W / W_{C}}\left[(1-s)^{-1}\right]_{N} \\
& \simeq \frac{A W}{1-W / W_{c}} \tag{5.51}
\end{align*}
$$

The expectation value $\langle n\rangle$ is then

$$
\begin{equation*}
\langle n\rangle=\frac{1}{1-W / W_{c}} \tag{5.52}
\end{equation*}
$$

which tends to 1 as $W \rightarrow 0$. This is consistent with the original assumption that led to equation (2.7). That is, at least one bead is attached to the wall. The mean square end-to-end distance of contacts on the wall is found to be

$$
\begin{align*}
\left\langle\rho^{2}\right\rangle & =\frac{\sqrt{2} \sigma W}{1-W / W_{c}}\left[(1-s)^{-3 / 2}\right]_{N} \\
& \simeq \frac{2^{3 / 2} \sigma N^{\frac{1}{2}}}{\sqrt{\pi}} \frac{W}{1-W / W_{C}} \tag{5.53}
\end{align*}
$$

Since $\langle n\rangle \rightarrow 0$ as $W \rightarrow 0,\left\langle\rho^{2}\right\rangle$ also vanishes in this limit as expected.
When the branch point $(s=1)$ is the dominant singularity the first term in the general expression for the bead density $n(x)$, equation (5.35), may be neglected. This leads to

$$
\begin{equation*}
n(x)=\frac{2^{3 / 2}}{\sigma}\left[\frac{e^{-2^{\frac{1}{2}}(1-s)^{\frac{1}{2}} x / \sigma}\left(1-e^{-2^{\frac{2}{2}}(1-s)^{1 / 2} x / \sigma}\right)}{(1-s)^{3 / 2}}\right]_{N} \tag{5.54}
\end{equation*}
$$

Using the result from Appendix $A\left(t=\frac{1}{2} y N^{-\frac{1}{2}}\right)$

$$
\begin{align*}
I_{3 / 2}(y) & =\left[e^{-y(1-s)^{\frac{1}{2}}}(1-s)^{-3 / 2}\right]_{N} \\
& =2 N\left(\frac{1}{\sqrt{\pi}} e^{-t^{2}}-t \operatorname{erfc} t\right) \tag{A.14}
\end{align*}
$$

we obtain $(u=x /(\sqrt{2 N} \sigma)$

$$
\begin{equation*}
n(x)=\frac{2^{5 / 2} N^{\frac{1}{2}}}{\sigma}\left[\frac{1}{\sqrt{\pi}}\left(e^{-u^{2}}-e^{-4 u^{2}}\right)-u(\operatorname{erfc} u-2 \operatorname{erfc} 2 u)\right] \tag{5.55}
\end{equation*}
$$

We note, as usual,

$$
\int_{0}^{\infty} n(x) d x=N
$$

which is consistent with the relation

$$
\int_{0}^{\infty} n(x) d x+\langle n\rangle=N
$$

since $\langle n\rangle$ is of the order unity. The density at $x=0$ is from equation (5.35) (retaining both terms)

$$
\begin{align*}
n(0) & =\frac{A}{Q_{N}}\left\{\left(\frac{W / W_{c}}{1-W / W_{c}}\right)^{2}+\frac{2\left(W / W_{c}\right)}{1-W / W_{c}}\right\}\left[(1-s)^{-1}\right]_{N} \\
& =\frac{1}{W_{c}}\left(\frac{2-W / W_{c}}{1-W / W_{c}}\right) \tag{5.56}
\end{align*}
$$

The centre-of-mass is

$$
\begin{equation*}
\bar{x}=\frac{2^{5 / 2}}{\sqrt{\pi}} \sigma N^{\frac{1}{2}} \tag{5.57}
\end{equation*}
$$

The reduced density $n(x) /\left((2 \pi N)^{\frac{1}{2}} / \sigma\right)$ is plotted in Figure 5.3.

## 6. DISCUSSION

We have calculated four quantities which characterize the conformation of a long polymer adsorbed at an impenetrable flat surface as a function of the adsorption energy $W$ : the average number of beads adsorbed $\langle\mathrm{n}\rangle$; the mean square end-to-end distance of adsorbed beads $\left\langle p^{2}\right\rangle$; the position of the centre-of-mass of the polymer $\bar{x}$; and the density of beads off the wall $n(x)$. The expressions for these quantities


Figure 5.3: The density of beads off the wall in regime $W<W_{c}$ as a function of the distance from the wall. The density is in reduced units $n(x) /(\sqrt{2 \pi N} / \sigma)$. The distance is scaled to $\mathrm{x} /\left(\sqrt{2} \sigma \mathrm{~N}^{\frac{1}{2}}\right)$.
are shown in Table 6.1 for an arbitrary link probability density function $\bar{f}(|\underset{\sim}{r}|)$. The corresponding results for a polymer with a fixed bond length a where $\bar{f}\left(\left|{\underset{\sim}{r}}_{i, i-1}\right|\right)=\frac{1}{4 \pi a^{2}} \delta\left(a-\left|{\underset{\sim}{r}}_{r}-{\underset{\sim}{r}}_{i-1}\right|\right)$ are presented in Table 6.2. As is evident from these tables, the conformational properties of the polymer differ markedly in the various regimes of $W$, namely, $W>W_{C}$, $W \geqslant W_{c}, W=W_{c}, W<W_{c}$. For instance, $\langle n\rangle$ is proportional to $N$ for $W>W_{c}$, $N^{\frac{1}{2}}$ for $W=W_{C}$ and is independent of $N$ for $W<W_{c} ;\langle n\rangle$ is a monotonic increasing function of $W$. $\left\langle\rho^{2}\right\rangle$, also a monotonic increasing function of $W$, is proportional to $N$ for $W \geq W_{C}$ and $N^{\frac{1}{2}}$ for $W<W_{C}$. On the other hand, $\bar{x}$, a monotonic decreasing function of $W$, is $N$ independent for $W>W_{C}$ and is proportional to $N^{\frac{1}{2}}$ for $W \leq W_{c}$. The density $n(x)$ changes from an exponential distribution for $W>W_{c}$ to a peaked distribution for $W<W_{C}$.

From these results, a physical picture emerges. For a very attractive wall $W \gg W_{c}$, most of the polymer is adsorbed in the train configuration and in very small loops off the wall. We note that $\left\langle p^{2}\right\rangle$ is just the mean square radius, $\lambda^{2}$, if a two-dimensional random walk whose step-sizes are distributed according to the probability density function $\bar{f}(|\varrho|)$. As the wall becomes less attractive, $W \rightarrow W_{c}$, the number of contacts with the wall decreases; the centre-of-mass of the polymer moves away from the wall; and the spread of the polymer on the wall tends to that of the two-dimensional projection to that of the unrestricted polymer in free space.

As $W$ passes through $W_{c}$, the number of adsorbed beads decreases sharply to become independent of $N$ and the bulk of the polymer moves away from the wall, $\bar{x} \sim \sigma N^{\frac{1}{2}}$. These results are illustrated schematically in Figure 6.1.

The phase transition at $W=W_{c}$ is due to the classical competition between energy gained on adsorption and the consequent loss

Table 6.1: Expectation values of polymer characteristics in the various regimes of $W$ (see text) for a general link probability density function $\bar{f}\left(\left\lvert\, \frac{r_{i}}{i}\right., i-1\right)$.

|  | $\mathrm{W} \gg \mathrm{W}_{\mathrm{c}}$ | $\mathrm{W} \geq \mathrm{W}_{\mathrm{c}}$ | $W=W_{c}$ | $\mathrm{W}<\mathrm{W}_{\mathrm{c}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\langle n\rangle$ $\left\langle{ }^{2}{ }^{2}\right\rangle$ | $N\left(1-\frac{1}{W} \int_{0}^{\infty}\left(\frac{F(x)}{F(0)}\right)^{2} d x\right)$ $\mathrm{N} \lambda^{2}$ | $\frac{N \sigma^{2}}{W}\left(\frac{1}{W_{c}}-\frac{1}{W}\right)$ $2 N \sigma^{2}$ | $\frac{\sqrt{2 \pi} \sigma}{4 W_{C}} N^{\frac{1}{2}}$ $\frac{2}{3} N \sigma^{2}$ | $\begin{aligned} & \left(1-\frac{W}{W_{c}}\right)^{-1} \\ & \left(\frac{2 N}{\pi}\right)^{1 / 2}\left(\frac{2 \sigma W}{1-\frac{W}{W_{c}}}\right) \end{aligned}$ |
| $\overline{\mathrm{x}}$ $n(x)$ | $\begin{aligned} & \frac{1}{W} \int_{0}^{\infty} x\left(\frac{F(x)}{F(0)}\right)^{2} d x \\ & \frac{N}{W}\left(\frac{F(x)}{F(0)}\right)^{2} \end{aligned}$ | $\begin{aligned} & \frac{1}{2}\left(\frac{1}{W_{c}}-\frac{1}{W}\right)^{-1} \\ & \frac{N \sigma^{2}}{W_{c}^{2}}\left(\frac{1}{W_{c}}-\frac{1}{W}\right) \quad(x=0) \end{aligned}$ | $\frac{7 \sqrt{2 \pi}}{32} N^{1 / 2} \sigma$ $\frac{\sqrt{2 \pi}}{4 \mathrm{~W}_{\mathrm{C}}^{2}} N^{\frac{1}{2} \sigma} \quad(\mathrm{x}=0)$ | $\begin{aligned} & \left(\frac{2 N}{\pi}\right)^{\frac{1}{2}}(4 \sigma) \\ & \frac{1}{W_{c}}\left(\frac{2-\frac{W}{W_{c}}}{1-\frac{W}{W_{c}}}\right) \quad(x=0) \end{aligned}$ |
|  |  | $\begin{array}{r} 2 N\left(\frac{1}{W_{c}}-\frac{1}{W}\right) e^{-2 x\left(\frac{1}{W_{c}}-\frac{1}{W}\right)} \\ (x \gg 0) \end{array}$ | $\begin{aligned} & \frac{(2 \pi N)^{\frac{1}{2}}}{\sigma}\left\{\left(2 t^{2}+1\right) \operatorname{erfc} t\right. \\ & -\left(4 t^{2}+\frac{1}{2}\right) \operatorname{erfc} 2 t \\ & \left.-\frac{2 t}{\sqrt{\pi}}\left(e^{-t^{2}}-e^{-4 t^{2}}\right)\right\} \\ & \quad(x \gg 0) \\ & t=x /(\sigma \sqrt{2 N}) \end{aligned}$ | $\begin{aligned} & \frac{4(2 N)^{\frac{1}{2}}}{\sigma}\left\{\frac{1}{\sqrt{\pi}}\left(e^{-t^{2}}-e^{-4 t^{2}}\right)\right. \\ & -t(\operatorname{erfc} t-2 \operatorname{erfc} 2 t)\} \\ & \quad(x \gg 0) \\ & t=x /(\sigma \sqrt{2 N}) \end{aligned}$ |

$$
G(1,0 \mid 0)=\frac{1}{W_{c}}=-\frac{1}{2 \pi} \int_{-\infty}^{\infty} \ln (1-f(z)) \mathrm{d} z
$$

Table 6.2: Expectation values of polymer characteristics in various regimes of $W$
(see text) for the fixed-length bond $\operatorname{law} \bar{f}\left(\left|\underset{\sim}{r_{i}, i-1}\right|\right)=\frac{1}{4 \pi a^{2}} \delta\left(a-\left|{\underset{\sim}{r}}_{i}^{(\underset{i}{r}} \underset{\sim}{r}\right|\right)$.


$$
\overline{\mathrm{f}}(|{\underset{\sim}{r}, i-1}|)=\frac{1}{4 \pi a^{2}} \delta(a-|{\underset{\sim}{r}}-\underset{\sim}{r} \underset{i-1}{ }|) ; \quad{\underset{c}{c}}=0.62439 a ; \quad \sigma^{2}=a^{2} / 3
$$



Figure 6.1: Schematic representation of the state of the adsorbed polymer as a function of $W$.
of configurational entropy. The existence of a critical adsorption energy was first suggested by Silberberg. (24) Later Rubin $(16,17)$ and DiMarzio and McCrackin ${ }^{(15)}$ derived the critical adsorption energy for lattice models in terms of the co-ordination number of the lattice type. As shown in equations (4.65) and (5.3), $W_{c}$ in the continuum model is a functional of the link distribution function $\bar{f}(|\underset{\sim}{r}|)$.

For $W<W_{c}$, most of the polymer is off the wall. As expected, the density $n(x)$ is dominated by the tails. Had we required one or both ends of the polymer to be on the wall, the density distribution would be quantitatively different. For both ends on the wall and $W<W_{c}$

$$
\begin{equation*}
n(x)=\frac{4 \pi}{\sigma}\left(\frac{x}{\sigma}\right) e^{-\left(2 x^{2} / \sigma^{2} N\right)} \tag{6.1}
\end{equation*}
$$

and for one end on the wall, $W<W_{c}$

$$
\begin{equation*}
n(x)=\frac{(2 \pi N)^{\frac{1}{2}}}{\sigma}[\operatorname{erfc}(x / \sigma \sqrt{2 N})-\operatorname{erfc}(\sqrt{2} x / \sigma \sqrt{N})] \tag{6.2}
\end{equation*}
$$

These results are respectively the density for a $100 \mathrm{p} \mathrm{n}_{\mathrm{N}}^{\ell}(\mathrm{x})$ (3.22) and for a tail $\mathrm{n}_{\mathrm{N}}^{\mathrm{f}}(\mathrm{x})$ (3.18).

Regarding the question of the validity of the diffusion equation approximation near boundaries, we observe that for N large, we may pick out the coefficient of $s^{N}$ in $G(s, x \mid 0)$ to obtain ( $x$ large)

$$
\begin{equation*}
G_{N}(x \mid 0)=\frac{x}{\sqrt{\pi} \sigma^{2} N^{3 / 2}} e^{-\left(x^{2} / 2 N \sigma^{2}\right)} \tag{6.3}
\end{equation*}
$$

It is easily seen that $G_{N}(x \mid 0)$ satisfies the diffusion equation

$$
\begin{equation*}
\frac{\partial G_{N}(x \mid 0)}{\partial N}-\frac{\sigma^{2}}{2} \frac{\partial^{2} G_{N}(x \mid 0)}{\partial x^{2}}=0 \tag{6.4}
\end{equation*}
$$

for N and $\mathrm{x} / \sigma$ large, but not for small x or small N . This follows from the fact that although equation (6.3) for $G_{N}(x \mid 0)$ is is the appropriate solution of the diffusion equation, it does not agree with the exact value of $G_{N}(x \mid 0)$ at $x=0$ which can be obtained from $G(s, 0)$ (Table 4.1).

To completely determine $G_{N}(x \mid 0)$ from (6.4) one would need initial or boundary conditions. However, we cannot use initial conditions at $x=0$ and $N=0$ even if they are known because the diffusion equation breaks down in these regions.

We have considered the conformation of an adsorbed polymer which does not interact with itself. The next logical step is to examine the effect of intramolecular interactions in the various conformational characteristics. Since an $a b$ initio calculation would soon become intractable, perhaps a solution may be obtained by perturbing about the non-interacting polymer using a method similar to that developed by Flory ${ }^{(37)}$ for studying the excluded volume effect. Dispersion force theory can then be used to estimate the magnitude of the excluded volume parameter and its influence on the phase transition. There are already some attempts at this problem using computer simulation $(38,39)$ and correlated lattice walk models. $(17,19)$

Another important extension of ideas developed here is to consider the problem of a polymer confined between two adsorbing surfaces. Some aspects of this problem have already been considered by a number of authors, ${ }^{(40-42)}$ especially with reference to the influence of polymers on the stability of colloidal systems. $(7,43-45)$

## 7. NUMERICAL VALUES OF W FOR SOME SYSTEMS OF POLYMER/SOLVENT/SUBSTRATE

Before making numerical estimates of the adsorption energy parameter $W$, it is worthwhile to recall the assumptions made in deriving W. We have assumed that the potential energy of the whole polymer is just the sum of one-body potentials for the beads (monomers). Each bead interacts independently with the substrate via a one-dimensional
potential $\psi(x)$. The adsorption energy parameter $W$ is defined as

$$
\begin{equation*}
W=\int_{0}^{\infty}\left(e^{-\psi(x) / k T}-1\right) d x \tag{2.3}
\end{equation*}
$$

For situations where dispersion interactions are dominant one can calculate the value of $\psi(x)$. The dispersion interaction energy between a molecule of frequency dependent polarizability $\alpha_{M}(\omega)$ in a solvent and a half-space is (equation (B.9), Appendix B)

$$
\begin{equation*}
V(d)=-k T \sum_{n=0}^{\infty} \sum_{P=1}^{\infty}\left(\frac{2^{P}+2}{P}\right)\left[\frac{\alpha_{M}\left(i \xi_{n}\right) \Delta_{w S}\left(i \xi_{n}\right)}{8 \varepsilon_{S}\left(i \xi_{n}\right) d^{3}}\right]^{P} . \tag{7.1}
\end{equation*}
$$

Here

$$
\begin{equation*}
\Delta_{w s}\left(i \xi_{n}\right)=\frac{\varepsilon_{W}\left(i \xi_{n}\right)-\varepsilon_{S}\left(i \xi_{n}\right)}{\varepsilon_{w}\left(i \xi_{n}\right)+\varepsilon_{S}\left(i \xi_{n}\right)} \tag{7.2}
\end{equation*}
$$

and, $\varepsilon_{W}$ and $\varepsilon_{\text {s }}$ are respectively the frequency dependent relative permittivity or dielectric constant of the substrate (wall) and the solvent evaluated at imaginary frequencies $i \xi_{\mathrm{n}} \equiv i 2 \pi n k T / \hbar$ with ( $2 \pi \hbar$ ) the Planck's constant. The prime on the n-sum denotes half-weight for the $\mathrm{n}=0$ term.

For the purpose of calculating $W$ for organic polymers in organic solvents, the first term in $\alpha_{M}(P=1)$ of equation (7.1) is an adequate representation for $\mathrm{V}(\mathrm{d})$. The reasoning for this is as follows. Along the imaginary frequency axis, the dielectric constant decreases monotonically from its static value to unity. (46) Therefore we have the relation $\left|\Delta_{\text {wS }}\right|<1$. However with non-polar organic materials, $\varepsilon \sim 2-3$ and a more realistic limit is $\left|\Delta_{W S}\right| \leq 0.2$. Further since the static polarizability $\alpha_{M}(0)$ is of the order of the volume of the molecule (bead), the first term ( $\mathrm{P}=1$ ) will indeed be a good approximation for $\mathrm{V}(\mathrm{d})$ provided $d$ is larger than the molecular size.

On the other hand, the dispersion energy given in equation (7.1) treats the monomer as a polarizable dipole. At small distances, this approximation is inaccurate as higher multi-pole interactions and electron overlap effects become important. Since the substrate is, by assumption, impenetrable, we shall account for the short range interactions by assuming that there is some distance of closest approach to the wall b (> 0) for the monomers, and that the dipole approximation is valid for $\mathrm{d} \geq \mathrm{b}$. Typically this cut-off distance is of the order of $\alpha_{\mathrm{m}}(0)^{1 / 3}$.

In view of the above comments, it is clear that the phase space of the monomer $x \geq 0$ corresponds to the region $d \geq b$. Therefore, the interaction energy $\psi(x)$ of the monomer can be taken to be the dispersion energy $V(x+b)$. Thus $W$ becomes
where

$$
\begin{equation*}
W=\int_{b}^{\infty} \exp \left[\left(A / \mathrm{kTx}^{3}\right)-1\right] d x, \tag{7.3}
\end{equation*}
$$

$$
\begin{equation*}
A=k T \sum_{n=0}^{\infty} \frac{\alpha_{m}\left(i \xi_{n}\right) \Delta_{W S}\left(i \xi_{n}\right)}{2 \varepsilon_{S}\left(i \xi_{n}\right)} . \tag{7.4}
\end{equation*}
$$

The integral can be taken to give

$$
\begin{equation*}
w=b \sum_{j=1}^{\infty} \frac{1}{j!(3 j-1)}\left(\frac{A}{k T b^{3}}\right)^{j} . \tag{7.5}
\end{equation*}
$$

Therefore the calculation of $W$ requires a knowledge of the dielectric constants at imaginary frequencies. It has been found in work connected with the calculation of dispersion forces between macroscopic bodies that the representation

$$
\begin{equation*}
\varepsilon(i \xi)=1+\frac{R^{2}-1}{1+\left(\xi / \omega_{0}\right)^{2}} \tag{7.6}
\end{equation*}
$$

is adequate for non-polar organic materials. Here $R$ is taken to be the refractive index. In principle, $\omega_{0}$ should be the Lorentzian relaxation frequency in the ultra-violet for the bulk medium. However in the
absence of detailed spectroscopic data, this is approximated by the first ionization potential. The polarizability of the monomer is estimated from the dielectric constants of the polymer $\varepsilon_{p}$ using the ClaussiusMossotti relation

$$
\begin{equation*}
\alpha_{M}(i \xi)=\frac{3}{4 \pi \rho}\left(\frac{\varepsilon_{p}(i \xi)-1}{\varepsilon_{p}(i \xi)+2}\right) \tag{7.7}
\end{equation*}
$$

where $\rho$ is the number density of monomer units.

Using the dielectric and spectroscopic data listed in Appendix $C$ we calculate the quantity $\left(W / W_{c}\right)$ for a number of polymer/ solvent pairs against a glass substrate at $300^{\circ} \mathrm{K}$; we use $\mathrm{W}_{\mathrm{c}}=0.62439 \mathrm{a}$ as tabulated in Table 6.2. We have assumed that the relative permittivity of glass has the simple representation given by equation (7.6). Clearly there is some laxitude in the choice of the bond length a and the cut-off distance b. Following earlier work on the dispersion contribution to surface energies of organic liquids, ${ }^{(49)}$ we choose $b \sim 2 \AA$. The value a is estimated from the linear dimensions of the monomer units. (51) For polystyrene, we take a to be $4 \AA$ and for polyisobutene, $a=3 \AA$ (see Appendix C).

Table 7.1: Values of $W / W_{c}$ for various polymer/solvent pairs against a glass substrate at $300{ }^{\circ} \mathrm{K}$.

| Solvent | Polystyrene | Polyisobutene |
| :--- | :---: | :---: |
| Cyclohexane | 1.49 | 1.06 |
| Methyl cyclohexane | 1.58 | 1.12 |
| Decalin | 0.63 | 0.50 |
| Benzene | 0.42 | 0.35 |
| Toluene | 0.04 | 0.04 |
| Ethyl benzene | 0.19 | 0.17 |
| Diphenyl ether | 0.04 | 0.04 |

With reference to the results in Table 7.1, the consistently higher values of $W / W_{c}$ for polystyrene is attributed to the larger polarizability of the phenyl group of the styrene monomer unit. We note also that for a given polymer and substrate, $W / W_{c}$ decreases (thus favouring the desorbed state) as the refractive index of the solvent increases (cf. Table C1, Appendix C). This is because it is energetically more favourable for a molecule to be in a region of higher dielectric permittivity.

Calculations for a metal substrate yield values of $W / W_{c} \sim 10^{3}$. Here we used the representation

$$
\begin{equation*}
\varepsilon(i \xi)=1+\omega_{p}^{2} / \xi^{2} \tag{7.8}
\end{equation*}
$$

for the permittivity of a metal. The plasma frequency $\omega_{p}$ is typically of the order of $2 \times 10^{16} \mathrm{rad} / \mathrm{sec}$. (48) The corresponding large values of $\mathrm{W} / \mathrm{W}_{\mathrm{c}}$ obtained for a metal substrate is due, of course, to the very large dielectric constant at low frequencies. Although we have neglected spatially dispersive effects which are important for metallic substrates at short distances, none the less the large values of $\mathrm{W} / \mathrm{W}_{\mathrm{c}}$ obtained should be a general characteristic for metallic walls.

On the other hand, for a teflon substrate the values of $\mathrm{W} / \mathrm{W}_{\mathrm{c}}$ are negative for all polymer solvent pairs, thus strongly favouring the desorbed state. This can be accounted for by the unusually low value of the refractive index of teflon as compared with those of the solvents.

The uncertainties in $a, b$ and in the ultra-violet relaxation frequencies $\omega_{0}$ mean that the values of $W / W_{c}$ in Table 7.1 must be treated as approximate only. However dispersion theory does predict values of $W / W_{c}$ for a glass substrate that are distributed about unity where the phase transition occurs. This suggests that it might be possible to
induce adsorption-desorption phase transitions by varying external conditions.

## 7a. Temperature Induced Phase Transitions

In Table 7.2 we list $W / W_{c}$ as a function of temperature for polyisobutene in cyclohexane and in methyl cyclohexane against a glass substrate. We see that reasonable changes in temperature can bring $W / W_{c}$ through unity. The temperature dependence of $W$ is due mainly to the $1 / T$ term in the Boltzmann factor in equation (7.3). Temperature variations in the dielectric properties of the polymer, solvent or substrate and the temperature dependence in the frequency summation (equation (7.4)) are all second order effects. To see this, we replace the sum in equation (7.4) by an integral

$$
\mathrm{kT} \sum_{\mathrm{n}=0}^{\infty} \rightarrow \frac{\hbar}{2 \pi} \int_{0}^{\infty} \mathrm{d} \xi
$$

and the constant A becomes temperature "independent". This procedure is justified when $\omega_{0}$ is in the ultra-violet. (50)

Table 7.2: Values of $W / W_{c}$ as a function of temperature for polyisobutene in cyclohexane and in methyl cyclohexane against a glass substrate.

| Temperature ${ }^{\circ} \mathrm{K}$ | Cyclohexane | Methyl Cyclohexane |
| :---: | :---: | :---: |
| 280 | 1.21 | 1.28 |
| 300 | 1.10 | 1.17 |
| 320 | 1.01 | 1.06 |
| 340 | 0.93 | 0.98 |

## 7b. Mixed Solvent Effects

From Table 7.1 we see that for polystyrene in methyl
cyclohexane $W / W_{c}=1.58$, while in decalin $W / W_{c}=0.63$. This immediately suggests that by changing the composition of an appropriate mixed solvent we can take the polymer/solvent/substrate system through the adsorptiondesorption transition point at $W / W_{c}=1$. In Figure $7.1 \mathrm{~W} / \mathrm{W}_{\mathrm{c}}$ is given as a function of the volume fraction $v$ of that component of the mixed solvent which favours adsorption, for three systems. We assume, as a first approximation, that the excess volume of mixing is negligible and that the Claussius-Mossotti relation holds. Under these approximations, the dielectric constant of the mixed solvent $\varepsilon_{m s}$ is then

$$
\begin{equation*}
\left(\frac{\varepsilon_{\mathrm{ms}}-1}{\varepsilon_{\mathrm{ms}}+2}\right)=\left(\frac{\varepsilon_{1}-1}{\varepsilon_{1}+2}\right) v+\left(\frac{\varepsilon_{2}-1}{\varepsilon_{2}+2}\right)(1-\mathrm{v}), \tag{7.9}
\end{equation*}
$$

where $v$ is the volume fraction of solvent component 1 , and $\varepsilon_{1}$ and $\varepsilon_{2}$ are the permittivities of the two pure components. The existence of a critical volume fraction $v_{c}\left(W=W_{c}\right)$ indicates that solvent induced adsorption-desorption phase transitions should be experimentally observable.

In the above calculations, we have used the "fixed-bond" probability density function $\bar{f}(|\underset{\sim}{r}, i-1|)=\frac{1}{4 \pi a^{2}} \delta\left(a-\left|\underset{\sim}{r}{ }_{i, i-1}\right|\right)$ which gives $W_{c}=0.62439 a(T a b l e 6.2)$. Clearly had we used another probability density function, the values of the phase transition temperature and critical volume fraction which give $W / W_{c}=1$ would be different. However, as mentioned earlier the values of $W / W_{c}$ are only approximate, therefore our particular choice of value for $W_{c}$ should not invalidate the main conclusions regarding temperature and mixed solvent induced phase transitions


Figure 7.1: $W / W_{c}$ as a function of the volume fraction $v$ of methyl cyclohexane for the following mixed solvent systems:
(a) Polystyrene in methyl cyclohexane + decalin;
(b) Polystyrene in methyl cyclohexane + benzene;
(c) Polyisobutene in mehtyl cyclyhexane + decalin
against a glass substrate at $300{ }^{\circ} \mathrm{K}$.

## APPENDIX A MATHEMATICS OF FINDING THE COEFFICIENT OF $\mathrm{s}^{\mathrm{N}}$

We wish to derive expressions for the coefficient of $s^{N}$ for functions of the form

$$
\frac{e^{-y(1-s)^{\frac{1}{2}}}}{(1-s)^{a}}
$$

We designate this coefficient by

$$
\begin{aligned}
I_{\alpha}(y) & =\left[\frac{e^{-y(1-s)^{\frac{1}{2}}}}{(1-s)^{\alpha}}\right]_{N} \\
& =\frac{1}{2 \pi i} \oint \frac{d s}{s^{N+1}} \frac{e^{-y(1-s)^{\frac{1}{2}}}}{(1-s)^{\alpha}},
\end{aligned}
$$

where the contour excludes all but the $(\mathrm{N}+1)$ order pole at $\mathrm{s}=0$.
We first consider

$$
\begin{align*}
I_{0}(y) & =\left[e^{-y(1-s)^{\frac{1}{2}}}\right]_{N} \\
& =\left[\cosh y(1-s)^{\frac{1}{2}}\right]_{N}-\left[\sinh y(1-s)^{\frac{1}{2}}\right]_{N} \tag{A.1}
\end{align*}
$$

Since

$$
\cosh y(1-s)^{\frac{1}{2}}=\sum_{m=0}^{\infty} \frac{1}{(2 m)!} y^{2 m}(1-s)^{m}
$$

the terms for which $m<N$ do not contribute to the coefficient of $s{ }^{N}$. For y sufficiently small, contributions from the remaining terms ( $m \geq N$ ) will also be negligible and a sufficient condition for this is $y \sim N^{\frac{3}{2}}$. Now we can expand the sinh term as

$$
\begin{align*}
\sinh y(1-s)^{\frac{1}{2}} & =\sum_{m=0}^{\infty} \frac{y^{2 m+1}}{\Gamma(2 m+2)}(1-s)^{m+\frac{1}{2}}  \tag{A.2}\\
& =\sum_{m=0}^{\infty} \frac{y^{2 m+1}}{\Gamma(2 m+2)} \sum_{N=0}^{\infty} \frac{(-)^{N} \Gamma(m+3 / 2)}{\Gamma(N+1) \Gamma(m-N+3 / 2)} s^{N} \tag{A.3}
\end{align*}
$$

Using the reflection formula ${ }^{(36)}$

$$
\frac{1}{\Gamma(1-z)}=\frac{\sin \pi z}{\pi} \Gamma(z)
$$

we obtain

$$
\begin{equation*}
\frac{1}{\Gamma\left(1-\left(N-m-\frac{1}{2}\right)\right)}=\frac{(-)^{N-m-1}}{\pi} \Gamma\left(N-m-\frac{1}{2}\right) \tag{A.4}
\end{equation*}
$$

and from the duplication formula ${ }^{(36)}$

$$
\Gamma\left(z+\frac{1}{2}\right)=\pi^{\frac{1}{2}} 2^{-2 z+1} \frac{\Gamma(2 z)}{\Gamma(z)}
$$

we get

$$
\begin{equation*}
\Gamma\left(m+1+\frac{1}{2}\right)=\pi^{\frac{1}{2}} 2^{-(2 m+1)} \frac{\Gamma(2(2 m+1)}{\Gamma(m+1)} . \tag{A.5}
\end{equation*}
$$

Substituting (A.4) and (A.5) into (A.3) we get

$$
\begin{equation*}
-\sinh y(1-s)^{\frac{1}{2}}=\sum_{N=0}^{\infty} s^{N} \sum_{m=0}^{\infty} \frac{(-)^{m}(y / 2)^{2 m+1} \Gamma\left(N-m-\frac{1}{2}\right)}{\sqrt{\pi} \Gamma(N+1) \Gamma(m+1)} ; \tag{A.6}
\end{equation*}
$$

therefore

$$
\begin{equation*}
-\left[\sinh y(1-s)^{\frac{1}{2}}\right]_{N}=\frac{y}{2} \sum_{m=0}^{\infty} \frac{\left(y^{2} / 4\right)^{m}}{\Gamma(m+1)} \frac{\Gamma\left(N-m-\frac{1}{2}\right)}{\Gamma(N+1)} . \tag{A.7}
\end{equation*}
$$

Now for z large ${ }^{(36)}$

$$
\Gamma(z) \simeq e^{-z} z^{z-\frac{1}{2}}(2 \pi)^{\frac{1}{2}}(1+0(1 / z)+\ldots)
$$

hence for $\mathrm{N} \gg 1$

$$
\begin{equation*}
\frac{\Gamma(N+\beta)}{\Gamma(N+1)} \simeq N^{\beta-1}, \quad N \gg \beta \tag{A.8}
\end{equation*}
$$

Therefore, if $y$ is sufficiently small, then

$$
\begin{align*}
-\left[\sinh y(1-s)^{\frac{1}{2}}\right]_{N} & \simeq \frac{y}{2 \sqrt{\pi} N^{3 / 2}} \sum_{m=0}^{\infty} \frac{\left(y^{2} / 2 N\right)^{m}}{\Gamma(m+1)} \\
& =\frac{y}{2 \sqrt{\pi} N^{3 / 2}} e^{-y^{2} / 4 N} \tag{A.9}
\end{align*}
$$

Equation (A.9) holds provided we can replace $\Gamma\left(N-m-\frac{1}{2}\right) / \Gamma(N+1)$ by $\mathrm{N}^{-(\mathrm{m}+3 / 2)}$ for all m . However this replacement is valid only when $\mathrm{m} \ll \mathrm{N}$. But if when $m z N$, the term $\left(y^{2} / 4\right)^{m} / \Gamma(m+1)$ becomes sufficiently small so that the remaining part of the m-series is negligible anyway then the approximation invoked in deriving equation (A.9) will be valid. That is we require

$$
\frac{\left(y^{2} / 4\right)^{m}}{\Gamma(m+1)} \leqslant 1 \quad \text { when } \quad m \sim N
$$

which implies $y \sim N^{\frac{1}{2}}$. Therefore the contribution from the term coshy(1-s) ${ }^{\frac{1}{2}}$ is indeed negligible.

## Returning to equation (A.1), we have

$$
\begin{align*}
I_{0}(y) & =\frac{y^{2}}{2 \sqrt{\pi}} N^{3 / 2}  \tag{A.10}\\
e & -y^{2} / 4 N  \tag{A.11}\\
I_{\frac{1}{2}}(y) & =\int_{y}^{\infty} I_{0}\left(y^{\prime}\right) d y^{\prime}  \tag{A.12}\\
& =\frac{1}{\sqrt{\pi} N^{\frac{3}{2}}} e^{-y^{2} / 4 N}
\end{align*}
$$

and

$$
\begin{align*}
I_{1}(y) & =\int_{y}^{\infty} I_{\frac{1}{2}}\left(y^{\prime}\right) d y^{\prime} \\
& =\operatorname{erfc}\left(y / 2 N^{\frac{1}{2}}\right), \tag{A.13}
\end{align*}
$$

where $\operatorname{erfc}(\mathrm{x})$ is the complementary error function. (36) Integrating again, we have

$$
\begin{align*}
I_{3 / 2}(y) & =\int_{y}^{\infty} I_{1}\left(y^{\prime}\right) d y^{\prime} \\
& =\frac{2 N^{\frac{1}{2}}}{\sqrt{\pi}} e^{-y^{2} / 4 N}-y \operatorname{erfc}\left(y / 2 N^{\frac{1}{2}}\right) \tag{A.14}
\end{align*}
$$

and

$$
\begin{align*}
I_{2}(y) & =\int_{y}^{\infty} I_{3 / 2}\left(y^{\prime}\right) d y^{\prime} \\
& =2 N\left[\left(\frac{y^{2}}{4 N}+\frac{1}{2}\right) \operatorname{erfc}\left(y / 2 N^{\frac{1}{2}}\right)-\frac{y}{2 \sqrt{\pi} N^{\frac{1}{2}}} e^{-y^{2} / 4 N}\right] . \tag{A.15}
\end{align*}
$$

## APPENDIX B <br> DISPERSION INTERACTION BETWEEN AN <br> ISOTROPIC POINT DIPOLE AND A FLAT SURFACE

We consider the non-retarded dispersion interaction energy between an isotropic point dipole of polarizability $\alpha(\omega)$, immersed in a solvent of dielectric constant $\varepsilon_{S}(\omega)$, and a wall of dielectric constant $\varepsilon_{W}(\omega)$ at a distance d away.


A similar problem has previously been considered, ${ }^{(53-56)}$ by a number of authors. The effect of a finite size dipole has also been studied (57) but the algebra involved in obtaining the next correction term is extremely cumbersome.

We shall adopt the van Kampen normal mode formalism where the interaction energy is given by $(58-60)$

$$
\begin{equation*}
V(d)=k T \sum_{n=0}^{\infty} \log D\left(i \xi_{n} ; d\right) \tag{B.1}
\end{equation*}
$$

where $D\left(i \xi_{n} ; d\right)$ is the secular determinant for allowed modes evaluated at imaginary frequencies $i \xi_{n}=i n(2 \pi k T / \hbar)$, where $k$ is the Boltzmann constant, $T$ the absolute temperature and ( $2 \pi \hbar$ ) the Planck's constant. The prime on the summation sign means that the $n=0$ term must be multiplied by $\frac{1}{2}$. $D\left(i \xi_{n} ; d\right)$ is derived as follows.

The dipole moment for the dipole at $\underset{\sim}{r}$ due to an electric field
$E(r)$ is

$$
\begin{equation*}
\mathrm{P}(\underset{\sim}{r})=\alpha \underset{\sim}{\mathrm{E}}(\underset{\sim}{r}) \tag{B.2}
\end{equation*}
$$

while the field at $\underset{\sim}{r}$ due to a dipole at $\underset{\sim}{r}$ is

$$
\begin{equation*}
\underset{\sim}{E}(\underset{\sim}{r})=\underset{\sim}{G}\left(\underset{\sim}{r} r^{\prime}, \underset{\sim}{r}\right) \underset{\sim}{p}(\underset{\sim}{r}) . \tag{B.3}
\end{equation*}
$$

Combining (B.2) and (B.3) we get the secular determinant

$$
\begin{equation*}
D\left(i \xi_{n} ; r\right)=\lim _{r \rightarrow r^{\prime}}\left|\underset{\sim}{I}-\underset{\sim}{G}\left(r^{\prime}, r \underset{\sim}{r}\right)\right| . \tag{B.4}
\end{equation*}
$$

We note that the Green function $\underset{\sim}{\mathcal{G}}$ contains a term for the selfinteraction of the dipole. Since we are only interested in the interaction between the dipole and the wall we shall not include this term in (B.4).

Now $\underset{\sim}{G}\left(\underset{\sim}{r},{\underset{\sim}{r}}^{\prime}\right)$ is given by

$$
\begin{equation*}
\underset{\sim}{G}\left(\underset{\sim}{r},{\underset{\sim}{r}}^{\prime}\right)=-\nabla \nabla^{\prime} G\left(\underset{\sim}{r}, \underset{\sim}{r}{ }^{\prime}\right), \tag{B.5}
\end{equation*}
$$

where $G\left(\underset{\sim}{r},{\underset{\sim}{r}}^{\prime}\right)$ is the solution of

$$
\begin{equation*}
\nabla^{2} G\left(r, r^{\prime}\right)=-\frac{4 \pi}{\varepsilon_{S}} \delta\left(r-r^{\prime}\right) \tag{B.6}
\end{equation*}
$$

subject to the usual boundary conditions, namely, $G, \varepsilon \frac{\partial G}{\partial n}$ continuous across a dielectric discontinuity. The solution of equation (B.6) for this problem is

$$
G\left(\underset{\sim}{r},{\underset{\sim}{r}}^{\prime}\right)=-\Delta_{W S}\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z+z^{\prime}\right)^{2}\right]^{-\frac{1}{2}}+\frac{1}{\left|\underset{\sim}{r}-{\underset{\sim}{r}}^{\prime}\right|} .
$$

After some straightforward algebra we obtain (neglecting the self-energy term)

$$
\underset{\sim}{G}(\underset{\sim}{r}, \underset{\sim}{r})=\frac{\Delta_{\mathrm{WS}}}{8 \varepsilon_{\mathrm{S}} \mathrm{~d}^{3}}\left(\begin{array}{lll}
1 & 0 & 0  \tag{B.7}\\
0 & 1 & 0 \\
0 & 0 & 2
\end{array}\right) \quad, \quad \underset{\sim}{r}=(0,0, \mathrm{~d}),
$$

where $\Delta_{\text {wS }}=\left(\varepsilon_{W}-\varepsilon_{S}\right) /\left(\varepsilon_{W}+\varepsilon_{S}\right)$. Inserting equation (B.7) into (B.1) and
(B.4) we get

$$
\begin{align*}
V(d) & =k T \sum_{n=0}^{\infty} \ln \left\{\left(1-\frac{\alpha \Delta_{w S}}{8 \varepsilon_{s} d^{3}}\right)^{2}\left(1-\frac{\alpha \Delta_{w s}}{4 \varepsilon_{s} d^{3}}\right)\right\}  \tag{B.8}\\
& =-k T \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \frac{1}{m}\left(2^{m}+2\right)\left(\frac{\alpha \Delta_{w s}}{8 \varepsilon_{s} d^{3}}\right)^{m}  \tag{B.9}\\
& =-k T \sum_{n=0}^{\infty}\left\{\frac{\alpha \Delta_{w s}}{2 \varepsilon_{s} d^{3}}+\frac{3}{64} \Delta_{w s}^{2} \frac{\alpha^{2}}{d^{6}}+\ldots\right\} . \tag{B.10}
\end{align*}
$$

## APPENDIX C DATA FOR CALCULATING THE ABSORPTION ENERGY PARAMETER W

The dielectric and spectroscopic data for the polymer, solvents and substrates are listed below in Table Cl. The absorption frequency $\omega_{0}$ is taken to be the gaseous first ionization potential of molecules of the solvent or monomer units of polymers.

The density of monomer unit $\rho$ (see equation (7.10)) and the bond length a for each polymer is obtained as follows:

Polyisobutene


The repeating unit is taken to be $\mathrm{C}_{4} \mathrm{H}_{8}$ which has molecular weight 56. The $C-C$ bond distance is $1.54 \AA$ and the density of polyisobutene is $0.79 \mathrm{gm} / \mathrm{cc}$. Therefore we taken the "bond" length a to be $3 \AA$ and the density of monomer units to be

$$
\begin{aligned}
\rho & =\left(6.023 \times 10^{23}\right) \times(0.79) \times\left(\frac{1}{56}\right) \\
& =8.51 \times 10^{21} \mathrm{cc}^{-1} .
\end{aligned}
$$

Polystyrene


The repeat unit is $\mathrm{C}_{8} \mathrm{H}_{8}$ of molecular weight 104. It is approximated by a cylinder of diameter $3 \AA$ and length $5 \AA$. This has the same volume as a sphere of diameter $4 \AA$. We shall take this as a "bond" length a. The density of polystyrene is $1.07 \mathrm{gm} / \mathrm{cc}$. This means that the density of monomer units is

$$
\begin{aligned}
\rho & =\left(6.023 \times 10^{23}\right) \times(1.07) \times\left(\frac{1}{104}\right) \\
& =6.08 \times 10^{21} \mathrm{cc}^{-1} .
\end{aligned}
$$

The data contained in this Appendix are obtained from references (61) to (64).

Table C1

| Material | Refractive Indices | Absorption Frequency <br> in eV |
| :--- | :---: | :---: |
| Cyclohexane | 1.43 | 9.80 |
| Methyl Cyclohexane | 1.42 | 9.85 |
| Decalin | 1.48 | 9.61 |
| Benzene | 1.51 | 9.24 |
| Toluene | 1.57 | 8.82 |
| Ethyl Benzene | 1.55 | 8.76 |
| Diphenyl Ether | 1.57 | 8.82 |
| Polystyrene | 1.55 | 8.47 |
| Polyisobutene | 1.49 | 9.23 |
| Glass | 1.54 | 9.90 |
| Teflon | 1.30 | 12.00 |
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PART III
van der waals and dynamical interactions

CHAPTER 1

TWO- AND THREE-BODY INTERACTIONS BETWEEN OPTICALLY ACTIVE MOLECULES - A SEMI-CLASSICAL APPROACH

## 1. INTRODUCTION

The phenomenon of optical activity has been observed as early as 1811 when Arago ${ }^{(1)}$ discovered that quartz rotates the polarization of linearly polarized light that is directed along its optic axis. A similar effect was also noted by $B_{i o t}{ }^{(2)}$ in certain liquids.

The optical activity of a medium refers to the phenomenon of optical rotation and circular dichroism associated with light propagation through the medium. (3) Both effects arise from differences in the response of a medium to light of different polarization states. In optical rotation, the plane of polarization of linearly polarized light is rotated because the left and right circularly polarized components have different refractive indices and hence different phase velocities. Positive rotation and the direction of propagation is related by the left hand screw. In circular dichroism, the absorption coefficients of left and right circularly polarized light are different so that linearly polarized light become elliptically polarized. ${ }^{\dagger}$

In crystals such as quartz, the spatial arrangement of atoms or molecules account for optical rotation. However, in media without special symmetry or long-range ordering, such as liquids (e.g. in sugar solutions the rotation amounts to tens of degrees per decimetre), the optical activity must be due to intrinsic properties of the constituent molecules. (4-11)

[^2]The fact that molecular properties can be responsible for a medium becoming optically active leads one to ask the interesting question: can the interaction between such molecules differ from optically inactive ones? It has been observed that the interaction between optically active chemical species possessing optical isomers the laevo ( $\ell$ ) and dextro (d) form - is discriminative; the interaction of a dextro molecule of species $A$ with a dextro molecule of species $B$ is not the same as with a laevo B. ${ }^{(12-18)}$ From the difference in solubility between the $\ell$ and $d$ isomers of a compound in the presence of another optically active species, Dwyer and co-workers (12-14) concluded that the thermodynamic activity coefficients of $\ell A$ and $d A$ isomers are different in the presence of another optically active species $\ell B$ say. In other words, the interaction energies $d A$ with $d B$ and $\ell A$ with $\ell B$ are different. This difference is exploited in the Pasteur Method of separating optical isomers in a racemic mixture [equimolar mixture of $\ell$ and $d$ forms of the same chemical species]. This "configurational activity" as termed by Dwyer also manifests itself in differences in redox potentials, rates of mixing and diffusion between $d$ and $\ell$ species in the presence of $d$ and $\ell$ species of another type. (15) Thus, it is important to have an understanding of the interaction between optically active molecules and between optically active and inactive molecules. This may enable us to have a better understanding of phenomena such as the Pfeiffer effect ${ }^{(16-18)}$ [the change in optical rotation of a solution of an optically active solution upon the addition of racemic mixtures of certain other optically active compounds] and induced optical activity. ${ }^{(19)}$ Many molecules of biological importance are optically active or contain optically active groups (20) and a knowledge of how such molecules interact will give us a better insight into specificity in biological processes.

The two-body interaction (dispersive and inductive) energy between optically active molecules in the dipole approximation has been treated by a number of authors. (21-23) They approached the problem using quantum mechanical perturbative ${ }^{(22,23)}$ and field theoretic techniques ${ }^{(21)}$ and found that the interaction between isomers is discriminative. That is, the interaction of a dextro molecule of species $A$ with a dextro $B$ is different from that with a laevo B. The results have been applied to investigate the dispersive contribution to the cohesive energy of optically active crystals.

Here we employ a semi-classical method ${ }^{(25)}$ to calculate the dispersion interaction between non-polar optically active molecules represented as dipoles. This simple non-perturbative approach gives the energy exactly for all distances of separation between the molecules and reduces to the London ${ }^{(26)}$ or Casimir-Polder ${ }^{(27)}$ limit respectively at small or large separations. The basis of this theory is Maxwell's equations and Planck's hypothesis. The interaction energy is taken as the change of the zero-point energy of the allowed modes of electromagnetic oscillations as determined by Maxwell's equations and the linear response function of the molecules. This method has been exploited extensively in evaluating the dispersion interaction energy between molecules, ${ }^{(28-31)}$ macroscopic bodies ${ }^{(32-50)}$ and the dispersion contribution to surface energies. (51)

## 2. THE RESPONSE FUNCTION OF OPTICALLY ACTIVE MOLECULES

The interaction of an optically active molecule with an external electromagnetic field was first treated by Rosenfeld. (52) then similar problems have been considered by a number of workers. (53-57)

Here we recapitulate their results and rederive the complete response function for optically active molecules. (In previous work, the molecules are assumed to be non-magnetic, that is, the term $\underset{\sim}{\eta}$ given by equation (2.21) is assumed to be zero.)

In the semi-classical treatment of radiation, the Hamiltonian of a molecule in an external electromagnetic field specified by vector and scalar potentials $\underset{\sim}{A}$ and $\phi$ is (58)

$$
\begin{align*}
H=\frac{1}{2 m} \underset{i}{\sum}\left(p_{i}-\frac{e}{c} \underset{\sim}{A}\left({\underset{r}{r}}_{i}, t\right)\right)^{2} & +\underset{i}{\sum e \phi}\left({\underset{\sim}{r}}_{i}, t\right) \\
& -\frac{e}{m c} \underset{i}{\sum} \underset{\sim}{s} \cdot \nabla \times \underset{\sim}{A}(\underset{\sim}{r}, t)+V^{i n t} . \tag{2.1}
\end{align*}
$$

In the Coulomb gauge $(\nabla \cdot \underset{\sim}{A}=0=\phi)$ the Hamiltonian can be linearized to give

$$
\begin{equation*}
H=H_{0}+V(t) \tag{2.2}
\end{equation*}
$$

where

$$
\begin{align*}
H_{0} & =\frac{1}{2 m} \sum_{i} p_{i}^{2}+V^{i n t}  \tag{2.3}\\
V(t) & =-\frac{e}{m c} \sum_{i} \underset{\sim}{A}\left({\underset{\sim}{r}}_{i}, t\right) \cdot{\underset{\sim}{i}}_{i}+{\underset{\sim}{s}}_{i} \cdot\left(\nabla \times \underset{\sim}{A}\left({\underset{\sim}{r}}_{i}, t\right)\right) . \tag{2.4}
\end{align*}
$$

The summation is taken over all electrons which have charge $e$, mass $m$ and spin magnetic moment $\frac{e}{\mathrm{mc}}{\underset{\sim}{s}}_{i} . \quad V^{i n t}$ denotes a sum over all electronelectron, electron-nuclei and nuclei-nuclei interactions in the molecule. The interaction between the external field and the nuclei can be neglected since the nuclei are more massive than the electrons. The wave function corresponding to $H$ in equation (2.2) can be expanded in terms of the eigenstates of the unperturbed Hamiltonian $H_{0}$ (equation (2.3)),
where

$$
\begin{equation*}
\psi=|0\rangle e^{-i \omega_{0} t}+\sum_{n} c_{n}(t)|n\rangle e^{-i \omega_{n} t} \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{0}|n\rangle=E_{n}|n\rangle=\hbar \omega_{n}|n\rangle . \tag{2.6}
\end{equation*}
$$

The coefficients $c_{n}(t)$ are given by first order perturbation theory ${ }^{(58)}$ as

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} c_{n}(t)=\langle n| V(t)|0\rangle e^{i \omega_{n_{0}} t} \tag{2.7}
\end{equation*}
$$

when the system is initially in state $|0\rangle$ with $\omega_{n 0}=\omega_{n}-\omega_{0}$.
For an incident plane wave we have

$$
\begin{equation*}
\underset{\sim}{A}(\underset{\sim}{r}, t)=\frac{1}{2}\left\{\underset{\sim}{a} e^{i(\underset{\sim}{k} \cdot \underset{\sim}{r}-\omega t)}+\underset{\sim}{a} * e^{-i(\underset{\sim}{\sim} \cdot \underset{\sim}{r}-\omega t)}\right\} \tag{2.8}
\end{equation*}
$$

hence

$$
\begin{equation*}
\langle n| V(t)|0\rangle=\frac{1}{2}\langle n| V_{-}|0\rangle e^{-i \omega t}+\frac{1}{2}\langle n| V_{+}|0\rangle e^{i \omega t} \tag{2.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \left.\langle n| V_{-}|0\rangle=-\frac{e}{m c}\langle n| \sum_{i} e^{i \underset{\sim}{k} \cdot{\underset{r}{i}}_{i}^{a}} \underset{\sim}{\sim}{\underset{\sim}{p}}_{i}|0\rangle-\frac{e}{m c}\langle n| \underset{i}{\sum_{i}^{s}} \cdot \underset{\sim}{i \underset{\sim}{k}} \times \underset{\sim}{a} e^{i \underset{\sim}{i k} \cdot r_{i}}\right)|0\rangle \\
& \simeq-\frac{e}{m c}\langle n| \underset{i}{\sum} \underset{\sim}{a} \cdot{\underset{\sim}{i}}_{i}|0\rangle-\frac{e}{m c}\langle n| \underset{i}{\sum}\left(\underset{\sim}{i k} \cdot{\underset{\sim}{r}}_{i}^{r}\right)\left(\underset{\sim}{a} \cdot{\underset{\sim}{p}}_{i}\right)|0\rangle  \tag{2.10}\\
& -\frac{e}{m c}\langle n| \sum_{i}^{s_{i}} \cdot(i \underset{\sim}{k} \times \underset{\sim}{a})|0\rangle . \tag{2.11}
\end{align*}
$$

The approximation $e \stackrel{i k}{\sim} \cdot \underset{\sim}{r} \simeq 1+i \underset{\sim}{k} \cdot \underset{\sim}{r}$ made in the first term of equation (2.10) is equivalent to assuming that the wavelength $\lambda$ of the external field is large compared with the molecular size $d$, and only first order correction terms in $(d / \lambda)$ are taken into account. The electric dipole moment of the molecule is

$$
\begin{equation*}
\mathrm{X}=\underset{\mathrm{i}}{\sum} \underset{\mathrm{i}}{\mathrm{r}} \tag{2.12}
\end{equation*}
$$

and the magnetic dipole moment of the molecule is

$$
\begin{equation*}
\underset{\sim}{m}=\frac{1}{2 m c}\left(\underset{i}{\Sigma} \underset{i_{i}}{r} \times{\underset{i}{i}}^{2}+2{\underset{\sim}{s}}_{i}\right) \tag{2.13}
\end{equation*}
$$

Substituting these expressions into equation (2.11) we obtain (59)

$$
\begin{equation*}
\langle n| V_{-}|0\rangle=-\underset{\sim}{a} \cdot \frac{i \omega_{n 0}}{c}\langle n| \underset{\sim}{p}|0\rangle-\langle n| \underset{\sim}{m}|0\rangle \cdot(\underset{\sim}{i k} \times \underset{\sim}{a}) . \tag{2.14}
\end{equation*}
$$

Here the small correction term corresponding to the quadrupole moment $\underset{\sim}{Q}=\sum_{i}$ e $\underset{\sim}{r} \underset{i}{r} \underset{i}{r}$ has been omitted since it does not contribute to any new effects. (54) Similarly, we have

$$
\begin{equation*}
\langle\mathrm{n}| V_{+}|0\rangle=-{\underset{\sim}{a}}^{*}, \frac{i \omega_{\mathrm{n} 0}}{\mathrm{c}}\langle\mathrm{n}| \underset{\sim}{\mathrm{p}}|0\rangle+\langle\mathrm{n}| \underset{\sim}{\mathrm{m}}|0\rangle \cdot\left(\mathrm{i} \underset{\sim}{\mathrm{k}} \times \underset{\sim}{a^{*}}\right) . \tag{2.15}
\end{equation*}
$$

Hence equation (2.7) may be integrated to give (taking $V(t)=0$ at $t=-\infty$ )

$$
\begin{equation*}
c_{n}(t)=-\frac{1}{\hbar}\left\{\frac{\langle n| V_{-}|0\rangle}{\omega_{n 0}-\omega} e^{i\left(\omega_{n 0}-\omega\right) t}+\frac{\langle n| v_{+}|0\rangle}{\omega_{n 0}+\omega} e^{i\left(\omega_{n 0}+\omega\right) t}\right\} . \tag{2.16}
\end{equation*}
$$

Now the change in the expectation value of an observable $O$ due to interactions with the external field is, to first order in $V$, given by

$$
\begin{align*}
\Delta\langle 0\rangle= & \langle\psi| 0|\psi\rangle-\langle 0| 0|0\rangle \\
= & -2 R\left\{\sum_{n} \frac{\langle 0| 0|n\rangle\langle n| v_{-}|0\rangle}{\hbar\left(\omega_{n 0}-\omega\right)} \mathrm{e}^{-i \omega t}\right. \\
& \left.+\sum_{n} \frac{\langle 0| 0|\mathrm{n}\rangle\langle\mathrm{n}| \nu_{+}|0\rangle}{\hbar\left(\omega_{n 0}+\omega\right)} \mathrm{e}^{i \omega t}\right\}, \tag{2.17}
\end{align*}
$$

where $R\{. .$.$\} denotes the real part of the expression in braces. In$ particular, the resultant electric and magnetic moments induced in a molecule by the electric field $\underset{\sim}{E}(=-1 / c \quad \partial \underset{\sim}{A} / \partial t)$ and magnetic field $\underset{\sim}{B}$ ( $=\nabla \times \underset{\sim}{A}$ ) are

$$
\begin{align*}
& P=\underset{\sim}{\alpha} \cdot E-\underset{\sim}{\beta} \cdot \frac{\partial \underset{\sim}{B}}{\partial t}+\underset{\sim}{\gamma} \cdot \underset{\sim}{B}  \tag{2.18}\\
& \underset{\sim}{m}=\underset{\sim}{B} \cdot \frac{\partial \mathrm{E}}{\partial \mathrm{~T}}+\underset{\sim}{\underset{\sim}{n}} \cdot \underset{\sim}{B}+\underset{\sim}{\mathcal{Z}} \underset{\sim}{E}, \tag{2.19}
\end{align*}
$$

where

$$
\begin{align*}
& \underset{\sim}{a}=\frac{2}{\hbar} \sum_{n} \frac{\omega_{n 0} R\{\langle 0| \underset{\sim}{p}|n\rangle\langle n| \underset{\sim}{p}|0\rangle\}}{\left(\omega_{n 0}^{2}-\omega^{2}\right)}  \tag{2.20}\\
& \underset{\sim}{n}=\frac{2}{\hbar} \sum_{n} \frac{\omega_{n 0} R\left\{\langle 0| \frac{m}{\sim}|n\rangle\langle n| \underset{\sim}{m}|0\rangle\right\}}{\left(\omega_{n 0}^{2}-\omega^{2}\right)}  \tag{2.21}\\
& \underset{\sim}{\beta}=\frac{2}{\hbar} \sum_{n} \frac{I\{\langle 0| \underline{p}|n\rangle\langle n| m|0\rangle\}}{\left(\omega_{n 0}^{2}-\omega^{2}\right)} \tag{2.22}
\end{align*}
$$

and

$$
\begin{equation*}
\underset{\sim}{\gamma}=\frac{2}{\hbar} \sum_{\mathrm{n}} \frac{\omega_{\mathrm{n} 0} R\{\langle 0| \underset{\sim}{\mathrm{p}}|\mathrm{n}\rangle\langle\mathrm{n}| \underset{\sim}{\mathrm{m}}|0\rangle\}}{\left(\omega_{\mathrm{n} 0}^{2}-\omega^{2}\right)} \tag{2.23}
\end{equation*}
$$

(where $I\{\ldots\}$ denotes the imaginary part), $\underset{\sim}{\alpha}$ and $\underset{\sim}{n}$ are respectively the
electric and magnetic polarizability tensors, $\underset{\sim}{\beta}$ and $\underset{\sim}{\mathcal{Z}}$ are responsible for optical rotation when the various matrix elements are non-zero. The term $\underset{\sim}{\gamma}$ only has a second order effect ${ }^{(54)}$ and will henceforth be omitted in the following discussion.

## 3. PROPERTIES OF THE OPTICAL ROTATORY PSEUDO TENSOR $\underset{\sim}{\beta}$

We now consider some of the properties of the optical rotatory pseudo tensor. From equation (2.22) we have

$$
\begin{equation*}
\underset{\sim}{\beta}=\frac{2}{\hbar} \sum \frac{{\underset{n}{n}}_{n}^{n} \omega_{n 0}^{2}-\omega^{2}}{\omega^{2}}, \tag{3.1}
\end{equation*}
$$

where we define the rotating strength ${\underset{N}{n}}^{R}$ for the transition $0 \rightarrow n$ by

$$
\begin{equation*}
\underset{\approx}{\mathrm{R}} \mathrm{n}_{0}=I\{\langle 0| \underset{\sim}{\mathrm{p}}|\mathrm{n}\rangle\langle\mathrm{n}| \underset{\sim}{\mathrm{m}}|0\rangle\} . \tag{3.2}
\end{equation*}
$$

It is clear that the relation

$$
\begin{equation*}
{\underset{\sim}{\mathrm{R}} \mathrm{R} 0}^{=}-{\underset{\approx}{\mathrm{R}}}_{0 \mathrm{n}} \tag{3.3}
\end{equation*}
$$

holds, since interchanging 0 and $n$ replaces the matrix elements by its complex conjugate which reverses the sign of the imaginary part. The Kuhn sum rule ${ }^{(60)}$ then follows immediately, i.e.,

$$
\begin{equation*}
\sum_{\mathrm{n}}^{\sum \underset{\sim}{\mathrm{R}} \mathrm{n} 0}=\underset{\mathrm{n}}{\sum} I\{\langle 0| \underset{\sim}{\mathrm{p}}|\mathrm{n}\rangle\langle\mathrm{n}| \underset{\sim}{\mathrm{m}}|0\rangle\}=I\{\langle 0| \underset{\sim}{\mathrm{p}} \underset{\sim}{\mathrm{~m}}|0\rangle\}=0 . \tag{3.4}
\end{equation*}
$$

We observe that $\underset{\sim}{\beta}$ is frequency dependent, and therefore should give rise to an additional dispersion interaction between optically active molecules, provided the rotatory strengths are non-zero. For there to be optical rotation (non-zero $\underset{\sim}{\mathrm{N}} \mathrm{N}$ ) the states $|0\rangle$ and $|\mathrm{n}\rangle$ must be connected by both electric and magnetic dipole transitions; or taking a more mechanistic viewpoint, a displacement of charges (associated with a $0 \rightarrow n$ transition) must be accompanied by a circulation of charged and vice
versa. This coupling of electric and magnetic effects arises because we have taken into account, to first order, the spatial variation of the fields over the molecule ${ }^{(61)}$ (cf. equation (2.11)) and because the molecule possesses an intrinsic left or right handedness in its structure so as to react preferentially to light of different polarization states. (7) From the response equations (2.18) and (2.19) (neglecting the terms in $\underset{\sim}{\mathcal{V}}$ ) a time varying magnetic field gives rise to an electric dipole moment. But according to Maxwell's equations, time variations in the magnetic field are associated with spatial inhomogeneities in the electric field, so we can say that spatial variations in the electric field also contribute to the electric dipole moment of optically active molecules. (61) (Corrections to the dipole term due to quadrupole effects are small. Also these effects do not produce any new type of light propagation nor contribute to the discriminative energy.) Similar remarks also apply to that part of the magnetic moment due to time varying electric fields or inhomogeneous magnetic fields. Further, it also follows from this discussion that optical activity vanishes in the static limit as well as in the high frequency limit (cf. equation (2.18)).

From equation (3.2) we see that the rotatory strength $\underset{\approx}{R}$ no is $a$ diadic made up of a polar vector $\underset{\sim}{p}$ and an axial vector $\underset{\sim}{m}$. This means that $\underset{\sim}{\beta}$ is a pseudo tensor, that is, it changes sign on passing from a right-handed to a left-handed co-ordinate system. In other words, two molecules that are mirror images of each other (optical isomers) will have equal and opposite rotatory strengths.

## 4. RETARDED AND NON-RETARDED <br> TWO-BODY INTERACTIONS

Consider two optically active molecules with one of them at the origin of a cartesian co-ordinate system and the other at a distance $r$ away along the $z$ axis. The mutually induced electric and magnetic dipole moments interact to give the two-body interaction energy.

## Suppose that the instantaneous electric and magnetic dipole

 moments of a molecule are, respectively, $\underset{\sim}{p}(t)=\underset{\sim}{p} e^{-i \omega t}$ and $\underset{\sim}{m}(t)=\underset{\sim}{m} e^{-i \omega t}$. The electric and magnetic fields generated at a distance $r$ ( $\gg$ molecular dimensions) are ${ }^{(62)}$$$
\begin{align*}
& \underset{\sim}{E}(\underset{\sim}{r}, t)=\underset{\sim}{E} e^{-i \omega t}=\underset{\sim}{F} \cdot \underset{\sim}{p} e^{-i \omega t}  \tag{4.1}\\
& \underset{\sim}{E}(\underset{\sim}{r}, t)=\underset{\sim}{E} E_{m} e^{-i \omega t}=\underset{\sim}{G} \cdot \underset{\sim}{m} e^{-i \omega t}  \tag{4.2}\\
& \underset{\sim}{B}(\underset{\sim}{r}, t)=\underset{\sim}{B} e^{-i \omega t}=\underset{\sim}{G} \cdot \underset{\sim}{p} e^{-i \omega t}  \tag{4.3}\\
& \underset{\sim}{B}(\underset{\sim}{r}, t)=\underset{\sim}{B} e^{B} e^{-i \omega t}=\underset{\sim}{F} \cdot \underset{\sim}{m} e^{-i \omega t}, \tag{4.4}
\end{align*}
$$

where

$$
\begin{align*}
\underset{\sim}{F} & =\left(\begin{array}{lll}
f(r) & 0 & 0 \\
0 & f(r) & 0 \\
0 & 0 & g(r)
\end{array}\right)  \tag{4.5}\\
\underset{\sim}{G} & =\left[\begin{array}{lll}
0 & -k(r) & 0 \\
k(r) & 0 & 0 \\
0 & 0 & 0
\end{array}\right)  \tag{4.6}\\
f(r) & =\left[\left(\frac{\omega r}{c}\right)^{2}+\left(\frac{i \omega r}{c}\right)-1\right] \frac{e^{i \omega r / c}}{r^{3}}  \tag{4.7}\\
g(r) & =2\left[1-\frac{i \omega r}{c}\right] \frac{e^{i \omega r / c}}{r^{3}}  \tag{4.8}\\
k(r) & =\left[\left(\frac{\omega r}{c}\right)^{2}+\left(\frac{i \omega r}{c}\right)\right] \frac{e^{i \omega r / c}}{r^{3}} \tag{4.9}
\end{align*}
$$

and $c$ is the velocity of light in vacuo.

We specify the response of a molecule according to the constitutive equations derived in Section 2 (equations (2.18) and (2.19) without the terms in $\underset{\sim}{\gamma}$ ). Thus for molecule " $a$ " we have

$$
\begin{align*}
& \underset{\sim}{p}(a)=\underset{\sim}{a}(a) \cdot \underset{\sim}{E}(a)+i \omega \underset{\sim}{i}(a) \cdot \underset{\sim}{B}(a)  \tag{4.10}\\
& \underset{\sim}{m}(a)=-i \omega \underset{\sim}{B}(a) \cdot \underset{\sim}{E}(a)+\underset{\sim}{Z}(a) \cdot \underset{\sim}{B}(a), \tag{4.11}
\end{align*}
$$

where $\underset{\sim}{E}(a)$ and $\underset{\sim}{B}(a)$ are the electric and magnetic fields produced by the electric and magnetic moments of molecule " b " at molecule "a" and $\underset{\sim}{\alpha}$, $\underset{\sim}{n}$ and $\underset{\sim}{\beta}$ are the electric polarizability, magnetic polarizability and optical rotatory pseudo tensor given by equations (2.20) to (2.22). From equations (4.1) to (4.4), (4.10) and (4.11) we obtain

$$
\begin{align*}
& \equiv \underset{\sim}{\Omega}(a)\binom{\underset{\sim}{p}(b)}{\underset{\sim}{m}(b)} \text {. } \tag{4.12}
\end{align*}
$$

Molecule "b" responds similarly to the fields from molecule "a". The dispersion relation for allowed modes is the condition for non-trivial solutions for the electric and magnetic dipole moments:

$$
\begin{equation*}
\operatorname{Det}[\underset{\sim}{I}-\underset{\sim}{\Omega}(a) \underset{\sim}{\Omega}(b)]=0 . \tag{4.13}
\end{equation*}
$$

Strictly this calculation should be done by enclosing the dipoles in a large box of volume $v$ and letting $v \rightarrow \infty$ after obtaining equation (4.15). Otherwise (4.13) has no zeros in the retarded case.

The interaction energy at zero temperature is related to the secular determinant by $(48,49,51)$

$$
\begin{align*}
V(r) & =\frac{1}{2 \pi i} \oint d \omega\left(\frac{1}{2} \hbar \omega\right) \frac{d}{d \omega} \ln \operatorname{Det}[\underset{\approx}{I}-\underset{\sim}{\Omega}(a) \underset{\approx}{\Omega}(b)]  \tag{4.14}\\
& =\frac{\pi}{2 \pi} \int_{0}^{\infty} d \xi \ln \operatorname{Det}[\underset{\approx}{I}-\underset{\approx}{\Omega}(a) \underset{\approx}{\Omega}(b)], \tag{4.15}
\end{align*}
$$

where in the first integral, which essentially assigns as zero point energy of $\left(\frac{1}{2} \hbar \omega\right)$ to each allowed mode, the contour encloses the positive real axis. It is then mapped into the integral along the imaginary frequency axis $\omega=i \xi$ in the second integral. For large separations $r$ (i.e. $\alpha / r^{3}, \omega \beta / r^{3}, n / r^{3}<1$ ) we can expand the logarithm to leading order in $1 / r$ to give

$$
\begin{align*}
V(r) & \simeq \frac{\hbar}{2 \pi} \int_{0}^{\infty} d \xi \operatorname{Trace}[-\underset{\sim}{\Omega}(a) \underset{\sim}{\Omega}(b)] \\
& =\frac{\hbar}{2 \pi} \int_{0}^{\infty} d \xi\left[D_{1}+D_{2}+D_{3}+D_{4}+D_{5}\right] . \tag{4.16}
\end{align*}
$$

The five terms in brackets are as follows:
(i)

$$
\begin{equation*}
V_{1}=-\frac{\hbar}{2 \pi} \int_{0}^{\infty} d \xi \operatorname{Trace}[\underset{\sim}{\alpha}(a) \underset{\sim}{F} \underset{\sim}{\alpha}(b) \underset{\sim}{F}] . \tag{4.17}
\end{equation*}
$$

This yields the dispersion energy due to electric dipole fluctuations. A detailed discussion for a general polarizability tensor $\underset{\sim}{\alpha}$ has been given elsewhere. $(28,63)$ However for identical isotropic polarizabilities, namely $\underset{\sim}{\alpha}(a)=\underset{\sim}{a}(b)=\alpha \underset{\sim}{I}$ we obtain in the non-retarded London limit $\left(\omega_{0} \mathrm{r} / \mathrm{c} \ll 1\right)$

$$
\begin{equation*}
V_{1}=-\frac{3 \hbar \omega_{0} \alpha_{0}^{2}}{4 r^{6}} \tag{4.18}
\end{equation*}
$$

or in the retarded Casimir-Polder limit ( $\omega_{0} r / c \gg 1$ )

$$
\begin{equation*}
V_{1}=-\frac{23 \hbar c \alpha_{0}^{2}}{4 \pi r^{7}}, \tag{4.19}
\end{equation*}
$$

where $\omega_{0}$ is the characteristic absorption (angular) frequency of the dipoles and $\alpha_{0}$ the static polarizability.

$$
\begin{equation*}
V_{2}=-\frac{\hbar}{2 \pi} \int_{0}^{\infty} \mathrm{d} \xi \operatorname{Trace}[\underset{\sim}{\eta}(\mathrm{a}) \underset{\approx}{\mathrm{F}} \underset{\approx}{\underset{\sim}{\eta}}(\mathrm{~b}) \underset{\approx}{\mathrm{F}}] \tag{ii}
\end{equation*}
$$

This is the magnetic analogue of the previous term where the electric polarizabilities are replaced by magnetic polarizabilities. (64) In general, this term is small because the magnetic polarizabilities are small.

$$
\begin{equation*}
\text { (iii) } \quad V_{3}=\frac{\hbar}{2 \pi} \int_{0}^{\infty} d \xi \operatorname{Trace}[\underset{\sim}{\alpha}(a) \underset{\approx}{G} \underset{\sim}{n}(b) \underset{\sim}{G}+\underset{\sim}{\eta}(a) \underset{\approx}{G} \underset{\sim}{a}(b) \underset{\approx}{G}] \tag{4.21}
\end{equation*}
$$

This term is only non-zero when retardation effects are taken into account. The electric (magnetic) dipole moment of one molecule produces a magnetic (electric) field which then induces a magnetic (electric) dipole moment on the other molecule and vice versa. In the special case of isotropic polarizabilities we obtain

$$
\begin{equation*}
V_{3}=\frac{7 \hbar c}{4 \pi r^{7}}\left[\alpha_{0}(a) \eta_{0}(b)+\alpha_{0}(b) n_{0}(a)\right], \tag{4.22}
\end{equation*}
$$

where $\alpha_{0}$ and $\eta_{0}$ are the static polarizabilities. This result has been obtained earlier by field theoretic techniques. (64) It is interesting to note that the contributions to the interaction energy from $V_{1}$ and $V_{2}$ are always attractive while that $f r o m V_{3}$ is always repulsive.

We are primarily interested in the discrimination energy. These are given in terms (iv) and (v) :

$$
\begin{align*}
& \text { (iv) } V_{4}=\frac{\hbar}{2 \pi} \int_{0}^{\infty} d \xi \xi \operatorname{Trace}[\underset{\sim}{\alpha}(a) \underset{\approx}{F} \underset{\approx}{\beta}(b) \underset{\approx}{G}+\underset{\approx}{\beta}(a) \underset{\approx}{G} \underset{\sim}{\alpha}(b) \underset{\approx}{F} \\
& +\underset{\sim}{\alpha}(a) \underset{\sim}{G} \underset{\sim}{\beta}(b) \underset{\sim}{F}+\underset{\approx}{B}(a) \underset{\sim}{F} \underset{\sim}{a}(b) \underset{\sim}{G} \\
& +\underset{\sim}{\eta}(a) \underset{\sim}{F} \underset{\sim}{\beta}(b) \underset{\sim}{G}+\underset{\approx}{\beta}(a) \underset{\approx}{G} \underset{\sim}{n}(b) \underset{\sim}{F} \\
& +\underset{\sim}{\eta}(a) \underset{\sim}{G} \underset{\sim}{B}(b) \underset{\sim}{F}+\underset{\sim}{B}(a) \underset{\sim}{F} \underset{\sim}{\eta}(b) \underset{\sim}{G}] \tag{4.23}
\end{align*}
$$

$$
\begin{equation*}
\text { (v) } V_{5}=\frac{\hbar}{2 \pi} \int_{0}^{\infty} d \xi 2 \xi^{2} \operatorname{Trace}[\underset{\sim}{B}(a) \underset{\sim}{F} \underset{\sim}{B}(b) \underset{\sim}{F}-\underset{\sim}{B}(a) \underset{\sim}{G} \underset{\sim}{B}(b) \underset{\sim}{G}] . \tag{4.24}
\end{equation*}
$$

Using equations (4.5) and (4.6) we can expand equation (4.23) to give

$$
\begin{align*}
V_{4}= & \frac{\hbar}{2 \pi} \int_{0}^{\infty} d \xi \xi\left[\left\{\left(\left[\alpha_{x x}(a) \beta_{x y}(b)+\alpha_{x y}(a) \beta_{y y}(b)\right.\right.\right.\right. \\
& \left.\left.-\alpha_{y x}(a) \beta_{x x}(b)-\alpha_{y y}(a) \beta_{y x}(b)\right]+[a \neq b]\right) f(r) k(r) \\
& +\left(\alpha_{i j}(a) \rightleftharpoons \beta_{i j}(a) ; \alpha_{i j}(b) \rightleftharpoons \beta_{i j}(b)\right) f(r) k(r) \\
& \left.+\left(\left[\alpha_{x z}(a) \beta_{z y}(b)-\alpha_{z y}(a) \beta_{z x}(b)\right]+[a \rightleftharpoons b]\right) g(r) k(r)\right\} \\
& \left.+\left\{\alpha_{i j} \rightarrow \eta_{i j}\right\}\right], \tag{4.25}
\end{align*}
$$

where $\alpha_{i j}, \beta_{i j}$ and $\eta_{i j}$ are elements of the polarizability tensors in the laboratory or space frame of reference. In the freely rotating limit $\left(\alpha_{i j}=0=\beta_{i j}=\eta_{i j}\right.$ for $\left.i \neq j\right)$ or in the non-retarded limit $[k(r)=0]$ this term vanishes identically. In the retarded regime ( $\omega_{0} \mathrm{r} / \mathrm{c} \gg 1$ )

$$
\begin{equation*}
\mathrm{V}_{0} \simeq \frac{\hbar}{2 \pi} \mathrm{~A}_{0} \int_{0}^{\infty} \mathrm{d} \xi \xi \mathrm{f}(\mathrm{r}) \mathrm{k}(\mathrm{r})+\frac{\hbar}{2 \pi} \mathrm{~B}_{0} \int_{0}^{\infty} \mathrm{d} \xi \xi \mathrm{~g}(\mathrm{r}) \mathrm{k}(\mathrm{r}) \tag{4.26}
\end{equation*}
$$

where $A_{0}$ and $B_{0}$ are the coefficients of $f(r) k(r)$ and $g(r) k(r)$ in equation (4.25) evaluated at $\xi=0$. Using the definitions of $f(r), g(r)$ and $k(r)$ in equations (4.7) - (4.9) we get

$$
\begin{equation*}
V_{4}=\frac{\hbar c^{2}}{4 \pi r^{8}}\left(\frac{35}{4} A_{0}-7 B_{0}\right) \tag{4.27}
\end{equation*}
$$

which can be an attractive or repulsive contribution to the interaction energy depending on the relative static values of $\alpha_{i j}, \eta_{i j}$ and $\beta_{i j}$ in $A_{0}$ and $B_{0}$.

The other contribution to the discrimination energy ( $\mathrm{V}_{5}$ ) remains finite in both the retarded and non-retarded limits. To proceed further, we choose the rotatory tensor $\underset{\sim}{\beta}{ }^{\prime}$ in the body frame such that $\beta_{i j}^{\prime}=\beta$ for $i=j=z^{\prime}$ and zero otherwise. ${\underset{\sim}{~}}^{\prime}$ is related to its counterpart in the space frame $\underset{\sim}{B}$ by ${ }^{(65)}$

$$
\begin{equation*}
\underset{\sim}{\beta}={\underset{\sim}{R}}^{T} \underset{\sim}{\beta}{ }_{\sim}^{\prime} \underset{\sim}{R}, \tag{4.28}
\end{equation*}
$$

where the unitary transformation matrix in terms of the Euler angles $(\theta, \phi, \psi)$ between the space and body axes is

$$
\underset{\sim}{\mathrm{R}}=\left(\begin{array}{ccc}
\cos \phi \cos \psi & \sin \phi \sin \psi & \sin \theta \sin \psi  \tag{4.29}\\
-\cos \theta \sin \phi \sin \psi & +\cos \theta \cos \phi \sin \psi & \\
-\cos \theta \sin \phi \cos \psi & \cos \theta \cos \phi \cos \psi & \sin \theta \cos \psi \\
-\cos \phi \sin \psi & -\sin \phi \sin \psi & \\
\sin \theta \sin \phi & -\sin \theta \cos \phi & \cos \theta
\end{array}\right)
$$

and $\underset{\sim}{\mathbb{R}^{T}}$ is its transpose. From equation (3.1) we take $\beta$ to be of the form

$$
\begin{equation*}
\beta=\frac{2}{\hbar} \sum_{n} \frac{R_{n 0}}{\left(\omega_{n 0}^{2}-\omega^{2}\right)} \tag{4.30}
\end{equation*}
$$

where $R_{n_{0}}=I\{\langle 0| \underset{\sim}{p}|n\rangle \cdot\langle n| \underset{\sim}{m}|0\rangle\}$ is the rotational strength for the absorption at frequency $\omega_{n 0}$.

$$
\text { Case (a): } \quad \frac{\omega_{0} r}{c} \ll 1 \quad\left(\omega_{0}=\max \left\{\omega_{n_{0}}\right\} \text { say }\right) .
$$

This is the non-retarded limit and we can replace $f(r)$ by $-\frac{1}{r^{3}}$, $g(r)$ by $\frac{2}{r^{3}}$ and $k(r)$ by zero in equation (4.24). This together with equations (4.28)-(4.30) gives

$$
\begin{equation*}
V_{5}=\frac{2\left(\cos \gamma-3 \cos \theta_{a} \cos \theta_{b}\right)}{r^{6}} \sum_{m, n} \frac{R_{m 0}(a) R_{n_{0}}(b)}{\hbar\left[\omega_{m 0}(a)+\omega_{n 0}(b)\right]} \tag{4.31}
\end{equation*}
$$

where the molecules are allowed to rotate freely about the $z^{\prime}$ body axis. Here $\gamma$ is the angle between the $z$ ' axes of the molecules and $\theta_{a}, \theta_{b}$ are the angles between the $z$ ' body axes of molecules " $a$ " and " $b$ " and the line joining the centres of the molecules (the $z$ axis in the space frame). Further averaging over the remaining angles yields the non-retarded twobody discrimination energy in the freely rotating limit

$$
\begin{equation*}
V_{5}=\frac{4}{3 r^{6}} \sum_{m, n} \frac{R_{m 0}(a) R_{n 0}(b)}{\hbar\left[\omega_{m 0}(a)+\omega_{n 0}(b)\right]} \tag{4.32}
\end{equation*}
$$

The results in (4.31) and (4.32) have been obtained previously using quantum mechanical methods. $(22,23)$

$$
\text { Case (b): } \quad \frac{\omega_{0} r}{c} \gg 1 \quad\left(\omega_{0}=\min \left\{\omega_{\text {no }}\right\} \text { say }\right) \text {. }
$$

Here we must use the forms of $f(r), g(r)$ and $k(r)$ given by equations (4.7)-(4.9) (with the replacement $\omega \rightarrow i \xi$ ) in equation (4.24) for $V_{5}$, but the $\beta^{\prime}$ s can be replaced by their static values. The resultant expression for the discrimination energy, in the freely rotating limit, becomes (21)

$$
\begin{align*}
V_{5}= & \frac{\hbar c^{3}}{9 \pi r^{9}}[\beta(a) \beta(b)]_{\xi=0} \int_{0}^{\infty} d x x^{2} \\
& \times e^{-2 x}\left[2\left(x^{2}+x+1\right)^{2}+2\left(x^{2}+x\right)^{2}+4(x+1)^{2}\right] \\
= & \frac{70}{3} \frac{c^{3}}{\pi \hbar r^{9}} \sum_{m, n} \frac{R_{m 0}(a) R_{n_{0}}(b)}{\omega_{m 0}^{2}(a) \omega_{n_{0}}^{2}(b)} \tag{4.33}
\end{align*}
$$

From the above calculation we conclude that the rotatory power of optically active molecules gives rise to additional terms in the dispersion interaction between molecules. This contribution is a function of the rotatory strength $R_{\text {no }}$ which has different signs for laevo and dextro isomers. In particular, the term $V_{5}$ is positive for the interaction between similar optical species and negative for dissimilar species. Hence like species repel and unlike attract. This extra contribution to the dispersion energy is relatively short-ranged - it passes from a $r^{-6}$ dependence at small separations to a $r^{-8}, r^{-9}$ dependence at large separations. Thus it seems that when the non-polar optically active molecules are far apart (retarded) the dominant interaction is the Casimir-Polder potential, and they are unable to differentiate between different isomers. However at close separations (non-retarded) the $r^{-6}$ discriminating term becomes operative and like/unlike species will be able to "recognize" each other. The distance at which the transition from the retarded to the non-retarded behaviour takes place is of the order of $c / \omega_{0}$ where $\omega_{0}$ is the principle absorption frequency (typically $\left.\sim 10^{16} \mathrm{rad} / \mathrm{sec}\right)$.

Before going on to make a comparison between the relative strengths of the discrimination energy and the ordinary dispersion energy, let us first consider the problem of three interacting optically active molecules.

## 5. NON-RETARDED THREE-BODY INTERACTIONS

Consider three optically active molecules that are located at the vertices of a triangle as shown in Figure 5.1. Let $\underset{\sim}{p}(i, t)=\underset{\sim}{p}(i) e^{-i \omega t}$ and $\underset{\sim}{m}(i, t)=\underset{\sim}{m}(i) e^{-i \omega t}$ be the instantaneous electric and magnetic dipole moments of molecule $i=A, B, C$. To avoid cumbersome algebra, we shall only consider the problem in the non-retarded regime. The electric and magnetic fields $\underset{\sim}{E}$ and $\underset{\sim}{B}$ at a distance $r_{i j}$ from dipole i
 Proceeding as before, we let each dipole respond to the field of the other two dipoles according to constitutive equations used in the previous section. We obtain

$$
\begin{align*}
& \underset{\sim}{p}(A)=\underset{\sim}{\alpha}(A)[\underset{\sim}{T} B A \underset{\sim}{p}(B)+\underset{\sim}{T} C A P(C)]+i \omega \underset{\sim}{\sim}(A)[\underset{\sim}{T} B A \underset{\sim}{m}(B)+\underset{\sim}{T} C A \underset{\sim}{m}(C)]  \tag{5.1}\\
& \underset{\sim}{m}(A)=-i \omega \underset{\sim}{\sim}(A)[\underset{\sim}{T} B A \underset{\sim}{p}(B)+\underset{\sim}{T} C A \underset{\sim}{p}(C)]+\underset{\sim}{n}(A)[\underset{\sim}{T} B A \underset{\sim}{m}(B)+\underset{\sim}{T} C A \underset{\sim}{m}(C)] \tag{5.2}
\end{align*}
$$

along with similar equations for dipoles $B$ and $C$.

To carry out the algebraic manipulations, it is convenient to define the matrix (see Figure 5.1)

$$
\underset{\approx}{\mathrm{T}} \mathrm{i}=\frac{1}{r_{i}^{3}}\left(\begin{array}{ccc}
2 & 0 & 0  \tag{5.3}\\
0 & -1 & 0 \\
0 & 0 & -1
\end{array}\right), \quad i=1,2,3 .
$$

Therefore
where

$$
\underset{\approx}{R} j=\left(\begin{array}{ccc}
\cos \theta_{j} & -\sin \theta_{j} & 0  \tag{5.5}\\
\sin \theta_{j} & \cos \theta_{j} & 0 \\
0 & 0 & 0
\end{array}\right), \quad j=A, B
$$

and the superscript $T$ denotes the transpose matrix.


Figure 5.1: Diagram showing the relative positions of the dipoles for the three-body problem. All three molecules lie in the $x-y$ plane.

We shall assume that in the body frame ${\underset{\sim}{\beta}}^{\beta}$ has only one non-zero element, namely $\beta_{z z}^{\prime}=\beta$. In the freely rotating limit, which we shall assume for this problem, $\underset{\sim}{\beta}$ reduces to a scalar: $\beta / 3$ and $\underset{\sim}{\alpha}$ and $\underset{\sim}{\eta}$ become isotropic.

Substituting equations (5.3) - (5.5) in to (5.1) and (5.2) and the corresponding equations for molecules $B$ and $C$, we obtain 18 homogeneous linear equations with the spatial components of the electric and magnetic dipole moments as unknowns. The condition for non-trivial solution yields the dispersion relation $D(\omega)=0$. The function $D(\omega)$ is the $18 \times 18$ secular determinant from which we can evaluate the interaction energy between the three molecules using equation (4.15)

$$
\begin{equation*}
V=\frac{\pi}{2 \pi} \int_{0}^{\infty} d \xi \ln D(i \xi) \tag{5.6}
\end{equation*}
$$

However, the six equations for the $z$-components of $\underset{\sim}{p}$ and $\underset{\sim}{m}$ are independent of the other twelve involving the $x, y$-components. Consequently, $D(\omega)$ can be factorized to give

$$
D(\omega)=D_{z}(\omega) D_{x y}(\omega),
$$

where $D_{z}(\omega)$ is the determinant of the $6 \times 6$ matrix in the following equation

$$
\left(\begin{array}{llllll}
1 & \frac{\alpha(A)}{r_{3}^{3}} & \frac{\alpha(A)}{r_{1}^{3}} & 0 & \frac{i \omega \beta(A)}{3 r_{3}^{3}} & \frac{i \omega \beta(A)}{3 r_{1}^{3}}  \tag{5.7}\\
\frac{\alpha(B)}{r_{3}^{3}} & 1 & \frac{\alpha(B)}{r_{2}^{3}} & \frac{i \omega \beta(B)}{3 r_{3}^{3}} & 0 & \frac{i \omega \beta(B)}{3 r_{2}^{3}} \\
\frac{\alpha(C)}{r_{1}^{3}} & \frac{\alpha(C)}{r_{2}^{3}} & 1 & \frac{i \omega \beta(C)}{3 r_{1}^{3}} & \frac{i \omega \beta(C)}{3 r_{2}^{3}} & 0 \\
0 & -\frac{i \omega \beta(A)}{3 r_{3}^{3}} & -\frac{i \omega \beta(A)}{3 r_{1}^{3}} & 1 & \frac{n(A)}{r_{3}^{3}} & \frac{n(A)}{r_{1}^{3}} \\
-\frac{i \omega \beta(B)}{3 r_{3}^{3}} & 0 & -\frac{i \omega \beta(B)}{3 r_{2}^{3}} & \frac{n(B)}{r_{3}^{3}} & 1 & \frac{n(B)}{r_{2}^{3}} \\
-\frac{i \omega \beta(C)}{3 r_{1}^{3}} & -\frac{i \omega \beta(C)}{3 r_{2}^{3}} & 0 & \frac{n(C)}{r_{1}^{3}} & \frac{n(C)}{r_{2}^{3}} & 1
\end{array}\right)\left(\begin{array}{l}
p_{z}(A) \\
p_{z}(C) \\
m_{z}(A) \\
m_{z}(B) \\
m_{z}(C)
\end{array}\right)=0
$$

and $D_{x y}$ is the determinant in the $12 \times 12$ matrix in

with
$\underset{\sim}{M_{11}}=\left(\begin{array}{llllll}1 & 0 & -2 \alpha(A) f_{3} & 0 & -\alpha(A) f_{1} V_{A} & -\alpha(A) f_{1} S_{A} \\ 0 & 1 & 0 & \alpha(A) f_{3} & -\alpha(A) f_{1} S_{A} & -\alpha(A) f_{1} W_{A} \\ -2 \alpha(B) f_{3} & 0 & 1 & 0 & -\alpha(B) f_{2} V_{B} & -\alpha(B) f_{2} S_{B} \\ 0 & \alpha(B) f_{3} & 0 & 1 & -\alpha(B) f_{2} S_{B} & -\alpha(B) f_{2} W_{B} \\ -\alpha(C) f_{1} V_{A} & -\alpha(C) f_{1} S_{A} & -\alpha(C) f_{2} V_{B} & -\alpha(C) f_{2} S_{B} & 1 & 0 \\ -\alpha(C) f_{1} S_{A} & -\alpha(C) f_{1} W_{A} & -\alpha(C) f_{2} S_{B} & -\alpha(C) f_{2} W_{B} & 0 & 1\end{array}\right)$
${\underset{\sim}{c}}_{\sim}^{M_{2}}=\left(\begin{array}{llllll}0 & 0 & -2 \gamma(A) f_{3} & 0 & -\gamma(A) f_{1} V_{A} & -\gamma(A) f_{1} S_{A} \\ 0 & 0 & 0 & \gamma(A) f_{3} & -\gamma(A) f_{1} S_{A} & -\gamma(A) f_{1} W_{A} \\ -2 \gamma(B) f_{3} & 0 & 0 & -\gamma(B) f_{2} V_{B} & -\gamma(B) f_{2} S_{B} \\ 0 & \gamma(B) f_{3} & 0 & 0 & -\gamma(B) f_{2} S_{B} & -\gamma(B) f_{2} W_{B} \\ -\gamma(C) f_{1} V_{A} & -\gamma(C) f_{1} S_{A} & -\gamma(C) f_{2} V_{B} & -\gamma(C) f_{2} S_{B} & 0 & 0 \\ -\gamma(C) f_{1} S_{A} & -\gamma(C) f_{1} W_{A} & -\gamma(C) f_{2} S_{B} & -\gamma(C) f_{2} W_{B} & 0 & 0\end{array}\right)$

$$
\begin{aligned}
& {\underset{\sim}{*}}_{21}=\left(\begin{array}{llllll}
0 & 0 & 2 \gamma(A) f_{3} & 0 & \gamma(A) f_{1} V_{A} & \gamma(A) f_{1} S_{A} \\
0 & 0 & 0 & -\gamma(A) f_{3} & \gamma(A) f_{1} S_{A} & \gamma(A) f_{1} W_{A} \\
2 \gamma(B) f_{3} & 0 & 0 & 0 & \gamma(B) f_{2} V_{B} & \gamma(B) f_{2} S_{B} \\
0 & -\gamma(B) f_{3} & 0 & 0 & \gamma(B) f_{2} S_{B} & \gamma(B) f_{2} W_{B} \\
\gamma(C) f_{1} V_{A} & \gamma(C) f_{1} S_{A} & \gamma(C) f_{2} V_{B} & \gamma(C) f_{2} S_{B} & 0 & 0 \\
\gamma(C) f_{1} S_{A} & \gamma(C) f_{1} W_{A} & \gamma(C) f_{2} S_{B} & \gamma(C) f_{2} W_{B} & 0 & 0
\end{array}\right) \\
& {\underset{\sim}{M}}_{2}=\left(\begin{array}{llllll}
1 & 0 & -2 n(A) f_{3} & 0 & -n(A) f_{1} V_{A} & -n(A) f_{1} S_{A} \\
0 & 1 & 0 & n(A) f_{3} & -n(A) f_{1} S_{A} & -n(A) f_{1} W_{A} \\
-2 \eta(B) f_{3} & 0 & 1 & 0 & -n(B) f_{2} V_{B} & -n(B) f_{2} S_{B} \\
0 & n(B) f_{3} & 0 & 1 & -n(B) f_{2} S_{B} & -n(B) f_{2} W_{B} \\
-\eta(C) f_{1} V_{A} & -n(C) f_{1} S_{A} & -n(C) f_{2} V_{B} & -\eta(C) f_{2} S_{B} & 1 & 0 \\
-\eta(C) f_{1} S_{A} & -\eta(C) f_{1} W_{A} & -n(C) f_{2} S_{B} & -n(C) f_{2} W_{B} & 0 & 1
\end{array}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
f_{i} & =r_{i}^{-3}, \quad i=1,2,3 \\
s_{j} & =3 \cos \theta_{j} \sin \theta_{j} \\
w_{j} & =\left(3 \sin ^{2} \theta_{j}-1\right) \\
v_{j} & =\left(3 \cos ^{2} \theta_{j}-1\right), \quad j=A, B \\
\gamma & =i \omega B / 3 .
\end{aligned}
$$

We now expand the logarithm in equation (5.6) and neglect terms of order $r^{-12}$ and higher. This procedure yields the two- and three-body terms

$$
\begin{align*}
V=\frac{\hbar}{2 \pi} \int_{0}^{\infty} d \xi\{ & -6\left(\frac{\alpha(A) \alpha(C)}{r_{1}^{6}}+\frac{\alpha(B) \alpha(C)}{r_{2}^{6}}+\frac{\alpha(A) \alpha(B)}{r_{3}^{6}}\right) \\
& +6\left[1+3 \cos \theta_{1} \cos \theta_{2} \cos \theta_{3}\right] \frac{\alpha(A) \alpha(B) \alpha(C)}{\left(r_{1} r_{2} r_{3}\right)^{3}} \\
& -6\left(\frac{n(A) n(C)}{r_{1}^{6}}+\frac{n(B) \eta(C)}{r_{2}^{6}}+\frac{n(A) n(B)}{r_{3}^{6}}\right) \\
& +6\left[1+3 \cos \theta_{1} \cos \theta_{2} \cos \theta_{3}\right] \frac{\eta(A) n(B) n(C)}{\left(r_{1} r_{2} r_{3}\right)^{6}} \\
+ & \frac{12}{9} \xi^{2}\left(\frac{\beta(A) \beta(C)}{r_{1}^{6}}+\frac{\beta(B) \beta(C)}{r_{2}^{6}}+\frac{\beta(A) \beta(B)}{r_{3}^{6}}\right) \\
- & \frac{6}{9} \xi^{2}[\beta(A) \beta(B) \alpha(C)+\beta(A) \alpha(B) B(C)+\alpha(A) \beta(B) \beta(C) \\
& +\beta(A) \beta(B) n(C)+\beta(A) n(B) \beta(C)+\eta(A) \beta(B) \beta(C)] \\
& \left.\times \frac{\left[1+3 \cos \theta_{1} \cos \theta_{2} \cos \theta_{3}\right]}{\left(r_{1} r_{2} r_{3}\right)^{3}}+0\left\{\frac{1}{r^{12}}\right)\right\}, \tag{5.9}
\end{align*}
$$

where

$$
\begin{aligned}
\partial_{1} & =\pi-\theta_{\mathrm{B}} \\
\theta_{2} & =\theta_{\mathrm{A}} \\
\theta_{3} & =\theta_{\mathrm{B}}-\theta_{\mathrm{A}}
\end{aligned}
$$

(see Figure 5.1). The first two terms gives the familiar two- $(21,26,28,63)$ and three-body $(28,66-69)$ contributions to the dispersion energy. The next two are corresponding magnetic analogues. We shall not consider these further. The fifth term is the two-body non-retarded discrimination energy (see equation (4.32)). The last term in equation (5.9) is the three-body discrimination energy. This term can enhance or reduce the discrimination effect of the two-body term depending on the sign of the angular factor.

Let us consider a special case where the magnetic polarizabilities are small ( $n \sim 0$ ) and only two molecules $A$ and $B$ say are optically active $(\beta(C)=0)$. Take for simplicity

$$
\begin{align*}
\alpha & =\frac{\alpha_{0}}{1+\left(\xi / \omega_{0}\right)^{2}}  \tag{5.10}\\
\beta & =\frac{\beta_{0}}{1+\left(\xi / \omega_{0}\right)^{2}} \tag{5.11}
\end{align*}
$$

then the two-body discrimination term is

$$
\begin{equation*}
V(2)=\frac{\hbar \omega_{0}}{6 r_{3}^{6}} \beta_{0}(A) \beta_{0}(B) \tag{5.12}
\end{equation*}
$$

and the three-body term is

$$
V(3)=-\frac{\hbar \omega_{0}^{3}}{48\left(r_{1} r_{2} r_{3}\right)^{3}} \beta_{0}(A) \beta_{0}(B) \alpha_{0}(C)\left[1+3 \cos \theta_{1} \cos \theta_{2} \cos \theta_{3}\right] \cdot(5.13)
$$

Comparing the relative magnitudes of $V(2)$ and $V(3)$, it is clear that the three-body term can only be important when the optically inactive molecule (C) is close to the other two. In particular, the strongest effect is obtained when molecule $C$ lies midway between molecules $A$ and $B$. Then $r_{1}=r_{2}=r_{3} / 2$ and $\left[1+3 \cos \theta_{1} \cos \theta_{2} \cos \theta_{3}\right]=-2$, and we obtain

$$
\frac{V(3)}{V(2)}=\frac{16 \alpha_{0}(C)}{r_{3}^{3}}
$$

Choosing some typical values $r^{3} \sim 8-10 \AA, \alpha_{0}(C) \sim 5 \AA$, we obtain $\mathrm{V}(3) / \mathrm{V}(2) \sim 8-16 \%$ which is a significant contribution.

It is believed that many-body effects are important for a thorough understanding of the structure of molecular crystals. $(70,71)$ If the crystals are composed of both optically active and inactive molecules, the terms derived here may likewise be important for a complete understanding of the properties of the system.

## 6. SOME NUMERICAL ESTIMATES

It is instructive to compare the relative magnitudes of the two-body dispersion ( $\mathrm{V}_{\mathrm{disp}}$ ) and discrimination ( $\mathrm{V}_{\mathrm{disc}}$ ) energy in the non-retarded limit. For the case of identical molecules, we find from equations (2.20), (3.2), (4.18) and (4.32) that

$$
\begin{equation*}
\left|\frac{V_{\text {disc }}}{V_{\text {disp }}}\right|=\frac{2}{9}\left(\frac{I\{\langle 0| p|n\rangle\langle n| m|0\rangle\}}{R\{\langle 0| p|n\rangle\langle n| p|0\rangle\}}\right)^{2} \tag{6.1}
\end{equation*}
$$

Now the electric dipole matrix element $\langle 0| p|n\rangle$ may for simple molecules be expected to be of the order of the electron charge times the first Bohr radius $a_{0}$ and the magnetic dipole matrix element $\langle n| m|0\rangle$ may 1ikewise be of the order of the Bohr magneton eћ/2mc. We therefore obtain

$$
\begin{aligned}
\left|\frac{V_{\mathrm{disc}}}{V_{\mathrm{disp}}}\right| & \sim \frac{2}{9}\left(\frac{\left(\mathrm{ea}{ }_{0}\right)(\mathrm{eh} / 2 \mathrm{mc})}{\left(\mathrm{ea} \mathrm{a}_{0}\right)\left(\mathrm{ea}{ }_{0}\right)}\right)^{2} \\
& \sim \frac{2}{9}\left(\frac{0.927 \times 10^{-20}}{2.54 \times 10^{-18}}\right)^{2} \\
& \sim 3 \times 10^{-6}
\end{aligned}
$$

However for more complex molecules such as those occurring in biological systems the magnetic dipole transition moments may be considerably larger and it is for these types of molecules where we expect the discriminating effect to play a significant role.
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## CHAPTER 2

CLASSICAL THEORY OF DYNAMICAL
IMAGE INTERACTION

## 1. INTRODUCTION

Of the various types of experimental techniques used in the investigation of bulk and surface properties of solids, perhaps the most important involves the use of charged particles as probes. (1) It is essential then to know the interaction potential of the charged particle with the solid surface in order, for example, to deduce from fast electron spectroscopy the collective excitations ${ }^{(2-4)}$ and the heights of surface barrier from lower energy electron diffraction (LEED). (5) In principle, a complete quantum mechanical calculation should yield all we need to know about the system. However, owing to our rudimentary knowledge of the dynamical properties of solids, such a calculation involves considerable difficulties.

It has been recognized for some time that classical electrodynamics can be used to obtain surface plasmon ${ }^{(7-11)}$ and magneto plasmon ${ }^{(12-14)}$ dispersion relations for single surfaces and films as well as for the energy loss of fast charged particles due to bulk and surface plasmon excitations. (15-19) The results are identical to those obtained using more elaborate quantum mechanical methods. (20-23) However, the interaction potential of moving charged particles with surfaces has generally been treated using quantum mechanical methods (24-26) although classical treatments of the similar problems have appeared recently.

Calculations have shown that asymptotically, moving charges do behave like a classical particle in a "modified" image potential. (6) Here we derive the dynamical image potential using classical electrodynamics. The result agrees with that obtained previously by
quantum mechanical methods that included multiple plasmon excitations. When classical methods are applicable, they are generally much simpler to use than quantum mechanical procedures and as shown by many recent calculations of van der Waals forces, where retardation effects, non-planar surfaces and inhomogeneous interfaces can be readily handled. (28) To avoid obscuring the main points, we suppose the surface is planar and ignore retardation effects. For "fast" particles which are reflected at the surface, we can assume that the velocity $\underset{\sim}{v}$ remains constant. The definition of a "fast" particle will depend on the type of excitations in the solid. Here, "fast" particles means those whose recoil associated with the process of emission or absorption of collective excitations may be neglected. In the case where the particles are electrons, the typical energy range is $10-10^{5} \mathrm{eV}$.

## 2. THE IMAGE POTENTIAL

Consider a particle with charge $q$ in the half space (vacuum) $z>0$ impinging upon a planar solid surface, of dielectric susceptibility $\varepsilon(\omega)$, at $z=0$. We assume that the particle has some constant velocity $\underset{\sim}{v}$ and is reflected elastically of $f$ the surface at time $t=0$. We can always chose a co-ordinate system such that the position vector of the particle is $\underset{\sim}{r^{\prime}}=\left(0, v_{\|} t, v_{\perp}|t|\right)$, where $\underset{\sim}{v}=\left(0, v_{\|}, v_{\perp}\right)$, so that the charge density is $\rho=q \delta(x) \delta\left(y-v_{\|} t\right) \delta\left(z-v_{\perp}|t|\right)$.

If we ignore retardation effects due to the finite velocity of light, the electric scalar potential can be determined from Poisson's equation

$$
\begin{equation*}
\nabla^{2} \Phi=-4 \pi q \delta(x) \delta\left(y-v_{\|} t\right) \delta\left(z-v_{\perp}|t|\right) \tag{2.1}
\end{equation*}
$$

together with the usual boundary conditions. Using the Fourier expansion
$\Phi(x, y, z ; t)=\frac{1}{(2 \pi)^{3}} \int_{-\infty}^{\infty} d k_{x} \int_{-\infty}^{\infty} d k_{y} \int_{-\infty}^{\infty} d \omega e^{i\left(k_{x} x+k_{y} y\right)} e^{-i \omega t} \phi\left(k_{x}, k_{y} ; \omega \mid z\right)$
we can obtain the solution of equation (2.1) for $z<0$, where there are no free charges, $\left(k^{2}=k_{x}^{2}+k_{y}^{2}\right)$

$$
\begin{equation*}
\Phi=\frac{1}{(2 \pi)^{3}} \int d^{2} k \int_{-\infty}^{\infty} d \omega e^{i\left(k_{x} x+k_{y} y\right)} e^{-i \omega t} e^{k z} B\left(k_{x}, k_{y} ; \omega\right) \tag{2.3}
\end{equation*}
$$

and for $z>0$,

$$
\begin{gather*}
\Phi=\frac{1}{(2 \pi)^{3}} \int d^{2}{ }_{\sim}^{k} \int_{-\infty}^{\infty} d \omega e^{i\left(k_{x} x+k_{y} y\right)} e^{-i \omega t} e^{-k z} A\left(k_{x}, k_{y} ; \omega\right) \\
+\frac{q}{\left[x^{2}+\left(y-v_{\|} t\right)^{2}+\left(z-v_{\perp}|t|\right)^{2}\right]^{\frac{1}{2}}} \tag{2.4}
\end{gather*}
$$

Both equations (2.3) and (2.4) follows from the condition that $\Phi \rightarrow 0$ as $z \rightarrow \pm \infty$. The first term in equation (2.4) is the induced potential due to the presence of the interface at $z=0$. The second term is the "direct" potential of the moving charge which can be rewritten as $\frac{1}{(2 \pi)^{3}} \int d^{2} \underset{\sim}{k} \int_{-\infty}^{\infty} d \omega \frac{4 \pi q v_{\perp}\left\{2 \cos \left[\left(\omega-k_{y} v_{\|}\right) z / v_{\perp}\right]-e^{-k z}\right\} e^{i\left(k_{x} x+k_{y} y\right)} e^{-i \omega t}}{\left(\omega-k_{y} v_{\|}\right)^{2}+k^{2} v_{\perp}^{2}}$.

From the continuity of the potential and the normal component of the displacement vector at the boundary $(z=0)$ we can solve for the Fourier coefficients, giving

$$
\begin{align*}
& A=-\left(\frac{\varepsilon-1}{\varepsilon+1}\right) \frac{4 \pi q v_{\perp}}{\left(\omega-k_{y} v_{\|}\right)^{2}+k^{2} v_{\perp}^{2}}  \tag{2.6}\\
& B=\frac{2}{(\varepsilon+1)} \frac{4 \pi q v_{\perp}}{\left(\omega-k_{y} v_{\|}\right)^{2}+k^{2} v_{\perp}^{2}} . \tag{2.7}
\end{align*}
$$

Therefore the induced potential is

$$
\begin{align*}
& \Phi^{\text {ind }}=-\frac{1}{(2 \pi)^{3}} \int_{-\infty}^{\infty} d k_{x} \int_{-\infty}^{\infty} d k_{y} \int_{-\infty}^{\infty} d \omega e^{i\left(k_{x} x+k_{y} y\right)} e^{-i \omega t} \\
& \times\left(\frac{\varepsilon(\omega)-1}{\varepsilon(\omega)+1}\right) \frac{4 \pi q v_{\perp} e^{-k z}}{\left(\omega-k_{y} v_{\|}\right)^{2}+\left(k v_{\perp}\right)^{2}} . \tag{2.8}
\end{align*}
$$

The image (free) energy is given by $(29,30)$

$$
\begin{align*}
V= & \frac{1}{2} \int \rho \Phi^{\text {ind }} d^{3} \stackrel{r}{\sim}  \tag{2.9}\\
= & -\frac{q^{2} v_{\perp}}{(2 \pi)^{2}} \int d^{2} \underset{\sim}{k} \int_{-\infty}^{\infty} d \omega e^{-i\left(\omega-k_{y} v_{\|}\right) t} \\
& \times\left(\frac{\varepsilon(\omega)-1}{\varepsilon(\omega)+1}\right) \frac{e^{-k z}}{\left(\omega-k_{y} v_{\|}\right)^{2}+\left(k v_{\perp}\right)^{2}}, \tag{2.10}
\end{align*}
$$

where in equation $(2.10) z^{2}=v_{\perp}|t|$. For a particle approaching the surface, $t<0, z=-v_{\perp} t$, we can do the $w$-integral by completing the contour in the upper half complex $\omega$ plane to give

$$
\begin{equation*}
V=-\frac{q^{2}}{4 \pi} \int d^{2} \underset{\sim}{k} \frac{e^{-2 k z}}{k}\left(\frac{\varepsilon(\omega)-1}{\varepsilon(\omega)+1}\right)_{\omega=k_{y} v_{\|}+i k v_{\perp}} \tag{2.11}
\end{equation*}
$$

This is a general result for the image potential ( $z>0$ ) since causality guarantees that $E(\omega)$ is analytic and well behaved in the upper half of the complex frequency $\omega$-plane. (16)

## 3. SPECIAL RESULTS AND DISCUSSION

For a metallic medium with a dielectric susceptibility

$$
\begin{array}{r}
\varepsilon(\omega)=1-\omega_{\mathrm{p}}^{2} / \omega^{2},(16) \text { we get from equation (2.11) } \\
\qquad v^{\text {metal }}=-\frac{q^{2}}{4 \pi} \int \frac{d^{2} \stackrel{k}{\sim}}{1-2\left(k_{y} v_{\|}+i k v_{\perp}\right)^{2} / \omega_{p}^{2}} . \tag{3.1}
\end{array}
$$

If the particle is travelling parallel to the surface, i.e. $v_{\perp}=0$, and if $\alpha_{\|} \equiv \sqrt{2} \omega_{\mathrm{p}} \mathrm{z} / \mathrm{v}_{\|} \gg 1$, this reduces to

$$
\begin{equation*}
v_{\|}^{\text {metal }}=-\frac{q^{2}}{4 z}\left(1+\alpha_{\|}^{-2}+O\left(\alpha_{\|}^{-4}\right)\right), \quad \alpha_{\|} \gg 1 \tag{3.2}
\end{equation*}
$$

which yields a force in the normal direction

$$
\begin{align*}
\mathrm{F}_{\|_{z}} & =-\frac{\partial v_{\|}^{\text {metal }}}{\partial z} \\
& =-\frac{q^{2}}{4 z^{2}}\left(1+3 \alpha_{\|}^{-2}+0\left(\alpha_{\|}^{-4}\right)\right) . \tag{3.3}
\end{align*}
$$

The last result has been obtained earlier by Takimoto. (17)

On the other hand, for normal incidence, $\mathrm{v}_{\|}=0$, we get, from equation (3.1), $\left(\alpha_{\perp}=\sqrt{2} \omega_{p} z / v_{\perp}\right)$

$$
v_{\perp}^{\text {metal }}=-\frac{q^{2}}{4 z} \alpha_{\perp} f\left(\alpha_{\perp}\right),
$$

where

$$
\begin{equation*}
f(\alpha)=\int_{0}^{\infty} d x \frac{e^{-\alpha x}}{1+x^{2}}, \tag{3.5a}
\end{equation*}
$$

This result is identical to that obtained by Ray and Mahan ${ }^{(26)}$ using the quantum mechanical model Hamiltonian of Sunjic and Lucas ${ }^{(23)}$ which included multiple plasmon excitations. Complete asymptotic expansions can be obtained by doing the Laplace transform to obtain (31)

$$
\begin{equation*}
f(\alpha)=\left[\frac{1}{2} \pi-S i(\alpha)\right] \cos \alpha+C i(\alpha) \sin \alpha \tag{3.5b}
\end{equation*}
$$

(see Figure 3.1) and

$$
\begin{equation*}
v_{\perp}^{\text {metal }}=-\frac{\mathrm{q}^{2} \alpha_{\perp}}{4 \mathrm{z}}\left\{\frac{\pi}{2}-\alpha_{\perp}\left((1-\gamma)-\ln \alpha_{\perp}+\frac{\pi}{4} \alpha_{\perp}\right\}+0\left(\alpha_{\perp}^{3}\right)\right\}, \tag{3.6}
\end{equation*}
$$

$$
\alpha_{\perp} \ll 1,
$$

where $\gamma=0.5772 \ldots$ is Euler's constant. (31) For $\alpha_{\perp} \gg 1$, we get

$$
\begin{equation*}
v_{\perp}^{\text {metal }}=-\frac{q^{2}}{4 z}\left\{1-2 \alpha_{\perp}^{-2}+O\left(\alpha_{\perp}^{-4}\right)\right\}, \quad \alpha_{\perp} \gg 1 . \tag{3.7}
\end{equation*}
$$

For the case of normal incidence ( $\mathrm{v}_{\|}=0$ ) upon a dielectric, whose dielectric susceptibility along the imaginary frequency ( $\omega=i k v_{\perp}$ ) axis can be written as ${ }^{(32)}$

$$
\begin{equation*}
\varepsilon(i \xi)=1+\frac{\varepsilon_{0}-1}{1+\left(\xi / \omega_{0}\right)^{2}}, \tag{3.8}
\end{equation*}
$$



Figure 3.1: A plot of the function $\mathrm{xf}(\mathrm{x})$ (equation (3.5b))

$$
x f(x)=x\left\{\left(\frac{\pi}{2}-\operatorname{Si}(x)\right) \cos x+C i(x) \sin x\right\}
$$

Special values:

| $x$ | $x f(x)$ |
| :---: | :---: |
| $\sim 0$ | $\frac{\pi}{2} x$ |
| $\rightarrow \infty$ | $\rightarrow 1$ |
| 1.0 | 0.62 |
| 0.6 | 0.5 |

we get
where

$$
\begin{equation*}
\mathrm{V}_{\perp}^{\text {die1 }}=-\frac{\mathrm{q}}{4 \mathrm{z}}\left(\frac{\varepsilon_{0}-1}{\varepsilon_{0}+1}\right)_{1 / 2} \alpha^{d} \mathrm{f}\left(\alpha^{\mathrm{d}}\right) \tag{3.9}
\end{equation*}
$$

$$
\begin{equation*}
\alpha^{\mathrm{d}}=\sqrt{2} \frac{\omega_{0}\left(\varepsilon_{0}+1\right)^{1 / 2} z}{\mathrm{v}_{\perp}} \tag{3.10}
\end{equation*}
$$

This reduces to the result for metal if we let $\varepsilon_{0} \rightarrow \infty, \omega_{0}\left(\varepsilon_{0}+1\right)^{\frac{1}{2}} \rightarrow \omega_{p}$.
Looking at the results for normal incidence we see that one of the two asymptotic forms (3.6) or (3.7) holds depending on whether $\alpha_{\perp}$ is greater than or less than unity. For a given material ( $\omega_{p}$ ) and velocity $\mathrm{v}_{\perp}$ (assumed constant) this corresponds to a "far away" or "close up" form of the potential. At $z=0$, we see that (equation (3.6)) the energy has a finite value equal to $-\pi q^{2} \omega_{\mathrm{p}} / 4 \sqrt{2} \mathrm{v}_{\perp}$. The transition between the large distance and the small distance form of the potential occurs at $\alpha_{\perp} \sim 1$. Typically for a metal such as copper $\omega_{p} \sim 2 \times 10^{16} \mathrm{rad} / \mathrm{sec}$, (33) such that when $\alpha_{\perp} \sim 1, v^{2} / z \sim 5$ where the separation $z$ is measured in angstroms and $v^{2}$ in electron volts. Therefore deviations from the $1 / z$ potential should in practice be observable before any quantum effects such as overlap of wave functions are significant.

We have demonstrated how a very simple method based on classical electrodynamics can be used to account for modifications of the static image potential due to plasmon excitations. The generalization of this method to more complicated geometries including thin films and surface layers or spatially dispersive media is relatively straightforward. (34) There are, also, other refinements such as diffuseness of the surface, $(35,36)$ retardation and quantum effects which a more rigorous theory should include. It can be argued that the assumption regarding a constant velocity of approach may be invalid at low velocities or energies. A more satisfactory approach would be to assume some general
particle trajectory (as a function of position and time), and calculate the potential and hence the force acting on the particle. The trajectory function can then be determined self-consistently using the equation of motion. (27)
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[^0]:    † However, we do not expect contributions from the far ultraviolet to be important. This is because the solvents and monomers have similar molecular weights and densities; therefore their far ultraviolet spectra should be similar. $(30,31)$

[^1]:    + An error in this work ${ }^{(18)}$ was noted in reference (20); the correction is in reference (21).

[^2]:    $\dagger$ Linearly polarized light can always be considered as a superposition of a right circularly polarized wave with a phase $e^{i \delta}$ and a left circularly polarized wave with phase $e^{-i \delta}$. See reference (54) for a detailed discussion.

