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This thesis is concerned with some theoretical aspects of supervised learning of real-valued functions. We study a formal model of learning called agnostic learning. The agnostic learning model assumes a joint probability distribution on the observations (inputs and outputs) and requires the learning algorithm to produce a hypothesis with performance close to that of the best function within a specified class of functions. It is a very general model of learning which includes function learning, learning with additive noise and learning the best approximation in a class of functions as special cases.

Within the agnostic learning model, we concentrate on learning functions which can be well approximated by single hidden layer neural networks. Artificial neural networks are often used as black box models for modelling phenomena for which very little prior knowledge is available. Agnostic learning is a natural model for such learning problems. The class of single hidden layer neural networks possesses many interesting properties, which we explore in this thesis, within the agnostic learning model.

Two main aspects of learning studied here are the amount of information required (the sample complexity) and the amount of computation required (computational complexity) for agnostic learning. We determine the sample complexity for agnostic learning based on properties of the function class such as the pseudo-dimension and the fat-shattering function and show that for certain function classes, if the closure of the function class is not convex, the sample complexity for agnostic learning (with squared loss) can be worse than the sample complexity for learning with additive noise if we are restricted to hypotheses from the same class. We also show that if the closure of the function class is convex, then the sample complexity bound is similar to that for learning with noise. This motivates learning convex hulls of non-convex function classes. For many function classes, the convex hull can be represented by single hidden layer neural networks with an unbounded number of hidden units and a bound on the sum of the absolute values of
the output layer weights. We show that for certain function classes, agnostic learning of the
convex hull gives better approximation to the target function (conditional expectation) without
much penalty to the order of the sample complexity.

We show that the class of single hidden layer neural networks is efficiently (polynomial-time)
agnostically learnable if and only if the class of hidden units is efficiently agnostically learnable.
However, we also show that many classes of single hidden layer neural networks (including that
with linear threshold units as hidden units) are unlikely to be efficiently agnostically learnable.
This leads to the study of subclasses of functions which are efficiently agnostically learnable. We
show that function classes which can be well approximated by single hidden layer neural networks
with bounded fan-in are efficiently agnostically learnable. We also show that if the functions in a
class are smooth enough in a certain sense and have small $L_1$ norms, then the class is efficiently
agnostically learnable using single hidden layer neural networks.

As many of the function classes considered in this thesis are nonparametric (infinite dimen-
sional), we also consider the rate of approximation for these function classes. We give an iterative
approximation result for finding the best approximation in the convex hull of a function class when
the target is outside the class. We also show the existence of a small (polynomial sized) set of
fixed basis functions for the approximation of certain smooth functions in high dimensions.
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Machine learning is concerned with computer programs which improve their performance through experience. In this thesis, we investigate certain aspects of machine learning through a formal model of learning called agnostic learning. Agnostic learning is a fairly realistic model of learning which makes virtually no assumptions about the target function which a learning algorithm is trying to learn. Instead, it assumes that the learning algorithm will search a limited space of hypothesis functions in an attempt to find the “best” approximation to the target function.

The agnostic learning model we use is based on the models introduced by Haussler (1992) and Kearns, Schapire & Sellie (1994) to address the shortcomings of of the Probably Approximately Correct (PAC) learning model (Valiant 1984). The PAC model is a formal model for learning \{0, 1\}-valued functions which assumes that the target function is known to be in a particular class of functions. While these assumptions have permitted rigorous study of the complexity of learning as a function of the representational complexity of the target function, it diverges from the typical setting encountered in empirical machine learning. In practical machine learning problems, observations are often noisy and very little is usually known about the target function. Because of limited resources, practitioners usually attempt to find a useful hypothesis from a small class of functions which may not necessarily contain the best possible function for the problem. Agnostic learning generalizes the PAC learning model to encompass these situations and also to allow learning real valued functions.

Within the agnostic learning framework, we study the function classes represented by artificial
neural networks, particularly single hidden layer neural networks. Artificial neural networks form a flexible class of functions which has been used successfully for various machine learning problems such as learning to play backgammon (Tesauro & Sejnowski 1989, Tesauro 1990), learning to recognize hand-written zip codes (Le Cun, Boser, Denker, Henderson, Howard, Hubbard & Jackel 1989) and learning to navigate a car (Pomerleau 1989). Investigating particular classes of functions allows us to elucidate some of the fundamental properties of the agnostic learning framework. It also gives considerable insights into the properties of the function class being investigated (in this case, artificial neural networks). Such insights are useful for deciding when it is appropriate to use the function class. Such insights may also give useful information about the nature of the learning task when the hypothesis produced by the learning algorithm fails to perform well. Knowing the properties of the function class can also help us to design learning algorithms, to choose input representations, to decide on proper preprocessing of the data and to partition the learning problems into appropriate subproblems.

In agnostic learning, the only assumption made about the phenomenon that is being learned is that it can be represented by a joint probability distribution on $\mathcal{X} \times \mathcal{Y}$ where $\mathcal{X}$ is the domain and $\mathcal{Y}$ is a bounded subset of $\mathbb{R}$. The term agnostic reflects the fact that the learning algorithm has no a priori "beliefs" regarding the structure of the phenomenon. As such, we cannot expect the learning algorithm to always produce a model with small error. Instead, we demand that with high probability, the model produced is at least close to the optimal function in a certain class of functions. In this thesis, we use the expected squared error as a measure of the performance of the functions. (A more formal definition of agnostic learning, along with many of the terms used in this chapter, is given in Chapter 2.)

The agnostic learning model provides a very general framework for investigating learning problems. Any algorithm which performs well in the agnostic learning framework will also perform well in the following special cases:

- **Function Learning.** The inputs $X_i$ are independently drawn from an unknown probability distribution but there is a deterministic relationship between the inputs and targets $Y_i = f(X_i)$, such that the function $f$ belongs to the class used for learning. PAC learning is just a special case where the class of functions have $\{0, 1\}$-valued outputs.

- **Learning the Best Approximation.** This is the same as function learning except that the target function $f$ does not have to be in the class used for learning. This represents the
cases where the target function may be very complex but we are content to have a good approximation from a small approximating class.

- **Learning with Noise.** The observations $(X_i, Y_i)$ are independently drawn from an unknown probability distribution on $\mathcal{X} \times \mathcal{Y}$ and the optimal function (in the sense of minimum mean squared error), $f^*(x) = \mathbb{E}(Y|X = x)$ is inside the class. This is the same as learning functions corrupted by additive bounded zero mean noise.

- **Approximating the Conditional Expectation.** As in the case of function learning, when the conditional expectation is not in the class used for learning, the aim becomes finding the best approximation to the conditional expectation. Learning the best approximation to the conditional expectation is the most general problem considered in this thesis.

- **Learning Probabilistic Concepts.** The targets $Y_i \in \{0,1\}$ are noisy labels for a binary classification problem. The conditional expectation is again the optimal function. If the mean squared error for a function is small, the function will perform well when thresholded to give a classification function.

The generality of the agnostic learning framework has its disadvantages. The algorithms are required to perform well under all probability distributions on $\mathcal{X} \times \mathcal{Y}$. Results showing the difficulties of learning certain classes of functions in this framework do not mean that learning these classes of functions under certain other realistic conditions is also difficult. We also require the algorithms to perform well uniformly over the function class (that is, the best approximation may be provided by any function in the class). This is a more severe requirement than allowing the performance of the algorithms to depend on the target function. However, this framework provides an extreme condition which is useful for comparisons with other frameworks which make more assumptions.

In this thesis, we concentrate on two aspects of learning: the sample complexity and the computational complexity. For learning to be feasible, we require the sample size and the amount of computation time used by the learning algorithm to be small. As our computational and data gathering capabilities improve, the size of the problems which we can solve increases. However, if the sample size and the amount of computation required grow exponentially with the problem size, the size of the problems we can solve will grow very slowly. As such, we delineate the boundary of what is feasibly learnable by the existence of algorithms which use a polynomial sample size
and run in polynomial time. We say that a function class is \textit{efficiently (agnostically) learnable} if the sample size and the amount of computation grow at most polynomially with $1/\epsilon$, $1/\delta$ and the complexity parameters, where $\epsilon$ is the accuracy required and $\delta$ is the probability that the algorithm will fail. The complexity parameters are the parameters of interest which affect the complexity of the learning problem. For example, the dimension of the input space is a parameter which is particularly relevant in neural networks learning since applications using neural networks tend to have large input dimensions.

\subsection{1.1 Related Work}

The agnostic learning framework that we use follows closely that used by Kearns et al. (1994), who studied the computational complexity of agnostic learning for boolean functions and some simple real-valued functions. The computational complexity of learning has been extensively studied since the seminal work of Valiant (1984). Most of these works involve boolean functions in the PAC model (see e.g. (Pitt & Valiant 1988, Kearns, Li, Pitt & Valiant 1987, Kearns 1989)). Function classes which have been found to be efficiently PAC learnable include the classes of monomials, linear threshold functions, $k$-CNF and $k$-decision lists. Classes of functions which are not efficiently PAC learnable (unless $RP = NP$) include the class of $k$-term DNF, certain classes of neural networks (Judd 1990) and classes of two hidden unit neural networks (Blum & Rivest 1992, DasGupta, Siegelmann & Sontag 1995). For a survey of results on PAC learning, see (Kearns 1989). For agnostic PAC learning (agnostic learning with the values of the targets and hypotheses restricted to \{0, 1\}), considerably fewer function classes are efficiently learnable. Certain function classes which are efficiently PAC learnable, such as the class of monomials and the class of linear threshold functions, are not efficiently agnostically PAC learnable unless $RP = NP$ (Kearns et al. 1994, Höffgen & Simon 1992). For these hardness results (both PAC and agnostic learning), the learning algorithms are restricted to producing hypotheses from the same class as the target function. Restricting the hypothesis to be from the same class as the target function makes learning harder in some cases. For example, Pitt & Valiant (1988) have shown that the class of $k$-term DNF is efficiently learnable if the class of $k$-CNF is used as the hypothesis class, even though it is not efficiently learnable if the hypothesis is restricted to be a $k$-term DNF. This shows that choosing the appropriate representation for a learning problem is important. Representation independent hardness results based on cryptographic assumptions are
also available for some function classes (Kearns 1989).

The computational complexity of learning real-valued functions is not as well studied. Maass (1995) has shown that fixed architecture neural networks with piecewise-polynomial activation functions are efficiently agnostically learnable (in the sense of being polynomial-time with respect to $1/\epsilon$ and $1/\delta$). Koiran (1994) has shown that single hidden layer neural networks with fixed input dimension, piecewise linear activation functions, an unbounded number of hidden units, and bounded sum of absolute values of output weights is efficiently learnable with small bounded noise.

The sample complexity of learning has been studied in various areas such as pattern recognition, statistics and computational learning theory. The agnostic learning framework is based on a general framework proposed by Haussler (1992). Within this framework, Haussler (1992) has given upper bounds on the sample complexity of learning based on properties of the function class such as the pseudo-dimension and the covering number. Function classes examined by Haussler (1992) include classes of neural networks with a variety of activation functions. More recent works on the sample complexity of agnostic learning include (Bartlett, Long & Williamson 1994) and (Bartlett & Long 1995) where upper and lower bounds on the sample complexity of agnostic learning are given based on a property of the function class called the fat-shattering function. These works are based on results on uniform convergence of empirical estimates which has been studied in the empirical process literature (Vapnik & Chervonenkis 1971, Pollard 1984, Pollard 1990, Dudley 1978). Earlier works on sample complexity based on uniform convergence results can be found in (Vapnik 1982, Blumer, Ehrenfeucht, Haussler & Warmuth 1989).

A lot of related work has also been done in the area of nonparametric statistical theory of curve estimation and classification. In nonparametric estimation, the target function is only usually restricted by some general smoothness properties and is not assumed to be a member of a finite dimensional function class. To learn such functions, it is necessary to consider the approximation error as well as the estimation error from using a finite sample size. Various nonparametric estimators can be used to learn such function classes (see (Silverman 1986, Eubank 1988, Hardle 1990)). These classes can also be learned by using sequences of parametric function classes where the dimensions of the parametric function classes grow as a function of the sample size so that arbitrarily good approximation to the target function can be obtained. The results in the nonparametric statistics literature are usually given in the form of the risk of an estimator (learning algorithm) as a function of the sample size and not in the form of sample complexity as is common
in the computational learning theory literature. Although the framework used is different, these results are similar to those in the computational learning theory literature in the sense that they give the rate at which the sample size must grow as we require greater accuracy from the learning algorithms. It is known that the minimax rate of convergence of the mean integrated squared error for functions with all partial derivatives of order $s$ square-integrable is of the order \( (1/m)^{2s/(2s+n)} \) where \( m \) is the sample size and \( n \) is the input dimension (Ibragimov & Hasminskii 1980, Pinsker 1980, Stone 1982, Nussbaum 1986). These rates suggest that efficient learning (in terms of sample size) for these function classes is not possible unless \( s \) grows linearly with \( n \). Another way to restrict the function class so that the sample size required for learning does not grow exponentially with the input dimension is given in (Barron 1994). There he shows that functions with bounded first absolute moment of the Fourier transform can be learned using single hidden layer neural networks with mean integrated squared error of \( O(\sqrt{\log m/m}) \).

In order to obtain bounds on the sample complexity for learning functions defined by smoothness constraints using a sequence of parametric function classes, bounds on the rate of approximation by the sequence of function classes are required. For functions with all partial derivatives of order \( s \) square integrable, the best approximation rate for the integrated squared error achievable by basis function expansions using order \( r^n \) parameters is of order \( O(1/r^{2s}) \) for \( r = 1, 2, \ldots, \) e.g. see (Pinkus 1985) (\( r \) is the degree of the polynomials for polynomial methods and the number of knots per coordinate for spline methods). The number of parameters used for approximation grows exponentially with the dimension of the input space for these methods. For functions with bounded first absolute moment of the Fourier transform, an approximation rate of order \( O(1/k) \), where \( k \) is the number of basis functions, is achievable if the basis functions are adaptable (Barron 1993). However, it is not known if there is a polynomial time algorithm for adapting the basis functions to provide the approximation.

\section*{1.2 Contributions of the Thesis}

In this thesis, we consider agnostic learning with the squared loss functions. We review known bounds on the sample complexity of agnostic learning based on properties of the function class such as the covering number, pseudo-dimension and fat-shattering function. We then compare the sample complexity of agnostic learning with the sample complexity of function learning and learning with noise. We show that if the closure of a function class is not convex, the sample
complexity for agnostically learning the function class can be worse than the sample complexity for learning with noise if we are restricted to hypotheses from the same class. We also show that if the function class is convex, sample complexity similar to that for learning with noise can be provided for agnostic learning.

This motivates agnostically learning the convex hull of the function class instead of the function class itself. As an example, the class of fixed sized single hidden layer neural networks is not convex but the class of networks with an unbounded number of hidden units is. We show that for some function classes, the order of the sample complexity for agnostically learning the convex hull of the function class is similar to that for agnostically learning the function class if we are restricted to hypotheses from the same class. In some cases, the order of the sample complexity is better for agnostically learning the convex hull. Since the convex hull usually gives better approximation than the original function class, our results shows that in many situations it may be advantageous to learn the convex hull of a function class instead of the function class itself. The convex hull can be learned by increasing the number of functions in a convex combination of functions from the class as a function of the sample size. The convex hull of a function class can be thought of as the class of single hidden layer neural networks with an unbounded number of hidden units and a bound on the sum of absolute values of the output weights.

We also extend an iterative approximation result of Barron (1993) and Jones (1992) to the case when the target function does not belong to the convex hull of the function class. Then we explore the relationship between the computational complexity of learning a single hidden unit and the computational complexity of learning a single hidden layer neural network. In agnostic learning, a pleasing relationship exists because of the iterative approximation result. We show that the class of single hidden layer neural networks is efficiently agnostically learnable if and only if a single hidden unit is efficiently agnostically learnable. We also give some evidence showing that agnostically learning the class of single hidden neural networks is computationally difficult as the dimension of the input space grows.

Since agnostic learning for the class of single hidden layer neural networks is likely to be computationally difficult, we examine subclasses of functions which can be learned efficiently by single hidden layer neural networks. We show that low order function classes (function classes which can be approximated arbitrarily closely by a single hidden layer neural network with bounded fan-in) are efficiently agnostically learnable. We also show that classes of functions in $\mathbb{R}^n$ dimensions which are local in space (have small $L_1$ norm) and have finite $q$-th absolute moment
of the Fourier transform are efficiently agnostically learnable as long as \( q \) increases linearly with \( n \). These function classes can be learned using networks with sinusoidal hidden units as well as sigmoidal ones. This shows that sufficiently smooth functions which are well localised are learnable. While the capabilities of these learnable function classes are quite restricted, we believe they might still be useful in practice. Smoothness is a natural assumption for many learning problems and functions with small \( L_1 \) norm often appear in pattern recognition problems. For example, for character recognition problems, a single character (e.g. 'A'), without allowing noise and invariances is only one possible bitmap out of \( 2^n \) where \( n \) is the size of the bitmap. Allowing some noise and invariances, such as translation and some rotation, will increase the \( L_1 \) norm of the functions polynomially with \( n \) as long as the amount of noise is small. Similarly, low order functions can be practically useful as shown in (Boser, Guyon & Vapnik 1992) where good results for handwritten digit recognition is achieved using low degree polynomials (low order functions).

A set of basis functions which can be used to approximate one function to a certain accuracy may not necessarily be able to approximate another function from the same class to the same accuracy. For functions with uniformly bounded \( q \)-th moment of the Fourier series and uniformly bounded \( L_1 \) norm, we show that the size of a set of basis functions which can approximate all functions in the class to the same accuracy, need only grow polynomially (instead of exponentially) with the input dimension if \( q \) grows linearly with the input dimension. Since this set of basis functions can be used to approximate all functions in the class, it can be fixed in advance before any learning procedure. This result also gives a bound on the number of basis function needed for learning multi-output functions (with arbitrarily many outputs).

1.3 Outline of the Thesis

In Chapter 2, we give technical definitions and describe the agnostic learning model and the function classes used in the thesis.

Chapter 3 provides results for bounding the number of examples (sample complexity) required for learning classes of functions. We also show that if the function class is convex then we can provide a sample complexity bound for agnostic learning which is of the same order as the sample complexity bound for learning with noise.

In Chapter 4 we give a partial converse. That is, if the closure of the function class is not convex, the sample complexity for agnostic learning can be worse than the sample complexity for
learning with noise if we are restricted to hypotheses from the same class.

Chapter 5 provides sample complexity bounds for learning the convex hull of function classes.

In Chapter 6, we consider the computational complexity of learning the class of single hidden layer neural networks. We show that this class is efficiently agnostically learnable if and only if the class of hidden units is efficiently agnostically learnable. We give some evidence indicating that some classes of single hidden layer neural networks are unlikely to be efficiently agnostically learnable. Finally, we show that single hidden layer neural networks with bounded fan-in are efficiently agnostically learnable.

In Chapter 7, we show that the class of functions with finite $q$-th absolute moment of the Fourier transform is efficiently agnostically learnable if $q$ grows linearly with $n$, the input dimension. We also show that a smooth enough function class can be well approximated with a polynomial sized fixed set of basis functions.

We give the conclusions of the thesis in Chapter 8.
Chapter 2

Definitions and Learning Model

In this chapter, we define the agnostic learning model, the function classes used and give other relevant definitions and notation. The agnostic learning model presented here is based on the model used by Kearns et al. (1994) and Haussler (1992).

2.1 Agnostic Learning

Domain and Range. Let $\mathcal{X}$ be a set called the domain and let a point in $\mathcal{X}$ be called an instance, denoted $x$. In this thesis, $\mathcal{X}$ is usually $\mathbb{R}^n$ or a subset of $\mathbb{R}^n$. Let $\mathcal{Y} \subset \mathbb{R}$ be the observed range. We restrict ourselves to bounded ranges with $|y| \leq T$ for every $y \in \mathcal{Y}$. We call the pair $Z = (X, Y)$, randomly sampled according to some probability distribution on $\mathcal{X} \times \mathcal{Y}$, an observation. For learning problems, we are interested in finding a mapping from $\mathcal{X}$ to $\mathcal{Y}$ that will perform well.

Probability Distributions. For agnostic learning, we require that the algorithm be able to perform well over the class of all probability distributions on $\mathcal{X} \times \mathcal{Y}$. By restricting the class of probability distributions, we obtain the following special cases.

For function learning, we have an arbitrary distribution on $\mathcal{X}$ and $Y = f(X)$ for some $f$ restricted to be in some class $\mathcal{F}$ which is used by the learning algorithms. The case when $\mathcal{F}$ consists of $\{0, 1\}$-valued functions and $Y \in \{0, 1\}$ is the situation in the well-known Probably Approximately Correct (PAC) learning model.

Learning the best approximation is the same as function learning except that the function $f$ need not be from $\mathcal{F}$. 

Learning – to acquire knowledge of or skill in by study, instruction, or experience.
— The Macquarie Dictionary
For learning with noise, $Y$ is allowed to be a random variable but the conditional expectation 
$f^*(x) = \mathbb{E}(Y|X = x)$ must belong to $\mathcal{F}$.

"Learning probabilistic concepts" is the same as learning with noise except that $\mathcal{Y}$ is restricted to be $\{0, 1\}$.

**Hypothesis and Target Class.** We would often like to learn functions in one class using functions from another class. For example, the function class we are trying to learn may only be defined in terms of some smoothness properties but we may want to use single hidden layer neural networks to learn the functions. We call the function class which we use for learning the *hypothesis class* $\mathcal{H}$, and the function produced by the learning algorithm, the hypothesis. The function class we wish to learn is called the *target class* $\mathcal{T}$. In agnostic learning, we judge the performance of the algorithm by how well it performs relative to the best function in the target class instead of the hypothesis class. Using a hypothesis class which includes the target class (or can approximate the target class arbitrarily closely) makes it possible to do as well as the best function in the target class. Using a larger hypothesis class is also computationally advantageous in some situations (for an example in PAC learning, see (Pitt & Valiant 1988)).

**Parametrized Classes.** To study the complexity of learning, we will parametrize the classes of functions and classes of probability distributions by several measures of complexity. We will consider the classes of all probability distributions with bounded range indexed by the bound on the range $T$. We will index the target classes by a vector $p$ of *complexity parameters*. The complexity parameters used in this thesis includes the dimension of the input space, measures of smoothness and other parameters described later in this chapter.

**Loss Functions.** To measure the performance of a hypothesis $h$ on an observation $(X, Y)$, we use a loss function $L(h(X), Y)$ also denoted $L_h(X, Y)$. In this thesis, we concentrate on the *quadratic loss function* $Q(h(X), Y) = (h(X) - Y)^2$. Other loss functions used include the *absolute loss function* $\Delta(h(X), Y) = |h(X) - Y|$ and the *discrete loss function* $Z(h(X), Y) = 0$ if $h(X) = Y$ and $Z(h(X), Y) = 1$ otherwise.

**Empirical and Expected loss.** Let $Z = (Z_1, Z_2, \ldots, Z_m)$ be a sequence of observations. Call the probability distribution formed by giving each of $Z_1, \ldots, Z_m$ equal weighting the *empirical distribution*. The *empirical loss* of a hypothesis $h$ is $\mathbb{E}_Z(L_h) = \frac{1}{m} \sum_{i=1}^{m} L(h(X_i), Y_i)$,
denoted \( \hat{E}(L_h) \) when the meaning is clear from the context. Given observations drawn according to a probability distribution, the expected loss is \( E(L_h(X,Y)) \) which we denote \( E(L_h) \) when the meaning is clear from the context. For a class \( \mathcal{T} \), we define \( \text{opt}(\mathcal{T}) = \inf_{h \in \mathcal{T}} E[L_h] \) and \( \hat{\text{opt}}(\mathcal{T}) = \inf_{h \in \mathcal{T}} \hat{E}[L_h] \).

**Agnostic Learning.** Let \( p \) be a vector of complexity parameters parametrizing a function class \( \mathcal{T} \).

We say that \( \mathcal{T} \), parametrized by \( p \), is *agnostically learnable* (with respect to loss function \( L \)) if there exists a function class \( \mathcal{H} \), a function \( m(\epsilon, \delta, T, p) \) and an algorithm \( A \) such that for any probability distribution on \( \mathcal{X} \times \mathcal{Y} \) with \( \mathcal{Y} \subseteq [-T, T] \), for every \( 0 < \delta \leq 1 \), \( \epsilon > 0 \), \( T > 0 \) and \( p \), the algorithm draws \( m(\epsilon, \delta, T, p) \) independent observations and gives a hypothesis \( h \in \mathcal{H} \) such that with probability at least \( 1 - \delta \), \( E[L_h] \leq \text{opt}(\mathcal{T}) + \epsilon \).

We leave out the parametrization \( p \) when the meaning is clear from the context. Despite the name “algorithm”, \( A \) is just a mapping from a sequence of observations to a function in \( \mathcal{H} \). We will impose computational requirements only when we consider issues of computational complexity. With appropriate restrictions on the probability distributions, we define *function learnable* and *learnable with noise* in the same way. In all cases, if the hypothesis class \( \mathcal{H} \) is restricted to be the same as the target class \( \mathcal{T} \), we say that the function class is *properly* learnable.

**Efficient Learning.** We say that \( \mathcal{T} \) is *efficiently* (agnostically) learnable if it satisfies a few other conditions in addition to the requirements for (agnostic) learnability. The sample size \( m(\epsilon, \delta, T, p) \) used by the learning algorithm must be bounded by a fixed polynomial in \( \epsilon \), \( \delta \), \( T \) and the components of \( p \). The computation time of the algorithm \( A \) must be bound by a fixed polynomial in \( \epsilon \), \( \delta \), \( T \) and the components of \( p \). The hypothesis produced must also be evaluable in time polynomial in \( \epsilon \), \( \delta \), \( T \) and the components of \( p \). Such an algorithm is called an efficient (agnostic) learning algorithm.

**Sample Complexity.** The sample complexity for agnostically learning a function class \( \mathcal{T} \) is the smallest number of observations \( m(\epsilon, \delta, T, p) \) necessary for the existence of a learning algorithm that can learn to accuracy \( \epsilon \) with probability at least \( 1 - \delta \) without regard to computational requirements. The sample complexity for efficiently agnostically learning a function class \( \mathcal{T} \) is the smallest number of observations \( m(\epsilon, \delta, T, p) \) necessary for the existence of an efficient agnostic learning algorithm that can learn to accuracy \( \epsilon \) with...
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probability at least $1 - \delta$. The sample complexity of an agnostic learning algorithm is the number of observation used by that algorithm for learning to accuracy $\epsilon$ with probability at least $1 - \delta$. The sample complexity is defined similarly for function learning and learning with noise.

Computational Model. For simplicity, we work in the uniform cost model of computation (see (Aho, Hopcroft & Ullman 1974)). In the uniform cost model, real numbers occupy one unit of space and standard arithmetic operations (addition, multiplication etc.) take one unit of time. Where appropriate we also make comments on using the logarithmic cost model where numbers are represented in finite precision and operations on them are charged time proportional to the number of bits of precision (Aho et al. 1974).

2.2 Function Classes

Basis Functions. A class of real-valued functions $\mathcal{G}$ is an admissible class of basis functions if $\mathcal{G}$ is permissible and there exists $b > 0$ such that $|g(x)| \leq b$ for all $g \in \mathcal{G}, x \in \mathcal{X}$. Permissibility is a mild measurability condition which will be discussed in Section 2.3. We will also call a class of basis functions a class of hidden units. A class of basis functions is called symmetric if $-g \in \mathcal{G}$ for all $g \in \mathcal{G}$.

Single Hidden Layer Neural Networks. Let $\mathcal{G}$ be an admissible class of basis functions. Then for every $K > 0$, let

$$\mathcal{N}_{K,k}^g = \left\{ x \mapsto w_0 + \sum_{i=1}^{k} w_i g_i(x) : g_i \in \mathcal{G}, w_i \in \mathbb{R}, \sum_{i=0}^{k} |w_i| \leq K \right\}.$$  

Then $\mathcal{N}_K^g = \bigcup_{k=1}^{\infty} \mathcal{N}_{K,k}^g$ is the class of linear combinations of functions from $\mathcal{G} \cup \{x \mapsto 1\}$ with the sum of magnitudes of weights bounded by $K$. We will also call such function classes single hidden layer neural networks. The class of single hidden layer neural networks is the convex hull of the symmetric function class $\mathcal{G}_K^1 = \{ x \mapsto Kg(x), x \mapsto -Kg(x), x \mapsto K, x \mapsto -K : g \in \mathcal{G} \}$.

We will often use the following function class (indexed by $k$) to approximate $\mathcal{N}_K^g$.

$$\mathcal{A}_{K,k}^g = \left\{ x \mapsto \frac{1}{k} \sum_{i=1}^{k} g_i(x) : g_i \in \mathcal{G}_K^1 \right\}.$$
Let \( S \) be the class of all one-to-one mappings from \( \{1, \ldots, r\} \) to \( \{1, \ldots, n\} \). Let \( \mathcal{P} := \{(x_1, \ldots, x_n) \mapsto (x_{s(1)}, \ldots, x_{s(r)}): s \in S\} \). We say \( \mathcal{G} \) has fan-in \( \tau \) if there exists a class of functions \( \mathcal{G}' \) mapping from \( \mathbb{R}^r \) into \( \mathbb{R} \) and \( \mathcal{G} = \{x \mapsto g \circ p(x): x \in \mathbb{R}^n, p \in \mathcal{P}, g \in \mathcal{G}'\} \). We say a single hidden layer neural networks with hidden units from \( \mathcal{G} \) has fan-in \( \tau \) if \( \mathcal{G} \) has fan-in \( \tau \). We also call classes of functions which can be approximated arbitrarily closely by a single hidden layer neural network (with linear threshold hidden units) with fan-in \( \tau \) (relative to the metric) classes of functions of order \( \tau \).

**Hidden Units.** The following classes of hidden units are used in this thesis. The input space is a subset of \( \mathbb{R}^n \) and for \( v, x \in \mathbb{R}^n, v \cdot x = \sum_{i=1}^{n} v_i x_i \).

- Linear threshold units: \( \{g(x) = h(v \cdot x + v_0): v \in \mathbb{R}^n, v_0 \in \mathbb{R}\} \) where \( h(u) = 1 \) for \( u \geq 0 \) and \( h(u) = 0 \) otherwise.
- Standard sigmoid functions: \( \{g(x) = \sigma(v \cdot x + v_0): v \in \mathbb{R}^n, v_0 \in \mathbb{R}\} \) where \( \sigma(u) = 1/(1 + e^{-u}) \).
- Sinusoidal basis functions: \( \{g(x) = \sin(v \cdot x), g(x) = \cos(v \cdot x): v \in \mathbb{R}^n, v_0 \in \mathbb{R}\} \).

### 2.3 Other Definitions and Notations

**Function Norm.** The \( L_1 \) norm of a real-valued function \( f \) defined on \( \mathcal{X} \) is \( \int_{\mathcal{X}} |f(x)| \, dx \). The \( L_2 \) norm of a real-valued function \( f \) defined on \( \mathcal{X} \) is \( \sqrt{\int_{\mathcal{X}} f(x)^2 \, dx} \). The sup-norm of a real-valued continuous function \( f \) defined on \( \mathcal{X} \) is \( \sup_{x \in \mathcal{X}} |f(x)| \).

**Metric Spaces and Covering Number.** A pseudo-metric on a set \( S \) is a function \( \rho \) from \( S \times S \) into \( \mathbb{R}^+ \) (the set of real numbers greater than or equal to zero) such that for all \( x, y, z \in S, x = y \Rightarrow \rho(x, y) = 0, \rho(y, x) = \rho(x, y) \) (symmetry), and \( \rho(x, z) \leq \rho(x, y) + \rho(y, z) \) (triangle inequality). If \( \rho(x, y) = 0 \Rightarrow x = y \), then \( \rho \) is a metric. \((S, \rho)\) is a (pseudo-) metric space.

Let \( T \subseteq S \). For a given \( \rho \), for any \( \epsilon > 0 \), an \( \epsilon \)-cover for \( T \) is a finite set \( N \subseteq S \) (not necessarily contained in \( T \)) such that for all \( x \in T \) there is a \( y \in N \) with \( \rho(x, y) \leq \epsilon \). The \( \epsilon \) covering number, denoted \( N(\epsilon, T, \rho) \) is the size of the smallest \( \epsilon \)-cover for \( T \) using the (pseudo-) metric \( \rho \). A set \( R \subseteq T \) is \( \epsilon \)-separated if for all distinct \( x, y \in R, \rho(x, y) > \epsilon \). We denote the size of the largest \( \epsilon \)-separated subset of \( T \) by \( M(\epsilon, T, \rho) \) and refer to it as a packing number.
Some of the metrics and pseudo-metrics used in this thesis are described here.

- For a class of continuous functions $\mathcal{F}$ with $f, g \in \mathcal{F}$, $d_{L_\infty}(f, g) = \sup\{|f(x) - g(x)|: x \in \mathcal{X}\}$ is a metric on $\mathcal{F}$.

- Let $P$ be a probability distribution on $\mathcal{X}$. For $f, g \in \mathcal{F}$, $d_{L_1(P)}(f, g) = \int |f(x) - g(x)| dP(x)$ is a pseudo-metric on $\mathcal{F}$.

- Let $x = (x_1, \ldots, x_m)$ and let $f_x = (f(x_1), \ldots, f(x_m))$ for $f \in \mathcal{F}$. Let $\mathcal{F}|x = \{f|_x: f \in \mathcal{F}\}$. The following are metrics on the subset of $\mathbb{R}^m$ induced by $x$ and $\mathcal{F}$. For $u, v \in \mathcal{F}|x$, $d_{l_1}(u, v) = \frac{1}{m} \sum_{i=1}^{m} |u_i - v_i|$ and $d_{l_\infty}(u, v) = \max\{|u_i - v_i|: i = 1, \ldots, m\}$.

For notational convenience, we denote these (pseudo-)metrics by their subscripts when used for covering and packing numbers e.g. $N(\epsilon, T, d_{L_\infty})$ is denoted as $N(\epsilon, T, L_\infty)$.

**Closure-Convex Function Classes.** Suppose $d_{L_2(P)}(f, g) = \sqrt{\int (f(x) - g(x))^2 dP(x)}$ is the pseudo-metric induced by the probability distribution $P$ on $\mathcal{X}$. $\mathcal{F}$ is closure-convex if for all $P$ on $\mathcal{X}$, the closure of $\mathcal{F}$ under the pseudo-metric $d_{L_2(P)}$ is convex. Let $\overline{\mathcal{F}}$ denote the closure of $\mathcal{F}$.

**VC-dimension.** Let $\mathcal{F}$ be a class of functions mapping from $\mathcal{X}$ to $\{0, 1\}$ and let $x_1, \ldots, x_m \in \mathcal{X}$. We say $x_1, \ldots, x_m$ are shattered by $\mathcal{F}$ if for each $b = (b_1, \ldots, b_m) \in \{0, 1\}^m$, there is an $f \in \mathcal{F}$ such that for each $i$,

$$f(x_i) = \begin{cases} 1 & \text{if } b_i = 1 \\ 0 & \text{if } b_i = 0 \end{cases}$$

The VC-dimension is defined as

$$\text{VCdim}(\mathcal{F}) = \max\{m \in \mathbb{N}: \exists x_1, \ldots, x_m, \mathcal{F} \text{ shatters } x_1, \ldots, x_m\}$$

if such a maximum exists, and $\infty$ otherwise.

The VC-dimension was used in (Vapnik & Chervonenkis 1971) for the study of uniform convergence of relative frequencies to their probabilities.

**Pseudo-dimension.** Let $\mathcal{F}$ be a class of functions mapping from $\mathcal{X}$ to $\mathbb{R}$ and let $x_1, \ldots, x_m \in \mathcal{X}$. We say $x_1, \ldots, x_m$ are pseudo-shattered by $\mathcal{F}$ if there exists $r \in \mathbb{R}^m$ such that for each
Definitions and Learning Model

If \( b = (b_1, \ldots, b_m) \in \{0, 1\}^m \), there is an \( f \in \mathcal{F} \) such that for each \( i \),

\[
f(x_i) \begin{cases} \geq r_i & \text{if } b_i = 1 \\ < r_i & \text{if } b_i = 0. \end{cases}
\]

The pseudo-dimension is defined as

\[
Pdim(\mathcal{F}) = \max\{m \in \mathbb{N} : \exists x_1, \ldots, x_m, \mathcal{F} \text{ pseudo-shatters } x_1, \ldots, x_m\}
\]

if such a maximum exists, and \( \infty \) otherwise. The pseudo-dimension is a useful generalization of the VC-dimension to real-valued functions. It is defined in this form in (Haussler 1992) and (Pollard 1990).

Fat-shattering dimension. Let \( \mathcal{F} \) be a class of functions mapping from \( \mathcal{X} \) to \( \mathbb{R} \) and let \( x_1, \ldots, x_m \in \mathcal{X} \). We say \( x_1, \ldots, x_m \) are \( \gamma \)-shattered by \( \mathcal{F} \) if there exists \( r \in \mathbb{R}^m \) such that for each \( b = (b_1, \ldots, b_m) \in \{0, 1\}^m \), there is an \( f \in \mathcal{F} \) such that for each \( i \),

\[
f(x_i) \begin{cases} \geq r_i + \gamma & \text{if } b_i = 1 \\ \leq r_i - \gamma & \text{if } b_i = 0. \end{cases}
\]

For each \( \gamma \), let \( \text{fat}_{\mathcal{F}}(\gamma) = \max\{d \in \mathbb{N} : \exists x_1, \ldots, x_d, \mathcal{F} \text{ } \gamma \text{-shatters } x_1, \ldots, x_d\} \) if such a maximum exists and \( \infty \) otherwise.

The fat-shattering function was introduced in (Kearns & Schapire 1994) for the purpose of constructing lower bounds on the sample complexity for learning probabilistic concepts.

Permissible Classes of Functions. Some of the results used in this thesis require certain measurability assumptions to be made concerning the function class \( \mathcal{F} \). Following Pollard (1984) and Haussler (1992), we have indicated this by requiring these classes to be permissible.

Let \( \mathcal{F} \) be a class of real-valued functions on a set \( \mathcal{X} \) and let \( \mathcal{A} \) be a \( \sigma \)-algebra of subsets of \( \mathcal{X} \) such that each function in \( \mathcal{F} \) is measurable. We say that the function class \( \mathcal{F} \) is permissible if it can be indexed by a set \( T \) such that

1. \( T \) is a Borel subspace of a compact metric space \( S \) and
2. the function \( f : \mathcal{X} \times T \rightarrow \mathbb{R} \) that indexes \( \mathcal{F} \) by \( T \) is measurable with respect to the \( \sigma \)-algebra \( \mathcal{A} \times B(T) \) where \( B(T) \) is the \( \sigma \)-algebra of Borel sets on \( T \).
More details on these conditions can be found in (Pollard 1984, Haussler 1992).

**Asymptotics.** Given functions $f$ and $g$ of $p$ variables, we say that $f(a_1, \ldots, a_p) = O(g(a_1, \ldots, a_p))$ if there exist constants $K, \alpha_1, \ldots, \alpha_p$ such that $f(a_1, \ldots, a_p) \leq Kg(a_1, \ldots, a_p)$ for all $a_i > \alpha_i, i = 1, \ldots, p$. We say that $f(a_1, \ldots, a_p) = \Omega(g(a_1, \ldots, a_p))$ if there exist constants $K, \alpha_1, \ldots, \alpha_p$ such that $f(a_1, \ldots, a_p) \geq Kg(a_1, \ldots, a_p)$ for all $a_i > \alpha_i, i = 1, \ldots, p$. 
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Upper Bounds for Sample Complexity

The sample complexity is arguably the most important component of many learning problems. Observations associated with a learning problem are often time consuming and difficult to obtain. As such it is desirable for the number of observations used to be as small as possible.

In this chapter, we study how the sample complexity scales as we require better performance from the learning algorithm. We also study how the sample complexity relates to the complexity of the function class used for learning. We review known bounds which depend on various measures of complexity of the function classes such as the covering number, pseudo-dimension and fat-shattering function. The pseudo-dimension and fat-shattering function are useful measures of complexity because they can sometimes be more easily bounded than the covering number. We also review examples of function classes with known bounds on these complexity measures. These bounds show that for many of the function classes used in practice, such as linear functions and fixed sized multilayer neural networks, the sample complexity scales reasonably (polynomially) with many of the parameters of interest such as the number of parameters parametrizing the classes and the input dimension.

We also examine the sample complexity required for agnostic learning compared to some special cases such as function learning and learning with noise. We find that better bounds can be given on the sample complexity for function learning and learning with noise when compared to the available bounds for agnostic learning. In fact, if we are restricted to hypotheses from the
<table>
<thead>
<tr>
<th>Learning Problem</th>
<th>Sample Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function learning</td>
<td>$O\left(\frac{1}{\epsilon} \left(\ln \max_{x \in X^m} N \left(\epsilon, \mathcal{F}_x, l_1\right) + \ln \frac{1}{\delta}\right)\right)$</td>
</tr>
<tr>
<td>Learning with noise</td>
<td>$O\left(\frac{1}{\epsilon} \left(\ln \max_{x \in X^m} N \left(\epsilon, \mathcal{F}_x, l_1\right) + \ln \frac{1}{\delta}\right)\right)$</td>
</tr>
<tr>
<td>Agnostic learning</td>
<td>$O\left(\frac{1}{\epsilon^2} \left(\ln \max_{x \in X^m} N \left(\epsilon, \mathcal{F}_x, l_1\right) + \ln \frac{1}{\delta}\right)\right)$</td>
</tr>
<tr>
<td>Agnostic learning (F closure-convex)</td>
<td>$O\left(\frac{1}{\epsilon} \left(\ln \max_{x \in X^m} N \left(\epsilon, \mathcal{F}_x, l_1\right) + \ln \frac{1}{\delta}\right)\right)$</td>
</tr>
<tr>
<td>Proper Agnostic learning (F not closure-convex)</td>
<td>$\Omega\left(\frac{\ln(1/\delta)}{\epsilon^2}\right)$</td>
</tr>
</tbody>
</table>

Table 3.1: Sample complexity $m(1/\epsilon, 1/\delta)$ for learning with squared loss (assuming that the covering number grows polynomially with $1/\epsilon$ and does not grow with $m$).

target class, the better sample complexity achievable for function learning and learning with noise cannot be achieved for agnostic learning for some function classes (as we will show in Chapter 4). However, we show that if the function class satisfies the property that it is closure-convex (which is implied by convexity, see Chapter 2 for the definition of closure-convex), then a sample complexity bound similar to that for function learning and learning with noise can be achieved for agnostic learning.

All the sample complexity bounds given in this chapter can be achieved for proper learning (where the hypotheses are restricted to be from the target class). We will consider allowing learning with other hypothesis classes in Chapter 5. The constants in various bounds on the sample complexity are not the best possible. The bounds are meant to be used to relate the dependence of the sample complexity on various parameters and are not tight enough for practical purposes.

In Section 3.1, we review Haussler’s work (Haussler 1992) which shows how uniform convergence of the empirical loss to the expected loss can be used with optimization algorithms to construct agnostic learning algorithms. We then give bounds on the sample complexity for uniform convergence based on the covering number of the function classes.

In Section 3.2, we consider some special cases of agnostic learning. For function learning and learning with noise, we show that the sample complexity bounds can be improved. We then show that if the function class is closure-convex, better bounds can be achieved for proper agnostic learning. These results are summarised in Table 3.1.

Finally, in Section 3.3, we give bounds on the covering number based on the pseudo-dimension and fat-shattering function. The results are summarised in Table 3.2. We also give examples of function classes for which bounds on the pseudo-dimension and fat-shattering function are known.
### Upper Bounds for Sample Complexity

<table>
<thead>
<tr>
<th>Learning Problem</th>
<th>Pseudo-dimension</th>
<th>Fat-shattering function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function learning</td>
<td>$O\left(\frac{1}{\epsilon} \left( \text{Pdim}(\mathcal{F}) \ln \frac{1}{\epsilon} + \ln \frac{1}{\delta} \right) \right)$</td>
<td>$O\left(\frac{1}{\epsilon} \left( \text{fat}<em>{\mathcal{F}}(\epsilon) \ln^2 \frac{\text{fat}</em>{\mathcal{F}}(\epsilon)}{\epsilon} + \ln \frac{1}{\delta} \right) \right)$</td>
</tr>
<tr>
<td>Learning with noise</td>
<td>$O\left(\frac{1}{\epsilon} \left( \text{Pdim}(\mathcal{F}) \ln \frac{1}{\epsilon} + \ln \frac{1}{\delta} \right) \right)$</td>
<td>$O\left(\frac{1}{\epsilon} \left( \text{fat}<em>{\mathcal{F}}(\epsilon) \ln^2 \frac{\text{fat}</em>{\mathcal{F}}(\epsilon)}{\epsilon} + \ln \frac{1}{\delta} \right) \right)$</td>
</tr>
<tr>
<td>Agnostic learning</td>
<td>$O\left(\frac{1}{\epsilon} \left( \text{Pdim}(\mathcal{F}) \ln \frac{1}{\epsilon} + \ln \frac{1}{\delta} \right) \right)$</td>
<td>$O\left(\frac{1}{\epsilon} \left( \text{fat}<em>{\mathcal{F}}(\epsilon) \ln^2 \frac{\text{fat}</em>{\mathcal{F}}(\epsilon)}{\epsilon} + \ln \frac{1}{\delta} \right) \right)$</td>
</tr>
<tr>
<td>Agnostic learning (\mathcal{F} closure-convex)</td>
<td>$O\left(\frac{1}{\epsilon} \left( \text{Pdim}(\mathcal{F}) \ln \frac{1}{\epsilon} + \ln \frac{1}{\delta} \right) \right)$</td>
<td>$O\left(\frac{1}{\epsilon} \left( \text{fat}<em>{\mathcal{F}}(\epsilon) \ln^2 \frac{\text{fat}</em>{\mathcal{F}}(\epsilon)}{\epsilon} + \ln \frac{1}{\delta} \right) \right)$</td>
</tr>
</tbody>
</table>

Table 3.2: Sample complexity $m(1/\epsilon, 1/\delta)$ for learning with squared loss for function classes based on pseudo-dimension and fat-shattering function (assuming that $\text{fat}_{\mathcal{F}}(\epsilon)$ grows polynomially with $1/\epsilon$).

### 3.1 Uniform Convergence and Agnostic Learning

Most of the results in this section are based on (Haussler 1992). The following lemma shows how a uniform convergence result can be used with an optimization algorithm to construct an agnostic learning algorithm.

Recall (from Chapter 2) that $E(L_f)$ is the expected value of the loss of $f$, $\hat{E}(L_f)$ is the empirical loss of $f$, $\text{opt}(\mathcal{F})$ is the smallest expected loss of functions in $\mathcal{F}$ and $\hat{\text{opt}}(\mathcal{F})$ is the smallest empirical loss of functions in $\mathcal{F}$.

**Lemma 3.1** Let $\mathcal{F}$ be a function class of functions mapping from $X$ to $Y$. Let $\epsilon > 0$, $0 < \delta < 1$ and suppose that the sample size $m(\epsilon, \delta)$ is such that for any probability distribution on $X \times Y$,

$$\Pr \left\{ \exists f \in \mathcal{F} : \left| \hat{E}(L_f) - E(L_f) \right| \geq \epsilon/3 \right\} \leq \delta. \quad (3.1)$$

Suppose further that we have an algorithm which, for any sample $S \in (X \times Y)^m$, produces $\hat{f} \in \mathcal{F}$ such that

$$\left| \hat{E}(L_{\hat{f}}) - \hat{\text{opt}}_S(\mathcal{F}) \right| \leq \epsilon/3. \quad (3.2)$$

Then

$$\Pr \left\{ \left| E(L_f) - \text{opt}(\mathcal{F}) \right| \geq \epsilon \right\} \leq \delta. \quad (3.3)$$

**Proof.** By the triangle inequality, if we have

$$\left| \hat{E}(L_{\hat{f}}) - E(L_{\hat{f}}) \right| \leq \epsilon/3, \quad (3.2)$$

$$\left| \hat{E}(L_f) - \hat{\text{opt}}_S(\mathcal{F}) \right| \leq \epsilon/3 \quad (3.3)$$
and
\[ |\hat{\text{opt}}_S(\mathcal{F}) - \text{opt}(\mathcal{F})| \leq \varepsilon/3, \]  
(3.4)
then \[ |\mathbb{E}(L_f) - \text{opt}(\mathcal{F})| \leq \varepsilon. \] From the uniform convergence assumption (3.1), both (3.2) and (3.4) hold with probability at least \(1 - \delta\). (If (3.4) fails, there exists a \(f \in \mathcal{F}\) such that \(\mathbb{E}(L_f) - \mathbb{E}(L_f_f) \geq \varepsilon/3\).) Since (3.3) comes from the assumption, the result follows. \(\square\)

It follows from Lemma 3.1, that if we have a uniform convergence result, all we need is an optimization algorithm which finds a function which gives small empirical loss. For the uniform convergence results, the following results from (Haussler 1992) can be used.

Let \(d_\nu(r, s) = \frac{|r - s|}{r + s + \nu}\), for \(r, s \geq 0\).

**Theorem 3.2 ((Haussler 1992))** Let \(\mathcal{F}\) be a permissible class of functions from \(\mathcal{Z}\) to \([0, M]\). Let \(P\) be any probability distribution on \(\mathcal{Z}\). For \(m \geq 1, \nu > 0\) and \(0 < \alpha < 1\),

\[
P^m \left\{ z \in \mathcal{Z}^m : \exists f \in \mathcal{F}, d_\nu \left( \mathbb{E}(f), \mathbb{E}(f) \right) > \alpha \right\} 
\leq 4 \max_{z' \in \mathcal{Z}^m} N \left( \frac{\alpha \nu}{8}, \mathcal{F}_{|z', l_1}, \mathcal{L}_1 \right) e^{-\alpha^2 \nu m / 8M}. \]

(3.5)

The \(d_\nu\) metric (see (Haussler 1992) for properties of this metric) can be used to allow both additive and multiplicative deviations from optimality and allows a better sample complexity bound to be obtained for function learning (compared to the general agnostic case). The following corollary can be used to obtain results using additive deviations from optimality which is the form we are using for our definition of agnostic learning.

**Corollary 3.3 ((Haussler 1992))** Let \(\mathcal{F}\) be a permissible class of functions from \(\mathcal{Z}\) to \([0, M]\). Let \(P\) be any probability distribution on \(\mathcal{Z}\). For \(m \geq 1\) and \(0 < \varepsilon < M\),

\[
P^m \left\{ z \in \mathcal{Z}^m : \exists f \in \mathcal{F}, |\mathbb{E}(f) - \mathbb{E}(f)| > \varepsilon \right\} 
\leq 4 \max_{z' \in \mathcal{Z}^m} N \left( \frac{\varepsilon}{16}, \mathcal{F}_{|z', l_1}, \mathcal{L}_1 \right) e^{-\varepsilon^2 m / 64M^2}. \]

(3.6)

Since we are using the quadratic loss function, we are interested in uniform convergence of the quadratic loss function class

\[ Q_\mathcal{F} = \{(x, y) \mapsto Q_f(x, y) : f \in \mathcal{F} \}, \]
where \(Q_f(x, y) = (f(x) - y)^2\). When the observation and function ranges are bounded, the covering number of the quadratic loss function classes can be bounded by the covering number of the function classes as shown by Bartlett et al. (1994).

**Lemma 3.4 ((Bartlett et al. 1994))** Let \(\mathcal{F}\) be a class of functions from \(\mathcal{X}\) to \(\mathcal{Y}\). Suppose \(\mathcal{Y} \subseteq [-T, T]\) and let \(Q: \mathcal{Y} \times \mathcal{Y} \to [0, 4T^2]\), be the quadratic loss function, \(Q(y', y) := (y' - y)^2\). Then

\[
\max_{z \in (\mathcal{X} \times \mathcal{Y})^m} N(e, Q_{\mathcal{F}|z}, l_1) \leq \max_{x \in \mathcal{X}^m} N \left( \frac{e}{6T}, \mathcal{F}|x, l_1 \right)
\]

We can now bound the sample complexity for agnostic learning based on the covering number of the function class.

**Corollary 3.5** Let \(\mathcal{F}\) be a permissible class of functions from \(\mathcal{X}\) to \(\mathcal{Y}\). Let \(\mathcal{Y} \subseteq [-T, T]\) and let \(Q: \mathcal{Y} \times \mathcal{Y} \to [0, 4T^2]\), be the quadratic loss function, \(Q(y', y) := (y' - y)^2\). Then \(\mathcal{F}\) is agnostically learnable from \(m\) observations, provided

\[
m \geq \frac{9216T^4}{e^2} \left( \ln \left( \max_{x \in \mathcal{X}^m} N \left( \frac{e}{288T}, \mathcal{F}|x, l_1 \right) \right) + \ln \frac{4}{\delta} \right)
\]

**Proof.** Assume that we have an optimization algorithm which can provide a hypothesis with empirical loss less than \(\epsilon/3\). A suitable mapping always exists. From Lemma 3.1, uniform convergence to accuracy \(\epsilon/3\) suffices for agnostic learning. Setting the right hand side of (3.6) to \(\delta\) and using Lemma 3.4 we obtain (3.7). \(\Box\)

### 3.2 Improving the Sample Complexity

In this section, we give some special cases of agnostic learning which allow improved bounds on the sample complexity. We also give improved bounds for closure convex function classes.

#### 3.2.1 Function Learning

For function learning, Theorem 3.2 can be used to obtain a better bound for the sample complexity. Setting \(\nu = \epsilon\) and \(\alpha = 1/2\), we get \(E(Q_f) \leq 3\bar{E}(Q_f) + \epsilon\). For function learning, it is possible to set the empirical loss to zero by choosing an appropriate function \(\hat{f}\), hence giving \(E(Q_f) \leq \epsilon\).
Upper Bounds for Sample Complexity

With these values of $\alpha$ and $\nu$ together with Theorem 3.2 and Lemma 3.4, a sample size of

$$m \geq \frac{128T^2}{\epsilon} \left( \ln \left( \max_{x \in \mathcal{X}^{2m}} N \left( \frac{\epsilon}{96T}, \mathcal{F}^x, l_1 \right) \right) + \ln \frac{4}{\delta} \right)$$

suffices for agnostically learning $\mathcal{F}$.

3.2.2 Learning with Noise

For learning with noise, Barron (1990) and McCaffrey & Gallant (1994) have shown that the sample complexity for functions with finite $L_\infty$ covering number is $O \left( \frac{1}{\epsilon} \left( \ln N(\epsilon, \mathcal{F}, L_\infty) + \ln \frac{1}{\delta} \right) \right)$. The $L_\infty$ covering number is always at least as large as the $l_1$ covering number but may be considerably larger. For example, the class of sigmoid functions without a bound on the input weight size has a finite $l_1$ covering number (see Section 3.3) but cannot have a finite $L_\infty$ cover. (It is easy to see that for any finite set of functions, we can always find a sigmoid function, with distance close to $1/2$ from all the functions in the set by considering linear threshold functions which can be approximated arbitrarily closely by sigmoid functions.) We extend the result for learning with noise (Barron 1990, McCaffrey & Gallant 1994) to function classes with finite $l_1$ covering numbers by using the following theorem.

**Theorem 3.6** Let $\mathcal{F}$ be a permissible class of functions mapping from $\mathcal{X}$ to $\mathcal{Y} \subseteq [-T, T]$. Let $P$ be an arbitrary probability distribution on $\mathcal{Z} = \mathcal{X} \times \mathcal{Y}$. Let $C = \max\{T, 1\}$. Assume $\nu, \nu_c > 0, 0 < \alpha \leq 1/2$. Let $f^* \in \mathcal{F}$ where $f^*(x) = \mathbb{E}[Y | X = x]$ and $g_f(x, y) = (y - f(x))^2 - (y - f^*(x))^2$. Then for $m \geq 1$,

$$P^m \left\{ z \in Z^m : \exists f \in \mathcal{F}, \frac{\mathbb{E}(g_f) - \mathbb{E}_Z(g_f)}{\nu + \nu_c + \mathbb{E}(g_f)} \geq \alpha \right\} \leq \max_{x \in \mathcal{X}^{2m}} 6N \left( \frac{\alpha \nu_c}{128C^3}, \mathcal{F}^x, l_1 \right) \exp(-\alpha^2 \nu m / (875C^4)). \quad (3.8)$$

The proof is included in Appendix A. The main idea (in addition to the ideas of the proof of Theorem 3.2) is to bound the variance of the random variable $g_f(X, Y)$ in terms of its expectation and to use Bernstein’s inequality to take advantage of the variance bound.

To obtain a bound on the sample complexity, we first rescale the function class and target random variable by dividing by $T$ to give $C = 1$ and consider the new learning problem. (This rescaling trick allows us to obtain a sample complexity which has a $T^2$ term instead of a $T^4$ term.) The $\epsilon$ covering number of the scaled function class is the same as the $T\epsilon$ covering number of the
unscaled function class. To get the correct accuracy when the function class is scaled back to the original scale, we need to learn to accuracy $\epsilon/T^2$. Assume the scaled function class is $F$. Setting $\nu = \nu_c = \epsilon/(2T^2)$, $\alpha = 1/2$ and the right hand side of (3.8) to $\delta$, we get with probability $1 - \delta$, $E(g_f) \leq 2\bar{E}_Z(g_f) + \epsilon/T^2$ for all $f \in F$. From the definition of $g_f$, notice that it is possible to choose $\hat{f}$ such that $E_Z(g_f) \leq 0$ (since it is possible to choose the function giving the best empirical loss which is no more than the empirical loss for $f^*$) giving $E(g_f) \leq \epsilon/T^2$. Setting the right hand side of (3.8) to $\delta$ and solving for $m$ shows that

$$m \geq \frac{7000T^2}{\epsilon} \left( \ln \left( \max_{x \in \mathcal{X}} N \left( \frac{\epsilon}{512T}, \mathcal{F}[x, l_1] \right) + \ln \frac{6}{\delta} \right) \right)$$

observations suffices for agnostically learning the function class.

### 3.2.3 Agnostic Learning of Closure-Convex Function Classes

Given that it is possible to obtain better sample complexity (with respect to $\epsilon$) for the special cases of function learning and learning with noise, we would also like to investigate the possibilities for the more general agnostic case. However, better sample complexity is not possible without some conditions on the function class if we are restricted to hypotheses from the same class. For example, consider the class of functions which consists only of $f_1(x) \equiv 0$ and $f_2(x) \equiv 1$. Let the target be a $\{0, 1\}$ random variable which is 1 with probability $p$ and 0 with probability $1 - p$. The sample complexity for properly learning this function class with this type of target is $\Omega \left( \frac{\ln 1/\delta}{\epsilon^2} \right)$ (see Lemma 4.5).

However, with closure-convex function classes, it is possible to obtain the same sample complexity bound as the case for learning with noise. This is done by using the following theorem. The proof of the theorem is given in the Appendix A. The convexity of the function class allows us to bound the variance of the random variable $g_f(X, Y)$ in terms of its expectation hence giving the better bound. The theorem is given in a more general form which is useful for learning the convex hull of function classes in Chapter 5.

**Theorem 3.7** Let $\mathcal{F} = \bigcup_{k=1}^{\infty} \mathcal{F}_k$ be a closure-convex class of functions mapping from $\mathcal{X}$ to $\mathcal{Y} \subseteq [-T, T]$ such that each $\mathcal{F}_k$ is permissible. Let $P$ be an arbitrary probability distribution on $Z = \mathcal{X} \times \mathcal{Y}$. Let $\bar{F}$ be the closure of $\mathcal{F}$ in the space with inner product $(f, g) = \int f(x)g(x)dP_X(x)$. Let $C = \max\{T, 1\}$. Assume $\nu, \nu_c > 0, 0 < \alpha \leq 1/2$. Let $f^*(x) = E[Y|X = x]$ and $g_f(x, y) = (y - f(x))^2 - (y - f_a(x))^2$ where $f_a \in \bar{F}$ and $f_a \in \text{argmin}_{f \in \bar{F}} \int (f(x) - f^*(x))^2dP_X(x)$. Then
for \( m \geq 1 \) and each \( k \),

\[
P^m \left\{ z \in Z^m : \exists f \in F_k : \frac{\mathbb{E}(g_f) - \mathbb{E}_Z(g_f)}{\nu + \nu_c + \mathbb{E}(g_f)} \geq \alpha \right\} 
\leq \max_{x \in X^m} 6N \left( \frac{\alpha \nu_c}{128C^3}, F_k|x, l_1 \right) \exp\left(-\alpha^2 \nu m/(875C^4)\right). \tag{3.9}
\]

Let \( F_k = G \) for \( k = 1, \ldots, \infty \) where \( G \) is a closure-convex class of functions (hence \( F = G \)). As in the learning with noise case, we first rescale the function class and target random variable by dividing by \( T \) to give \( C = 1 \) and consider the new learning problem. The \( \varepsilon \) covering number of the scaled function class is the same as the \( T\varepsilon \) covering number of the unscaled function class. To get the correct accuracy when the function class is scaled back to the original scale, we need to learn to accuracy \( \varepsilon/T^2 \). Assume the scaled function class is \( F \). Set \( \nu = \nu_c = \varepsilon/2T^2 \) and \( \alpha = 1/2 \), and set the right hand side of (3.9) to \( \delta \) to get with probability \( 1 - \delta \), \( \mathbb{E}(g_f) \leq 2\mathbb{E}_Z(g_f) + \varepsilon/T^2 \) for all \( f \in G \). From the definition of \( g_f \), again it is possible to choose \( f \) such that \( \mathbb{E}_Z(g_f) \leq 0 \) giving \( \mathbb{E}(g_f) \leq \varepsilon/T^2 \). Setting the right hand side of (3.8) to \( \delta \) and solving for \( m \) shows that

\[
m \geq \frac{7000T^2}{\varepsilon} \left( \ln \left( \max_{x \in X^m} N \left( \frac{\varepsilon}{512T}, F|x, l_1 \right) + \ln \frac{6}{\delta} \right) \right)
\]

observations suffices for agnostically learning the function class.

### 3.3 Bounding the Covering Number

In order to use the results in the previous section, we need to bound the \( l_1 \) covering number of various function classes. For many classes of functions, this can be done using properties of the function classes called the the pseudo-dimension and the fat-shattering function (see Chapter 2 for the definitions of these properties). The following lemmas give bounds for the covering number of function classes in terms of these properties.

**Lemma 3.8** ([Pollard 1984, Haussler 1992]) Let \( F \) be a class of functions from a set \( X \) into \([-T, T]\) and suppose \( \text{Pdim}(F) = d \) for some \( 1 \leq d < \infty \). Then for all \( 0 < \varepsilon \leq 2T \) and any finite sequence \( x \) of points in \( X \),

\[
N(\varepsilon, F|x, l_1) < 2 \left( \frac{4\varepsilon T}{\varepsilon} \ln \frac{4\varepsilon T}{\varepsilon} \right)^d.
\]
The following result follows from a result in (Alon, Ben-David, Cesa-Bianchi & Haussler 1993). The proof is given in the Appendix A. A slightly better result (without \( d \) but including \( m \) in the log term) is given in (Bartlett & Long 1995).

**Lemma 3.9** Let \( 0 < \epsilon \leq 2T \) and let \( \mathcal{F} \) be a family of functions from a set \( \mathcal{X} \) into \([-T,T]\) such that \( 0 < d = \text{fat}_\mathcal{F}(\epsilon/(8T)) \leq \infty \). For any finite sequence \( \mathbf{x} \) of points in \( \mathcal{X} \),

\[
N(\epsilon, \mathcal{F}|\mathbf{x}, l_1) < \exp \left( \frac{8d}{\ln 2} \ln^2 \left( \frac{2048T^4d}{\epsilon^4 \ln 2} \right) \right).
\]

**Corollary 3.10** Let \( \mathcal{F} \) be a permissible class of functions mapping from \( \mathcal{X} \) to \( \mathcal{Y} \). Let the observed range \([-T,T] \supseteq \mathcal{Y} \) where \( T \geq 1 \), and let \( d = \text{Pdim}(\mathcal{F}) \). Then

1. The sample complexity for agnostic learning using \( \mathcal{F} \) is bounded from above by

\[
O \left( \frac{9216T^4}{\epsilon^2} \left( d \ln \left( \frac{1152eT^2}{\epsilon} \ln \frac{1152eT^2}{\epsilon} \right) + \ln \frac{8}{\delta} \right) \right).
\]

2. The sample complexity for function learning using \( \mathcal{F} \) is bounded from above by

\[
O \left( \frac{128T^2 \ln \left( \frac{384eT^2}{\epsilon} \ln \frac{384eT^2}{\epsilon} \right) + \ln \frac{8}{\delta} }{\epsilon} \right).
\]

3. The sample complexity for learning with noise using \( \mathcal{F} \) or for agnostic learning if \( \mathcal{F} \) is closure-convex is bounded from above by

\[
O \left( \frac{7000T^2}{\epsilon} \left( d \ln \left( \frac{2048eT^2}{\epsilon} \ln \frac{2048eT^2}{\epsilon} \right) + \ln \frac{12}{\delta} \right) \right).
\]

**Corollary 3.11** Let \( \mathcal{F} \) be a permissible class of functions mapping from \( \mathcal{X} \) to \( \mathcal{Y} \). Let the observed range \([-T,T] \supseteq \mathcal{Y} \) where \( T \geq 1 \), and assume \( \text{fat}_\mathcal{F}(\gamma) < \infty \) for all \( \gamma > 0 \). Then

1. The sample complexity for agnostic learning using \( \mathcal{F} \) is

\[
O \left( \frac{T^4}{\epsilon^2} \left( \text{fat}_\mathcal{F}(\epsilon/(8T)) \ln^2 \left( \frac{T \text{fat}_\mathcal{F}(\epsilon/(8T))}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right).
\]

2. The sample complexity for function learning using \( \mathcal{F} \) is

\[
O \left( \frac{T^2}{\epsilon} \left( \text{fat}_\mathcal{F}(\epsilon/(8T)) \ln^2 \left( \frac{T \text{fat}_\mathcal{F}(\epsilon/(8T))}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right).
\]
3. The sample complexity for learning with noise using $F$ or for agnostic learning if $F$ is closure-convex is
\[
O \left( \frac{T^2}{\epsilon} \left( \text{fat}_F(\epsilon/(8T)) \ln^2 \left( \frac{T \text{fat}_F(\epsilon/(8T))(F)}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right).
\]

3.3.1 Function classes with known dimension bounds

In this section we give examples of function classes with known bounds on the pseudo-dimension or the fat-shattering function.

Dudley (1978) has shown that the pseudo-dimension of a $d$-dimensional vector space of functions from a set $X$ to $\mathbb{R}$ is $d$. This gives the pseudo-dimension of linear functions as well as linear combinations of fixed basis functions such as polynomials. Pollard (1990) gives useful invariance properties of the pseudo-dimension including the fact that if each function in a function class is composed with the same non-decreasing function, the resulting function class cannot have a larger pseudo-dimension than the original function class. This gives a bound of $d + 1$ for the pseudo-dimension of the sigmoid function in $d$ dimensions. (A sigmoid function is just a linear function with a bias composed with an increasing function.) Goldberg & Jerrum (1993) and Maass (1995) have shown that multilayer neural networks with piecewise polynomial functions have pseudo-dimension bounded by $O(W^2)$ where $W$ is the number of adjustable parameters. Karpinski & Macintyre (1995) have shown that the pseudo-dimension of multilayer neural networks with standard sigmoid activation functions is bounded by $O(W^4)$.

It is easy to see that the fat-shattering function of the class of non-decreasing functions with a bounded range is $O(1/\gamma)$. Gurvits & Koiran (1995) have shown that single hidden layer neural networks with linear threshold hidden units and bounded sum of absolute values of output weights have fat-shattering function bounded by $O \left( \frac{n^2}{\gamma} \ln \frac{n^2}{\gamma} \right)$, where $n$ is the input dimension.

From these examples, we see that for many commonly used function classes, the sample complexity grows slowly (polynomially) with many of the complexity parameters of interest such as the input dimension and the number of parameters parametrizing the class.
In this chapter, we give lower bounds on the sample complexity for agnostic learning.

In Section 4.1, we first review a result of Bartlett et al. (1994) which gives a lower bound on the sample complexity for agnostic learning (with the absolute loss function) based on the fat-shattering function. This shows that if the fat-shattering function $\text{fat}_{\mathcal{F}}(\gamma)$ is infinite for some $\gamma$, then the function class is not agnostically learnable (with the absolute loss function). We then observe that this is true for the squared loss function as well. It is easy to see that the class of single hidden layer neural networks with an unbounded number of hidden units and no bound on the magnitude of the output weights (with sigmoid or linear threshold hidden units) has infinite fat-shattering function. Hence, for single hidden layer neural networks with an unbounded number of hidden units to be agnostically learnable, some constraints on the output weights are necessary. We will show that a bound on the sum of the absolute values of the output weights is sufficient (and give the sample complexity) in Chapter 5.

In Chapter 3, we showed that if the function class is closure-convex, then the sample complexity for agnostic learning is $O\left(\frac{1}{\varepsilon}\left(\ln\left(\max_{x \in \mathcal{X}^{2m}} N \left(\varepsilon, \mathcal{F}_{x, l_1}\right)\right) + \ln \frac{1}{\delta}\right)\right)$. In Section 4.2, we give a partial converse for this result by showing that if the function class is not closure-convex, then the sample complexity for proper agnostic learning is $\Omega(\ln(1/\delta)/\varepsilon^2)$. This shows that if the logarithm of the covering number of a function class grows slower than $1/\varepsilon$, then the sample complexity for learning with noise is better than the sample complexity for proper agnostic learning. Lemma 3.8 shows that function classes with finite pseudo-dimension satisfy this growth condition.
4.1 A Lower Bound based on the Fat-Shattering Function

In (Bartlett et al. 1994), it was shown that efficient agnostic learning of a function class with the absolute loss function is possible only if the fat-shattering function of the function class grows at most polynomially with $1/\epsilon$ and the relevant complexity parameters. With minor modifications to the proof in (Bartlett et al. 1994), it is possible to show that this is also true for the quadratic loss function.

**Definition 4.1** For $\alpha \in \mathbb{R}^+$, define the quantization function

$$\Delta_{\alpha}(y) = \alpha \left\lfloor \frac{y - \alpha/2}{\alpha} \right\rfloor.$$

For a set $S \subset \mathbb{R}$, let $\Delta_{\alpha}(S) = \{\Delta_{\alpha}(y) : y \in S\}$. For a function class $\mathcal{F} \subset [0,1]^X$, let $\Delta_{\alpha}(\mathcal{F})$ be the set $\{\Delta_{\alpha} \circ f : f \in \mathcal{F}\}$ of $\Delta_{\alpha}([0,1])$-valued functions defined on $X$.

**Lemma 4.2** (Bartlett et al. 1994) Let $\alpha \in \mathbb{R}^+$. Choose a set $\mathcal{F}$ of functions from $X$ to $\Delta_{\alpha}([0,1])$, $d > 400$ and $\gamma > 0$ such that $\text{fat}_{\mathcal{F}}(\gamma) \geq d$. With fewer than

$$\frac{d - 400}{4 + 192 \ln[1/\alpha]}$$

examples, there is no algorithm which can produce a hypothesis with expected absolute loss less than $\gamma/32$ with probability at least $1/16$.

The following is essentially from (Bartlett et al. 1994) with minor modifications so that the squared loss is used in place of the absolute loss function.

**Theorem 4.3** Let $\mathcal{F}$ be a class of $[0,1]$-valued functions defined on $X$. Suppose $0 < \gamma < 1$, $0 < \epsilon \leq \gamma/65$, $0 \leq \delta \leq 1/16$ and $d \in \mathbb{N}$. If $\text{fat}_{\mathcal{F}}(\gamma) \geq d > 800$, then with the quadratic loss function, no algorithm can agnostically learn $\mathcal{F}$ to accuracy $3\epsilon^2$ with probability $1 - \delta$ with fewer than

$$m > \frac{d}{400 \log \frac{40}{\gamma}}$$

observations.
Proof. Set $\epsilon = \gamma / 65$, $\delta = 1/16$. Consider the class of distributions on $\mathcal{X} \times [0, 1]$ for which there exists an $f \in \mathcal{F}$ such that, for all $x \in \mathcal{X}$,

$$P(Y|x) = \begin{cases} 1 & \text{if } Y = \Delta_{2\epsilon}(f(x)) \\ 0 & \text{otherwise.} \end{cases}$$

Fix a distribution $P$ in this class. Let $h$ be the hypothesis produced by an algorithm that can agnostically learn $\mathcal{F}$ to accuracy $3\epsilon^2$ with probability $1 - \delta$. Then

$$\Pr(\mathcal{E}[Q,h] \geq \inf_{f \in \mathcal{F}} \mathbb{E}[Q_f] + 3\epsilon^2) < \delta$$

where $Q$ is the quadratic loss. By definition $\inf_{f \in \mathcal{F}} \mathbb{E}[Q_f] \leq \epsilon^2$. So

$$\Pr(\mathbb{E}[Q_h] < 4\epsilon^2) > 1 - \delta.$$

By the Cauchy-Schwartz inequality,

$$\mathbb{E}[Q_h] < 4\epsilon^2 \Rightarrow \mathbb{E}[\Lambda_h] < 2\epsilon$$

where $\Lambda$ is the absolute loss function. Hence the algorithm can learn the quantized function class $\Delta_{2\epsilon}(\mathcal{F})$ to accuracy $2\epsilon$ with probability $1 - \delta$. By hypothesis, $\text{fat}_\mathcal{F}(\gamma) \geq d$, so $\text{fat}_{\Delta_{2\epsilon}(\mathcal{F})}(\gamma - \epsilon) \geq d$.

Since $\epsilon \leq \gamma / 65$, $2\epsilon \leq (\gamma - \epsilon)/32$. Also, $\delta = 1/16$, so Lemma 4.2 implies

$$m \geq \frac{d - 400}{4 + 192 \ln[1/(2\epsilon)]} \geq \frac{d}{8 + 384 \log(65/(2\gamma))} \geq \frac{d}{400 \log(40/\gamma)}.$$

Note that a $[-T, T]$-valued function class can be transformed into a $[0, 1]$-valued function class by adding $T$ to the function class then dividing by $2T$. With $\epsilon$ and $\gamma$ similarly transformed into $2\epsilon T$ and $2\gamma T$, the lower bound holds for $[-T, T]$-valued functions.

The lower bound also implies that if a function class has infinite fat-shattering function, then it is not agnostically learnable.
4.2 Lower Bounds for Classes which are not Closure-Convex

In this section we give a lower bound on the sample complexity for agnostic learning with squared loss.

**Theorem 4.4** Let $\mathcal{F}$ be a class of functions mapping from $\mathcal{X}$ to $\mathcal{Y}$. If $\mathcal{F}$ is not closure-convex, then the sample complexity for agnostically learning $\mathcal{F}$ with squared loss is $\Omega\left(\frac{\ln(1/\delta)}{\epsilon^2}\right)$.

The idea behind the proof is to show that if the closure of $\mathcal{F}$ is not convex, an agnostic algorithm for learning $\mathcal{F}$ to accuracy $\epsilon$ can be used to estimate the expected value of a Bernoulli random variable to accuracy $k\epsilon$ for some constant $k$ using the same number of observations. Since, as we now show, estimating the expected value of a Bernoulli random variable requires $\Omega(\ln(1/\delta)/\epsilon^2)$ observations, the agnostic learning algorithm also requires $\Omega(\ln(1/\delta)/\epsilon^2)$ observations.

**Lemma 4.5** Let $\xi_1, \ldots, \xi_m$ be a sequence of i.i.d. $\{0, 1\}$-valued random variables where $\Pr(\xi_i = 1) = \alpha$ where $\alpha$ can take the value $\alpha_1 = 1/2 + \epsilon/2$ with probability $1/2$ and $\alpha_2 = 1/2 - \epsilon/2$ with probability $1/2$. Deciding the value of $\alpha$ correctly with probability at least $1 - \delta$ requires a sample of size $m = \Omega\left(\frac{\ln(1/\delta)}{\epsilon^2}\right)$.

**Proof.** The decision rule which minimizes the probability of choosing the wrong $\alpha$ is to choose $\alpha_1$ when half or more of the sample is 1 and $\alpha_2$ otherwise (Fukunaga 1972) (assuming ties are broken in favour of $\alpha_1$). We show that with such a rule, if $m$ is less than $\Omega(\ln(\delta)/\epsilon^2)$, then for small enough $\epsilon$ and $\delta$, the probability of choosing the wrong $\alpha$ is greater than $\delta$.

We require $m$ such that

$$
\frac{1}{2} \sum_{i < m/2} \binom{m}{i} \left(\frac{1}{2} + \frac{\epsilon}{2}\right)^i \left(\frac{1}{2} - \frac{\epsilon}{2}\right)^{m-i} + \frac{1}{2} \sum_{i \geq m/2} \binom{m}{i} \left(\frac{1}{2} - \frac{\epsilon}{2}\right)^i \left(\frac{1}{2} + \frac{\epsilon}{2}\right)^{m-i} > \delta.
$$

This will be satisfied if one term (choose $\frac{1}{2} \left(\frac{m}{m/2}\right) \left(\frac{1}{4} - \frac{1}{4}\epsilon^2\right)^{m/2}$ and assume $m$ even for convenience) is larger than $\delta$. Using Stirling’s approximation, $\binom{m}{m/2}$ is approximately $2^{m+1}/\sqrt{m}$ for $m$ large enough. Hence $\frac{1}{2} \left(\frac{m}{m/2}\right) \left(\frac{1}{4} - \frac{1}{4}\epsilon^2\right)^{m/2} \sim (1 - \epsilon^2)^{m/2}/\sqrt{m}$. Hence for small enough $\epsilon$ and $\delta$, there will be some $k_1$ and $k_2$ (both positive) such that

$$
\ln \left(\frac{1}{2} \left(\frac{m}{m/2}\right) \left(\frac{1}{4} - \frac{1}{4}\epsilon^2\right)^{m/2}\right) > k_1 m \ln(1 - \epsilon^2) > -k_2 m \epsilon^2.
$$

Hence for $m < k_2 \ln(1/\delta)/\epsilon^2$, the probability is greater than $\delta$. $\Box$
We now give some results on function classes which are not closure-convex. They are used in the proof of Theorem 4.4.

The following lemma shows that if $\mathcal{F}$ is not convex, there is a ball touching at least two points in $\mathcal{F}$ whose interior does not intersect $\mathcal{F}$.

**Lemma 4.6** Let $\mathcal{F}$ be a subset of a Hilbert space $H$. If $\mathcal{F}$ is not convex then there exist $f_1, f_2 \in \mathcal{F}$, $c \in H$ such that $f_1 \neq f_2$, $\|c - f_1\| = \|c - f_2\| > 0$ and $\{f \in \mathcal{F} : \|c - f\| < \|c - f_1\|\} = \emptyset$.

**Proof.** Since $\mathcal{F}$ is closed and not convex, there exists $g, h \in \mathcal{F}$, $\alpha \in (0, 1)$ and $\delta > 0$ such that $f_c = \alpha g + (1 - \alpha)h$ is not in $\mathcal{F}$ and $\{f \in \mathcal{F} : \|f - f_c\| < \delta\} = \emptyset$. Let $\delta' = \min\{\delta : \{f \in \mathcal{F} : \|f - f_c\| \leq \delta\} \neq \emptyset\}$. If the set $G = \{f \in \mathcal{F} : \|f - f_c\| = \delta'\}$ contains more than one function, we are done. If $G$ contains only one function $f_1$, setting $c = tf_c + (1 - t)f_1$ with the smallest $t > 1$ such that $\{f \in \mathcal{F} : f \neq f_1, \|f - c\| = \|f_1 - c\|\} \neq \emptyset$ gives the required result, provided such a $t$ exists. We show that such a $t$ must exist. Now $\|f_1 - c\|^2 = t^2\|f_1 - f_c\|^2$ and

$$
\|h - c\|^2 = \|h - f_1\|^2 + t^2\|f_1 - f_c\|^2 + 2t(h - f_1, f_1 - f_c)
$$

$$
= \|h - f_1\|^2 + t^2\|f_1 - f_c\|^2 + 2t(h - f_c + f_c - f_1, f_1 - f_c)
$$

$$
= \|h - f_1\|^2 + t^2\|f_1 - f_c\|^2 - 2t\|f_1 - f_c\|^2 + 2t(h - f_c, f_1 - f_c)
$$

$$
= \|h - f_1\|^2 + \|f_1 - c\|^2 - 2t\|f_1 - f_c\|^2 + 2t(h - f_c, f_1 - f_c).
$$

Similarly, $\|g - c\|^2 = \|g - f_1\|^2 + \|f_1 - c\|^2 - 2t\|f_1 - f_c\|^2 + 2t(g - f_c, f_1 - f_c)$. Now $(h - f_c, f_1 - f_c)$ and $(g - f_c, f_1 - f_c)$ must have opposite sign unless they are both zero. In any case, for $t$ large enough, either $\|f_1 - c\| \geq \|h - c\|$ or $\|f_1 - c\| \geq \|g - c\|$ or both. Since $g$ and $h$ belong to $\mathcal{F}$ this completes the proof. □

Again suppose $\mathcal{F} \subseteq H$ such that $\mathcal{F}$ is not convex. Let $f_1, f_2 \in \mathcal{F}$ and $c \in H$ be as in Lemma 4.6. (Figure 4.1 shows $f_1, f_2, c$ in a two-dimensional slice through $H$.) Define the sets $B := \{f \in H : \|f - c\| = \|f_1 - c\|\}$ and $B_F := \mathcal{F} \cap B$. ($B$ contains the circle in Figure 4.1, and $B_F$ contains $f_1$ and $f_2$.) Pick $f_m \in B$ in the hyperplane $\{f \in H : \langle f_1 - c, f - c \rangle = \langle f_2 - c, f - c \rangle\}$ such that $\langle f_1 - c, f_m - c \rangle$ is maximized. Choose a two dimensional plane $P$ through $c, f_1, f_2$ and $f_m$. $P$ is illustrated in Figure 4.1. Let $f_{d_1}, f_{d_2} \in P$ be such that $f_{d_1} - c$ and $f_{d_2} - c$ are orthogonal to $f_m - c$, and $\|f_{d_1} - f_1\| < \|f_{d_1} - f_2\|$. For $0 < p < 1$ define $f_1^* = pf_1 + (1 - p)c$ and $f_2^* = pf_2 + (1 - p)c$. Define $\gamma$ by $f_1^* = (f_1^* + f_2^*)/2 + \gamma(f_{d_1} - c)$. It is easy to show that $f_2^* = (f_1^* + f_2^*)/2 - \gamma(f_{d_1} - c)$. The
following claim relates $\gamma$ to $p$, and to $\epsilon := \|f_m - f_1^*\|^2 - \|f_1 - f_1^*\|^2$.

Claim 4.7

$$\gamma = \frac{p(f_1 - c, f_{d_1} - c)}{\|f_{d_1} - c\|^2} = \frac{\epsilon(f_1 - c, f_{d_1} - c)}{2 \left(1 - \frac{(f_1 - c, f_m - c)}{\|f_m - c\|^2}\right) \|f_m - c\|^4}.$$ 

Proof. Let $f_c = (f_1^* + f_2^*)/2$. Then

$$f_1^* - f_c = \gamma(f_{d_1} - c)$$
$$= \frac{(pf_1 + (1 - p)c - c, f_{d_1} - c)}{\|f_{d_1} - c\| \|f_{d_1} - c\|} (f_{d_1} - c)$$
$$= \frac{p(f_1 - c, f_{d_1} - c)}{\|f_{d_1} - c\|^2} (f_{d_1} - c) \quad (4.1)$$

which gives the first equality. To prove the second, first notice that

$$f_c - c = \frac{(f_1^* - c, f_m - c)}{\|f_m - c\|^2} (f_m - c)$$
$$= \frac{(pf_1 + (1 - p)c - c, f_m - c)}{\|f_m - c\|^2} (f_m - c)$$

Figure 4.1: Function class with labelled functions schematically represented in two dimensions.
\begin{align*}
P(f_1 - c, f_m - c) &= \frac{p(f_1 - c, f_m - c)}{\|f_m - c\|^2} (f_m - c) \tag{4.2}
\end{align*}

and

\[ \|f_1 - f^*_1\|^2 = \|f_1 - pf_1 - (1-p)c\|^2 = (1-p)^2\|f_1 - c\|^2 = (1 - 2p + p^2)\|f_1 - c\|^2. \tag{4.3} \]

With that, by Pythagoras Theorem

\begin{align*}
\|f_m - f^*_1\|^2 &= \|f^*_1 - fc\|^2 + \|f_m - fc\|^2 \\
&= \|f^*_1 - fc\|^2 + \|f_m - c + c - fc\|^2 \\
&= \frac{p^2(f_1 - c, f_{d1} - c)^2}{\|f_{d1} - c\|^2} + \|f_m - c\|^2 + \frac{p^2(f_1 - c, f_m - c)^2}{\|f_m - c\|^2} + 2(f_m - c, c - fc) \\
&= p^2\|f_1 - c\|^2 + \|f_m - c\|^2 - \frac{2p(f_1 - c, f_m - c)}{\|f_m - c\|^2} \|f_m - c\|^2, \tag{4.4}
\end{align*}

where the third equality follows from (4.1) and (4.2).

Note that from the construction, \(\|f_1 - c\| = \|f_m - c\| = \|f_{d1} - c\|\). From the definition of \(\epsilon\), we see that taking (4.3) from (4.4), we get

\[ 2p \left( 1 - \frac{(f_1 - c, f_m - c)}{\|f_m - c\|^2} \right) \|f_m - c\|^2 = \epsilon \]

\[ p = \frac{\epsilon}{2 \left( 1 - \frac{(f_1 - c, f_m - c)}{\|f_m - c\|^2} \right) \|f_m - c\|^2}. \tag{4.5} \]

From (4.1) and (4.5),

\[ \gamma = \frac{p(f_1 - c, f_{d1} - c)}{\|f_{d1} - c\|^2} = \frac{\epsilon(f_1 - c, f_{d1} - c)}{2 \left( 1 - \frac{(f_1 - c, f_m - c)}{\|f_m - c\|^2} \right) \|f_m - c\|^2 \|f_{d1} - c\|^2} = \frac{\epsilon(f_1 - c, f_{d1} - c)}{2 \left( 1 - \frac{(f_1 - c, f_m - c)}{\|f_m - c\|^2} \right) \|f_m - c\|^4}. \tag{4.6} \]

The following lemma can be used to show how an agnostic learning algorithm can be used for selecting between \(f^*_1\) and \(f^*_2\) when either function can be the target conditional expectation.
Lemma 4.8 Suppose \( f_1, f_2, f_1^*, f_2^*, \epsilon \) and the function class \( \mathcal{F} \) are as defined above. Then for any \( \hat{f} \in \mathcal{F} \) and \( \epsilon' \leq \epsilon \),

\[
\| \hat{f} - f_1^* \|^2 - \| f_1 - f_1^* \|^2 \leq \epsilon' \Rightarrow \| \hat{f} - f_1 \| \leq \| \hat{f} - f_2 \| \tag{4.7}
\]

and

\[
\| \hat{f} - f_2^* \|^2 - \| f_1 - f_2^* \|^2 \leq \epsilon' \Rightarrow \| \hat{f} - f_2 \| \leq \| \hat{f} - f_1 \|. \tag{4.8}
\]

Proof. Recall that \( \| f_m - f_1^* \|^2 - \| f_1 - f_1^* \|^2 = \epsilon \). We show that

\[
\| \hat{f} - f_2 \| < \| \hat{f} - f_1 \| \Rightarrow \| \hat{f} - f_1^* \| > \| f_m - f_1^* \|
\]

which implies

\[
\| \hat{f} - f_1^* \|^2 - \| f_1 - f_1^* \|^2 > \epsilon'.
\]

We have

\[
\| \hat{f} - f_1^* \|^2 = \| \hat{f} - f_c + f_c - f_1^* \|^2
\]

\[
= \| \hat{f} - f_c \|^2 + \| f_c - f_1^* \|^2 + 2\langle \hat{f} - f_c, f_c - f_1^* \rangle
\]

\[
\geq \| f_m - f_c \|^2 + \| f_c - f_1^* \|^2 + 2\langle \hat{f} - f_c, f_c - f_1 \rangle
\]

\[
= \| f_m - f_1^* \|^2 + 2\langle \hat{f} - f_c, f_c - f_1^* \rangle,
\]

where the inequality follows from the fact that \( \hat{f} \) is in \( \mathcal{F} \). Thus we need only show that the second term is greater than zero when \( \| \hat{f} - f_2 \| < \| \hat{f} - f_1 \| \).

We have

\[
\| \hat{f} - f_2 \|^2 < \| \hat{f} - f_1 \|^2
\]

\[
\Leftrightarrow \| \hat{f} - f_c \|^2 + \| f_c - f_2 \|^2 + 2\langle \hat{f} - f_c, f_c - f_2 \rangle
\]

\[
< \| \hat{f} - f_c \|^2 + \| f_c - f_1 \|^2 + 2\langle \hat{f} - f_c, f_c - f_1 \rangle
\]

\[
\Leftrightarrow \langle \hat{f} - f_c, f_c - f_2 \rangle < \langle \hat{f} - f_c, f_c - f_1 \rangle
\]

\[
\Leftrightarrow \langle \hat{f} - f_c, f_2 - f_1 \rangle > 0
\]

\[
\Leftrightarrow \langle \hat{f} - f_c, f_c - f_1^* \rangle > 0.
\]
since $f_2 - f_1$ and $f_c - f_1^*$ are in the same direction.

By symmetry, the second statement of the lemma is also true. □

Assuming the agnostic learning algorithm is successful, we can choose the correct target conditional expectation by choosing $f_1^*$ if $\|\hat{f} - f_1\| < \|\hat{f} - f_2\|$ and $f_2^*$ if $\|\hat{f} - f_2\| < \|\hat{f} - f_1\|$.  
The case $\|\hat{f} - f_1\| = \|\hat{f} - f_2\|$ cannot happen if we choose $\epsilon' < \epsilon$.  (For convenience we will use $\epsilon' = \epsilon/2$.)

**Proof (Theorem 4.4).** Assume an algorithm $A$ exists such that for any probability distribution on $\mathcal{X} \times \mathcal{Y}$, the algorithm draws $m$ examples and with probability at least $1 - \delta$, it produces $\hat{f}$ such that $\|\hat{f} - f^*\|^2 - \|f_a - f^*\|^2 \leq \epsilon$, where $f^*(x) = \mathbb{E}[Y|X = x]$ and $\|f_a - f^*\| = \inf_{f \in \mathcal{F}} \|f - f^*\|$.  
The function $f_a \in \mathcal{F}$ is the best approximation to $f^*$ in $\mathcal{F}$.  Algorithm $A$ is an agnostic learning algorithm for $\mathcal{F}$.

If the sample complexity of Algorithm $A$ (to accuracy $\epsilon/2$ and confidence $1 - \delta$) is $m$, then there exists an algorithm, Algorithm $B$ (which depends on $P_X$ and the non-convex $\mathcal{F}$) which with probability $1 - \delta$ solves the problem in Lemma 4.5 (for $\gamma$ which depends on $\epsilon$ according to Claim 4.7) with sample complexity $m$.  Let $f_1' = (f_1^* + f_2^*)/2 + (f_{d1} - c)$ and $f_2' = (f_1^* + f_2^*)/2 + (f_{d2} - c)$.  
Algorithm $B$ generates a sequence $(x_1, \ldots, x_m) \in \mathcal{X}^m$ independently from $P_X$.  If $\xi_i = 1$, Algorithm $B$ gives $(x_i, f_1'(x_i))$ to Algorithm $A$; otherwise it gives $(x_i, f_2'(x_i))$ to Algorithm $A$.  
The target conditional expectation is $f_1^*$ if $\alpha = 1/2 + \gamma/2$ and $f_2^*$ if $\alpha = 1/2 - \gamma/2$.  Algorithm $B$ receives $\hat{f}$ from Algorithm $A$.  If $\|\hat{f} - f_1\| \leq \|\hat{f} - f_2\|$ the Algorithm $B$ chooses $\alpha = 1/2 + \gamma/2$; otherwise it chooses $\alpha = 1/2 - \gamma/2$.  Lemma 4.8 shows that it is the correct choice (with probability at least $1 - \delta$).  From Lemma 4.5 obtaining the correct $\alpha$ with probability $1 - \delta$ requires $\Omega((\ln(1/\delta))/\gamma^2)$ observations.  Algorithm $B$ uses the same number of examples as Algorithm $A$, so Algorithm $A$ also requires at least $\Omega((\ln(1/\delta))/\gamma^2) = \Omega((\ln(1/\delta))/\epsilon^2)$ observations.  

To satisfy the definition of agnostic learning, we require that the range of the random variables be bounded.  This can be done if the appropriate functions $f_1$, $f_2$ and $c$ are chosen according to the construction in Lemma 4.6.  Assume that $f_1$ and $f_2$ are bounded (if they are not, arbitrarily close bounded functions can be chosen since they are in the closure of $\mathcal{F}$ which contains uniformly bounded functions).  From the construction, $c$ is also a bounded function.  This means that $f_1^*$ and $f_2^*$ are always bounded since they are convex combinations of $c$ with $f_1$ and $f_2$.  Finally, $f_{d1} - c = \frac{1}{\gamma} \left( f_1^* - \frac{f_1^* + f_2^*}{2} \right)$ for all $\gamma$ in the appropriate range.  We can fix a value for $\gamma$ to bound $f_{d1} - c$.  Hence $f_1'$ and $f_2'$ can be constructed to have ranges which are always bounded by a
quantity which depend only the function class and not on $\gamma$. □

4.3 Discussion

A lower bound on the sample complexity for proper agnostic learning is not as strong as a lower bound for the sample complexity for agnostic learning. (We show in Chapter 5 that this lower bound is valid in general only for proper agnostic learning by giving examples where learning the function class using the convex hull of the original function class gives better sample complexity.) However, proper learning is important in many cases where the form of the representation is important. This is often the case when it is desired to be able to interpret the results. The parameters in the representation may have some physical significance or it may be necessary to have a particular representation which is easy to understand.

While positive results for agnostic learning are very useful, negative results have to be interpreted with care. The results in this chapter show that for small enough accuracy and high enough confidence, there will be probability distributions for which we cannot achieve the desired performance unless we have more than the number of observations stated in the bounds. However, this may not necessarily be the case for any particular learning problem we are interested in. For example, we have shown in Chapter 3, restrictions on the probability distributions, as in the case of function learning and learning with noise, can give smaller sample complexity than the lower bound for proper agnostic learning given in this chapter.
Chapter 5

Learning Single Hidden Layer Neural Networks

In Chapter 4, we showed that if a function class is not closure-convex, then the sample complexity for properly agnostically learning the function class can be worse than the sample complexity for learning with noise. In view of this, we now consider agnostically learning the convex hull of the function class (which is closure-convex). Besides being closure convex, the convex hull will usually give a better approximation to the target function if the target function is not in the function class. This makes learning the convex hull a fairly natural way of using a different hypothesis class to learn a function class agnostically.

However, the convex hull of the function class may have a larger covering number than the function class. In this chapter, we study the sample complexity of learning the convex hulls of function classes. We obtain bounds for learning the convex hull of a function class in terms of the covering number of the original function class. For function classes with finite pseudo-dimension which are not closure-convex, we find that the sample complexity for agnostically learning the convex hull is not significantly worse (within constant and logarithmic factors) of the sample complexity for properly agnostically learning the function class.

The class of single hidden layer neural networks with an unbounded number of hidden units and a bound on the sum of absolute value of output weights is the convex hull of a symmetric class of hidden units (see Chapter 2 for definitions). Many classes of hidden units such as classes of...
sigmoid or linear threshold hidden units are not closure-convex making the results in this chapter particularly applicable. In fact, it is easy to see that the class of single hidden layer neural networks with any fixed number of sigmoid or linear threshold hidden units is not closure-convex.

With an unbounded number of hidden units, the class of single hidden layer neural networks can also be used to approximate many nonparametric function classes. We start off in Section 5.1 by reviewing work by Barron (1994) on learning classes of functions with finite first absolute moment of the Fourier transform using single hidden layer neural networks. We then extend this result to agnostic learning of single hidden layer neural networks with linear threshold hidden units and other more general hidden units in Section 5.2 by giving sample complexity bounds. We end this chapter with a discussion on the optimality of the results.

5.1 Function Classes with Finite First Absolute Moment of Fourier Transform

The approximation properties of single hidden layer neural networks with sigmoid hidden units was studied in (Barron 1993). There it was shown that for functions with a finite first absolute moment of Fourier transform, a single hidden layer neural network can achieve integrated squared error of $O(1/k)$ where $k$ is the number of hidden units.

Let $\Gamma_1$ the the class of functions with the first absolute moment of the Fourier transform bounded by $C$, that is $\int_{\mathbb{R}^n} \sum_{j=1}^{n} |2\pi u_j||F(u)|du \leq C$ where $F(u) = \int_{\mathbb{R}^n} f(x)e^{-i2\pi u \cdot x}dx$ is the Fourier transform of $f$. Recall that $\mathcal{N}_{k,k}^G$ is a single hidden layer neural networks with $k$ hidden units.

**Theorem 5.1** Suppose that $G$ is either the class of linear threshold functions or the class of sigmoid functions. For every function in $\Gamma_1$ and every probability measure $P$, there exists a function $f_k \in \mathcal{N}_{k,k}^G$ such that

$$\int (f(x) - f_k(x))^2 dP(x) \leq \frac{(2C)^2}{k}.$$ 

Here $K = \sum_{i=0}^{k} |w_i| \leq 2C$ and $w_0 = f(0)$.

Barron (1993) has also provided examples for which the constant in the bound grows only moderately with dimension including positive definite functions that are continuously differentiable at the origin. Various closure properties for sums, products and certain compositions of functions
where the constants grow polynomially are also given.

Using the approximation result and the sample complexity result from (Barron 1990), it was shown in (Barron 1994) that the sample complexity for learning with noise from functions in $\Gamma_1$ is $O\left(\frac{1}{\varepsilon} \left(\frac{1}{\varepsilon} \ln \frac{1}{\varepsilon} + \log \frac{1}{\delta}\right)\right)$.

## 5.2 Learning Convex Combinations of Basis Functions

In this section, we give bounds on the sample complexity for agnostic learning in terms of the $l_1$ covering number. This extends the result of (Barron 1994) in several ways. First it extends the result for learning functions with bounded first moment of the Fourier transform from the case of learning with noise to agnostic learning. By using the $l_1$ covering number we are also able to learn a larger class of functions than the class of functions with a bound on the first moment of the Fourier transform. In (Barron 1994), the function class is learned by discretizing the weights of the neural networks (finding an $L_\infty$ cover) and optimising over the discrete set of weights. By using bounds involving the $l_1$ covering number, it is possible to learn some classes of functions which are not continuous and have no finite $L_\infty$ cover such as single hidden layer neural networks with linear threshold hidden units. Using the bounds involving the pseudo-dimension and fat-shattering function in Chapter 3, we also give upper bounds on the sample complexity for learning classes of single hidden layer neural networks with other basis functions as hidden units, in terms of the pseudo-dimension or fat-shattering function of the basis function classes. The results are stated in the following theorem and corollaries.

**Theorem 5.2** Let $\mathcal{G}$ be an admissible class of basis functions mapping from $\mathcal{X}$ into $\mathcal{Y}$ with $|g(x)| \leq b$ for all $g \in \mathcal{G}$. The sample complexity for agnostically learning $\mathcal{N}_K^G$ is no more than

$$\frac{14000C^2}{\varepsilon} \left(\frac{4C^2}{\varepsilon} \ln \max_{\mathcal{X} \in \mathcal{X}^{2m}} \left(\frac{1}{1024CK}, \mathcal{G}_l \right) + 1\right) + \ln 2 + \ln \frac{6}{\delta}$$

where $C = \max\{Kb, T, 1\}$.

Using bounds from Lemma 3.8 and Lemma 3.9, we obtain the following two corollaries.

**Corollary 5.3** Let $\mathcal{G}$ be an admissible class of basis functions mapping from $\mathcal{X}$ into $\mathcal{Y}$ with $|g(x)| \leq b$ for all $g \in \mathcal{G}$. Suppose the pseudo-dimension of $\mathcal{G}$ is $d$. The sample complexity for
agnostically learning $\mathcal{N}_{K}^{G}$ is no more than

$$\frac{14000C^2}{\epsilon} \left( \frac{4C^2d}{\epsilon} \ln \left( \frac{4096eC^2}{\epsilon} \ln \frac{4096C^2}{\epsilon} + 1 \right) + \frac{8C^2}{\epsilon} \ln 2 + \ln \frac{6}{\delta} \right)$$

where $C = \max\{Kb, T, 1\}$.

**Corollary 5.4** Let $\mathcal{G}$ be an admissible class of basis functions mapping from $\mathcal{X}$ into $\mathcal{Y}$ with $|g(x)| \leq b$ for all $g \in \mathcal{G}$. Let $d = \text{fat}_{\mathcal{G}}(\epsilon/8192C^4)$. The sample complexity for agnostically learning $\mathcal{N}_{K}^{G}$ is no more than

$$\frac{14000C^2}{\epsilon} \left( \frac{4C^2}{\epsilon} \left( \frac{8d}{\ln 2} \ln^2 \left( \frac{2048(1024C)^4d}{e^4\ln 2} \right) + 1 \right) + \frac{4C^2}{\epsilon} \ln 2 + \ln \frac{6}{\delta} \right)$$

where $C = \max\{Kb, T, 1\}$.

For the proof of Theorem 5.2, we will need to bound the number of terms in the convex combination needed to achieve a desired accuracy. For that we use the following result attributed to Maurey in (Barron 1993).

**Lemma 5.5** If $\bar{f}$ is in the closure of the convex hull of a set $\mathcal{G}$ in a Hilbert space, with $\|g\| \leq b$ for each $g \in \mathcal{G}$, then for every $k \geq 1$, and every $c > b^2 - \|\bar{f}\|^2$, there is an $f_k$ in the convex hull of $k$ points of $\mathcal{G}$ such that

$$\|\bar{f} - f_k\|^2 \leq \frac{c}{k}.$$ 

Furthermore $f_k$ can be chosen to be $f_k = \frac{1}{k} \sum_{i=1}^{k} g_i$ where $g_i \in \mathcal{G}$ for $i = 1, \ldots, k$.

Observe that for functions with range in $[-B, B]$, $\|g\|^2$ is always bounded by $B^2$.

Recall (from Chapter 2) that $\mathcal{A}_{K,k}^{G} = \{ x \mapsto \frac{1}{k} \sum_{i=1}^{k} g_i(x) : g_i \in \mathcal{G}_K^1 \}$ where $\mathcal{G}_K^1 = \{ x \mapsto Kg(x), x \mapsto -Kg(x), x \mapsto K, x \mapsto -K : g \in \mathcal{G} \}$. Note that $\mathcal{N}_{K}^{G}$ is the convex hull of $\mathcal{G}_K^1$. We will use functions from $\mathcal{A}_{K,k}^{G}$ to approximate functions from $\mathcal{N}_{K}^{G}$. We bound the covering number of these function classes in terms of the covering number of $\mathcal{G}$.

**Lemma 5.6** Let $x = (x_1, \ldots, x_m) \in \mathcal{X}^m$. Then

$$N(\epsilon, \mathcal{G}_K^1|x; l_1) \leq 2 \left( N(\epsilon/K, \mathcal{G}_K|x, l_1) + 1 \right).$$
Proof. Let $U$ be an $\varepsilon/K$-cover for $\mathcal{G}_{|x|}$ with $|U| = N(\varepsilon/K, \mathcal{G}_{|x|}, l_1)$. Pick an arbitrary function $Kf \in \mathcal{G}_{K}^1$ where $f \in \mathcal{G}$. Pick $v \in U$ such that $d_l(f|_{x}, v) \leq \varepsilon/K$. Then
\[
\frac{1}{m} \sum_{i=1}^{m} |Kf(x_i) - Kv_i| = \frac{K}{m} \sum_{i=1}^{m} |f(x_i) - v_i| \leq \varepsilon.
\]
Obviously, $\{Kv, -Kv : v \in U\} \cup \{(K, \ldots, K), (-K, \ldots, -K)\}$ is an $\varepsilon$-cover. •

Lemma 5.7 Let $x = (x_1, \ldots, x_m) \in X^m$. Then
\[
N(\varepsilon, \mathcal{A}_{K,k}^{G_{|x|}, l_1}) \leq \left( N(\varepsilon, \mathcal{G}_{K}^1, l_1) \right)^k \leq 2^k \left( N(\varepsilon/K, \mathcal{G}_{|x|}, l_1) + 1 \right)^k. \tag{5.1}
\]

Proof. Let $U$ be an $\varepsilon$-cover for $\mathcal{G}_{K}^1$ with $|U| = N(\varepsilon, \mathcal{G}_{K}^1, l_1)$. Let $f = \frac{1}{m} \sum_{i=1}^{m} f_{i} (f_{i} \in \mathcal{G}_{K}^1, i = 1, \ldots, k)$ be a function in $\mathcal{N}_{K,k}^{G_{|x|}}$. For each $f_i$, pick a member $u_i$ of $U$ such that $l_1(f_i|_{x}, u_i) < \varepsilon$. Let $h = \frac{1}{k} \sum_{i=1}^{k} u_i$. Then
\[
\frac{1}{m} \sum_{j=1}^{m} |f(x_j) - h_j| = \frac{1}{m} \sum_{j=1}^{m} \left| \frac{1}{k} \sum_{i=1}^{k} (f_i(x_j) - u_{ij}) \right| \leq \frac{1}{m} \sum_{j=1}^{m} \sum_{i=1}^{k} |f_i(x_j) - u_{ij}| = \frac{1}{k} \sum_{i=1}^{k} \frac{1}{m} \sum_{j=1}^{m} |f_i(x_j) - u_{ij}| \leq \frac{1}{k} \sum_{i=1}^{k} \varepsilon = \varepsilon.
\]
So for any $f|_{x} \in \mathcal{A}_{K,k}^{G_{|x|}}$, there is a vector in the set $\{ \frac{1}{k} \sum_{i=1}^{k} u_i : u_i \in U \}$ with distance less than $\varepsilon$ from it. Since $|\{ \frac{1}{k} \sum_{i=1}^{k} u_i : u_i \in U \}| < |U|^k$ the first inequality in (5.1) follows. The second inequality in (5.1) follows from Lemma 5.6. •

We are now give the proof of Theorem 5.2.

Proof. (Theorem 5.2) First note that $\mathcal{N}_{K}^{G}$ is convex and hence closure-convex. We also have $\mathcal{A}_{K,k}^{G} \subset \mathcal{N}_{K}^{G}$ permissible for each $k$. Scale the function class and target random variable by dividing by $C$. The covering number of the scaled function class is the same as the $C\varepsilon$ covering number of the unscaled class. By learning to accuracy $\varepsilon/C^2$ and rescaling back, we obtain the desired bound. Assume the scaled function class is $\mathcal{F}$. In Theorem 3.7, set $\alpha = 1/2$ and use
Theorem 3.7 and Lemma 5.7 with \( \nu = \nu_c = \epsilon/4C^2 \) to get

\[
P^m \left\{ z \in \mathcal{Z}^m : \exists f \in \mathcal{F}, \mathbb{E} \left[ (y - f(x))^2 - (y - f_a(x))^2 \right] \right\} 
\geq 2\hat{E}_z \left[ (y - f(x))^2 - (y - f_a(x))^2 \right] + \epsilon/(2C^2) \]
\[
\leq 6 \max_{x \in \mathcal{X}^m} N \left( \frac{\epsilon}{1024C^2}, \mathcal{A}_{K,k,l_1}^G \right) \exp(-\epsilon m/14000C^2) 
\leq 6 \times 2^k \max_{x \in \mathcal{X}^m} \left( N \left( \frac{\epsilon}{1024C^2}, G_{l_1}^G \right) + 1 \right)^k \exp(-\epsilon m/14000C^2). \tag{5.2}
\]

Suppose \( f'(x) = \hat{E}_Z [Y|X = x] \). Let \( \hat{f}_k \) be the estimated function and let \( \hat{f}_a \) be the function in the convex closure which minimizes the empirical error. Then

\[
\hat{E}_z \left[ (y - \hat{f}_k(x))^2 - (y - f_a(x))^2 \right] = \hat{E}_z \left[ (f'(x) - \hat{f}_k(x))^2 - (f'(x) - f_a(x))^2 \right].
\]

Note that

\[
\hat{E}_z \left[ (f'(x) - \hat{f}_k(x))^2 - (f'(x) - f_a(x))^2 \right] \leq \hat{E}_z \left[ (f'(x) - \hat{f}_k(x))^2 - (f'(x) - \hat{f}_a(x))^2 \right] = \hat{E}_z \left[ (\hat{f}_k(x) - \hat{f}_a(x))^2 \right].
\]

In Lemma 5.5, set \( c = 1 \). To get approximation within \( \epsilon/4C^2 \) (with respect to the empirical mean squared error), we require \( k \geq 4C^2/\epsilon \). Setting the right hand side of (5.2) to be \( \delta \) and \( k = 4C^2/\epsilon \), we see that

\[
m = \frac{14000C^2}{\epsilon} \left( \frac{4C^2}{\epsilon} \ln \max_{x \in \mathcal{X}^m} \left( N \left( \frac{\epsilon}{1024CK^2}, G_{l_1}^G \right) + 1 \right) + \frac{4C^2}{\epsilon} \ln 2 + \ln \frac{6}{\delta} \right)
\]

will suffice for agnostic learning. \( \sqcup \)

### 5.3 Discussion

Corollary 5.3 shows that for function classes with finite pseudo-dimension which are not closure convex, the sample complexity for agnostically learning the convex hull of the function class is at worst within a logarithmic factor of the sample complexity for properly agnostically learning the function class itself. The convex hull can be learned by increasing the number of hidden units as a function of the required accuracy. Learning the convex hull gives better approximation capabilities and hence may be preferable to properly agnostically learning the function class in view of the sample complexity bounds.

The function class \( \Gamma_1 \) is in the closure of the convex hull of single hidden layer neural networks with linear threshold hidden units. Since the pseudo-dimension of linear threshold units is \( n + 1 \), the class \( \Gamma_1 \) is agnostically learnable with sample complexity \( O \left( \frac{1}{\epsilon} \left( \frac{n}{\epsilon} \ln 1 + \log \frac{1}{\delta} \right) \right) \). Barron...
(1992) has also shown that the sample complexity for learning $\Gamma_1$ using an arbitrary estimator cannot be better than $\Omega(1/\epsilon^{(2n+2)/(n+2)})$. Hence the sample complexity bound is close to optimal for learning $\Gamma_1$. The bound is also close to optimal for learning the class of single hidden layer neural networks with linear threshold hidden units since functions in $\Gamma_1$ can be approximated arbitrarily closely single hidden layer neural networks.

There are also function classes for which using the convex hull as the hypothesis class (instead of doing proper agnostic learning) results in a much better sample complexity. For example if $\mathcal{G}$ has a finite number of functions, then the pseudo-dimension of the convex hull of $\mathcal{G}$ is bounded by $|\mathcal{G}|$ (the convex hull is a subset of a $|\mathcal{G}|$-dimensional vector space of functions, hence as mentioned in Section 3.3.1, the pseudo-dimension is bounded by $|\mathcal{G}|$ (Dudley 1978)). Since the pseudo-dimension is finite, Corollary 3.10 shows that the sample complexity is $O\left(\frac{1}{\epsilon} \left(\ln \frac{1}{\epsilon} + \log \frac{1}{\delta}\right)\right)$. In contrast, since $\mathcal{G}$ is not closure-convex, the sample complexity for properly agnostically learning $\mathcal{G}$ is $\Omega(\ln(1/\delta)/\epsilon^2)$. This shows that for such classes, by learning the convex hull of the function class, not only do we get better approximation, we also get a better sample complexity. Since the upper bound is smaller than $\Omega(\ln(1/\delta)/\epsilon^2)$ (for small enough $\epsilon$) this also shows that the lower bound for the sample complexity for learning function classes which are not closure convex only holds for proper agnostic learning and not agnostic learning in general.
Another important component of a learning problem is its computational complexity. As computing capabilities increase, we expect to be able to solve harder learning problems. However, if the computational requirements grow too quickly with the size of the problem, the size of solvable problems will remain quite restricted. One of the main aims of computational learning theory is the study of the maximum size of learning problems which can be solved using a reasonable amount of computation (Valiant 1984). We delineate the boundary of what is feasibly learnable by requiring the computational requirements of learnable problems to be polynomial in $1/\epsilon$, $1/\delta$ and the relevant complexity parameters. Classes of functions for which this can be done are said to be efficiently learnable.

In this chapter, we study the computational requirements of agnostically learning single hidden layer neural networks. We first relate the computational complexity of agnostically learning the basis function class to the computational complexity of learning the class of single hidden layer neural networks. We do this via an iterative approximation result which shows that by iteratively adding a function to the convex combination of a function class such that the distance to the target function is minimised, good convergence to the best approximation in the convex hull of the function class can be achieved even when the target function is not in the convex hull. The iterative approximation result is described in Section 6.1. We then show in Section 6.2 how the iterative approximation result can be used to show that if a basis function class is efficiently agnostically
learnable, then the convex hull of the function class is also efficiently agnostically learnable. Since a basis function class is contained in the convex hull, this means that the convex hull of a function class (and the class of single hidden layer neural networks with those basis functions) is efficiently agnostically learnable if and only if the basis function class is efficiently agnostically learnable.

Learning \(\{0,1\}\)-valued functions with \(\{0,1\}\) valued targets is widely studied in computational learning theory. We call the proper agnostic version of this problem proper agnostic PAC learning (Kearns et al. 1994). In Section 6.3, we show how a proper efficient agnostic PAC learning algorithm for a basis function class \(\mathcal{G}\) can be used to efficiently agnostically learn single hidden layer neural networks (with real-valued outputs) with hidden units from \(\mathcal{G}\).

In Section 6.4, we show that the problem of agnostically learning of some classes of single hidden layer neural networks (including networks with linear threshold hidden units) is likely to be difficult computationally. We do this by showing that an algorithm for agnostically learning the network can be used for PAC learning polynomial sized DNF formulae. Whether the class of polynomial sized DNF formulae is PAC learnable has been an open problem in computational learning theory since it was first posed by Valiant (1984). It is generally believed that polynomial sized DNF is not efficiently learnable (Jerrum 1994).

In view of this, we consider learning subclasses of single hidden layer neural networks. In Chapter 7, we will study functions with finite \(q\)-th absolute moment of the Fourier transform. In Section 6.5, we show that the class of single hidden layer neural networks with linear threshold hidden units and bounded fan-in is efficiently agnostically learnable. We end the chapter with a discussion of the results in Section 6.6.

### 6.1 Iterative Approximation

The iterative approximation result in this section is an extension of the results of Jones (1992) and Barron (1993). They showed that if a function is in the closure of the convex hull of a bounded set of functions in a Hilbert space, then it can be approximated by iteratively adding functions from the set such that the squared distance to the target function is of order \(O(1/k)\), where \(k\) is the number of functions added. We extend the result in order to allow agnostic learning. We show that even if the target function is not in closure of the convex hull, the iterative approximation scheme will converge to the best possible approximation such that the squared distance to the target will approach the optimal squared distance at a rate of \(O(1/k)\).
We now give the iterative approximation result which is the key to showing the equivalence between efficient agnostic learning of a function class and efficient agnostic learning of its convex hull.

**Theorem 6.1** Let $\mathcal{H}$ be a Hilbert space with norm $\| \cdot \|$. Let $\mathcal{G}$ be a subset of $\mathcal{H}$ with $\| g \| \leq b$ for each $g \in \mathcal{G}$. Let $\text{co}(\mathcal{G})$ be the convex hull of $\mathcal{G}$. For any $f \in \mathcal{H}$, let $d_f = \inf_{g' \in \text{co}(\mathcal{G})} \| g' - f \|$.

Suppose that $f_1$ is chosen to satisfy

$$\| f_1 - f \| \leq \inf_{g \in \mathcal{G}} \| g - f \| + \epsilon_1$$

and iteratively, $f_k$ is chosen to satisfy

$$\| f_k - f \| \leq \inf_{g \in \mathcal{G}} \| \alpha f_{k-1} + \overline{a} g - f \| + \epsilon_k$$

where $\alpha = 1 - 2/(k + 1)$, $\overline{a} = 1 - \alpha$, $c \geq b^2$, and $\epsilon_k \leq \frac{4(c-b^2)}{(k+1)^2}$. Then for every $k \geq 1$,

$$\| f - f_k \|^2 - d_f^2 \leq \frac{4c}{k}. \quad (6.1)$$

**Proof.** Given $\delta > 0$, let $f^*$ be a point in the convex hull of $\mathcal{G}$ with $\| f^* - f \| \leq d_f + \delta$. Thus $f^* = \sum_{i=1}^{N} \gamma_i g_i$ with $g_i \in \mathcal{G}$, $\gamma_i \geq 0$ and $\sum_{i=1}^{N} \gamma_i = 1$ for some sufficiently large $N$. Then for all $\alpha \in [0, 1]$,

$$\| \alpha f_{k-1} + \overline{a} g - f \|^2$$

$$= \| \alpha f_{k-1} + \overline{a} g - f^* + f^* - f \|^2$$

$$= \| \alpha f_{k-1} + \overline{a} g - f^* \|^2 + \| f^* - f \|^2 + 2(\alpha f_{k-1} + \overline{a} g - f^*, f^* - f),$$

where $(\cdot, \cdot)$ is the inner product in the Hilbert space $\mathcal{H}$. Thus,

$$\| \alpha f_{k-1} + \overline{a} g - f \|^2 - \| f^* - f \|^2$$

$$= \| \alpha f_{k-1} + \overline{a} g - f^* \|^2 + 2(\alpha f_{k-1} + \overline{a} g - f^*, f^* - f)$$

$$= \| \alpha (f_{k-1} - f^*) + \overline{a} (g - f^*) \|^2 + 2(\alpha f_{k-1} + \overline{a} g - f^*, f^* - f)$$

$$= \alpha^2 \| f_{k-1} - f^* \|^2 + \overline{a}^2 \| g - f^* \|^2 + \overline{a} (g - f^*)$$. 

Let $g$ be independently drawn from the set $\{g_1, \ldots, g_N\}$ with $P\{g = g_i\} = \gamma_i$. The average value of $\| \alpha f_{k-1} + \bar{\alpha} g - f \|^2 - \| f^* - f \|^2$ is

$$\sum_{i=1}^{N} \gamma_i \left[ \alpha^2 \| f_{k-1} - f^* \|^2 + \bar{\alpha}^2 \| g_i - f^* \|^2 + 2\alpha \bar{\alpha} \langle f_{k-1} - f^*, g_i - f^* \rangle ight]$$

$$= \alpha^2 \| f_{k-1} - f^* \|^2 + \bar{\alpha}^2 \sum_{i=1}^{N} \gamma_i \| g_i - f^* \|^2 + 2\alpha \bar{\alpha} \sum_{i=1}^{N} \gamma_i \langle f_{k-1} - f^*, g_i - f^* \rangle$$

$$+ 2 \sum_{i=1}^{N} \gamma_i \langle \alpha f_{k-1} + \bar{\alpha} g_i - f^*, f^* - f \rangle$$

$$= \alpha^2 \| f_{k-1} - f^* \|^2 + \bar{\alpha}^2 \left( \sum_{i=1}^{N} \gamma_i \left( \| g_i \|^2 - 2 \langle g_i, f^* \rangle + \| f^* \|^2 \right) \right) + 0$$

$$+ 2 \sum_{i=1}^{N} \gamma_i \langle \alpha f_{k-1} + \bar{\alpha} g_i - \alpha g_i - f^*, f^* - f \rangle$$

$$= \alpha^2 \| f_{k-1} - f^* \|^2 + \bar{\alpha}^2 \left( \sum_{i=1}^{N} \gamma_i \| g_i \|^2 - \| f^* \|^2 \right) + 2\alpha \langle f_{k-1} - f^*, f^* - f \rangle$$

$$\leq \alpha^2 \| f_{k-1} - f^* \|^2 + \bar{\alpha}^2 b^2 + 2\alpha \langle f_{k-1} - f^*, f^* - f \rangle.$$

Since the average is bounded in this way, there must be a $g \in \{g_1, \ldots, g_N\}$ such that

$$\| \alpha f_{k-1} + \bar{\alpha} g - f \|^2 - \| f^* - f \|^2$$

$$\leq \alpha^2 \| f_{k-1} - f^* \|^2 + \bar{\alpha}^2 b^2 + 2\alpha \langle f_{k-1} - f^*, f^* - f \rangle$$

$$= \alpha \left[ \| f_{k-1} - f^* \|^2 + 2\langle f_{k-1} - f^*, f^* - f \rangle \right] + \bar{\alpha}^2 b^2$$

$$\leq \alpha \left[ \| f_{k-1} - f^* \|^2 + 2\langle f_{k-1} - f^*, f^* - f \rangle \right] + \bar{\alpha}^2 b^2$$

$$\leq \alpha \left[ \| f_{k-1} - f^* \|^2 + 2\langle f_{k-1} - f^*, f^* - f \rangle + \| f^* - f \|^2 \right] + \bar{\alpha}^2 b^2$$

(6.2)

since $\alpha \in [0, 1]$. Noting that

$$\| f_{k-1} - f \|^2 = \| f_{k-1} - f^* + f^* - f \|^2$$

$$= \| f_{k-1} - f^* \|^2 + \| f^* - f \|^2 + 2\langle f_{k-1} - f^*, f^* - f \rangle,$$
we get
\[ \| f_{k-1} - f \|^2 - \| f^* - f \|^2 = \| f_{k-1} - f^* \|^2 + 2 \langle f_{k-1} - f^*, f - f \rangle. \]

Substituting into (6.2) and letting \( \delta \) go to 0, we get
\[ \inf_{g \in G} \| \alpha f_{k-1} + \bar{\alpha} g - f \|^2 - d_f^2 \leq \alpha \left[\| f_{k-1} - f \|^2 - d_f^2 \right] + \bar{\alpha}^2 b^2. \]

Setting \( k = 1, \alpha = 0 \) and \( f_0 = 0 \), we see that
\[ \inf_{g \in G} \| g - f \|^2 - d_f^2 \leq b^2. \]

Hence the theorem is true for \( k = 1 \). Assume as an inductive hypothesis that
\[ \| f_{k-1} - f \|^2 - d_f^2 \leq \frac{4c}{k-1}. \]

Then
\[ \inf_{g \in G} \| \alpha f_{k-1} + \bar{\alpha} g - f \|^2 - d_f^2 + \varepsilon_k \leq \frac{4c}{k-1} + \bar{\alpha}^2 b^2 + \frac{4(c-b^2)}{(k+1)^2}. \]

Letting \( \alpha = 1 - \frac{2}{k+1} = \frac{k-1}{k+1}, \bar{\alpha} = \frac{2}{k+1}, \)
\[ \inf_{g \in G} \| \alpha f_{k-1} + \bar{\alpha} g - f \|^2 - d_f^2 + \varepsilon_k \leq \frac{4c}{k+1} + \frac{4b^2}{(k+1)^2} + \frac{4(c-b^2)}{(k+1)^2} \]
\[ = \frac{4c}{k+1} + \frac{4c}{(k+1)^2} \]
\[ \leq \frac{4c}{k}. \]

Then (6.1) follows directly. \( \square \)

Recently, Koiran (1994) has independently obtained a similar result for iterative approximation when the target function is not in the convex closure of the set of functions. In (Koiran 1994), he obtained bounds of the form \( \| f - f_k \|^2 - d_f^2 \leq \frac{2c_d f}{\sqrt{k}} + \frac{c^2}{k} \) where \( C > \sqrt{b^2 + d_f^2} \). In comparison, our bound of \( O \left( \frac{1}{k} \right) \) is asymptotically better than Koiran's bound of \( O \left( \frac{1}{\sqrt{k}} \right) \). The constant in our bound is also independent of the target function, unlike the constant in his bound.
6.2 Equivalence in Efficient Learning

In this section we show that the class of single hidden layer neural networks with hidden units from an admissible class of basis functions is efficiently agnostically learnable if and only if the class of basis functions is efficiently agnostically learnable. This is done by using the iterative approximation result together with the agnostic learning algorithm of the basis function class as a subroutine to learn one hidden unit at a time.

We will need the following uniform convergence result which follows from Hoeffding's inequality (Hoeffding 1963) and the union bound.

**Theorem 6.2** Let $\mathcal{F}$ be a finite set of functions on some set $\mathcal{Z}$ with $0 \leq f(z) \leq C$ for all $f \in \mathcal{F}$ and $z \in \mathcal{Z}$. Let $S$ be a sequence of $m$ points drawn independently from $\mathcal{Z}$ according to an arbitrary distribution $P$ on $\mathcal{Z}$, and let $\epsilon > 0$. Then

$$P^m(\exists f \in \mathcal{F} : |\hat{E}_S(f) - E(f)| > \epsilon) \leq 2|\mathcal{F}|e^{-2\epsilon^2m/C}.$$  

For $0 < \delta \leq 1$ and sample size

$$m \geq \frac{C^2}{2\epsilon^2} \left( \ln |\mathcal{F}| + \ln \frac{2}{\delta} \right)$$

this probability is at most $\delta$.

We now show how an agnostic learning algorithm for $\mathcal{G}$ (using any hypothesis class $\mathcal{H}$) can be used as a subroutine to construct an algorithm for agnostically learn $\mathcal{N}_{K}^G$.

**Theorem 6.3** Let $\mathcal{G}$ be an admissible class of basis functions with $|g(x)| \leq b$ for all $g \in \mathcal{G}$. Then, with the quadratic loss function and $K > 0$, $\mathcal{N}_{K}^G$ is efficiently agnostically learnable if and only if $\mathcal{G}$ is efficiently agnostically learnable.

**Proof.** The only if part is trivial because $K$ and $\epsilon$ can be rescaled such that $\mathcal{G}$ is a subset of $\mathcal{N}_{K}^G$.

The function class $\mathcal{N}_{K}^G$ is the convex hull of $\mathcal{G}^1 = \{wg : |w| = K, g \in \mathcal{G}\} \cup \{x \mapsto K, x \mapsto -K\}$. Theorem 6.1 shows that to get within $\epsilon$ of the best expected loss, a number of iterations equal to $k = \frac{4c}{\epsilon}$ will do. Set $c = 2K^2b^2$ and $\epsilon_i = \frac{4K^2b^2}{(i+1)^2}$ for $1 \leq i \leq k$. Assume that the agnostic algorithm for learning $\mathcal{G}$ produces an hypothesis from $\mathcal{H}$. Since we are not making any
SUBLEARN(i, K, b, T, ε, δ, k, f_{i-1})

1. Set confidence to $\frac{δ}{2K}$ and accuracy to $\frac{(i+1)^2ε_i}{8K^2}$ where $ε_i = \frac{4K^2b^2}{(i+1)^2}$.

2. Pass this confidence and accuracy to algorithm A and, for each observation $(X, Y)$ from the original probability distribution, pass $(X, \frac{i+1}{2K}((1 - 2/(i + 1))f_{i-1}(X) - Y))$ to A. The bound on the magnitude of the new target random variable, $(i + 1)T/K$, is also passed to A. Assume the hypothesis produced is $h_1$.

3. Repeat Step 2, except that each observation $(X, Y)$ is replaced by $(X, \frac{(i+1)}{2K}((1 - 2/(i + 1))f_{i-1}(X) - Y))$. Assume the hypothesis produced is $h_2$.

4. Draw $\frac{8(2T)^4}{ε_i} (\ln 4 + \ln \frac{4K}{T})$ additional observations from the original distribution. Test the four hypotheses $\text{clip}_T \circ ((1 - 2/(i + 1))f_{i-1} + 2Kh_1/(i + 1))$, $\text{clip}_T \circ ((1 - 2/(i + 1))f_{i-1} - 2Kh_2/(i + 1))$, $(1 - 2/(i + 1))f_{i-1} + 2K/(i + 1)$ and $(1 - 2/(i + 1))f_{i-1} - 2K/(i + 1)$ against the observations and select the one which gives the minimum error as $f_i$.

Figure 6.1: Pseudo code for each iteration of the agnostic learning algorithm for $N^c_k$ (algorithm A is an agnostic learning algorithm for learning $G$).

assumptions about $H$ we do not know that it is bounded. We introduce the function $\text{clip}_T$ where

$$
\text{clip}_T(x) = \begin{cases} 
-T & \text{if } x \leq T \\
X & \text{if } -T < x < T \\
T & \text{if } x \geq T.
\end{cases}
$$

After each iteration, we compose the resulting function with $\text{clip}_T$. This can only improve the performance of the function since the observation range is a subset of $[-T, T]$. It also allows us to bound the range of the resulting hypothesis at each iteration. Assume the agnostic learning algorithm for learning $G$ is $A$. The pseudo-code for each iteration of the algorithm (SUBLEARN) is shown in Figure 6.1.

Let $f$ be the target function (conditional expectation of target $Y$ given input $X$). To satisfy Theorem 6.1, at the $i$th iteration, we must find function $h$ such that

$$
\int_{X \times Y} (2h(x)/(i + 1) + (1 - 2/(i + 1))f_{i-1}(x) - y)^2dP(x,y) 
\leq \inf_{g \in G^1} \int_{X \times Y} (2g(x)/(i + 1) + (1 - 2/(i + 1))f_{i-1}(x) - y)^2dP(x,y) + ε_i.
$$

where $f_{i-1}$ is the linear combination which has been found so far (possibly composed with $\text{clip}_T$ after each iteration).

Now members of $G^1$ consist of $wg$ where $w = \pm K$ and $g \in G \cup \{x \mapsto 1, x \mapsto -1\}$. 

Furthermore

\[
\int_{X \times Y} \frac{2w g(x)}{i + 1} + (1 - 2/(i + 1)) f_{i-1}(x) - y)^2 dP(x, y) = \left( \frac{2w}{i + 1} \right)^2 \int_{X \times Y} \left( g(x) + \frac{i + 1}{2w} \left( (1 - 2/(i + 1)) f_{i-1}(x) - y \right) \right)^2 dP(x, y).
\]

We now use the agnostic learning algorithm for \( G \) with respect to the new target random variable which has magnitude bounded by \( (i + 1)T/K \) (Step 2 and 3 in \textit{SUBLEARN}). Set confidence to \( \delta/2k \) and accuracy to \( (i + 1)^2 \epsilon_i/8K^2 \). Then with probability at least \( 1 - \delta/2k \), the hypothesis \( h_i \) produced is such that

\[
\int_{X \times Y} \frac{2w h_i(x)}{i + 1} + (1 - 2/(i + 1)) f_{i-1}(x) - y)^2 dP(x, y) \leq \left( \frac{2w}{i + 1} \right)^2 \inf_{g \in G} \int_{X \times Y} \left( g(x) + \frac{i + 1}{2w} \left( (1 - 2/(i + 1)) f_{i-1}(x) - y \right) \right)^2 dP(x, y) + (i + 1)^2 \epsilon_i/8K^2 = \inf_{g \in G} \int_{X \times Y} (w g(x)/i + (1 - 1/i) f_{i-1}(x) - y)^2 dP(x, y) + \epsilon_i/2.
\]

This has to be done for both \( w = K \) and \( w = -K \). We also have to compare the performances of the functions \( x \mapsto K \) and \( x \mapsto -K \). Hence at each iteration, we produce four hypotheses from which we have to choose one. If we have no other way of choosing between the four hypotheses, we have to do hypothesis testing (Step 4 in \textit{SUBLEARN}). From Theorem 6.2, a sample size of 

\[
\frac{8(2T)^4}{\epsilon_i^4} (\ln 4 + \ln \frac{4k}{\delta})
\]

is large enough so that the empirical quadratic loss is no more that \( \epsilon_i/4 \) from the expected quadratic loss for all functions with probability at least \( 1 - \delta/2k \). If we choose the hypothesis which has the smallest empirical loss, the expected loss will be no more that \( \epsilon_i/2 \) away from the expected loss of the best hypothesis with probability \( 1 - \delta/2k \).

So at each iteration, given an efficient agnostic learning algorithm for learning \( G \), we can produce an hypothesis which satisfies the requirements of Theorem 6.1 with probability at least \( 1 - \delta/k \). Since the probability of failure at any of the \( k \) iterations is no more than \( \delta \), we have produced a learning algorithm for \( N^G_K \). It is easy to see that if the time complexity of the algorithm for learning \( G \) is polynomial in the relevant parameters, the time complexity of the resulting algorithm for learning \( N^G_K \) will be polynomial in the desired parameters. \( \square \)

In Theorem 6.3, we make no assumptions about the hypothesis class used by the agnostic learning algorithm for learning \( G \). If we have a proper agnostic learning algorithm (or we know
the hypothesis class), we can use a different algorithm which minimizes the empirical error at each stage instead of the expected error. With a proper agnostic learning algorithm for $G$ this algorithm gives a better bound on the sample complexity.

We need to bound the covering number of the network constructed using Theorem 6.1. Let $C_{K,k}^G = \{ x \mapsto \sum_{i=1}^k a_i g_i(x) : g_i \in G_k \}$ where $G_k^1 = \{ x \mapsto Kg(x), x \mapsto -Kg(x), x \mapsto K, x \mapsto -K : g \in G \}$ and $a_1, \ldots, a_k$ is the fixed sequence of numbers constructed according to Theorem 6.1 with $a_i \geq 0, i = 1, \ldots, k$ and $\sum_{i=1}^k a_i = 1$.

**Lemma 6.4** Let $x = (x_1, \ldots, x_m)$ where $x_i \in \mathcal{X}$ for $i = 1, \ldots, m$.

$$N(\epsilon, C_{K,k}^{G_1}|x, l_1) \leq \left(N(\epsilon, G_k|x, l_1)\right)^k \leq 2^k \left(N(\epsilon/K, G|x, l_1) + 1\right)^k. \quad (6.3)$$

The proof is essentially the same as the proof for Lemma 5.7.

**Theorem 6.5** Let $G$ be an admissible function class. Then $N_{K,k}^G$ is properly efficiently agnostically learnable if $G$ is properly efficiently agnostically learnable. Furthermore the sample complexity for properly efficiently learning $N_{K,k}^G$ is at most

$$\frac{14000C^4}{\epsilon} \left(\frac{32C^2}{\epsilon} \ln \max_{x \in \mathcal{X}^m} \left(N \left(\frac{\epsilon}{1024CK}, G|x, l_1\right) + 1\right) + \frac{32C^2}{\epsilon} \ln 2 + \ln \frac{12}{\delta}\right)$$

where $C = \max\{Kb, T, 1\}$.

**Proof.** As in the proof of Theorem 5.2, we can scale the function class and target random variable by dividing by $C$.

The covering number of the scaled function class is the same as the $C\epsilon$ covering number of the unscaled class. By calculating the bounds for accuracy $\epsilon/C^2$ and rescaling back, we obtain the desired bound. Assume the scaled function class is $\mathcal{F}$. Let $\alpha = 1/2$ in Theorem 3.7 and use Lemma 6.4 with $\nu = \nu_c = \epsilon/4C^2$ to get

$$P^m \left\{ z \in \mathcal{Z}^m : \exists f \in \mathcal{F}, \mathbb{E} \left[ (y - f(x))^2 - (y - f_a(x))^2 \right] \right\}$$

$$\geq 2 \hat{\mathbb{E}}_z \left[ (y - f(x))^2 - (y - f_a(x))^2 \right] + \epsilon/(2C^2)$$

$$\leq 6 \max_{x \in \mathcal{X}^2m} \left\{ N \left(\frac{\epsilon}{1024CK}, C_{K,k}|x, l_1\right) \exp(-\epsilon m/14000C^2) \right\}$$

$$\leq 6 \times 2^k \max_{x \in \mathcal{X}^2m} \left( N \left(\frac{\epsilon}{1024CK}, G|x, l_1\right) + 1 \right)^k \exp(-\epsilon m/14000C^2).$$
Let \( f'(x) = \mathbb{E}_z[Y|X = x] \). Let \( \hat{f}_k \) be the estimated function and let \( \hat{f}_a \) be the function in the convex closure which minimizes the empirical error. Then

\[
\mathbb{E}_z[(y - \hat{f}_k(x))^2 - (y - f_a(x))^2] = \mathbb{E}_z[(f'(x) - \hat{f}_k(x))^2 - (f'(x) - f_a(x))^2].
\]

Note that

\[
\mathbb{E}_z[(f'(x) - \hat{f}_k(x))^2 - (f'(x) - f_a(x))^2] \leq \mathbb{E}_z[(f'(x) - \hat{f}_k(x))^2 - (f'(x) - \hat{f}_a(x))^2].
\]

In Theorem 6.1, set \( c = 2C^2 \). To get approximation within \( \epsilon/4 \) (with respect to the empirical mean squared error), we require \( k \geq 32C^2/\epsilon \). Setting the right hand side of (5.2) to be \( \delta/2 \) and \( k = 32C^2/\epsilon \) and solving for \( m \), we get a sample size bound of

\[
\frac{14000C^4}{\epsilon} \left( \frac{32C^2}{\epsilon} \ln \max_{x \in \mathcal{X}} \left( N \left( \epsilon \left( \frac{10^24C^2}{K}, x, 1 \right), \epsilon \right) + 1 \right) + \frac{32C^2}{\epsilon} \ln 2 + \ln \frac{12}{\delta} \right).
\]

Having selected a sample of size \( m \), we now need an algorithm to find \( \hat{f}_k \). We show that a proper efficient agnostic learning algorithm for \( \mathcal{G} \) can be used as an efficient randomized algorithm for optimizing the error on the sample using \( C_{K,k}^G \). Learning algorithms are often formed from optimization algorithms, and in such cases, the algorithms can be used directly to minimize the error on the sample. The idea is to use the learning algorithm to sample and learn from the empirical distribution so that at each stage \( i \) of the iterative approximation, the error relative to the optimum is less than \( \epsilon_i \) (from Theorem 6.1) with probability greater than \( 1 - \delta/2k \). This can be done in a way similar to the proof of Theorem 6.3 except that we can test the hypotheses directly using the same sample (and we do not have to compose the resulting function with \( clip_T \) at each iteration). Knowing the covering number of \( \mathcal{G} \) enables us to bound the size of the sample required to be sampled according to the empirical distribution (Corollary 3.5). Note that since we are sampling from the empirical distribution, no new observations need to be drawn from the original distribution. Theorem 6.1 assures us that if we are successful at each iteration, we will be within the desired error on the empirical distribution which gives us the desired error on the sample. \( \square \)

### 6.3 Relationship with Agnostic PAC learning

Let \( \mathcal{G} \) be a class of \( \{0, 1\} \)-valued functions. Let the observed range be \( \{0, 1\} \). We call proper agnostic learning with discrete loss under these assumptions proper agnostic PAC learning. In this section, we show that if \( \mathcal{G} \) is properly efficiently agnostically PAC learnable, then \( N_{K}^{\mathcal{G}} \) is properly efficiently agnostically learnable (with the squared loss function). Note that \( N_{K}^{\mathcal{G}} \) has real-valued output with real-valued targets while the algorithm for agnostic PAC learning only
handles \(\{0, 1\}\)-valued function classes with \(\{0, 1\}\)-valued targets.

As shown by Jones (1992), the iterative approximation result holds even if the inner product of the basis function with \(f_k - f\) (where \(f\), the target function is in the closure of the convex hull and \(f_k\) is the current network) is minimized instead of the empirical quadratic error. This is also true for the proof given by Koiran (1994) for the case where the target function is not in the closure of the convex hull of the function class. We use this property and transform the problem of minimizing the inner product on a finite set of observations into the problem of agnostic PAC learning.

The following theorem follows from the proof of Theorem 1 given in (Koiran 1994) with minor changes. For completeness we include the proof here.

**Theorem 6.6** Let \(G\) be a subset of a Hilbert space \(H\) with \(\|g\| \leq b\) for each \(g \in G\). Let \(co(G)\) be the convex hull of \(G\). For any \(f \in H\), let \(d_f = \inf_{g' \in co(G)} \|g' - f\|\). Let \(f_0 = 0, c > 2b + d_f\) and iteratively for \(k \geq 1\), suppose \(f_k\) is chosen to be \(f_k = (1 - 1/k)f_{k-1} + g'/k - f\), where \(g' \in G\) is chosen to satisfy
\[
\langle f_{k-1} - f, g' \rangle \leq \inf_{g' \in G} \langle f_{k-1} - f, g' \rangle + \epsilon_k
\]
and \(\epsilon_k \leq \frac{c^2 - (2b + d_f)^2}{k^2}\). Then
\[
\|f - f_k\|^2 - d_f^2 \leq \frac{2cd_f}{\sqrt{k}} + \frac{c^2}{k}.
\]

**Proof.** We will show that for any function \(h\) in \(H\) and any \(\alpha \in [0, 1]\) and \(\tilde{\alpha} = 1 - \alpha\),
\[
\|\alpha h + \tilde{\alpha} g - f\|^2 \leq \alpha^2 \|h - f\|^2 + 2\alpha \tilde{\alpha} d_f \|h - f\| + \tilde{\alpha}^2 (2b + d_f)^2 + \epsilon_k
\]
where \(g\) is chosen to satisfy \(\langle h - f, g \rangle \leq \inf_{g' \in G} \langle h - f, g' \rangle + \epsilon_k\). Setting \(\alpha = 0\) shows that the result holds for \(k = 1\). Assume the desired inequality holds for \(f_{k-1}\). The result then follows by induction. From (6.4), with \(\alpha = 1 - 1/k\) and \(\tilde{\alpha} = 1/k\), we get
\[
\|f_n - f\|^2 \leq \frac{(k - 1)^2 \|f_{k-1} - f\|^2}{k^2} + \frac{2(k - 1)d_f \|f_{k-1} - f\|}{k^2} + \frac{(2b + d_f)^2}{k^2} + \frac{(c^2 - (2b + d_f)^2)}{k^2}.
\]
By the induction hypothesis,
\[
\|f_k - f\|^2 \leq \frac{(k - 1)^2}{k^2} \left[ d_f^2 + \frac{2d_f c}{\sqrt{k - 1}} + \frac{c^2}{k - 1} \right]
\]
It follows that

$$\|f_k - f\|^2 \leq d_f^2 + \frac{2cd_f}{k} + \frac{c^2}{k}$$

as required. We now verify (6.4).

For any $g \in G$,

$$\|\alpha h + \alpha g - f\|^2 = \alpha^2\|h - f\|^2 + \alpha^2\|g - f\|^2 + 2\alpha\alpha (h - f, g - f).$$

Given $\delta > 0$, let $f^* \in co(G)$ be such that $\|f^* - f\| \leq d_f + \delta$. For some sufficiently large $p$, $f^*$ is of the form $\sum_{i=1}^{p} \gamma_i g_i$ with $\gamma_i \geq 0$, $\sum_{i=1}^{p} = 1$ and $g_i \in G$. The average value of the inner product $(h - f, f - f)$ for $g \in \{g_1, \ldots, g_p\}$ is

$$\sum_{i=1}^{p} \gamma_i (h - f, g_i - f) = (h - f, f^* - f) \leq (d_f + \delta)\|h - f\|. \quad (6.5)$$

Furthermore, for any $g \in G$,

$$\|g - f\|^2 = \|g - f^* + f^* - f\|^2 \leq (\|g\| + \|f^*\| + \|f^* - f\|)^2 \leq (2b + d_f + \delta)^2.$$

Hence, with the average of the inner product bounded as in (6.5), if the $g$ chosen as described,

$$\|\alpha h + \alpha g - f\|^2 \leq \alpha^2\|h - f\|^2 + \alpha^2[(2b + d_f + \delta)^2] + 2\alpha\alpha\|h - f\|(d_f + \delta) + 2\alpha\alpha\varepsilon_k.$$

Letting $\delta$ go to 0 and noting that $2\alpha\alpha \leq 1$ completes the proof. $\square$

**Theorem 6.7** Let $G$ be a class of admissible \{0, 1\}-valued basis functions. Then $N^G_K$ is properly efficiently agnostically learnable with the quadratic loss if $G$ is properly efficiently agnostically PAC learnable.

**Proof.** Since the target range is bounded we can easily find a bound for $d_f$. Using Theorem 6.6, pick the number of basis functions $k$ in the linear combination to obtain approximation $\varepsilon/4$ for approximation under the empirical distribution. Then, as in the proof of Theorem 5.2, find the
sample complexity so that $\mathbb{E}[(y - f(x))^2 - (y - f_a(x))^2] < 2\mathbb{E}_Z[(y - f(x))^2 - (y - f_a(x))^2] + \epsilon / 2$.

Since $G$ is agnostically PAC learnable, the VC-dimension (hence pseudo-dimension) is polynomial in the complexity parameters (Blumer et al. 1989). Hence, the sample size needs to grow no faster than polynomially in all the desired parameters. Finally we need to show how an algorithm for agnostically PAC learning $G$ can be used to obtain an efficient randomized optimization algorithm for the selected sample. With the empirical distribution, Theorem 6.6 shows that this can be done by approximating to accuracy $\epsilon_i$ at each iteration.

For each iteration $i$, $1 \leq i \leq k$, we want to find $g \in G$ to minimize $\langle f_{k-1} - f, wg \rangle = \frac{w}{m} \sum_{i=1}^{m} (f_{k-1}(x_i) - f(x_i))g(x_i)$ for both $w = K$ and $w = -K$ where $f$ is the conditional expectation on the sample under the empirical distribution. For $w = K$ define a function $h$ on the sample such that

\[ h(x_i) = 0 \quad \text{if} \quad f_{k-1}(x_i) - f(x_i) > 0, \]
\[ h(x_i) = 1 \quad \text{if} \quad f_{k-1}(x_i) - f(x_i) \leq 0. \]

Thus $h$ is the $\{0, 1\}$-valued function which minimizes the inner product. A similar $\{0, 1\}$-valued function can be defined for $w = -K$. We will use the agnostic PAC learning algorithm to learn $h$ under a modified distribution.

Let $s = \sum_{i=1}^{m} |f_{k-1}(x_i) - f(x_i)|$. Set up a distribution $P$ on $x_1, \ldots, x_m$ such that

\[ P(x_i) = \frac{|f_{k-1}(x_i) - f(x_i)|}{s}. \]

Let $g^* \in G$ minimize the error for target $h$ and distribution $P$. Let $g'$ be produced by the agnostic algorithm such that

\[
\Pr(h \neq g') \leq \Pr(h \neq g^*) + \frac{m \epsilon_i}{Ks}
\equiv \sum_{h(x_i) = 1} \frac{|f_{k-1}(x_i) - f(x_i)|}{s} (h(x_i) - g'(x_i)) + \\
\sum_{h(x_i) = 0} \frac{|f_{k-1}(x_i) - f(x_i)|}{s} (g'(x_i) - h(x_i)) \\
\leq \sum_{h(x_i) = 1} \frac{|f_{k-1}(x_i) - f(x_i)|}{s} (h(x_i) - g^*(x_i)) + \\
\sum_{h(x_i) = 0} \frac{|f_{k-1}(x_i) - f(x_i)|}{s} (g^*(x_i) - h(x_i)) + \frac{m \epsilon_i}{Ks}
\equiv \sum_{h(x_i) = 1} \frac{|f_{k-1}(x_i) - f(x_i)|}{s} (g^*(x_i) - g'(x_i)) - \\
\sum_{h(x_i) = 0} \frac{|f_{k-1}(x_i) - f(x_i)|}{s} (g^*(x_i) - g'(x_i)) - \\
\sum_{h(x_i) = 1} \frac{|f_{k-1}(x_i) - f(x_i)|}{s} (h(x_i) - g'(x_i)) + \\
\sum_{h(x_i) = 0} \frac{|f_{k-1}(x_i) - f(x_i)|}{s} (g'(x_i) - h(x_i)) - \frac{m \epsilon_i}{Ks},
\]
Similarly we can show that $Kg^*$ minimizes the inner product $\langle f_{k-1} - f, Kg \rangle$. A similar argument can also be used for $w = -K$. Finally note that $Ks/m$ is bounded by $K(T + K)$. The rest of the proof follows in a manner similar to Theorem 6.5. □

6.4 Hardness Results

While Theorem 6.7 is interesting in relating agnostic PAC learning to learning a single hidden layer neural network, there do not appear to be many basis function classes which are properly efficiently agnostically PAC learnable. Available results show the hardness of properly agnostically PAC learning monomials and halfspaces under the assumption $RP \neq NP$ (Kearns et al. 1994, Höfgen & Simon 1992). This implies that for networks of functions from these classes, it is unlikely that an efficient algorithm can be obtained from the approach given here. Since the quadratic loss is equivalent to the discrete loss when the function class as well as the target functions are $\{0, 1\}$-valued, the approach given in Section 6.2 for properly learning networks by properly learning the basis functions with the quadratic loss is also unlikely to produce an efficient agnostic learning algorithm for these function classes. However, these results do not rule out efficient agnostic learning using other methods or other hypothesis classes. To do that requires representation independent hardness results.

In (Kearns et al. 1994), it was shown that if the class of monomials is efficiently agnostically learnable (with any hypothesis class) with respect to the discrete loss function, then the class of polynomial-size DNF is efficiently learnable in the PAC learning model. (It is generally believed that polynomial-sized DNF is not likely to be efficiently learnable (Jerrum 1994).) Using techniques similar to that in (Kearns et al. 1994), it is possible to show that if a class of $\{0, 1\}$-valued basis functions include monomials, then an efficient agnostic learning algorithm for the class using the quadratic loss function can be used to efficiently find a randomized hypothesis for polynomial-sized DNF. (We say a hypothesis $h$ is randomized if there exists a probabilistic polynomial time algorithm that, given $h$ and an instance $v$, computes $h$’s prediction on $v$.) If we
assume that it is hard to find a learning algorithm for DNF, then agnostically learning such basis function classes as well as the network of the basis functions is hard.

The idea behind the proof is to show that the network can be used as a weak PAC learning algorithm for learning $p(n)$-term DNF. The result then follows from the fact that a $\{0, 1\}$-valued function class is efficiently PAC learnable if and only if it is efficiently weakly PAC learnable (Schapire 1990).

**Definition 6.8** The class of monomials over $n$ Boolean variables $x_1, \ldots, x_n$ consist of all conjunctions of literals over the variables. For any $k$, the class of $k$-term DNF consist of all disjunctions of the form $M_1 \lor \ldots \lor M_k$ where each $M$ is a monomial.

**Definition 6.9** Let $G$ be a class of functions mapping from $\mathcal{X}$ to $\{0, 1\}$. Suppose $G$ is parametrized by complexity parameter $n$. Then $G$ is efficiently weakly PAC learnable if there exists a polynomial $p$ and an algorithm $A$ such that for all $n \geq 1$, for all target functions $g \in G$, for any probability distribution $D$ on $\mathcal{X}$, and for all $0 < \delta \leq 1$, algorithm $A$, given the parameters $n$ and $\delta$, draws instances from $D$ labelled by $g$, runs in time polynomial in $n$ and $1/\delta$, and outputs a hypothesis $h$ that with probability at least $1 - \delta$ has expected error no more than $1/2 - 1/p(n)$.

**Theorem 6.10** ((Schapire 1990)) Let $G$ be a function class mapping from $\mathcal{X}$ to $\{0, 1\}$. $G$ is efficiently weakly PAC learnable if and only if it is efficiently PAC learnable.

For any function $h : \mathcal{X} \to [0, 1]$, define $s_h(x)$ to be a boolean random variable that is 1 with probability $h(x)$ and 0 with probability $1 - h(x)$. We will need the following result.

**Lemma 6.11** ((Kearns et al. 1994)) Let $f : \mathcal{X} \to \{0, 1\}$ be any boolean function, and let $h : \mathcal{X} \to [0, 1]$ be a real-valued function. Then for any distribution $D$ on $\mathcal{X}$

$$\Pr(f(x) \neq s_h(x)) \leq E[(f(x) - h(x))^2] + 1/4.$$

**Theorem 6.12** Let $G = \bigcup_{n=1}^\infty$ where each $G_n$ is a permissible class of $\{0, 1\}$-valued functions on $\mathbb{R}^n$ such that the class of monomials is a subset of $G_{\{0,1\}^n}$ and let $p(n)$ be any polynomial in $n$. If $G$ is efficiently agnostically learnable with respect to the quadratic loss function, then there exists an efficient algorithm (which produces randomized hypotheses) for learning $p(n)$-term DNF.

**Proof.** We will show that there exists a weak learning algorithm (which produces randomized hypotheses) for $p(n)$-term DNF. The result then follows from Theorem 6.10.
For any target $p(n)$-term DNF formula, there exists a monomial that never makes an error on a negative example and gets at least $1/p(n)$ of the positive examples right (because the $p(n)$ terms cover all the positive examples). Let $\omega \in \mathcal{G}$ be equivalent to this monomial when restricted to $\{0,1\}^n$. Then $\omega' = \frac{1}{2}(\omega + 1) \in \mathcal{N}_1^G$ will have quadratic error 1/4 on the negative examples. On the positive examples the quadratic error of $\omega'$ will be zero when the monomial $\omega$ gives the correct classification and 1/4 when it gives the wrong classification.

The algorithm for producing the randomized hypothesis goes as follows. (The constants are chosen for convenience.) Assume that the probability that an instance is labelled 1 is $\alpha$. Draw a large enough sample (using e.g. Theorem 6.2) so that with probability at least $1 - \delta/2$, the empirical average $\hat{\alpha}$ is within $\epsilon/2$ of $\alpha$ for some small $\epsilon < 7/(32p(n))$. If the empirical average is less than $1/4 + \epsilon/2$, choose the all zero monomial. If the empirical average is more than $3/4 - \epsilon/2$ choose the the all one monomial. Either of these hypotheses will then have error no more than $1/4 + \epsilon$. Otherwise the probability of a positive example is between $1/4$ and $3/4$. We then use the agnostic learning algorithm to learn the function using $\mathcal{N}_1^G$ with quadratic loss. From Section 6.2, $\mathcal{N}_1^G$ is efficiently agnostically learnable if $\mathcal{G}$ is efficiently agnostically learnable. The above argument shows that there exists a function in $\mathcal{N}_1^G$ with expected quadratic error less than $\frac{1}{16} \left(1 - \frac{1}{p(n)}\right) + \frac{1}{4} \left(1 - \frac{1}{4}\right) = \frac{1}{4} - \frac{1}{16p(n)}$. Let $f$ be our target DNF. Use the agnostic algorithm to produce a hypothesis $h$ which is no more that $1/(32p(n))$ away from the optimum with probability at least $1 - \delta/2$. Then from Lemma 6.11, we have $\Pr[f(x) \neq s_h(x)] \leq \mathbb{E}[(f(x) - h(x))^2] + 1/4 < 1/2 - 1/(32p(n))$, where $s_h(x)$ is a boolean random variable that is 1 with probability $h(x)$ and zero with probability $1 - h(x)$. The probability of the algorithm failing to produce a hypothesis $h(x)$ and zero with probability $1 - h(x)$. The probability of the algorithm failing to produce a hypothesis with error less than $1/2 - 1/(32p(n))$ is no more than $\delta$. Hence the algorithm is a weak learning algorithm which produces randomized hypotheses for learning $p(n)$-term DNF. □

It is easy to see that the result also holds in the logarithmic cost model of computation (Aho et al. 1974) because the second layer weights of the neural network are fixed at $1/k$, where $k$ is the number of hidden units.

### 6.5 Learning Bounded Fan-in Neural Networks

From the result in the previous section, it would appear that agnostically learning a single hidden layer neural network with linear threshold hidden units is likely to be computationally difficult. In
this section, we consider learning a computationally tractable subclass: the class of single hidden
layer neural networks with bounded fan-in.

6.5.1 Sample Complexity

We first bound the sample complexity for learning networks with bounded fan-in. Let the basis
function class be

\[ G_\tau := \{ x \mapsto h(v_i \cdot x + v_{i0}) : \text{at most } \tau \text{ of the coordinates } v_{ij} \text{ of } v_i \text{ are nonzero} \} \]

where \( h \) is the step function, \( h(z) = 1 \) for \( z > 0 \) and \( h(z) = 0 \) otherwise, \( x \in \mathbb{R}^n \), and
\( v_i \cdot x = \sum_{j=1}^{n} v_{ij} x_j \).

**Lemma 6.13** Let \( x \) be a sequence of points from \( \mathbb{R}^n \). Then for \( 0 < \epsilon \leq 1 \),

\[ N(\epsilon, G_\tau | x, l_1) \leq 2n^\tau \left( 2e \ln \frac{2e}{\epsilon} \right)^\tau. \]

**Proof.** The class \( \mathcal{L} \) of linear threshold functions in \( \tau \) dimensions has pseudo-dimension \( \tau + 1 \).
From Lemma 3.8, for any sequence of points \( x \) the covering number \( N(\epsilon, \mathcal{L} | x, l_1) \leq 2 \left( \frac{2e}{\epsilon} \ln \frac{2e}{\epsilon} \right)^\tau \).
A cover for \( G_\tau \) can be formed from the union of \( \binom{n}{\tau} \leq n^\tau \) such covers. \( \square \)

**Corollary 6.14** The sample complexity for efficiently agnostically learning \( N_{K^\tau}^G \) is bounded by

\[ \frac{14000C^2}{3\epsilon} \left( 32C^2 \tau \ln \left( \frac{2048eC^2n}{\epsilon} \ln \frac{2048eC^2}{\epsilon} + 1 \right) + 64C^2 \ln 2 + \ln \frac{12}{\delta} \right) \]

where \( C = \max\{K, T, 1\} \).

**Proof.** The proof follows from Theorem 6.5 and Lemma 6.13. \( \square \)

6.5.2 Loading Algorithm

Having bounded the sample complexity, we still need to find an algorithm which will produce
a network which will give the required approximation. In this section we describe an algorithm
**CONSTRUCT** which produces a network by iteratively adding hidden units as suggested by the
approximation result in Section 6.1. Note that in Theorem 6.1, we have a fixed set of output
layer weights for each iteration. The algorithm receives as inputs the number of iterations
$\text{SPLITTING}(A)$

\[\mathcal{W} := \emptyset;\]
\[P := \emptyset;\]
\[\text{for all } \tau\text{-tuples } (t_1, \ldots, t_\tau) \text{ from } \{1, \ldots, n\} \text{ with } t_1 < \ldots < t_\tau\]
\[\text{for all } (\tau + 1)\text{-tuples } (r_1, \ldots, r_{\tau+1}) \text{ from } \{1, \ldots, m\} \text{ with } r_1 < \ldots < r_{\tau+1}\]
\[\text{for all } l\text{-tuples } (\alpha_1, \ldots, \alpha_l) \in \{-1, 1\}^l\]
\[\text{if a solution }\]
\[(v_0, v_0^*) \in \{(v, v_t) \in \mathbb{R}^{n+1}; \text{ only } v_t, \ldots, v_t, v_t \text{ are nonzero}\}\]
\[\text{to the system of linear equations}\]
\[x_{r_\nu} \cdot v + v_t = \alpha_\nu \quad \nu = 1, \ldots, l\]
\[\text{exists then}\]
\[\text{Split } A \text{ into two subsets } A' \text{ and } A'' \text{ by the hyperplane given}\]
\[\text{by } v_0 \cdot x = -v_0;\]
\[\text{if } \{A', A''\} \not\subseteq P \text{ then}\]
\[\mathcal{W} := \mathcal{W} \cup \{(v_0, v_0^*)\};\]
\[P := P \cup \{A', A''\};\]
\[\text{endif;}\]
\[\text{endfor;}\]
\[\text{endfor;}\]
\[\text{return } \mathcal{W};\]

Figure 6.2: Subroutine $\text{SPLITTING}$

$k$, the bound on the sum of magnitudes of output weights $K$, the fan-in $\tau$ and a sequence $S := \{(x_1, y_1), \ldots, (x_m, y_m)\}$ from $X \times Y$. At each iteration, the algorithm generates all possible dichotomies of the sample with a bounded fan-in hidden unit and then adds the hidden unit which minimizes the empirical loss at each stage.

We first describe a subroutine $\text{SPLITTING}$ for generating all possible dichotomies (Figure 6.2). The subroutine and proof of correctness are adapted from (Farago & Lugosi 1993). The input to the subroutine is a set $A := \{x_1, \ldots, x_m\}$. It returns a set $\mathcal{W}$ of weight (and bias) vectors which correspond to all possible dichotomies on $A$. For notation convenience, an $m\leq$-tuple means an $l$-tuple for some $1 \leq l \leq m$.

Lemma 6.15 The subroutine $\text{SPLITTING}$ generates all possible dichotomies of $m$ points using a linear threshold unit with $\tau$ or fewer nonzero weights in $\mathbb{R}^n$ in $O(2^\tau n^{2\tau} m^{2(\tau+1)})$ steps.

Proof. The algorithm goes through $\left(\begin{array}{c} n \\ \tau \end{array}\right) \sum_{i=1}^{\tau+1} 2^i \left(\begin{array}{c} m \\ i \end{array}\right) \leq n^\tau 2^{\tau+1} m^{\tau+1}$ iterations of the innermost loop where it does comparisons and solves linear equations. Each set of linear equations has no more than $\tau + 1$ variables and no more than $\tau + 1$ equations. By Gaussian elimination solving
Figure 6.3: Algorithm \textit{CONSTRUCT}

each system takes $O(\tau^3)$ operations. Each comparison against $P$ takes $O(n\tau m^{\tau+1})$. So the total number of operations is $O(2\tau^3 n^2 \tau m^{2(\tau+1)})$.

We now show that all dichotomies are generated. Note that a dichotomy generated by a unit with fewer than $\tau$ weights can also be generated with a unit with $\tau$ weights. All possible combinations of $\tau$ inputs are generated. So we only need to ensure that all possible dichotomies of a unit with a set of $\tau$ weights are generated. This is the same as considering a linear threshold unit in $\tau$ dimensions.

First note that any dichotomy in $\mathbb{R}^\tau$ can be implemented by a hyperplane of the form $b \cdot x + b_t = 0$ with some $(b, b_t) \in \mathbb{R}^{\tau+1}$. For any $x_i \in A$, either $b \cdot x_i + b_t > 0$ or $b \cdot x_i + b_t < 0$. A suitable $b$ can be found by replacing $> 0$ and $< 0$ by $> 1$ and $< -1$ and solving the arising system of inequalities\footnote{Farago & Lugosi (1993) set $b_t$ to $-2$ and then replace the inequalities with $b \cdot x > 3$ and $b \cdot x < 1$ but that gives an incorrect result. For example, let $x_1 = (1,0)$ be labelled 1, $x_2 = (1,1)$ be labelled 0 and $x_3 = (0,1)$ be labelled 1. Although the dichotomy can be implemented by a $b$ such that $b \cdot x = 2$, there is no $b$ that satisfies $b \cdot x_1 \geq 3, b \cdot x_2 \leq 1$ and $b \cdot x_3 \geq 3.$} for $(b, b_t)$. Let $H_1$ and $H_2$ be the two open halfspaces generated by the hyperplane. Then given a partition $A \cap H_1, A \cap H_2$ of $A$, an appropriate $(b, b_t)$ can be found by taking any solution to the linear system of inequalities

$$x_i \cdot v + v_t \geq 1, \quad x_i \in A \cap H_1$$

$$x_j \cdot v + v_t \leq -1, \quad x_j \in A \cap H_2$$

This system of inequalities defines a polyhedron in weight space. It is possible to select $l$
inequalities for some $l \leq \tau + 1$ such that they can be satisfied if and only if the polyhedron is nonempty and every solution of the arising system of linear equation also satisfies the whole system of inequalities (see (Farago & Lugosi 1993)). Since we are considering all possible systems of $\tau + 1$ or fewer equations, all possible dichotomies are generated by the algorithm.

The pseudo-code for the algorithm CONSTRUCT is given in Figure 6.3. It receives as inputs the number of iterations $k$, the bound on the sum of magnitudes of output weights $K$, the fan-in $\tau$ and a sequence $S = \{(x_1, y_1), \ldots, (x_m, y_m)\}$. At each iteration $j$, we multiply the previous network $f$ by $1 - 2/(j + 1)$ and add the function $2g/(j + 1)$ which minimizes $\text{COST}(1 - 2/(j + 1))f + 2g/(j + 1), S)$ over all $g$ given by the subroutine SPLITTING (here $\text{COST}(1 - 2/(j + 1))f + 2g/(j + 1), S)$ is the sum of squared errors on the sequence $S$). The time complexity of the algorithm is $O(2^\tau \tau^3 kn^2 \tau m^{2(\tau+1)})$.

Since the algorithm minimises the error at each iteration, the algorithm is an agnostic learning algorithm if the sample size is chosen according to Corollary 6.14. Since the computation time is polynomial in all the parameters (with the fan-in fixed) the algorithm is efficient.

If the hidden unit used is not the linear threshold unit but has a Lipschitz bound, the parameters can be discretized with an appropriate grid size (instead of obtaining all dichotomies, see (Barron 1994)) to get a similar result.

### 6.6 Discussion

We have shown that if a basis function class is efficiently agnostically learnable, then a single hidden layer neural networks with hidden units from the basis function class is efficiently agnostically learnable. This is done by iteratively learning one function of the linear combination at a time and using the agnostic learning algorithm for the basis function class as a subroutine. For many function classes, for example classes of functions with finite pseudo-dimension, the sample complexity for agnostically learning the class of single hidden layer neural networks is not much worse than the sample complexity for properly agnostically learning the basis function class. Another advantage of the iterative approximation approach is the ease of learning linear combinations of functions from more than one basis function class. In the fixed network approach common in the neural network literature, the number of basis functions from each basis function class has to be specified in advance. For linear combinations of $k$ basis functions from $s$ basis function classes, this leads to $(k + s - 1)!/k!(s - 1)! = \Omega(s^k)$ (when $k$ is fixed) possible combinations to choose from.
In contrast, the time complexity of the greedy iterative approximation approach is approximately $s$ times the time taken to learn the linear combinations of the most difficult basis function class (ignoring increased sample complexity). Since the covering number of the union of $s$ basis function classes is bounded by $s$ times the largest covering number of function classes in the union, the sample size needs to grow only logarithmically with $s$, assuming a similar covering number for each basis function class.

Unfortunately, our results also indicate that agnostic learning of single hidden layer neural networks is likely to be computationally difficult for many interesting basis function classes. However, we should note that the agnostic learning framework is a very demanding framework and it is possible that learning many of these function classes may not be difficult under other realistic assumptions.

Within the agnostic learning framework, we have shown that the class of single hidden layer neural networks with bounded fan-in (with linear threshold hidden units) is efficiently learnable. In fixed dimension or with bounded fan-in, the class of linear combinations of axis parallel rectangles with bounded sum of magnitudes of weights is also efficiently agnostically learnable. These results are generalized in the following corollary which is particularly useful for $\{0,1\}$-valued basis function classes.

**Corollary 6.16** Let $\mathcal{G}$ be an admissible basis function class. Let $x = (x_1, x_2, \ldots, x_m)$ be an arbitrary sequence of points from $\mathcal{X}$. If $\mathcal{G}_{|x}$ can be enumerated in time polynomial in $m$ and the complexity parameters, then $N^G_{\mathcal{H}}$ is properly efficiently agnostically learnable.

**Proof.** The covering number is bounded by the number of functions in $\mathcal{G}_{|x}$ which is polynomial in $m$ and the complexity parameter. Since the functions can be efficiently enumerated, choosing the function which minimizes the loss on a large enough (but polynomial) sample size will result in an efficient learning algorithm for $\mathcal{G}$.

By having bounded fan-in, we lose some of the approximation capabilities of these networks. For boolean functions, Minsky & Papert (1969) have shown that some functions such as parity cannot be learned (or even well approximated) by two layer networks with bounded fan-in. However, the class of functions that can be approximated by such networks is still interesting and useful. For example, Boser et al. (1992) have shown that even with networks with bounded fan-in (low degree polynomials), good results can be achieved for the task of handwritten digit recognition. Hence, we think that the study of such subclasses of efficiently learnable functions is
worthwhile.
In Chapter 6, we showed that networks which can approximate monomials are unlikely to be efficiently agnostically learnable. This means that fairly severe conditions have to be imposed on function classes in order for them to be efficiently agnostically learnable. In this chapter, we study how smoothness of the function class affects efficient agnostic learning.

Barron (1993) has shown that the class of functions with bounded first absolute moment of the Fourier transform can be learned with sample complexity $O \left( \frac{1}{\epsilon} \left( \frac{1}{\epsilon} \ln \frac{1}{\epsilon} + \log \frac{1}{\delta} \right) \right)$. However, it is not known if this function class is efficiently learnable (computationally). In this chapter, we put more restrictions on the function class by demanding that the $q$-th absolute moment of the Fourier transform of the functions (where $q$ depends linearly on the input dimension $n$) and the $L_1$ norm of the functions in the class be uniformly bounded. We show that such a function class is efficiently agnostically learnable.

Previous work in nonparametric statistics on learning functions in high input dimensions usually does not concentrate on the computational complexity but rather on the sample size.
required (stated in terms of the rate of convergence of the risk of the estimator as a function of the sample size). Kernel methods are computationally efficient in high dimensions and give good rates of convergence for certain classes such as the class of \(s\)-times differentiable functions when the \(s\)-th derivative is Hölder continuous and \(s\) is proportional to \(n\) (see (Hardle 1990)). However, unlike our framework, which requires bounds to hold for arbitrary input distributions, the bounds for kernel methods depend on the input distribution. For functions where all partial derivatives of order \(s\) are square-integrable, the asymptotic minimax rate of convergence of the mean integrated squared error is \(O\left(\frac{1}{m^{2s/(2s+n)}}\right)\) (Ibragimov & Hasminskii 1980, Pinsker 1980, Stone 1982, Nussbaum 1986), where \(m\) is the sample size and \(n\) is the input dimension, and this rate can be achieved by using a linear combination of fixed basis functions. With \(s\) of order \(n\), learning can be done with a reasonable sample size. However, to achieve this rate, an exponential number (with respect to the input dimension) of basis functions is used.

To obtain our results for functions with bounded Fourier transform moments, we use a Monte Carlo method to evaluate the function via the inverse Fourier transform. For computational efficiency, we multiply the Fourier transform with an appropriate sized uniform window and evaluate the resulting inverse Fourier transform (integral) by sampling uniformly over the appropriate subset of the parameter space. Because we are using the Fourier transform, our hypothesis class consists of linear combinations of sinusoidal basis functions. Similar results can be achieved using linear threshold basis functions and sigmoid basis functions. The sample complexity is bounded by \(O\left(\frac{1}{\varepsilon^2}\left(k \ln \left(\frac{1}{\varepsilon}\right) + \ln \frac{1}{\delta}\right)\right)\) where \(k\), the number number of basis functions used, is shown in Table 7.1.

The results are obtained in the agnostic learning framework. However, as shown in Table 7.1, we are able to obtain a better bound for the case of learning with noise, where the target conditional expectation satisfies the assumptions we are using.

For the class of functions with a uniform bound on the \(q\)-th absolute moment of the Fourier

<table>
<thead>
<tr>
<th>Basis Functions</th>
<th>Agnostic learning</th>
<th>Learning with noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sinusoidal</td>
<td>(O \left(e^{-\frac{2+2n}{q}} \ln \left(\frac{1}{\varepsilon}\right) + \ln \frac{1}{\delta}\right))</td>
<td>(O \left(e^{-\frac{1+n}{q}} \ln \left(\frac{1}{\varepsilon}\right) + \ln \frac{1}{\delta}\right))</td>
</tr>
<tr>
<td>Linear threshold</td>
<td>(O \left(e^{-\frac{2+2n+1}{q}} \left(\frac{1}{q} \ln \left(\frac{1}{\varepsilon}\right) + \ln \frac{1}{\delta}\right)\right))</td>
<td>(O \left(e^{-\frac{1+n+1}{q}} \left(\frac{1}{q} \ln \left(\frac{1}{\varepsilon}\right) + \ln \frac{1}{\delta}\right)\right))</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>(O \left(e^{-\frac{2+2n+1}{q}} \left(\frac{1}{q} \ln \left(\frac{1}{\varepsilon}\right) + \ln \frac{1}{\delta}\right)\right))</td>
<td>(O \left(e^{-\frac{1+n+1}{q}} \left(\frac{1}{q} \ln \left(\frac{1}{\varepsilon}\right) + \ln \frac{1}{\delta}\right)\right))</td>
</tr>
</tbody>
</table>

Table 7.1: Number of basis functions for used for efficiently learning the class of functions with bounded \(q\)-th absolute moment of the Fourier transform (\(q\) and \(n\) fixed).
series and a uniform bound on the $L_1$ norms of the functions (with $q$ growing linearly with $n$), we are also able to show that for a desired accuracy of approximation, the size of a fixed set of basis functions which will provide the required approximation to all the functions in the class grows only polynomially (instead of exponentially) with the input dimension. The fact that the set of basis functions is fixed means that for multi-output networks, the number of hidden units does not need to grow as the number of outputs grow. This is interesting because in most neural network applications, all the different outputs of the network share the same hidden units.

In Section 7.1, we describe the class of functions with bounded $q$-th moment of the Fourier transform. We state the results and describe the algorithm used in Section 7.2. We discuss the results on learning smooth functions in Section 7.3.

In Section 7.4, we show the existence of small (polynomial size) sets of fixed basis functions that can be used to uniformly approximate all the functions with uniform bounds on $q$-th absolute moment of the Fourier series and the $L_1$ norm ($q$ growing linearly with $n$).

### 7.1 Functions with Bounded $q$-th Absolute Moment of the Fourier Transform

We will restrict the domain to $[-\pi, \pi]^n$. Any bounded subset of $\mathbb{R}^n$ can be rescaled to be within this domain. For $T, M, C \in \mathbb{R}^+$, let $\Gamma_q$ be the class of functions satisfying the following conditions:

1. $|f(x)| \leq T$ for all $x \in [-\pi, \pi]^n$
2. $\int_{\mathbb{R}^n} |f(x)| dx \leq M$
3. $\int_{\mathbb{R}^n} \sum_{j=1}^{n} |2\pi u_j|^q |F(u)| du \leq C$ where $F(u) = \int_{\mathbb{R}^n} f(x) e^{-i2\pi u \cdot x} dx$ is the Fourier transform of $f$ and $u_j$ is the $j$th component of $u$.

Functions on a bounded domain can be represented as a Fourier series by having a periodic extension outside the domain. However, for a condition similar to (3) on the Fourier series to be satisfied, the functions and their derivatives have to be continuous on the boundary of the domain. By having a Fourier transform representation, the functions do not have to satisfy the boundary conditions.

Using techniques from (Barron 1993), it is possible to show that if all partial derivatives of order less than or equal to $s = \lceil n/2 \rceil + q + 1$ of a function $f$ are square-integrable, then it
satisfies the moment condition for $\Gamma_q$. Write $|u_j|^q |F(u)| = a(u)b(u)$ with $a(u) = (1 + |u|^{2t})^{-1/2}$ and $b(u) = |u_j|^q |F(u)| (1 + |u|^{2t})^{1/2}$. By the Cauchy-Schwarz inequality, $\int a(u)b(u) du \leq \left(\int a^2(u) du\right)^{1/2}\left(\int b^2(u) du\right)^{1/2}$. The integral $\int a^2(u) du = \int (1 + |u|^{2t})^{-1} du$ is finite for $2t > n$. By Parseval's theorem the integral $\int b^2(u) du = \int |F(u)|^2 (|u_j|^q + |u_j|^q |u|^{2t}) du$ is finite when the partial derivatives of $f$ of order $t + q$ and of order $q$ are square-integrable on $\mathbb{R}^n$. This relates the class $\Gamma_q$ to more traditional smoothness classes considered in nonparametric statistics.

### 7.2 Results and Algorithms

The results are stated in the following theorems.

**Theorem 7.1** Let $\epsilon \leq T$ and $B = M + C + T$. The function class $\Gamma_q$ is efficiently agnostically learnable using single hidden layer neural networks with sample complexity (for fixed $n$ and $q$)

$$O\left(\frac{B^2}{\epsilon} \left( k \ln \left( \frac{B^2}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right)$$

where

$$k = O\left(\frac{(TC^2)^{2n\frac{q}{q}} M^2 (T + M + C)}{\epsilon^{2 + \frac{2n}{q}}} \left( \frac{n^2}{q} \ln \left( \frac{TCM}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right)$$

if sinusoidal basis functions are used as hidden units and

$$k = O\left(\frac{(TC^2)^{\frac{2n + 2}{q}} M^2 (T + M + C)}{\epsilon^{2 + \frac{2n + 2}{q}}} \left( \frac{n^2}{q} \ln \left( \frac{TCM}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right)$$

if either linear threshold functions or sigmoid functions are used as hidden units.

**Theorem 7.2** Let $\epsilon \leq T$ and $B = M + C + T$. The function class $\Gamma_q$ is efficiently learnable with noise using single hidden layer neural networks with sample complexity (for fixed $n$ and $q$)

$$O\left(\frac{B^2}{\epsilon} \left( k \ln \left( \frac{B^2}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right)$$

where

$$k = O\left(\frac{C^\frac{n}{q} M^2}{\epsilon^{1 + \frac{n}{q}}} \left( \frac{n^2}{q} \ln \left( \frac{CM}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right)$$
if sinusoidal basis functions are used as hidden units and
\[ k = O \left( \frac{C^{2n+2} M^2}{\epsilon^{l+\frac{n+1}{q}}} \left( \frac{n^2}{q} \ln \left( \frac{CM}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right) \]

if either linear threshold functions or sigmoid functions are used as hidden units.

The algorithms for achieving these results are given in the next subsection. The proofs that
the algorithms give the required bounds are given in Appendix B.

### 7.2.1 The Algorithms

The pseudo-code for the basic algorithm is shown in Figure 7.1. The algorithm needs to use \( M, C, T \) and \( q \). Explicit bounds on the number of observations, the size of \( \mathcal{W} \) and the number of basis
functions \( k \) can be calculated (see Appendix B). To be able to do the Monte Carlo integral, we first
approximate the Fourier transform by multiplying it with an appropriate uniform window. The
set \( \mathcal{W} \) is a subset of the parameters of the basis function class which results from the windowing
procedure. It depends on the basis function class, \( M, C, T, q \) and is described below. The number
\( k \) of basis functions required is given in Theorem 7.1 and Theorem 7.2. Note that constrained
mean squared optimization of a linear combination of fixed basis function can be done efficiently
(Nestorov & Nemirovskii 1994).

#### Sinusoidal basis functions

Each parameter \( U_i \) drawn from \( \mathcal{W} \) is used to parametrize two basis functions \( x \mapsto \cos(2\pi U_i \cdot x) \)
and \( x \mapsto \sin(2\pi U_i \cdot x) \). Here the set \( \mathcal{W} := \{ u \in \mathbb{R}^n : |u_i| \leq r \} \) where \( r = O \left( \frac{(TC^2)^{1/8}}{\epsilon^{1/8}} \right) \) for
agnostic learning and \( r = O \left( \frac{C^{1/8}}{\epsilon^{1/8}} \right) \) for learning with noise.

**SMOOTHLEARN(\( M, C, T, k, \mathcal{W} \))**

1. Select a set of \( k \) parameters by uniformly sampling from \( \mathcal{W} \). The set of \( k \) parameters is used
to parametrize a set of basis functions \( \mathcal{G} \).
2. Let \( B = M + C + T \). Draw \( O \left( \frac{B^2}{\epsilon} \left( k \ln \left( \frac{B^2}{\epsilon} \right) + \ln \frac{1}{3} \right) \right) \) observations.
3. Do constrained mean squared optimization over the empirical loss on the observations
in Step 2 to accuracy of order \( \epsilon \) using the linear combinations of all the basis functions
from \( \mathcal{G} \) as the hypothesis class. The constraints to be satisfied are \( f(X_i) \leq B \) for all the
observations, where \( f \) is the hypothesis produced.

Figure 7.1: Pseudo-code for the algorithms for learning \( \Gamma_q \).
Linear threshold basis functions

Each parameter \((U_i, \tau_i)\) drawn from \(\mathcal{W}\) is used to parametrize a basis function \(x \mapsto h(2\pi U_i \cdot x - \tau_i)\) where \(h\) is the threshold function. Here \(\mathcal{W} := \{(u, t) \in \mathbb{R}^{n+1} : |u_i| \leq r, |t| \leq 2\pi^2 nr\}\) where \(r = O\left(\frac{TC^2 \epsilon^{1/4}}{\epsilon^{1/4}}\right)\) for agnostic learning and \(r = O\left(\frac{C^{1/4}}{\epsilon^{1/24}}\right)\) for learning with noise. An additional basis function \(g(x) \equiv 1\) has to be added to the set of basis functions.

Sigmoid basis functions

Each parameter \((U_i, \tau_i)\) drawn from \(\mathcal{W}\) is used to parametrize a basis function \(x \mapsto \sigma(\alpha(2\pi U_i \cdot x - \tau_i))\) where \(\sigma\) is the sigmoid function. Here \(\mathcal{W} := \{(u, t) \in \mathbb{R}^{n+1} : |u_i| \leq r, |t| \leq 2\pi^2 nr\}\) where \(r = O\left(\frac{TC^2 \epsilon^{1/4}}{\epsilon^{1/4}}\right)\) for agnostic learning and \(r = O\left(\frac{C^{1/4}}{2\pi \epsilon^{1/24}}\right)\) for learning with noise. An additional basis function \(g(x) \equiv 1\) has to be added to the set of basis functions. The value of \(\alpha\) depends on \(\epsilon\) and is of order \((T + M + C)(M + C)/\epsilon\).

The basic idea behind the proof (given in Appendix B) is to separate the error into three components and to bound them separately. The three components are the component caused by windowing the Fourier transform, the component caused by approximating the windowed Fourier transform by the sampling procedure and the component caused by estimating the parameters of the linear combinations of basis functions from the sample.

7.3 Discussion on Learning Smooth Functions

The \(L_1\) norm of the function (over the domain \(\mathbb{R}^n\)) is used to bound the magnitude of the Fourier transform. This in turn bounds the variance of the random variable for the Monte Carlo approximation of the Fourier transform. The \(L_1\) norm of the function appears to be an important parameter for efficient agnostic learning. For example, function classes which appear to be difficult to learn, such as polynomial sized DNF, do not have a uniform polynomial bound on the \(L_1\) norm (over the appropriate domain).

From Chapter 5, we see that the sample complexity for agnostically learning \(\Gamma_1\) is \(O\left(\frac{1}{\epsilon} \left(\ln \frac{1}{\epsilon} + \log \frac{1}{\delta}\right)\right)\). The functions \(\Gamma_q\) are subsets of \(\Gamma_1\) and hence can be learned with the same sample complexity. However the order of the sample complexity for our algorithm (the agnostic version) is \(1/\epsilon^{3+2a}\) (ignoring log factors). This shows that we may be trading off some of the sample complexity to be able to learn efficiently.

The algorithms used for learning \(\Gamma_q\) choose the basis functions randomly from a uniform
distribution over an appropriate sized subset in the parameter space. This is similar to the way that the initial set of parameters are chosen for the basis functions for some gradient descent learning algorithms such as backpropagation (Rumelhart, Hinton & Williams 1986) which optimize over all parameters including those which parametrize the basis functions. This suggests that for smooth enough target functions with small $L_1$ norm, if the number of the hidden units is large enough, gradient descent algorithms which randomly choose the initial values of the parameters are likely to find local minimums which will perform well. Even if the target function is not smooth, the fact that the algorithms perform well in the agnostic model suggests that if a good smooth approximation to the target exists, the gradient descent algorithm will still perform well. (These suggestions are strictly true only if the output weights are learned first with the hidden units fixed before all the weights are optimized together and if the hidden units are chosen as described earlier in this chapter.)

Similar work on learning by randomly drawing basis functions has been done by (Delyon, Juditsky & Benveniste 1995). They used the wavelet transform and learned the transform from the data before drawing the basis functions from the distribution induced by the learned transform. However, they did not consider computational complexity issues. We have not considered using the data to learn the transform. It would be interesting to know what advantage such a method will offer.

Igelnik & Pao (1995) have examined a similar scheme to that described in this chapter where the basis functions are drawn uniformly from a suitable subset of the parameter space. However, they did not consider any specific function class and did not study the rate at which the size of the subset must increase to give bounds on the performance of the algorithm. They claimed that the method worked well for several practical applications.

### 7.4 Small Set of Fixed Basis Functions

In this section, we give upper bounds on the size of a fixed set of basis functions, linear combinations of which can approximate smooth functions with a given accuracy. By a set of fixed basis functions, we mean that the same set of basis functions can be used to give the required approximation to all the functions in the class i.e. we do not require different sets of basis function for different functions in the class.

Let $\Gamma_q^s$ be the class of functions on $[-\pi, \pi]^n$ which satisfy the following conditions:
1. \( \int_{[-\pi, \pi]^n} |f(x)| dx \leq M \)

2. \( \sum_{u \in \mathbb{Z}^n} \sum_{j=1}^n |2\pi u_j|^q |F(u)| \leq C \) where \( F(u) = \int_{[-\pi, \pi]^n} f(x)e^{-i2\pi u \cdot x} dx \) is the Fourier coefficient of \( f \) at \( u \), \( u_j \) is the \( j \)th component of \( u \) and \( \mathbb{Z} \) is the set of integers.

Since functions in \( \Gamma_q^s \) have Fourier series representations, they have periodic extensions outside the domain \([-\pi, \pi]^n\). We do not consider the class \( \Gamma_q \) defined in Section 7.1 because it is technically more difficult.

The approximation provided by our fixed basis function is in the sup-norm sense i.e. \( |f_k(x) - f^*(x)| \leq \epsilon \) for all \( x \in [-\pi, \pi]^n \), where \( f_k \) is the approximating function and \( f^* \in \Gamma_q^s \) is the target function. By truncating the Fourier series appropriately (by multiplying it with a window with sides of length \( 2r \)), it is possible to show that the rate of convergence for the approximation error is \( O(1/r^q) \) for \( r = 1, 2, \ldots, \infty \). Unfortunately, even with \( q \) growing linearly with \( n \), we still need to use an exponential number of basis functions to achieve any specified accuracy (because the number of basis functions in the window is \( (2r + 1)^n \)).

We would like to be able to choose an appropriate polynomial sized subset of the exponential number of basis functions for any specified accuracy. Theorem 7.3 shows this can be done with a number of basis function \( k \) of size \( O(n^3 \ln^2 (1/s) q^{4n/q} \ln 2 q^e) \) for fixed \( n \) and \( q \). This shows that if \( q \) grows linearly with the dimension of the input space, the number of fixed basis functions required for any accuracy grows only polynomially (instead of exponentially) with the input dimension. However, the bound given in Theorem 7.3 is worse than the bound on the number of basis functions required for learning such functions as shown in Section 7.2. This is because instead of approximating one function (the function that is being learned), we require the basis functions to be good for all functions in the class \( \Gamma_q^s \).

We will only consider approximation using sinusoidal basis functions. Similar results can be obtained for linear threshold and sigmoid basis functions. We do not give an explicit method for constructing the set of basis functions. However, the method in the proof can be used for constructing a probabilistic algorithm for finding the set of basis functions.

The main result of this section is stated in the following theorem.

**Theorem 7.3** There is a fixed set of sinusoidal basis functions (for fixed \( n \) and \( q \)) of size

\[
O \left( n^3 M^4 C^{4n/q} \frac{q^2 \ln^2 CM}{\epsilon^{4 + \frac{4n}{q}}} \left( \ln^2 \frac{CM}{\epsilon} \right) \right)
\]
which can be used to approximate any function in $\Gamma_q^8$ to accuracy $\epsilon$.

The proof is given in Appendix B. The idea behind the proof is similar to that used for the proof of the results in Section 7.2. We show that if the Fourier series is appropriately truncated and the basis functions of the truncated series are sampled uniformly, an appropriate set of basis functions is likely to be found.

### 7.5 Discussion on Approximation with Fixed Basis Functions

Work on $L_\infty$ approximation using methods similar to those used here was first done by Barron (1992) who showed that a sup-norm approximation of order $O(1/k)$, where $k$ is the number of hidden units, exists for single hidden layer neural networks with linear threshold hidden units. Barron (1992) used basis functions which are adapted for the particular function that is being approximated. Related work on sup-norm approximation has also been done by (Gurvits & Koiran 1995, Darken, Donahue, Gurvits & Sontag 1993, Yukich, Stinchcombe & White 1995).

For the class $\Gamma_q^8$, Barron (1993) has also shown that for $L_2$ approximation (which is implied by sup-norm approximation), the number of fixed basis functions required is $\Omega(1/\epsilon^n)$. With adaptable basis functions, the number of basis functions required is $O(1/\epsilon^2)$. This shows that for approximating a single function, having adaptable basis functions may give considerable advantage over having fixed basis functions. It also shows that the existence of a polynomial-sized set of fixed basis functions requires stronger conditions (such as those imposed in this chapter) than those satisfied by functions in $\Gamma_q^8$. 
Chapter 8

Discussion and Conclusions

In this thesis, we have studied agnostic learning with the squared loss function. We showed that if the closure of a function class is not convex, the sample complexity for agnostic learning can be worse than the sample complexity for learning with noise if we are restricted to hypotheses from the same class. Furthermore, for some function classes, the order of the sample complexity for learning the convex hull of the function class (a single hidden layer neural networks) is comparable with the order of the sample complexity for learning the function class itself. Since the convex hull usually gives better approximation than the original function class, it may be advantageous to use the convex hull for agnostic learning.

We have also found that agnostic learning of the class of single hidden layer neural networks can be done in a computationally efficient manner if agnostic learning of the basis function class can be done in a computationally efficient manner. Unfortunately, we have also shown that agnostic learning of many classes of single hidden layer neural networks is likely to be computationally difficult. In view of this, we studied some natural but fairly restricted classes of functions which can be approximated by single hidden layer neural networks. We found that properties of function classes which make learning computationally tractable includes being smooth, having small $L_1$ norm and having low order.

The aim of this thesis (and most of the research in computational learning theory) is to use rigorous mathematical analysis to gain insights into various aspects of learning. To be tractable, the formal model of learning which we use must be simple. We have examined one fairly extreme model of learning and a reasonably flexible class of functions. Although the results obtained are not refined enough for practical use, we believe they give useful insights on the amount of...
information and computation needed for learning and on how the difficulty of learning scales as the complexity of the learning problems grows. Much remains to be done. We list a few interesting questions related to the work done in this thesis.

8.1 Sample Complexity

Agnostic Learning with other Loss Functions. We have studied the sample complexity of agnostic learning using the squared loss function. For a function class with finite pseudo dimension, the sample complexity is $O(\ln(1/\varepsilon)/\varepsilon)$ if the closure of the function class is convex and $\Omega(1/\varepsilon^2)$ if the closure of the function class is not convex and we are restricted to hypotheses from the same class. For general loss functions, by considering $\{0, 1\}$-valued functions with $\{0, 1\}$-valued targets, we see that a lower bound of $\Omega(1/\varepsilon^2)$ holds for agnostic learning if we are restricted to hypotheses from the same class. Finding conditions on the function classes which will allow a better sample complexity than for other loss functions, such as $(y, y') \mapsto |y - y'|^p$, $p \neq 2$, would give interesting generalizations of our results.

8.2 Computational Complexity

$L_1$ Norm. We think that identifying the properties of functions which makes learning computationally tractable is important because knowing these properties makes intelligent preprocessing of data and partitioning of the learning task into smaller tasks possible. In Chapter 7, we have shown that it is useful for the $L_1$ norm of the functions to be small when considering efficient agnostic learning. While it is well known that having low order can make function classes easier to learn, we have not seen any work on how the difficulty of learning scales with the $L_1$ norm, a parameter which we think is both natural and interesting. It would also be worthwhile to identify other natural parameters which affect the difficulty of learning.

Input Distribution. In studying agnostic learning, we have neglected the effects of the probability distribution on learnability in favour of properties of the function class. To gain insights into the effect of input distributions on the learnability of function classes, it would be worthwhile to study the learnability of function classes under input distributions with well understood properties. One well understood input distribution is the uniform distribution.
For efficient agnostic learning, we have shown that it is useful for the $L_1$ norm of the functions to be small. It is interesting to note that if the domain is large enough, functions with small $L_1$ norm are essentially negligible under the uniform distribution. This suggests that less restricted function classes may be learnable under the uniform distribution. Another interesting input distribution with well understood properties is a mixture of Gaussians where the inputs are clustered around few centres. Finding out what other function classes are efficiently learnable under these distributions will help us understand better the effect of input distributions on the computational complexity of learning.

8.3 Smooth Functions

Other Transforms. Functions with small $L_1$ norms are well localised in space (otherwise they are small everywhere) but have a highly distributed network representation in the sense that the weights of the hidden units are close to uniformly distributed. This corresponds to using the Fourier transform for defining the output weights. (The $L_1$ norm bounds the magnitude of the Fourier transform preventing the hidden units from being concentrated in any one region. This also bounds the variance of the random variable in the Monte Carlo procedure that is used for learning the smooth function class in Chapter 7.) Other transforms such as wavelet transforms may have other properties (such as locality) which are not present in the Fourier transform. It may be possible to exploit these properties for efficient learning.

Comparison between Algorithms. The classes of efficiently learnable functions which we have studied have fairly intuitive properties (small $L_1$ norm and fast decay of the Fourier transform). We have studied the performance of a neural network algorithm which uses randomly chosen basis functions on these function classes. It would be interesting to compare the performance of different algorithms on these function classes. For example, we may want to consider the performance of the $k$-nearest neighbour algorithm for learning the class $\Gamma_q$. Given that we know the properties of these function classes, comparisons of the sample and computational complexity of different algorithms on these function classes may reveal some useful insights into the properties of the different algorithms.

Trade-off between Computation and Information. The class of functions with bounded $q$-th absolute moment of Fourier transform can be learned with sample complexity
\(O\left(\frac{1}{\epsilon} \left(\ln\frac{1}{\epsilon} + \log\frac{1}{\delta}\right)\right)\) for all \(q \geq 1\) if we are not concerned with computational complexity. The order of the sample complexity for our algorithm, which is efficient when \(q\) grows linearly with \(n\), is \(1/\epsilon^{3+\frac{2n}{q}}\) (ignoring log factors). We do not know whether a computationally efficient algorithm with sample complexity \(O\left(\frac{1}{\epsilon} \left(\ln\frac{1}{\epsilon} + \log\frac{1}{\delta}\right)\right)\) exists or if the increase in the sample complexity is essential in order to have an efficient algorithm.

More generally, the trade-off between computation and sample size for learning is not well understood and is a worthwhile but presumably deep research problem.
Appendix A

Proofs of Results from Chapter 3

In Section A.1, we give the proofs of Theorem 3.6 and 3.7. In Section A.2, we give the proof of Lemma 3.9.

A.1 Proof of Theorems 3.6 and 3.7

We restate the two theorems into a single theorem and then give the proof.

Theorem A.1 Let $\mathcal{F} = \bigcup_{k=1}^{\infty} \mathcal{F}_k$ be a class of functions mapping from $\mathcal{X}$ to $\mathcal{Y} \subseteq [-T, T]$ such that each $\mathcal{F}_k$ is permissible. Let $P$ be an arbitrary probability distribution on $\mathcal{Z} = \mathcal{X} \times \mathcal{Y}$. Let $C = \max\{T, 1\}$. Assume $\nu, \nu_c > 0$, $0 < \alpha \leq 1/2$. Let $\bar{g}$ be the closure of $\mathcal{F}$ in the space with inner product $(f, g) = \int f(x)g(x)d\nu(x)$. Let $f^*(x) = \mathbb{E}[y|X = x]$ and $g_f(x, y) = (y - f(x))^2 - (y - f_a(x))^2$ where $f_a \in \text{argmin}_{f \in \mathcal{F}} \int (f(x) - f^*(x))^2d\nu(x)$. Assume either $f^* = f^a \in \mathcal{F}$ or $\mathcal{F}$ is a closure-convex class of functions. Then for $m \geq 1$ and each $k = 1, \ldots, \infty$,

$$P^m \left\{ z \in \mathbb{Z}^m : \exists f \in \mathcal{F}_k, \frac{\mathbb{E}(g_f) - \hat{g}_z(g_f)}{\nu + \nu_c} + \mathbb{E}(g_f) \geq \alpha \right\} \leq \sup_{x \in \mathbb{X}^2} 6N \left( \frac{\alpha \nu_c}{128C^4}, \mathcal{F}_k[x, l_1] \right) \exp(-\alpha^2 \nu m/(875C^4)).$$

Theorem 3.6 follows by letting $\mathcal{F}_k = \mathcal{G}$ for $k = 1, \ldots, \infty$.

The proof is similar to that used by Haussler (1992) and Pollard (1995). Theorem A.1 is a uniform convergence result for the empirical average of i.i.d. random variables $g_f(X_i, Y_i) = (Y_i - f(X_i))^2 - (Y_i - f_a(X_i))^2$ indexed by $f \in \mathcal{F}$. Haussler’s result applies to more general random variables but only when they are nonnegative while Pollard’s result provides bounds in terms of the magnitudes of the random variables instead of the random variables themselves. We
use a Bernstein-type inequality in place of Hoeffding's inequality used by Haussler and Pollard and require that the second moment of each random variable be bounded by a linear function of the expectation of the random variable. The convexity condition on \( \mathcal{F} \) is used to satisfy this condition. The condition is also satisfied if the conditional expectation is a member of \( \mathcal{F} \). First we introduce the following functions for notational convenience. For \( r, s \in \mathbb{R} \), \( \nu, \nu_c \in \mathbb{R}^+ \), let the functions \( d_{\nu, \nu_c} \) and \( d_{\nu, \nu_c}^1 \) be defined by

\[
d_{\nu, \nu_c}(r, s) = \frac{|r - s|}{\nu + \nu_c + r + s} \\
d_{\nu, \nu_c}^1(r, s) = \frac{r - s}{\nu + \nu_c + r}.
\]

The function \( d_{\nu, \nu_c}(r, s) \) is a variant of the function \( d_\nu \) introduced by Haussler (1992).

We will bound the probability of the event with the probability of the union of two events.

\[
P^m\{z \in \mathbb{Z}^m : \exists f \in \mathcal{F}, d_{\nu, \nu_c}^1(E(g_f), \hat{E}_z(g_f)) \geq \alpha\} \quad \text{ (A.1)}
\]

\[
\leq P^m\{z \in \mathbb{Z}^m : \exists f \in \mathcal{F}, d_{\nu, \nu_c}^1(E(g_f), \hat{E}_z(g_f)) \geq \alpha \text{ and } d_{\nu, \nu_c}^1(\hat{E}_z(g_f^2), E(g_f^2)) \leq \alpha\} + P^m\{z \in \mathbb{Z}^m : \exists f \in \mathcal{F}, d_{\nu, \nu_c}^1(\hat{E}_z(g_f^2), E(g_f^2)) > \alpha\}.
\]

The two probabilities will be bounded separately. The random variables in the second term on the right hand side of inequality A.1 are nonnegative; hence a result similar to Haussler's can be used. With minor modification to the proof, Theorem 3 in (Haussler 1992) becomes

**Theorem A.2 ((Haussler 1992))** Let \( \mathcal{F} \) be a permissible set of functions on \( \mathbb{Z} \) with \( 0 \leq f(z) \leq M \) for all \( f \in \mathcal{F} \) and \( z \in \mathbb{Z} \). Assume \( \nu, \nu_c > 0 \) and \( 0 < \alpha < 1 \). Suppose that \( z \) is generated by \( m \) independent random draws according to any probability measure \( P \) on \( \mathbb{Z} \). Then

\[
P^m\{z \in \mathbb{Z}^m : \exists f \in \mathcal{F}, d_{\nu, \nu_c}^1(\hat{E}_z(f), E(f)) > \alpha\}
\]

\[
\leq \sup_{z \in \mathbb{Z}^m} 4N(\alpha \nu_c / 2, \mathcal{F}_{\mathbb{Z}, l_1}) \exp(-\alpha^2 \nu m / 2M).
\]

We will now bound the first term on the right hand side of equation (A.1). First we will turn the problem of bounding the probability involving the difference between the empirical average and expectation into a problem of bounding a probability involving the difference between the empirical averages of two independently sampled sequences of the same length. This is done in Lemma A.6. Then we make use of the independence property of the random variables to bound
the probability involving the difference between the two empirical averages by the probability involving the difference between the empirical averages of two fixed sequences, when each member of the first sequence is equally likely to be interchanged with the member of the other sequence in the same position. This last probability depends only on the sequences involved, and thus allows the use of $l_1$ covering numbers instead of the $L_\infty$ covering numbers. This is done in Lemma A.9. The following three results will be useful for the proof.

We will use the following result derived by Haussler (1992) from Chebyshev’s inequality.

**Lemma A.3 (Haussler 1992)** Let $V_1, \ldots, V_m$ be independent identically distributed random variables with range $0 \leq V_i \leq M$ and $E(V_i) = \mu, 1 \leq i \leq m$. Assume $\nu + \nu_c > 0$ and $0 < \alpha < 1$. Then

$$
\Pr \left( d_{\nu, \nu_c} \left( \frac{1}{m} \sum_{i=1}^{m} V_i, \mu \right) > \alpha \right) < \frac{M}{4\alpha^2(\nu + \nu_c)m}.
$$

As in (Barron 1990), we use the following inequality developed by Craig (1933) in his proof of Bernstein’s inequality.

**Lemma A.4 (Craig 1933)** Let $V_1, \ldots, V_m$ be independent identically distributed random variables which satisfy $|V_i - EV_i| \leq 3h$ for $i = 1, \ldots, m$. Then

$$
\Pr \left( \frac{1}{m} \sum_{i=1}^{m} V_i - E \left[ \frac{1}{m} \sum_{i=1}^{m} V_i \right] \geq \frac{\tau}{m\xi} + \frac{m\xi \text{Var} \left( \frac{1}{m} \sum_{i=1}^{m} V_i \right)}{2(1-c)} \right) \leq \exp(-\tau),
$$

where $\tau > 0$ and $0 < \xi h \leq c < 1$.

**Lemma A.5** Let $V_1, \ldots, V_m$ be independent identically distributed random variables with $|V_i| < K_1$, $EV_i \geq 0$ and $E(V_i^2) < K_2 EV_i$, $K_2 \geq 1$ for $i = 1, \ldots, m$. Then for $0 < \alpha < 1$,

$$
\Pr \left( d_{\nu, \nu_c}^l \left( E \left[ \frac{1}{m} \sum_{i=1}^{m} V_i \right], \frac{1}{m} \sum_{i=1}^{m} V_i \right) \geq \alpha \right) \leq \exp \left( -\frac{3\alpha^2(\nu + \nu_c)m}{2(K_1 + K_2)} \right).
$$

**Proof.** Let $S_V = E \left[ \frac{1}{m} \sum_{i=1}^{m} V_i \right]$ and $\tilde{S}_V = \frac{1}{m} \sum_{i=1}^{m} V_i$. Use the random variables $-V_i$ in Lemma A.4 to interchange the position of the empirical average and the expectation. Note that $\text{Var}(-V_i) = \text{Var}(V_i)$ and $m\text{Var}(\tilde{S}_V) = \text{Var}(V_i) \leq E(V_i^2)$. We get

$$
\Pr \left( S_V - \tilde{S}_V \geq \frac{\tau}{m\xi} + \frac{K_2 \xi S_V}{2(1-c)} \right) \leq \exp(-\tau).
$$

(A.2)
Now $|V_i - EV_i| \leq 2K_1$ so $h = \frac{2K_1}{3}$ satisfies the required condition in Lemma A.4. Let $c = \xi h = \frac{2K_1}{3}$. Set $\xi = \frac{6\alpha}{3K_1+4K_1}$ to get $\frac{K_1\xi}{2(1-2K_1/3)} = \alpha$. Next set $\tau = \frac{6\alpha^2(\nu+\nu_c)m}{3K_1+4K_1}$ which gives $\frac{\tau}{\xi m} = \alpha(\nu+\nu_c)$. Note that $\tau \geq \frac{3\alpha^2(\nu+\nu_c)m}{2(K_1+K_2)}$. Substituting into (A.2) gives the required inequality.

**Lemma A.6** Let $\mathcal{F}$ be a permissible class of functions, with $|f(z)| < K_1$ for all $f \in \mathcal{F}$ and $z \in Z$. Suppose the distribution $P$ of $z$ is such that $E(f) \geq 0$ and $E(f^2) \leq K_2E(f)$, $K_2 \geq 1$ for all $f \in \mathcal{F}$. Assume $(\nu + \nu_c) > 0, 0 < \alpha < 1$. Then for $m \geq \max \left\{ \frac{4(K_1+K_2)}{\alpha^2(\nu+\nu_c)}, \frac{K_1^2}{\alpha^2(\nu+\nu_c)} \right\}$,

$$P^m \{ z \in Z^m : \exists f \in \mathcal{F}, d_{\nu,\nu_c}(E(f), \hat{E}_z(f)) \geq \alpha \text{ and } d_{\nu,\nu_c}(\hat{E}_z(f^2), E(f^2)) \leq \alpha \}$$

$$
\leq 2P^{2m} \left\{ zz' \in Z^{2m} : \exists f \in \mathcal{F}, \frac{E_z(f) - \hat{E}_z(f)}{(\nu + \nu_c) + E(f)} \geq \frac{\alpha}{2} \text{ and } d_{\nu,\nu_c}(\hat{E}_z(f^2), E(f^2)) \leq \alpha \text{ and } d_{\nu,\nu_c}(\hat{E}_z(f^2), E(f^2)) \leq \alpha \right\} .
$$

**Proof.** Consider any $f$ and a sample $z \in Z^m$ such that

$$E(f) - \hat{E}_z(f) \geq \alpha(\nu + \nu_c) + \alpha E(f) \quad (A.3)$$

and $d_{\nu,\nu_c}(\hat{E}_z(f^2), E(f^2)) \leq \alpha$. Draw another independent random sample $z'$ of length $m$. From Lemma A.5, for $m \geq \frac{4(K_1+K_2)}{\alpha^2(\nu+\nu_c)}$, the probability that $E(f) - \hat{E}_z(f) \geq \alpha(\nu + \nu_c)/2 + \alpha E(f)/2$ is less than $1/4$. Since $|f(z)| \leq K_1$, from Lemma A.3 we find that for $m \geq \frac{K_1^2}{\alpha^2(\nu+\nu_c)}$, the probability that $d_{\nu,\nu_c}(\hat{E}_z(f^2), E(f^2)) > \alpha$ is less than $1/4$. So for $m \geq \max \left\{ \frac{4(K_1+K_2)}{\alpha^2(\nu+\nu_c)}, \frac{K_1^2}{\alpha^2(\nu+\nu_c)} \right\}$, with probability at least $1/2$, both

$$E(f) - \hat{E}_z(f) < \alpha(\nu + \nu_c)/2 + \alpha E(f)/2 \quad (A.4)$$

and $d_{\nu,\nu_c}(\hat{E}_z(f^2), E(f^2)) \leq \alpha$. Subtracting (A.4) from (A.3), and using the independence of the samples, we have

$$P^{2m} \left\{ zz' \in Z^{2m} : \exists f \in \mathcal{F}, \frac{\hat{E}_z(f) - \hat{E}_z(f)}{(\nu + \nu_c) + E(f)} \geq \frac{\alpha}{2} \text{ and } d_{\nu,\nu_c}(\hat{E}_z(f^2), E(f^2)) \leq \alpha \text{ and } d_{\nu,\nu_c}(\hat{E}_z(f^2), E(f^2)) \leq \alpha \right\}$$

$$\geq P^{2m} \left\{ zz' \in Z^{2m} : \exists f \in \mathcal{F}, d_{\nu,\nu_c}(E(f) - \hat{E}_z(f)) \geq \alpha \text{ and } d_{\nu,\nu_c}(E(f) - \hat{E}_z(f)) \geq \alpha/2 \right\}$$

$$\text{and } d_{\nu,\nu_c}(\hat{E}_z(f^2), E(f^2)) \leq \alpha \text{ and } d_{\nu,\nu_c}(\hat{E}_z(f^2), E(f^2)) \leq \alpha ,$$
The following two Lemmas will be useful for proving Lemma A.9.

**Lemma A.7** Suppose $m \geq 1$ is arbitrary and let $U$ be the uniform distribution over $\{-1, 1\}$. For a fixed $zz' \in \mathbb{Z}^{2m}$, any function $f$, and random variables $U_i$, $i = 1, \ldots, m$ drawn independently from $U$,

$$m \text{Var} \left( \frac{1}{m} \sum_{i=1}^{m} U_i (f(z_i) - f(z'_i)) \right) \leq 3E_z(f^2) + 3E_{z'}(f^2).$$

**Proof.**

$$m \text{Var} \left( \frac{1}{m} \sum_{i=1}^{m} U_i (f(z_i) - f(z'_i)) \right) = \frac{1}{m} \sum_{i=1}^{m} f(z_i)^2 + \frac{1}{m} \sum_{i=1}^{m} f(z'_i)^2 - 2 \frac{1}{m} \sum_{i=1}^{m} f(z_i)f(z'_i)$$

$$\leq \frac{1}{m} \sum_{i=1}^{m} f(z_i)^2 + \frac{1}{m} \sum_{i=1}^{m} f(z'_i)^2 + 2 \sqrt{\frac{1}{m} \sum_{i=1}^{m} f(z_i)^2} \sqrt{\frac{1}{m} \sum_{i=1}^{m} f(z'_i)^2}$$

$$\leq \frac{1}{m} \sum_{i=1}^{m} f(z_i)^2 + \frac{1}{m} \sum_{i=1}^{m} f(z'_i)^2 + 2 \max \left\{ \frac{1}{m} \sum_{i=1}^{m} f(z_i)^2, \frac{1}{m} \sum_{i=1}^{m} f(z'_i)^2 \right\}$$

$$\leq 3E_z(f^2) + 3E_{z'}(f^2).$$


**Lemma A.8** Suppose $m \geq 1$ is arbitrary and let $U$ be the uniform distribution over $\{-1, 1\}$. Then, for a fixed $zz' \in \mathbb{Z}^{2m}$ and any function $f$,

$$U^m \left\{ u \in \{-1, 1\}^m : \exists f \in F, \frac{1}{m} \sum_{i=1}^{m} u_i(f(z_i) - f(z'_i)) \geq \alpha + \epsilon \right\} \leq U^m \left\{ u \in \{-1, 1\}^m : \exists f \in G_\epsilon, \frac{1}{m} \sum_{i=1}^{m} u_i(f(z_i) - f(z'_i)) \geq \alpha \right\}$$

where $G_\epsilon$ is an $l_1$ $\epsilon$-cover of $F_{zz'}$.

**Proof.** Suppose $\frac{1}{m} \sum_{i=1}^{m} u_i(f(z_i) - f(z'_i)) \geq \alpha + \epsilon$. There exists a $g \in G_\epsilon$ such that

$$\frac{1}{m} \sum_{i=1}^{m} |g(z_i) - f(z_i)| + \frac{1}{m} \sum_{i=1}^{m} |g(z'_i) - f(z'_i)| < \epsilon.$$
Hence

$$\frac{1}{m} \sum_{i=1}^{m} u_i (g(z_i) - g(z'_i))$$

$$= \frac{1}{m} \sum_{i=1}^{m} u_i (g(z_i) - f(z_i) + f(z'_i) - f(z'_i))$$

$$= \frac{1}{m} \left[ \sum_{i=1}^{m} u_i (f(z_i) - f(z'_i)) + \sum_{i=1}^{m} u_i (g(z_i) - g(z'_i) + f(z'_i)) \right]$$

$$\geq \frac{1}{m} \left[ \sum_{i=1}^{m} u_i (f(z_i) - f(z'_i)) - \sum_{i=1}^{m} |g(z_i) - f(z_i)| + |g(z'_i) - f(z'_i)| \right]$$

$$\geq \alpha + \epsilon - \epsilon = \alpha.$$
When that happens, \((1 + \alpha)\mathbb{E}(f^2) \geq (1 - \alpha)\mathbb{E}_Z(f^2) - \alpha(\nu + \nu_c)\) and similarly for \(\mathbb{E}_{Z'}(f^2)\), so we have

\[
\mathbb{E}_{Z'}(f) - \mathbb{E}_Z(f) \geq \frac{\alpha(\nu + \nu_c)}{2} + \frac{\alpha \mathbb{E}(f^2)}{2} \]

\[
\geq \frac{\alpha(\nu + \nu_c)}{2} + \frac{\alpha \mathbb{E}(f^2)}{2K_2} \]

\[
\geq \frac{\alpha(\nu + \nu_c)}{2} + \alpha \left[ \frac{(1 - \alpha)\mathbb{E}_Z(f^2) - \alpha(\nu + \nu_c)}{2K_2(1 + \alpha)} + \frac{(1 - \alpha)\mathbb{E}_{Z'}(f^2) - \alpha(\nu + \nu_c)}{2K_2(1 + \alpha)} \right] \]

\[
\geq \frac{\alpha(\nu + \nu_c)}{2} - \frac{\alpha^2(\nu + \nu_c)}{2K_2(1 + \alpha)} + \frac{(1 - \alpha)(3\mathbb{E}_Z(f^2) + 3\mathbb{E}_{Z'}(f^2))}{12(1 + \alpha)K_2}. \tag{A.9} \]

The fact that the random variables are independent means that the probability in (A.5) remains unchanged when each component of \(z\) is randomly interchanged with the corresponding component of \(z'\). Let \(U\) be the uniform distribution over \([-1, 1]\). We have

\[
P^{2m} \left\{ zz' \in \mathbb{Z}^{2m} : \exists f \in \mathcal{F}, \frac{\mathbb{E}_{Z'}(f) - \mathbb{E}_Z(f)}{(\nu + \nu_c) + \mathbb{E}(f)} \geq \frac{\alpha}{2} \text{ and } d_{\nu, \nu_c}(\mathbb{E}_Z(f^2), \mathbb{E}(f^2)) \leq \alpha \right\}
\]

\[
\leq P^{2m} \left\{ zz' \in \mathbb{Z}^{2m} : \exists f \in \mathcal{F}, \frac{\mathbb{E}_{Z'}(f) - \mathbb{E}_Z(f)}{(\nu + \nu_c) + \mathbb{E}(f)} \geq \frac{\alpha(\nu + \nu_c)}{2} - \frac{\alpha^2(\nu + \nu_c)}{2K_2(1 + \alpha)} + \frac{(1 - \alpha)(3\mathbb{E}_Z(f^2) + 3\mathbb{E}_{Z'}(f^2))}{12(1 + \alpha)K_2} \right\} \quad \text{(using (A.9))}
\]

\[
= P^{2m} \times U^m \left\{ zz' \in \mathbb{Z}^{2m}, u \in \{-1, 1\}^m : \exists f \in \mathcal{F}, \frac{1}{m} \sum_{i=1}^{m} u_i(f(z_i) - f(z'_i)) \geq \frac{\alpha(\nu + \nu_c)}{2} - \frac{\alpha^2(\nu + \nu_c)}{2K_2(1 + \alpha)} + \frac{(1 - \alpha)(3\mathbb{E}_Z(f^2) + 3\mathbb{E}_{Z'}(f^2))}{12(1 + \alpha)K_2} \right\}
\]

\[
\leq \sup_{zz' \in \mathbb{Z}^{2m}} U^m \left\{ u \in \{-1, 1\}^m : \exists f \in \mathcal{F}, \frac{1}{m} \sum_{i=1}^{m} u_i(f(z_i) - f(z'_i)) \geq \frac{\alpha(\nu + \nu_c)}{2} - \frac{\alpha^2(\nu + \nu_c)}{2K_2(1 + \alpha)} + \frac{(1 - \alpha)(3\mathbb{E}_Z(f^2) + 3\mathbb{E}_{Z'}(f^2))}{12(1 + \alpha)K_2} \right\}
\]

\[
\leq \sup_{zz' \in \mathbb{Z}^{2m}} U^m \left\{ u \in \{-1, 1\}^m : \exists f \in \mathcal{G}_c, \frac{1}{m} \sum_{i=1}^{m} u_i(f(z_i) - f(z'_i)) \geq \frac{\alpha \nu}{2} - \frac{\alpha^2 \nu}{2K_2(1 + \alpha)} + \frac{(1 - \alpha)(m \text{Var}(\frac{1}{m} \sum_{i=1}^{m} u_i(f(z_i) - f(z'_i))))}{12(1 + \alpha)K_2} \right\}. \tag{A.10} \]

using Lemmas A.8 and A.7, where \(\mathcal{G}_c\) is an \(\alpha \nu_c / 4\)-cover of \(\mathcal{F}_Z\). (Note that \(\frac{\alpha \nu_c}{4} \leq \left(\frac{\alpha \nu_c}{2} - \frac{\alpha^2 \nu_c}{2K_2(1 + \alpha)}\right)\) for \(\alpha \leq 1\).
Now $|u_i(f(z_i) - f(z'_i))| \leq 2K_1$. Set $h = \frac{2K_1}{\xi}$ to satisfy the condition in Lemma A.4. Let $c = \xi h = \frac{2K_1}{3\xi}$ in Lemma A.4. We want $\frac{\alpha(1-\alpha)}{12(1+\alpha)K_2} = \frac{\xi}{2(1-c)} = \frac{\xi}{2(1-2K_1\xi/3)}$.

So $\xi = \frac{3\alpha(1-\alpha)}{18(1+\alpha)K_2+2K_2\alpha(1-\alpha)}$. Now set $\frac{\alpha\nu}{r} - \frac{\nu^2}{2K_2(1+\alpha)} = \frac{\tau}{\xi m}$. This gives $\tau/m = \frac{3K_2(1-\alpha^2)\alpha_2 \nu - 3\alpha_2(1-\alpha)^{\nu}}{36K_2(1+\alpha)^2 + 4\alpha(1-\alpha)^2K_2K_2} > \frac{3\alpha_2\nu}{162K_2+4K_1}$ for $0 < \alpha \leq 1/2$.

With these settings, the expression in (A.10) is less than

$$\sup_{z \in \mathbb{Z}^m} N \left( \frac{\alpha\nu_c}{4}, \mathcal{F}|_z, l_1 \right) \exp \left( -\frac{3\alpha_2\nu m}{4K_1+162K_2} \right).$$

$\square$

The following lemma is useful for bounding the second term on the right hand side of Equation (A.1), using Theorem A.2.

**Lemma A.10** Let $\mathcal{F}$ be a class of functions with $|f(z)| \leq K_1$ for all $f \in \mathcal{F}$ and $z \in \mathbb{Z}$. Let $\mathcal{F}^2 = \{f^2 : f \in \mathcal{F}\}$ and $z \in \mathbb{Z}^m$. Then for all $\epsilon > 0$,

$$N(\epsilon, \mathcal{F}^2|_z, l_1) \leq N \left( \frac{\epsilon}{2K_1}, \mathcal{F}|_z, l_1 \right).$$

**Proof.** For any $f, g \in \mathcal{F}$ we have

$$\mathbb{E}_z |f^2 - g^2| \leq \mathbb{E}_z |f + g||f - g| \leq 2K_1 \mathbb{E}_z |f - g|.$$

Hence if $T = \{f_1, \ldots, f_N\}$ is an $\epsilon/2K_1$-cover for $\mathcal{F}|_z$, $T^2 = \{f_1^2, \ldots, f_N^2\}$ is an $\epsilon$-cover for $\mathcal{F}^2|_z$.

$\square$

We are now ready to state a uniform convergence result with the condition that the second moment of the random variable can be bounded by a linear function of the expectation.

**Theorem A.11** Let $\mathcal{F}$ be a permissible class of functions with $|f(z)| \leq K_1$ for all $f \in \mathcal{F}$ and $z \in \mathbb{Z}$. Let $K_2 \geq 1$ and $P$ be a probability distribution on $\mathbb{Z}$ such that $\mathbb{E}f(z) \geq 0$ and $\mathbb{E}(f^2) \leq K_2\mathbb{E}(f)$ for all $f \in \mathcal{F}$. Assume $\nu, \nu_c > 0$ and $0 < \alpha \leq 1/2$. Then for $m \geq \max \left\{ \frac{4(1+K_2)}{\alpha^2(\nu+\nu_c)}, \frac{K_2^2}{\alpha^2(\nu+\nu_c)} \right\}$,

$$P^m \{ z \in \mathbb{Z}^m : \exists f \in \mathcal{F}, d_{\nu,\nu_c}^1(\mathbb{E}(f), \mathbb{E}(f)) \geq \alpha \} \leq \sup_{z \in \mathbb{Z}^m} 2N \left( \frac{\alpha\nu_c}{4}, \mathcal{F}|_z, l_1 \right) \times \exp \left( -\frac{3\alpha^2\nu m}{4K_1+162K_2} \right) + \sup_{z \in \mathbb{Z}^m} 4N \left( \frac{\alpha\nu_c}{4K_1}, \mathcal{F}|_z, l_1 \right) \exp \left( -\alpha^2\nu m/2K_1^2 \right).$$
Proof. From equation (A.1),

\[
P^m\{z \in \mathbb{Z}^m : \exists f \in \mathcal{F}, d_{\nu,\nu}(E(g_f), \hat{E}_z(g_f)) \geq \alpha\} \leq P^m\{z \in \mathbb{Z}^m : \exists f \in \mathcal{F}, d_{\nu,\nu}(E(g_f), \hat{E}_z(g_f)) \geq \alpha \text{ and } d_{\nu,\nu}(\hat{E}_z(g_f^2), E(g_f^2)) \leq \alpha\} + P^m\{z \in \mathbb{Z}^m : \exists f \in \mathcal{F}, d_{\nu,\nu}(\hat{E}_z(g_f^2), E(g_f^2)) > \alpha\}.
\]

From Lemma A.6 and Lemma A.9, the first term on the right hand side is bounded by

\[
\sup_{z \in \mathbb{Z}^m} 2N\left(\frac{\alpha \nu}{4}, \mathcal{F}|z|, l_1\right) \exp\left(-\frac{3\alpha^2 \nu m}{4K_1 + 162K_2^2}\right).
\]

From Theorem A.2 and Lemma A.10, the second term on the right hand side is bounded by

\[
\sup_{z \in \mathbb{Z}^m} 4N\left(\frac{\alpha \nu}{4K_1}, \mathcal{F}|z|, l_1\right) \exp\left(-\alpha^2 \nu m/2K_2^2\right).
\]

We now show that if either \(f^* = f_a \in \mathcal{F}\) or \(\mathcal{F}\) is closure-convex, then \(E(g_f^2) \leq K_2 E(g_f)\) for some constant \(K_2\).

Lemma A.12 Let \(\mathcal{F}\) be a class of functions with \(|f(x)| \leq T\) for every \(f \in \mathcal{F}\) and \(x \in \mathcal{X}\). Let \(|y| \leq T\) for every \(y \in \mathcal{Y}\). Let \(X\) and \(Y\) be randomly generated according to some joint probability distribution \(P\) and suppose \(f_a\) in the closure of \(\mathcal{F}\) is such that \(\int_\mathcal{X} (f_a(x) - f^*(x))^2 dP_X(x) = \inf_{f \in \mathcal{F}} \int_\mathcal{X} (f(x) - f^*(x))^2 dP_X(x)\) where \(f^*(x) = E[Y|X = x]\). Assume \(\mathcal{F}\) is closure-convex or \(f^* = f_a \in \mathcal{F}\). Then for every \(f \in \mathcal{F}\)

\[
E[\{(y - f(x))^2 - (y - f_a(x))^2\}^2] \leq 16T^2 E[(f(x) - f_a(x))^2]
\]

\[
\leq 16T^2 E[(y - f(x))^2 - (y - f_a(x))^2]. \quad (A.11)
\]

Proof. For the first part of inequality (A.11),

\[
E[\{(y - f(x))^2 - (y - f_a(x))^2\}^2] = E[(2y_i - f(x_i) - f_a(x_i))(f_a(x_i) - f(x_i))^2] \leq 16T^2 E[(f(x) - f_a(x))^2].
\]

For the second part of inequality (A.11), we have

\[
E[(y - f(x))^2 - (y - f_a(x))^2] = E[(y - f_a(x))^2 + (f_a(x) - f(x))^2 + 2(y - f_a(x))(f_a(x) - f(x)) - (y - f_a(x))^2] = E[f_a(x) - f(x))^2 + 2(y - f^*(x) + f^*(x) - f_a(x))(f_a(x) - f(x))] = E[f_a(x) - f(x))^2] + 2E[(f^*(x) - f_a(x))(f_a(x) - f(x))].
\]
We need only to show that $E[(f^*(x) - f_a(x))(f_a(x) - f(x))] \geq 0$. This is automatically true if $f^* = f_a$. For the case where $F$ is closure-convex, let $\bar{F}$ be the closure of $F$. Then $\bar{F}$ is convex and $f_a \in \bar{F}$. From convexity, $f \in \bar{F}$ implies $\alpha f + (1 - \alpha) f_a \in \bar{F}$ for $\alpha \in [0, 1]$. Since $f_a$ is the best approximation in $\bar{F}$,

$$E[(f^* - f_a(x))^2]$$

$$\leq E[(f^*(x) - \alpha f(x) - (1 - \alpha)f_a(x))^2]$$

$$= E[(f^*(x) - f_a(x) + \alpha(f_a(x) - f(x)))^2]$$

$$= E[(f^*(x) - f_a(x))^2 + \alpha^2(f_a(x) - f(x))^2 + 2\alpha(f^*(x) - f_a(x))(f_a(x) - f(x))]$$

This gives $E(f^*(x) - f_a(x))(f_a(x) - f(x)) \geq -\alpha E(f(x) - f_a(x))^2/2$ for all $\alpha \in [0, 1]$, which implies $E(f^*(x) - f_a(x))(f_a(x) - f(x)) \geq 0$. □

**Lemma A.13** Let $F$ be a class of functions with $|f(x)| \leq T$ for all $f \in F$ and $x \in X$. Suppose $|y| \leq T$ for all $y \in Y$. Let $G = \{g_f : g_f(x, y) = (y - f(x))^2 - (y - f_a(x))^2, f \in F\}$, where $f_a$ is an arbitrary function. Let $z \in Z^m = (X \times Y)^m$. Then

$$N(\epsilon, G|z, l_1) \leq N(\epsilon/4T, F|z, l_1).$$

**Proof.** For any $f, g \in F$ we have

$$\frac{1}{m} \sum_{i=1}^{m} [(y_i - f(x_i))^2 - (y_i - f_a(x_i))^2 - (y_i - g(x_i))^2 + (y_i - f_a(x_i))^2]$$

$$\frac{1}{m} \sum_{i=1}^{m} [(y_i - f(x_i))^2 - (y_i - g(x_i))^2]$$

$$\frac{1}{m} \sum_{i=1}^{m} [(2y_i - f(x_i) - g(x_i))(g(x_i) - f(x_i))]$$

$$\leq \frac{4B}{m} \sum_{i=1}^{m} |g(x_i) - f(x_i)|.$$

Hence if $T = \{f_1, \ldots, f_N\}$ is an $\epsilon/4T$-cover for $F|z$, $T_G = \{g_{f_1}, \ldots, g_{f_N}\}$ is an $\epsilon$-cover for $G|z$. □

We now have everything we need to prove Theorem A.1.

**Proof.** *(Theorem A.1)* In Theorem A.11, $K_1$ can be set to $8C^2$. Using the convexity of $F = \bigcup_{k=1}^{\infty} F_k$ and Lemma A.12, $K_2$ can be set to $16C^2$. Using Lemma A.13, the right hand side of
Theorem A.11 can be bounded by

\[
\sup_{z \in \mathbb{Z}^{2m}} 2N \left( \frac{\alpha \nu_c}{16C}, \mathcal{F}_k \vert z \right) \exp \left( -\frac{3\alpha^2 \nu m}{2624C^2} \right) +
\sup_{z \in \mathbb{Z}^{2m}} 4N \left( \frac{\alpha \nu_c}{128C^3}, \mathcal{F}_k \vert z \right) \exp \left( -\alpha \nu m/128C^4 \right)
\leq \sup_{z \in \mathbb{Z}^{2m}} 6N \left( \frac{\alpha \nu_c}{128C^3}, \mathcal{F}_k \vert z \right) \exp \left( -\alpha \nu m/875C^4 \right).
\]

A.2 Proof of Lemma 3.9

To prove Lemma 3.9, we will bound the packing number of the function class. (See Chapter 2 for the definition of packing number.) For a set \( T \) and (pseudo) metric \( \rho \), it is easily seen that \( N(\varepsilon, T, \rho) \leq M(\varepsilon, T, \rho) \).

We will bound \( M(\varepsilon, \mathcal{F}, L_1(P)) \) for all \( P \) in terms of the fat-shattering function of \( \mathcal{F} \). This provides a bound on \( N(\varepsilon, \mathcal{F}, L_1(P)) \) for all \( P \) which bounds \( N(\varepsilon, \mathcal{F}_{|\mathcal{X}}(\varepsilon, l_1)) \) for any finite sequence of points \( \mathcal{X} \) (via the isometry between the two metric spaces \( (\mathcal{F}_{|\mathcal{X}}, d_1) \) and \( (\mathcal{F}, d_{L_1}(\mathcal{P}|\mathcal{X})) \), where \( P|\mathcal{X} \) is the empirical distribution on \( \mathcal{X} \). We use techniques due to Haussler (1992) which go back to Pollard (1984) and Dudley (1978). The following result follows trivially from a generalization of Sauer's lemma by Alon et al. (1993).

**Theorem A.14** (Alon et al. 1993) Let \( \mathcal{F} \) be a class of \([0, 1]\)-valued functions defined on \( \mathcal{X} \), \( 0 < \varepsilon < 1 \), and \( m \geq \log y + 1 \) (with \( \log \) denoting base 2 logarithm), where

\[
y = \sum_{i=1}^{\text{fat}_{\mathcal{F}}(\varepsilon/4)} \binom{m}{i} b^i
\]

and \( b = [2/\varepsilon] + 1 \). Then for all \( \mathcal{X} \in \mathcal{X}^m \),

\[
M(\varepsilon, \mathcal{F}_{|\mathcal{X}}, l_\infty) \leq 2(mb^2)^{\log y}.
\]

**Corollary A.15** Let \( \mathcal{F} \) be defined as in Theorem A.14 and \( 0 < \varepsilon \leq 1 \), \( d = \text{fat}_{\mathcal{F}}(\varepsilon/4) \) and \( m \geq 4d \log \frac{8d}{\varepsilon} \). Then for all \( \mathcal{X} \in \mathcal{X}^m \),

\[
M(\varepsilon, \mathcal{F}_{|\mathcal{X}}, l_\infty) \leq \exp \left( \frac{2}{\ln 2} d \ln^2 \frac{16m}{\varepsilon^2} \right).
\]
Proof. If $d = 0$ then $M(\epsilon, \mathcal{F}_{|X}, l_\infty) = 1$. Assume $d \geq 1$ and let $y$ be defined as in Theorem A.14.

First we want to show that if $m \geq 4d \log \frac{8d}{\epsilon}$, then $m \geq \log y + 1$. We have $b < \frac{4}{\epsilon}$ and

$$\log y + 1 < \log \sum_{i=1}^{d} \binom{m}{i} \left( \frac{4}{\epsilon} \right)^i + 1$$

$$< \log \left( d \left( \frac{4m}{\epsilon} \right)^d \right) + 1$$

$$= d \log \left( \frac{4m}{\epsilon} \right) + \log d + 1$$

$$\leq 2d \log \left( \frac{4m}{\epsilon} \right).$$

It is easy to see that $2d \log \left( \frac{4m}{\epsilon} \right)$ grows more slowly than $m$ for $m \geq 4d \log \left( \frac{8d}{\epsilon} \right)$. Furthermore, $4d \log \frac{8d}{\epsilon} = 2d \log \left( \frac{8d}{\epsilon} \right)^2 \geq 2d \log \left( \frac{4m}{\epsilon} \right)$ when $m = 2d \log \left( \frac{8d}{\epsilon} \right)^2$. Hence, if $m \geq 4d \log \frac{8d}{\epsilon}$ then $m \geq \log y + 1$.

Finally,

$$\ln M(\epsilon, \mathcal{F}_{|X}, l_\infty) \leq \ln 2 + \log y \ln \frac{16m}{\epsilon^2}$$

$$< \ln 2 + \left( d \log \frac{4m}{\epsilon} + \log d \right) \ln \frac{16m}{\epsilon^2}$$

$$< \frac{2d}{\ln 2} \ln \frac{4m}{\epsilon} \ln \frac{16m}{\epsilon^2}$$

$$< \frac{2d}{\ln 2} \ln^2 \left( \frac{16m}{\epsilon^2} \right).$$

\qed

Lemma A.16 Let $\mathcal{F}$ be a family of functions from a set $\mathcal{X}$ into $[0, 1]$ and let $P$ be a probability distribution on $\mathcal{X}$. Let $X = (X_1, \ldots, X_m)$ be a random vector in $\mathcal{X}^m$ drawn at random according to $P^m$. Then for all $0 < \epsilon \leq 1$,

$$\mathbb{E}(M(\epsilon/2, \mathcal{F}|_X, l_\infty)) \geq M(\epsilon, \mathcal{F}, L_1(P))(1 - M(\epsilon, \mathcal{F}, L_1(P))e^{-\epsilon^2 m/2}).$$

Proof. Choose $\epsilon > 0$. Let $\mathcal{G}$ be an $\epsilon$-separated subset of $\mathcal{F}$ (with respect to $d_{L_1(P)}$), with $|\mathcal{G}| = M(\epsilon, \mathcal{F}, L_1(P))$. Then

$$\mathbb{E}(M(\epsilon/2, \mathcal{F}|_X, l_\infty)) \geq \mathbb{E}(\{|f \in \mathcal{G}; \forall g \in \mathcal{G}, g \neq f, \exists i \in \{1, \ldots, m\} |f(X_i) - g(X_i)| > \epsilon/2\})$$
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\[ \Pr(\forall g \in G, g \neq f, \exists i \in \{1, \ldots, m\}|f(X_i) - g(X_i)| > \epsilon/2) \]

\[ \sum_{f \in G} (1 - \Pr(\exists g \in G, g \neq f: \forall i \in \{1, \ldots, m\}|f(X_i) - g(X_i)| \leq \epsilon/2)) \]

\[ \geq \sum_{f \in G} (1 - |G| \max_{g \in G, g \neq f} \Pr(\forall i \in \{1, \ldots, m\}|f(X_i) - g(X_i)| \leq \epsilon/2)). \]

First, note that if |f(X_i) - g(X_i)| \leq \epsilon/2 for every i \in \{1, \ldots, m\}, \frac{1}{m} \sum_{i=1}^{m} |f(X_i) - g(X_i)| must be less than or equal to \epsilon/2.

We have from the definition of G,

\[ \forall f, g \in G, f \neq g, \int_{\mathcal{X}} |f(\zeta) - g(\zeta)|P(\zeta)d\zeta > \epsilon. \]

So we have \[ \int_{\mathcal{X}} |f(\zeta) - g(\zeta)|P(\zeta)d\zeta - \frac{1}{m} \sum_{i=1}^{m} |f(X_i) - g(X_i)| > \epsilon/2 \] when |f(X_i) - g(X_i)| \leq \epsilon/2 for every i \in \{1, \ldots, m\}. Hoeffding's inequality (Hoeffding 1963) implies

\[ \Pr\left( \int_{\mathcal{X}} |f(\zeta) - g(\zeta)|P(\zeta)d\zeta - \frac{1}{m} \sum_{i=1}^{m} |f(X_i) - g(X_i)| > \epsilon/2 \right) \leq e^{-\epsilon^2/2m^2}. \]

Thus

\[ \mathbb{E}(M(\epsilon/2, \mathcal{F}_iX, l_\infty)) \geq \sum_{f \in G} (1 - |G|e^{-\epsilon^2/2m^2}) \]

\[ = |G|(1 - |G|e^{-\epsilon^2/2m^2}). \]

\[ \square \]

Lemma A.17 Let F be a family of functions from a set \mathcal{X} into [0, 1]. Let 0 < \epsilon \leq 1 and suppose \mathcal{F} is such that 0 < d = \text{fat}_\mathcal{F}(\epsilon/8) < \infty. Let P be a probability distribution on \mathcal{X}. Then

\[ M(\epsilon, \mathcal{F}, L_1(P)) < \exp\left( \frac{8d}{\ln 2} \ln^2 \left( \frac{512d}{\epsilon^4 \ln 2} \right) \right). \quad (A.12) \]

Proof. From Corollary A.15 and Lemma A.16 we have for m \geq 4d \log \frac{16d}{\epsilon},

\[ \exp\left( \frac{2}{\ln 2} d \ln^2 \frac{64m}{\epsilon^2} \right) \geq M(\epsilon, \mathcal{F}, L_1(P))(1 - M(\epsilon, \mathcal{F}, L_1(P))e^{-\epsilon^2/2m}) \]

for all probability distributions P on Z. If \frac{2}{\epsilon^2} \ln(2M(\epsilon, \mathcal{F}, L_1(P))) < 4d \log \frac{16d}{\epsilon}, then the bound
(A.12) follows trivially. Hence we assume \( \frac{2}{\epsilon^2} \ln(2M(\epsilon, \mathcal{F}, L_1(P))) \geq 4d \log \frac{16d}{\epsilon} \). Also we assume 
\[ m \geq \frac{2}{\epsilon^2} \ln(2M(\epsilon, \mathcal{F}, L_1(P))), \] 
so \( m \geq 4d \log \frac{16d}{\epsilon} \). With such an \( m \) we also have

\[ (1 - M(\epsilon, \mathcal{F}, L_1(P)) e^{-\epsilon^2 m/2}) \geq 1/2. \]

Thus we obtain

\[ \exp \left( \frac{2}{\ln 2} d \ln^2 \frac{128 \ln 2M(\epsilon, \mathcal{F}, L_1(P))}{e^4} \right) \geq \frac{1}{2} M(\epsilon, \mathcal{F}, L_1(P)). \]

Hence we have

\[ \frac{2}{\ln 2} d \ln^2 \left( \frac{128 \ln M(\epsilon, \mathcal{F}, L_1(P))}{e^4} + \frac{128 \ln 2}{e^4} \right) + \ln 2 \geq \ln M(\epsilon, \mathcal{F}, L_1(P)). \]

This cannot be true for

\[ \ln M(\epsilon, \mathcal{F}, L_1(P)) \geq \frac{8d}{\ln 2} \ln^2 \left( \frac{512d}{e^4 \ln 2} \right). \]

Lemma 3.9 follows from Lemma A.17 and the fact that \( \mathcal{F} \) can be transformed into a class of \([0, 1]\)-valued functions by adding \( T \) to the functions and then dividing the result by \( 2T \).
Appendix B

Proofs of Results from Chapter 7

In Section B.1, we give the proof of Theorems 7.1 and 7.2. In Section B.2, we give the proof of Theorem 7.3.

B.1 Proof of Theorems 7.1 and 7.2

Let the target conditional expectation be \( f^* \), that is \( f^*(x) = \mathbb{E}[y|x] \). Let \( f_a \) be the best approximation in \( \Gamma_q \) to \( f^* \), that is \( \mathbb{E}(y - f_a(X))^2 = \inf_{f \in \mathcal{F}} \mathbb{E}(y - f(X))^2 \). (For convenience, we will assume \( f_a \in \Gamma_q \), otherwise we can always find an \( f \in \Gamma_q \) such that \( \mathbb{E}(Y - f(X))^2 \) is arbitrarily close to \( \mathbb{E}(Y - f_a(X))^2 \).) The range of the functions in \( \Gamma_q \) is bounded, that is \( |f(x)| \leq T \) for every \( x \in [-\pi, \pi]^n \) and every \( f \in \Gamma_q \). Suppose the absolute value of the target observations is bounded also by \( T \), that is \( |Y| < T \). For simplicity, throughout the proofs we will assume that \( T \geq 1, C \geq 1 \) (the bound on the moments) and \( M \geq 1 \) (the \( L_1 \) norm of the functions).

For agnostic learning, we require that the learner produce an hypothesis \( \hat{f} \) such that with probability at least \( 1 - \delta \),

\[
\mathbb{E}(Y - \hat{f}(X))^2 - \mathbb{E}(Y - f_a(X))^2 \leq \epsilon.
\]

Note that \( f_a(x) \) can be represented as

\[
f_a(x) = \text{Re} \int_{\mathbb{R}^n} e^{i2\pi u \cdot x} F_a(u) du,
\]

where \( F_a \) is the Fourier transform of \( f_a \). To evaluate an approximation to the integral, we multiply the Fourier transform with an appropriate window and use a Monte Carlo sampling procedure over
a restricted set of parameters. Let $R(r) = \{ u \in \mathbb{R}^n : |u_i| < r, i = 1, \ldots, n \}$ and let the window 
$W(u) = 1$ if $u \in R(r)$ and $W(u) = 0$ otherwise. The windowed approximation to $f_a(x)$ is

$$f_r(x) = \text{Re} \int_{R(r)} e^{i2\pi u \cdot x} F_a(u) du.$$  \hspace{1cm} (B.1)

Let $V(r) = (2r)^n$ be the volume of $R(r)$ and let $f_k(x) = \frac{V(r)}{k} \sum_{j=1}^{k} \text{Re} e^{i2\pi U_j \cdot x} F_a(U_j)$ be the 
function produced by the Monte Carlo procedure by sampling uniformly from $R(r)$. We will use 
uniform convergence methods to give approximation bounds which are valid for all $x \in [-\pi, \pi]^n$.

The Monte Carlo procedure will give the required approximation if we know the values of $F_a(U_j)$ at the sampled points $U_j, j = 1, \ldots, k$. Unfortunately, we do not know the values of $F_a(U_j)$. However, we can represent $\text{Re} e^{i2\pi U_j \cdot x} F_a(u)$ as $a_j \cos(2\pi U_j \cdot x) + b_j \sin(2\pi U_j \cdot x)$ where 
$a_j$ and $b_j$ are to be learned from the data by minimising the empirical loss. The hypothesis $\hat{f}$ is 
selected by choosing a linear combination of the sinusoidal basis functions which produces small 
empirical loss.

It is also possible to use a linear combination of linear threshold functions to approximate the 
sinusoidal functions and this forms the basis of the proof for efficient learning of the function class 
$\Gamma_q$ using linear combinations of linear threshold functions. Similarly, sigmoids can be used to 
approximate linear threshold functions and hence can be used to learn the function class.

For the proof, it is convenient to rewrite $E(Y - \hat{f}(X))^2 - E(Y - f_a(X))^2$ in the following 
way.

$$E(Y - \hat{f}(X))^2 - E(Y - f_a(X))^2 = E(f^*(X) - \hat{f}(X))^2 - E(f^*(X) - f_a(X))^2$$

$$= \underbrace{E(f^*(X) - \hat{f}(X))^2} - \underbrace{E(f^*(X) - f_k(X))^2} + \underbrace{E(f^*(X) - f_k(X))^2} - \underbrace{E(f^*(X) - f_r(X))^2}$$

Estimation Error \hspace{2cm} Monte Carlo Error

$$+ \underbrace{E(f^*(X) - f_r(X))^2} - \underbrace{E(f^*(X) - f_a(X))^2}.$$ 

Windowing Error

We will bound the error caused by the windowing procedure $E(f^*(X) - f_r(X))^2 - E(f^*(X) - f_a(X))^2$ in Section B.1.1. In Section B.1.2, we will bound the error caused by the Monte Carlo 
procedure $E(f^*(X) - f_k(X))^2 - E(f^*(X) - f_r(X))^2$. In Section B.1.3 we will bound the 
estimation error from learning the linear combination of the basis functions $E(f^*(X) - \hat{f}(X))^2 -\hspace{1cm} E(f^*(X) - f_k(X))^2$. We conclude the proofs by adding these three bounds together to provide a
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bound for $E(Y - \hat{f}(X))^2 - E(Y - f_a(X))^2$ in Section B.1.4.

**B.1.1 Windowing Error**

In this section, we will bound $E(f^*(X) - f_r(X))^2 - E(f^*(X) - f_a(X))^2$, the error caused by windowing the Fourier transform.

We will use the following lemma to bound the mean square error in terms of the Fourier transform of the functions.

**Lemma B.1** Let $f$ be a real-valued function and $F$ be the Fourier transform of $f$. Let $\int_{\mathbb{R}^n} |F(u)| du < \infty$ and $P$ be a probability distribution. Then $\int_{\mathbb{R}^n} f(x)^2 dP(x) \leq \left(\int_{\mathbb{R}^n} |F(u)| du\right)^2$.

**Proof.** The result follows from the fact that $|f(x)| \leq \int_{\mathbb{R}^n} |F(u)| du$. □

The following lemma gives the expected squared error between $f_a$ and $f_r$.

**Lemma B.2**

$$E(f_a(X) - f_r(X))^2 \leq \frac{C^2}{(2\pi r)^{2q}}.$$

**Proof.**

$$\int_{\mathbb{R}^n} |F_a(u) - F_r(u)| du = \int_{\mathbb{R}^n \setminus \mathbb{R}(r)} |F_a(u) - F_r(u)| du$$

$$\leq \sum_{i=1}^{n} \int_{|u_i| \geq r} \int_{\mathbb{R}^{n-1}} \frac{|2\pi u_i|^q |F_a(u)|}{|2\pi u_i|^q} du$$

$$\leq \sum_{i=1}^{n} \frac{1}{(2\pi r)^q} \int_{\mathbb{R}^n} |2\pi u_i|^q |F_a(u)| du$$

$$\leq \frac{C}{(2\pi r)^q}.$$

The lemma then follows from Lemma B.1 □

We can now bound $E(f^*(X) - f_r(X))^2 - E(f^*(X) - f_a(X))^2$. The following corollary gives the bound we require.

**Corollary B.3** Assume $r \geq \frac{1}{2\pi}$.

$$E(f^*(X) - f_r(X))^2 - E(f^*(X) - f_a(X))^2 \leq \frac{C^2}{(2\pi r)^{2q}} + \frac{4TC}{(2\pi r)^q}$$

$$< \frac{5TC^2}{(2\pi r)^q}.$$
Proof.

\[ E(f^*(X) - f_r(X))^2 - E(f^*(X) - f_a(X))^2 \]
\[ = E(f_a(X) - f_r(X))^2 + 2E(f^*(X) - f_a(X))(f_a(X) - f_r(X)). \]

We have \( |f^*(X) - f_a(X)| \leq 2T \). From Cauchy-Schwarz inequality and Lemma B.2,

\[ E(f^*(X) - f_a(X))(f_a(X) - f_r(X)) \leq \sqrt{E(f^*(X) - f_a(X))^2} \sqrt{E(f_a(X) - f_r(X))^2} \]
\[ \leq \frac{2TC}{(2\pi r)^q}. \]

So

\[ E(f_a(X) - f_r(X))^2 + E(f^*(X) - f_a(X))(f_a(X) - f_r(X)) \leq \frac{C^2}{(2\pi r)^{2q}} + \frac{4TC}{(2\pi r)^q}. \]

A better bound can be obtained for the case of learning with noise, where \( f^* = f_a \).

Corollary B.4 Assume \( f^* = f_a \). Then

\[ E(f^*(X) - f_r(X))^2 \leq \frac{C^2}{(2\pi r)^{2q}}. \]

Proof. The proof follows from the proof of Corollary B.3 since the cross term is zero. □

B.1.2 Monte Carlo Approximation Error

In this section, we bound \( E(f^*(X) - f_k(X))^2 - E(f^*(X) - f_r(X))^2 \), where \( f_k \) is the function produced by the Monte Carlo procedure. For the approximation bounds, we use uniform convergence methods to obtain a sup-norm approximation of \( f_r \) with \( f_k \).

We use three different types of basis functions and indicate this by setting \( f_k \) to \( f_k^s \) when using sinusoidal basis functions, to \( f_k^h \) when using linear threshold basis functions and to \( f_k^q \) when using sigmoid basis functions.

We will use the following corollary of Corollary 3.3 which permits the random variable to take negative values.
Corollary B.5 Let $\mathcal{F}$ be a permissible class of functions from $Z$ to $[-M, M]$. Let $P$ be any probability distribution on $Z$. For $m \geq 1$, $\nu > 0$ and $0 < \alpha < 1$,

$$P^m \left\{ z \in Z^m : \exists f \in \mathcal{F}, |\mathbf{E}(f) - \mathbf{E}(f)| > \epsilon \right\} \leq 8 \max_{z' \in Z^m} N \left( \frac{\epsilon}{32}, \mathcal{F}(z', l_1) \right) e^{-\epsilon^2 m/256M^2}. \quad (B.2)$$

Proof. Separate the random variables into its positive and negative components and bound them separately to accuracy $\epsilon/2$. The proof follows from the triangle inequality and union bound. □

Sinusoidal Basis Functions

First we consider approximating $f_r$ using a linear combination of sinusoidal basis functions. Considering (B.1), there is a function $\theta: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$f_r(x) = \text{Re} \int_{R(r)} e^{i2\pi u \cdot x} |F_a(u)| e^{i\theta(u)} du$$

$$= \int_{R(r)} |F_a(u)| \cos(2\pi u \cdot x + \theta(u)) du$$

$$= \int_{R(r)} |F_a(u)| (\cos(\theta(u)) \cos(2\pi u \cdot x) - \sin(\theta(u)) \sin(2\pi u \cdot x)) du$$

$$= \int_{R(r)} (2r)^n |F_a(u)| (\cos(\theta(u)) \cos(2\pi u \cdot x) - \sin(\theta(u)) \sin(2\pi u \cdot x)) dP_U(u),$$

where $P_U$ is the uniform distribution over $R(r)$.

We will sample $U_i$ from $P_U$, and use results on the uniform convergence of empirical averages to the expected values of random variables to show that with high probability, the empirical average $f_k^*(x) = \frac{1}{k} \sum_{i=1}^{k} (2r)^n |F_a(U_i)| (\cos(\theta(U_i)) \cos(2\pi U_i \cdot x) - \sin(\theta(U_i)) \sin(2\pi U_i \cdot x))$ is a good approximation to $f_r(x)$ for all $x \in [-\pi, \pi]^n$. In order to do that, we first need to bound the covering number of the relevant function class.

Lemma B.6 Let $\mathcal{G}^s = \{ u \mapsto a(u) \cos(2\pi u \cdot x) + b(u) \sin(2\pi u \cdot x) : |x_i| \leq \pi, |u_i| \leq r \}$ where $a(u) = (2r)^n |F_a(u)| \cos(\theta(u))$ and $b(u) = -(2r)^n |F_a(u)| \sin(\theta(u))$. For any $u = (u_1, \ldots, u_m)$, $u_i \in [-r, r]^n$,

$$N(\epsilon, \mathcal{G}^s_{[u], l_1}) \leq 2 \left( \frac{16\pi^2 en2^{n+1}M}{\epsilon} \ln \frac{16\pi^2 en2^{n+1}M}{\epsilon^2} \right)^n.$$

Proof. Note that $|a(u)| \leq (2r)^n M$ and $|b(u)| \leq (2r)^n M$. We also have $|\cos(2\pi \alpha) - \cdots$
cos(2\pi \beta) \leq 2\pi|\alpha - \beta| \quad \text{and} \quad |\sin(2\pi \alpha) - \sin(2\pi \beta)| \leq 2\pi|\alpha - \beta|.

Let \(u \in [-r, r]^m\). Let \(L = \{u \mapsto u \cdot x : |x_i| \leq \pi, |u_i| \leq r\}\) and let \(C\) be an \(\epsilon/(4\pi(2r)^n M)\)-cover for \(L|u\). Then for any \(x \in [-\pi, \pi]^n\), there exists a \(c \in C\) such that

\[
\frac{1}{m} \sum_{i=1}^{m} |a(u)(\cos(2\pi u_i \cdot x) - \cos(2\pi c_i)) + b(u)(\sin(2\pi u_i \cdot x) - \sin(2\pi c_i))| \\
\leq \frac{1}{m} \sum_{i=1}^{m} |a(u)||(\cos(2\pi u_i \cdot x) - \cos(2\pi c_i))| + |b(u)||(\sin(2\pi u_i \cdot x) - \sin(2\pi c_i))| \\
\leq \frac{1}{m} \sum_{i=1}^{m} 2\pi(2r)^n M|u_i \cdot x - c_i| + 2\pi(2r)^n M|u_i \cdot x - c_i| \\
= 4\pi(2r)^n M \frac{1}{m} \sum_{i=1}^{m} |u_i \cdot x - c_i| \\
\leq \epsilon.
\]

Hence \(N(\epsilon, G^*|u, l_1) \leq N(\epsilon/4\pi(2r)^n M, L|u, l_1)\). From Lemma 3.8 \(N(\epsilon/4\pi(2r)^n M, L|u, l_1) \leq 2 \left( \frac{16\pi^2 e n 2^n r^{n+1} M}{\epsilon} \ln \frac{16\pi^2 e n 2^n r^{n+1} M}{\epsilon} \right)^n\).

Knowing a bound on the covering number, we can now bound the number of basis functions needed for the required approximation.

**Lemma B.7** Let \(U_i, i = 1, \ldots, k\) be uniformly sampled from \(R(r)\). Then, with probability at least \(1 - \delta\), for

\[
k \geq \frac{1024(2r)^{2n} M^2}{\epsilon^2} \left( n \ln \left( \frac{512\pi^2 e n 2^n r^{n+1} M}{\epsilon} \ln \frac{512\pi^2 e n 2^n r^{n+1} M}{\epsilon} \right) + \ln \frac{16}{\delta} \right),
\]

|\(f_r(x) - f^*_k(x)\)\| \leq \epsilon \quad \text{for all} \quad x \in [-1, 1]^n.

**Proof.** Let \(G^*\) be the class \(\{u \mapsto g(x, u) : g(x, u) = (2r)^n |F_a(u)|(\cos(\theta(u)) \cos(2\pi u \cdot x) - \sin(\theta(u)) \sin(2\pi u \cdot x)), |x_i| \leq 1, u \in R(r)\}\). From Corollary B.5 and Lemma B.6, we have

\[
P^k_U \left\{ x : \left| \frac{1}{k} \sum_{i=1}^{k} g(x, u_i) - \int_{R(r)} g(x, u) dP_U(u) \right| > \epsilon \right\} \\
\leq 16 \left( \frac{512\pi^2 e n 2^n r^{n+1} M}{\epsilon} \ln \frac{512\pi^2 e n 2^n r^{n+1} M}{\epsilon} \right)^n \exp(\epsilon^2 k/1024(2r)^{2n} M^2).
\]

Setting the right hand side to be less than or equal to \(\delta\), we obtain

\[
k \geq \frac{1024(2r)^{2n} M^2}{\epsilon^2} \left( n \ln \left( \frac{512\pi^2 e n 2^n r^{n+1} M}{\epsilon} \ln \frac{512\pi^2 e n 2^n r^{n+1} M}{\epsilon} \right) + \ln \frac{16}{\delta} \right). \quad \square
We can now give a bound on $\mathbb{E}(f^*(X) - f_k^*(X))^2 - \mathbb{E}(f^*(X) - f_r(X))^2$. Note that $|f_r(x)| \leq \int_{\mathbb{R}^n} |F_a(u)|du = \int_{[-1/2,1/2]^n} |F_a(u)|du + \int_{\mathbb{R}^n \setminus [-1/2,1/2]^n} |F_a(u)|du$. We have $|F_a(u)| \leq M$ and $\int_{\mathbb{R}^n \setminus [-1/2,1/2]^n} |F_a(u)|du \leq \int_{\mathbb{R}^n \setminus [-1/2,1/2]^n} \sum_{i=1}^{n} |2\pi u_i||F_a(u)|du \leq C$. Hence $|f_r(x)| \leq M + C$.

**Corollary B.8** Let $U_i$, $i = 1, \ldots, k$ be uniformly sampled from $R(r)$. Then, with probability at least $1 - \delta$, for

$$k \geq \frac{1024(2r)^{2n}M^2}{\varepsilon^2} \left(n \ln \left( \frac{512\pi^2en2^n r^{n+1}M}{\varepsilon} \right) + \ln \frac{16}{\delta} \right),$$

$$\mathbb{E}(f^*(X) - f_k^*(X))^2 - \mathbb{E}(f^*(X) - f_r(X))^2 \leq \varepsilon^2 + 2(T + M + C)\varepsilon.$$ 

If $f^* = f_{a}$ (for learning with noise) and instead

$$k \geq \frac{1024(2r)^{2n}M^2}{\varepsilon} \left(n \ln \left( \frac{512\pi^2en2^n r^{n+1}M}{\varepsilon} \right) + \ln \frac{16}{\delta} \right),$$

then

$$\mathbb{E}(f^*(X) - f_k^*(X))^2 - \mathbb{E}(f^*(X) - f_r(X))^2 \leq \varepsilon^2 + \frac{2C\sqrt{\varepsilon}}{(2\pi r)^q}.$$ 

**Proof.**

$$\mathbb{E}(f^*(X) - f_k^*(X))^2 - \mathbb{E}(f^*(X) - f_r(X))^2 =$$

$$\mathbb{E}(f_r(X) - f_k^*(X))^2 + 2\mathbb{E}(f^*(X) - f_r(X))(f_r(X) - f_k^*(X)).$$

We have $|f^*(X) - f_r(X)| \leq T + M + C$. Hence, from Lemma B.7

$$\mathbb{E}(f_r(X) - f_k^*(X))^2 + 2\mathbb{E}(f^*(X) - f_r(X))(f_r(X) - f_k^*(X)) \leq \varepsilon^2 + 2(T + M + C)\varepsilon.$$ 

For learning with noise, we use the Cauchy-Schwarz inequality to get

$$\mathbb{E}(f^*(X) - f_r(X))(f_r(X) - f_k^*(X)) \leq \sqrt{\mathbb{E}(f^*(X) - f_r(X))^2} \sqrt{\mathbb{E}(f_r(X) - f_k^*(X))^2} \leq \frac{C\sqrt{\varepsilon}}{(2\pi r)^q}.$$ 

The result follows from Lemma B.2, Lemma B.7 (by replacing $\varepsilon$ with $\sqrt{\varepsilon}$ and the assumption $f^* = f_{a}$).
Linear Threshold Basis Functions

Let $h$ be the threshold function, $h(x) = 1$ if $x \geq 0$ and $h(x) = 0$ otherwise. We can write $f_r(x)$ as an integral involving linear threshold functions as follows:

\[
 f_r(x) = \int_{R(r)} (2r)^n|F_a(u)|(\cos(\theta(u)) \cos(2\pi u \cdot x) - \sin(\theta(u)) \sin(2\pi u \cdot x))dP_U(u) \\
 = \int_{R(r)} (2r)^n|F_a(u)| \left( \cos(\theta(u)) \left( \int_{t=-2\pi^2nr}^{2\pi^2nr} \cos(t)dt + \cos(-2\pi^2nr) \right) \right. \\
 - \sin(\theta(u)) \left( \int_{t=-2\pi^2nr}^{2\pi^2nr} \cos(t)dt + \sin(-2\pi^2nr) \right) \right) dP_U(u) \\
 = \int_{R(r)} (2r)^n|F_a(u)| \left( \cos(\theta(u)) \left( \int_{t=-2\pi^2nr}^{2\pi^2nr} \cos(t)h(2\pi u \cdot x - t)dt + \cos(-2\pi^2nr) \right) \right. \\
 - \sin(\theta(u)) \left( \int_{t=-2\pi^2nr}^{2\pi^2nr} \cos(t)h(2\pi u \cdot x - t)dt + \sin(-2\pi^2nr) \right) \right) dP_U(u) \\
 = \int_{R(r)} (2r)^n|F_a(u)| \left( \int_{t=-2\pi^2nr}^{2\pi^2nr} -\sin(\theta(u) + t)h(2\pi u \cdot x - t)dt + \right. \\
 \left. \cos(\theta(u) - 2\pi^2nr) \right) dP_U(u).
\]

Let $f^h = \frac{1}{k} \sum_{i=1}^{k} (2r)^n4\pi nr|F_a(U_i)|(-\sin(\theta(U_i) + \tau_i)h(2\pi U_i \cdot x - \tau_i) + \cos(\theta(U_i) - 2\pi^2nr))$.

**Lemma B.9** Suppose $(U_i, \tau_i), i = 1, \ldots, k$ are uniformly sampled from $R(r) \times [-2\pi^2nr, 2\pi^2nr]$. (Denote the probability distribution by $P_U \times P_\tau$.) Then, with probability at least $1 - \delta$, for

\[
k \geq \frac{16384(2r)^2n^4nrM^2}{\epsilon^2} \left( n \ln \left( \frac{512e(2r)^n\pi^2nrM}{\epsilon} \ln \frac{512e(2r)^n\pi^2nrM}{\epsilon} \right) + \ln \frac{16}{\delta} \right),
\]

$|f_r(x) - f^h_k(x)| \leq \epsilon$ for all $x \in [-\pi, \pi]^n$.

**Proof.** Let

\[
 G^h = \{(u, t) \mapsto g(x, u, t) : g(x, u, t) = (2r)^n4\pi nr|F_a(u)|(-\sin(\theta(u) + t)h(2\pi u \cdot x - t) + \cos(\theta(u) - 2\pi^2nr)), x \in [-\pi, \pi]^n \}.
\]

The class $G^h$ has pseudo-dimension $n$. From Corollary B.5 and Lemma 3.8, we have for $k \geq 1,$

\[
 (P_U \times P_\tau)^k \left\{ (u, t)^k : \exists x, \frac{1}{k} \sum_{i=1}^{k} g(x, U_i, \tau_i) - \int_{R(r)} g(x, u, t)dP_U(u)dP_\tau(t) \right\} > \epsilon
\]
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\[ < \frac{16384(2r)^2 \pi^4 (nr M)^2}{\epsilon^2} \left( n \ln \left( \frac{512e(2r)^n \pi^2 nr M}{\epsilon} \right) \right)^n \exp\left( \frac{-\epsilon^2 m}{16384(2r)^2 \pi^4 (nr M)^2} \right) \]

Setting the right hand side to be less than or equal to \( \delta \), we see that

\[ k \geq \frac{16384(2r)^2 \pi^4 (nr M)^2}{\epsilon^2} \left( n \ln \left( \frac{512e(2r)^n \pi^2 nr M}{\epsilon} \right) \right)^n \ln \frac{16}{\delta} \]

will give the required result. □

The following corollaries give bounds on the error terms we require.

**Corollary B.10** Let \((U_i, \tau_i), i = 1, \ldots, k\) be uniformly sampled from \(R(r) \times [-2\pi^2 r, 2\pi^2 r]\).

Then, with probability at least \(1 - \delta\), for

\[ k \geq \frac{16384(2r)^2 \pi^4 (nr M)^2}{\epsilon^2} \left( n \ln \left( \frac{512e(2r)^n \pi^2 nr M}{\epsilon} \right) \right)^n \ln \frac{16}{\delta} \]

\[ \mathbb{E}(f^*(X) - f_k^h(X))^2 - \mathbb{E}(f^*(X) - f_r(X))^2 \leq \epsilon^2 + 2(T + K + C)\epsilon. \]

If \(f^* = f_a\) (for learning with noise) and instead

\[ k \geq \frac{16384(2r)^2 \pi^4 (nr M)^2}{\epsilon} \left( n \ln \left( \frac{512e(2r)^n \pi^2 nr M}{\epsilon} \right) \right)^n \ln \frac{16}{\delta} \]

\[ \mathbb{E}(f^*(X) - f_k^h(X))^2 - \mathbb{E}(f^*(X) - f_r(X))^2 \leq \epsilon + \frac{2C\sqrt{\epsilon}}{(2\pi r)^q}. \]

The proof is essentially identical to the proof for Corollary B.8.

**Sigmoid Basis Functions**

The sigmoid function approximates the linear threshold function as the weight size grows. It is possible to bound the error of the approximation as a function of the weight size. Let

\[ f^a = \int_{R(r)} (2r)^n |F_a(u)| \left( \int_{t=-2\pi^2 r}^{2\pi^2 r} - \sin(\theta(u) + t) \sigma(2\pi^2 u \cdot x - t) dt ight. 
\]

\[ + \cos(\theta(u) - 2\pi^2 r)) dP_U(u) \]
We have, for $\alpha > 0$,
\[
|f_r(x) - f^\alpha(x)| \leq \int_{R(r)} (2r)^n |F_a(u)| \left( \int_{t=-2\pi^2nr}^{2\pi^2nr} |\sin(\theta(u) + t)| \right. \\
\left. \sigma(2\pi^2 u \cdot x - t) \right) \, dP_{\theta}(u)
\]
\[
\leq \frac{2(M + C) \ln 2}{\alpha}
\]
where $h$ is the threshold function and $\sigma$ is the standard sigmoid because for any $\alpha > 0$,
\[
\int_{-\infty}^{\infty} |h(x) - \sigma(\alpha x)| \, dx = \frac{2 \ln 2}{\alpha}.
\]
Let $f^\alpha_k = \frac{1}{k} \sum_{i=1}^{k} (2r)^n 4\pi nr |F_a(U_i)| (-\sin(\theta(U_i) + \tau_i) \sigma(2\pi U_i \cdot x - \tau_i) + \cos(\theta(U_i) - 2\pi^2 nr))$.
We can bound the error term we require in the following way:
\[
E((f^\alpha(X) - f^\alpha_k(X))^2) - E((f^\alpha(X) - f_r(X))^2)
\]
\[
= E((f^\alpha(X) - f^\alpha_k(X))^2) - E((f^\alpha(X) - f^\alpha(X))^2) + E((f^\alpha(X) - f^\alpha(X))^2) - E((f^\alpha(X) - f_r(X))^2)
\]
\[
= E((f^\alpha(X) - f^\alpha_k(X))^2) - E((f^\alpha(X) - f^\alpha(X))^2) + E((f^\alpha(X) - f^\alpha(X))^2) - 2E((f^\alpha(X) - f_r(X))(f_r(X) - f^\alpha(X))
\]
\[
\leq E((f^\alpha(X) - f^\alpha_k(X))^2) - E((f^\alpha(X) - f^\alpha(X))^2) + \frac{(2(M + C) \ln 2)^2}{\alpha^2} + \frac{4(T + M + C)(M + C) \ln 2}{\alpha}.
\]
(B.3)

It remains only to bound $E((f^\alpha(X) - f^\alpha_k(X))^2) - E((f^\alpha(X) - f^\alpha(X))^2)$. We proceed in the same way as in Section B.1.2

**Lemma B.11** Let $(U_i, \tau_i), i = 1, \ldots, k$ be uniformly sampled from $R(r) \times [-2\pi^2 nr, 2\pi^2 nr]$.
Then, with probability at least $1 - \delta$, for
\[
k \geq 16384(2r)^2 \pi^4 (nrM)^2 \left( n \ln \left( \frac{512e(2r)^n \pi^2 nrM}{\epsilon} \ln \frac{512e(2r)^n \pi^2 nrM}{\epsilon} \right) + \ln \frac{16}{\delta} \right),
\]
\[
|f^\alpha(x) - f^\alpha_k(x)| \leq \epsilon \text{ for all } x \in [-\pi, \pi]^n.
\]

**Proof.** Let
\[
G^\alpha = \{(u, t) \mapsto g(x, u, t) : g(x, u, t) = (2r)^n 2\pi nr |F_a(u)| (-\sin(\theta(u) + t) \sigma(2\pi u \cdot x - t) +
\]
\[
\cos(\theta(u) - 2\pi nr), x \in [-\pi, \pi]^n.
\]

The class \( G^\sigma \) has pseudo-dimension \( n \). The rest of the proof is identical to the proof of Lemma B.9. \( \square \)

**Corollary B.12** Let \((U_i, \tau_i), i = 1, \ldots, k\) be uniformly sampled from \( R(r) \times [-2\pi^2 nr, 2\pi^2 nr] \). Then, with probability at least \( 1 - \delta \), for

\[
k \geq \frac{16384(2r)^2 n^2 \pi^4 (nr M)^2}{\epsilon^2} \left( n \ln \left( \frac{512e(2r)^n \pi^2 nr M}{\epsilon} \right) + \ln \frac{16}{\delta} \right),
\]

\[
\mathbb{E}(f^*(X) - f_k^\sigma(X))^2 - \mathbb{E}(f^*(X) - f^\sigma(X))^2 \leq \epsilon^2 + 2(T + M + C + 2(M + C) \ln 2/\alpha) \epsilon.
\]

If \( f^* = f_a \) (for learning with noise) and instead

\[
k \geq \frac{16384(2r)^2 n^2 \pi^4 (nr M)^2}{\epsilon} \left( n \ln \left( \frac{512e(2r)^n \pi^2 nr M}{\sqrt{\epsilon}} \right) + \ln \frac{16}{\delta} \right),
\]

then

\[
\mathbb{E}(f^*(X) - f_k^\sigma(X))^2 - \mathbb{E}(f^*(X) - f^\sigma(X))^2 \leq \epsilon + \frac{2C \sqrt{\epsilon}}{(2\pi r)^q} + \frac{4\sqrt{\epsilon}(M + C) \ln 2}{\alpha}.
\]

**Proof.** The proof for the first part is similar to the proof for Corollary B.8. For the second part, we have

\[
\mathbb{E}(f^*(X) - f_k^\sigma(X))^2 - \mathbb{E}(f^*(X) - f^\sigma(X))^2
\]

\[
= \mathbb{E}(f^\sigma(X) - f_k^\sigma(X))^2 + 2\mathbb{E}(f^*(X) - f^\sigma(X))(f^\sigma(X) - f_k^\sigma(X))
\]

\[
\leq \mathbb{E}(f^\sigma(X) - f_k^\sigma(X))^2 + 2\mathbb{E}|f^*(X) - f_r(X)||f^\sigma(X) - f_k^\sigma(X)|
\]

\[
+ 2\mathbb{E}|f_r(X) - f^\sigma(X)||f^\sigma(X) - f_k^\sigma(X)|.
\]

By the Cauchy-Schwarz inequality,

\[
\mathbb{E}|f^*(X) - f_r(X)||f^\sigma(X) - f_k^\sigma(X)| \leq \sqrt{\mathbb{E}(f^*(X) - f_r(X))^2} \sqrt{\mathbb{E}(f^\sigma(X) - f_k^\sigma(X))^2}
\]

\[
\leq \frac{C \sqrt{\epsilon}}{(2\pi r)^q}.
\]

The result follows from Lemma B.2 and Lemma B.11. \( \square \)
B.1.3 Estimation Error

With the randomly selected basis functions, all we need to learn is the second layer weights of the linear combinations. With the sinusoidal basis functions, we have $2k$ second layer weights (pseudo-dimension $2k$) while with the linear threshold and sigmoid basis functions we have $k + 1$ second layer weights (pseudo-dimension $k + 1$).

Since $|f_r(x)| \leq M + C$, if the approximation step in Section B.1.2 is successful $|f_k(x)| \leq M + C + \epsilon$. Let $\epsilon \leq T$. This gives $|f_k(x)| \leq M + C + T$. Least squared optimisation with the constraints $|f_k(x_i)| \leq M + C + T = B, i = 1, \ldots, m$ can be done in polynomial time. Note that with these constraints, the function class is still convex.

Rescale the functions and the target random variable by dividing by $B$. (The rescaling is just to calculate the sample complexity. There is no need for it in the actual algorithm.) In Theorem 3.7, setting $\nu = \nu_c = \epsilon/4B^2$, $\alpha = 1/2$, we get with probability at least $1 - \delta$ that $E(g_f) \leq 2E_z(g_f) + \epsilon$ for sample $z$ of size

$$\frac{7000B^2}{\epsilon} \left( d \ln \left( \frac{2048\epsilon B^2}{\epsilon} \ln \frac{2048\epsilon B^2}{\epsilon} \right) + d \ln 2 + \ln \frac{6}{\delta} \right),$$

where $d$ is the pseudo-dimension of the function class. Recall that $g_f(x, y) = (y - f(x))^2 - (y - f_a(x))^2$ and $E(g_f) = E(f^* - f)^2 - E(f^* - f_a)^2$. If we optimise to within $\epsilon$ of the best function, we obtain an expected mean squared error within at most $3\epsilon$ of the best function.

B.1.4 Combining the Error Bounds

We can now combine the bounds from the previous sections to give bounds on the sample complexity and number of basis functions needed for learning the function class. Assuming the sampling and estimation step is successful, the algorithm will be successful. Since the probability of failure at each step is no more than $\delta$, the probability that we will be unsuccessful is no more than $2\delta$. This can be rescaled to give $\delta$. In each of the following sections, the accuracy will also have to be rescaled to give the desired accuracy $\epsilon$. This does not change the order of the sample complexity and the order of the number of basis functions used.
\textbf{Sinusoidal Basis Functions}

For agnostic learning, select \( r \) in Corollary B.3 so that
\[
\frac{STC^2}{(2\pi r)^2} = \epsilon. \]
From Corollary B.8, we can get
\[
E(f^*(X) - f^*_r(X))^2 - E(f^*(X) - f_r(X))^2 \leq \epsilon
\]
for (fixed \( n \) and \( q \))
\[
k = O\left(\left(\frac{TC^2}{\epsilon^2 + \frac{ln \delta}{\epsilon}}\right)^\frac{n}{q} \ln \left(\frac{TCM}{\epsilon} + \frac{1}{\delta}\right)\right)
\]
with \( n \) and \( q \) fixed.

For learning with noise, select \( r \) in Corollary B.4 so that
\[
E(f^*(X) - f_r(X))^2 \leq \frac{C^2}{(2\pi r)^2} = \epsilon. \]
From Corollary B.8, we can get
\[
E(f^*(X) - f^*_k(X))^2 - E(f^*(X) - f_r(X))^2 \leq 3\epsilon
\]
for
\[
k = O\left(\left(\frac{CM^2}{\epsilon^2 + \frac{ln \delta}{\epsilon}}\right)^\frac{n}{q} \ln \left(\frac{CM}{\epsilon} + \frac{1}{\delta}\right)\right).
\]
Finally, the sample complexity for
\[
E(f^*(X) - \hat{f}(X))^2 - E(f^*(X) - f^*_k(X))^2 = \epsilon
\]
is
\[
O\left(\left(\frac{B^2}{\epsilon}\right)^{\frac{k \ln \left(\frac{B^2}{\epsilon} \ln \frac{B^2}{\epsilon}\right)} + \frac{1}{\delta}}\right),
\]
where \( B = M + C + T \).

\textbf{Linear Threshold Basis Functions}

For agnostic learning, select \( r \) in Corollary B.3 so that
\[
\frac{STC^2}{(2\pi r)^2} = \epsilon. \]
From Corollary B.10, we can get
\[
E(f^*(X) - f^*_k(X))^2 - E(f^*(X) - f_r(X))^2 \leq \epsilon
\]
for
\[
k = O\left(\left(\frac{TC^2}{\epsilon^2 + \frac{2n+3}{\epsilon}}\right)^\frac{n^2M^2(T + M + C)}{\ln \left(\frac{TCM}{\epsilon} + \frac{1}{\delta}\right)}\right).
\]
For learning with noise, select \( r \) in Corollary B.4 so that \( \mathbb{E}(f^*(X) - f_r(X))^2 \leq \frac{C^2}{(2\pi r)^q} = \epsilon. \)

From Corollary B.10, we can get

\[
\mathbb{E}(f^*(X) - f_k^*(X))^2 - \mathbb{E}(f^*(X) - f_r(X))^2 \leq 3\epsilon
\]

for

\[
k = O \left( \frac{C^{2n+2}_{2q}}{\epsilon^{1+\frac{n+1}{q}}} \left( \frac{n^2}{q} \ln \left( \frac{CM}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right).
\]

Finally, the sample complexity for \( \mathbb{E}(f^*(X) - \hat{f}(X))^2 - \mathbb{E}(f^*(X) - f_k^h(X))^2 = \epsilon \) is

\[
O \left( \frac{B^2}{\epsilon} \left( k \ln \left( \frac{B^2}{\epsilon} \ln \frac{B^2}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right),
\]

where \( B = M + C + T. \)

**Sigmoid Basis Functions**

For agnostic learning, select \( r \) in Corollary B.3 so that \( \mathbb{E}(f^*(X) - f_r(X))^2 - \mathbb{E}(f^*(X) - f_a(X))^2 \leq \frac{STC^2}{(2\pi r)^q} = \epsilon. \)

From Corollary B.12, we can get

\[
\mathbb{E}(f^*(X) - f_k^a(X))^2 - \mathbb{E}(f^*(X) - f^a(X))^2 \leq \epsilon
\]

for

\[
k = O \left( \frac{(T + B)C^2}{(T + M + C)(T + B)CM} \left( \frac{n^2}{q} \ln \left( \frac{(T + M + C)(T + B)CM}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right).
\]

If \( \alpha = \frac{4(T + M + C)(M + C)\ln 2}{\epsilon} \), from (B.3)

\[
\mathbb{E}(f^*(X) - f_k^a(X))^2 - \mathbb{E}(f^*(X) - f_r(X))^2 \\
\leq \mathbb{E}(f^*(X) - f_k^a(X))^2 - \mathbb{E}(f^*(X) - f^a(X))^2 + \\
\frac{(2(M + C) \ln 2)^2}{\alpha^2} + \frac{4(T + M + C)(M + C) \ln 2}{\alpha}
\]

\[
\leq 3\epsilon
\]

for small enough \( \epsilon. \)

For learning with noise, select \( r \) in Corollary B.4 so that \( \mathbb{E}(f^*(X) - f_r(X))^2 \leq \frac{C^2}{(2\pi r)^q} = \epsilon. \)
From Corollary B.12, we can get

$$E(f^*(X) - f_k^q(X))^2 - E(f^*(X) - f^\sigma(X))^2 \leq 4\epsilon$$

for

$$k = O \left( \frac{C^{2n+2}}{\epsilon^{1+\frac{n+1}{q}}} \left( \frac{n^2 \ln (CM)}{\epsilon} + \ln \frac{1}{\delta} \right) \right)$$

if $\alpha \geq \frac{4(M+C)\ln 2}{\sqrt{\epsilon}}$. Set $\alpha = \frac{4(T+M+C)(M+C)\ln 2}{\epsilon}$. From (B.3)

$$E(f^*(X) - f_k^q(X))^2 - E(f^*(X) - f_r(X))^2$$

$$\leq E(f^*(X) - f_k^q(X))^2 - E(f^*(X) - f^\sigma(X))^2 + \frac{(2(M+C)\ln 2)^2}{\alpha^2} + \frac{4(T+M+C)(M+C)\ln 2}{\alpha}$$

$$\leq 6\epsilon$$

for small enough $\epsilon$. Finally, the sample complexity for $E(f^*(X) - \hat{f}(X))^2 - E(f^*(X) - f_k^q(X))^2 = \epsilon$ is

$$O \left( \frac{B^2}{\epsilon} \left( k \ln \left( \frac{B^2}{\epsilon} \ln \frac{B^2}{\epsilon} \right) + \ln \frac{1}{\delta} \right) \right),$$

where $B = M + C + T$.

### B.2 Proof of Theorem 7.3

The proof of Theorem 7.3 is similar to the proof of the approximation error component of Theorem 7.2. However, instead of just finding a set of basis functions which can be used for approximating a single function, we want to find a set of basis functions which can be used for uniformly approximating all functions in the class.

Let $R(r) = \{ u \in \mathbb{Z}^n : u_j \leq r, j = 1, \ldots, n \}$. First we bound the error caused by truncating the Fourier series by excluding the terms outside $R(r)$. Let $f^* \in \Gamma_q^s$ be any function in $\Gamma_q^s$ and let $f_r^*$ be the corresponding function with the truncated Fourier series. Then

$$|f^*(x) - f_r(x)| = \left| \sum_{u \in \mathbb{Z}^n} (F^*(u) - F_r(u)) e^{i2\pi u \cdot x} \right|$$

$$\leq \sum_{|u| > r, u \in \mathbb{Z}^n} \frac{|2\pi |u_j|^q|F^*(u)|}{|2\pi |u_j|^q}$$
Proofs of Results from Chapter 7

\[ \leq \sum_{j=1}^{n} \frac{1}{(2\pi r)^q} \sum_{u \in Z^n} |2\pi u_j|^q |F^*(u)| \]

\[ \leq \frac{C}{(2\pi r)^q}. \]

Setting the truncation error to \( \epsilon/2 \) we get

\[ r = \frac{(2C)^{1/q}}{2\pi \epsilon^{1/q}}. \]  \hspace{1cm} (B.4)

Note that there are \((2r + 1)^n\) Fourier coefficients in \( R(r) \). Let \( \Gamma_q \) be the class of functions which are represented by the class of truncated Fourier series of functions in \( \Gamma_q \). We will now show that if we select a sample \( U_1, \ldots, U_k \) (with an appropriate \( k \)) from \( R(r) \) according to the uniform distribution, the probability that there exists a function \( f^*_\gamma \) (with Fourier transform \( F^* \)) in \( \Gamma_q \) and an \( x \in [-\pi, \pi]^n \) such that \( |f^*_\gamma(x) - \frac{(2r+1)^n}{k} \sum_{j=1}^{k} \text{Re} F^*(U_j)e^{2\pi i U_j \cdot x}| > \epsilon/2 \) is less than one. The value of \( k \), such that this is true, is \( k = O \left( \frac{n^2 M^2 e^n}{\epsilon^{2/q} \rho^q} \left( \ln^2 CM \right) \right) \). This shows the existence of a set of basis functions of size \( k \) which can be used to uniformly approximate all truncated functions in that class to accuracy \( \epsilon/2 \). The result then follows from the triangle inequality.

To get the uniform convergence result, we require a bound for the covering number of the following function class

\[ G = \{ u \mapsto (2r + 1)^n |F(u, t)| \cos(\theta(u, t)) \cos(2\pi u \cdot x) - (2r + 1)^n |F(u, t)| \times \sin(\theta(u, t)) \sin(2\pi u \cdot x) : |x_i| \leq \pi, |u_j| \leq r, u_j \in \mathbb{Z}, t \in T \} \]

where \( T \) is the set of indices for the Fourier coefficients of functions in \( \Gamma_q^s \).

We will bound the covering number using the following lemma.

**Lemma B.13** Let \( G = \{ u \mapsto a(u, t) \cos(2\pi u \cdot x) + b(u, t) \sin(2\pi u \cdot x) : |x_i| \leq \pi, |u_j| \leq r, u_j \in \mathbb{Z}, t \in T \} \) where \( a(u, t) = (2r + 1)^n |F(u, t)| \cos(\theta(u, t)) \) and \( b(u, t) = -(2r + 1)^n |F(u, t)| \sin(\theta(u, t)) \). Let \( A = \{ u \mapsto a(u, t) : t \in T, |u_j| \leq r, u_j \in \mathbb{Z} \} \) and let \( B = \{ u \mapsto b(u, t) : t \in T, |u_j| \leq r, u_j \in \mathbb{Z} \} \). Then for any \( u = (u_1, \ldots, u_m) \),

\[ N(\epsilon, G(u, l_1)) \leq 2 \left( \frac{32\pi^2 ern(2r + 1)^n M}{\epsilon} \ln \frac{32\pi^2 ern(2r + 1)^n M}{\epsilon} \right)^n \times N(\epsilon/4, A(u, l_1))N(\epsilon/4, B(u, l_1)). \]
Proof. Note that $|a(u)| \leq (2r + 1)^n M$ and $|b(u)| \leq (2r + 1)^n M$. We also have $|\cos(2\pi \alpha) - \cos(2\pi \beta)| \leq 2\pi|\alpha - \beta|$ and $|\sin(2\pi \alpha) - \sin(2\pi \beta)| \leq 2\pi|\alpha - \beta|$. Let $\mathbf{u} \in [-r, r]^m$. Let $\mathcal{L} = \{u \mapsto u \cdot x : |x_i| \leq \pi, |u_j| \leq r, u_j \in \mathbb{Z}\}$. Let $\mathcal{C}_1$ be an $\epsilon/(8\pi(2r + 1)^n M)$-cover for $\mathcal{L}|_{\mathbf{u}}$, $\mathcal{C}_2$ be an $\epsilon/4$-cover for $\mathcal{A}|_{\mathbf{u}}$ and $\mathcal{C}_3$ be an $\epsilon/4$-cover for $\mathcal{B}|_{\mathbf{u}}$. Then for any $x \in [-\pi, \pi]^n$ and any $t \in T$, there exists $c^1 \in \mathcal{C}_1$, $c^2 \in \mathcal{C}_2$ and $c^3 \in \mathcal{C}_3$ such that

$$\frac{1}{m} \sum_{i=1}^m |a(u_i, t)\cos(2\pi u_i \cdot x) - c_i^1 \cos(2\pi c_i^1) + b(u_i, t)\sin(2\pi u_i \cdot x) - c_i^3 \sin(2\pi c_i^3)|$$

$$= \frac{1}{m} \sum_{i=1}^m |a(u_i, t)\cos(2\pi u_i \cdot x) - a(u_i, t)\cos(2\pi c_i^1) + a(u_i, t)\cos(2\pi c_i^1) - c_i^2 \cos(2\pi c_i^1) + b(u_i, t)\sin(2\pi u_i \cdot x) + b(u_i, t)\sin(2\pi c_i^1) + b(u_i, t)\sin(2\pi c_i^1) - c_i^3 \sin(2\pi c_i^3)|$$

$$\leq \frac{1}{m} \sum_{i=1}^m |a(u_i, t)(\cos(2\pi u_i \cdot x) - \cos(2\pi c_i^1)) + (a(u_i, t) - c_i^2)\cos(2\pi c_i^1)| + |b(u_i, t)(\sin(2\pi u_i \cdot x) + \sin(2\pi c_i^1)) + (b(u_i, t) - c_i^3)\sin(2\pi c_i^3)|$$

$$\leq \frac{1}{m} \sum_{i=1}^m |a(u_i, t)||\cos(2\pi u_i \cdot x) - \cos(2\pi c_i^1)| + |a(u_i, t) - c_i^2||\cos(2\pi c_i^1)| + |b(u_i, t)||\sin(2\pi u_i \cdot x) + \sin(2\pi c_i^1)| + |b(u_i, t) - c_i^3||\sin(2\pi c_i^3)|$$

$$\leq \frac{1}{m} \sum_{i=1}^m 2\pi(2r + 1)^n M|u_i \cdot x - c_i^1| + |a(u_i, t) - c_i^2| + 2\pi(2r + 1)^n M|u_i \cdot x - c_i^1| + |b(u_i, t) - c_i^3|$$

$$\leq \epsilon.$$

Hence $N(\epsilon, \mathcal{G}|_{\mathbf{u}}, l_1) \leq N(\epsilon/8\pi(2r + 1)^n M, \mathcal{L}|_{\mathbf{u}}, l_1)N(\epsilon/4, \mathcal{A}|_{\mathbf{u}}, l_1)N(\epsilon/4, \mathcal{B}|_{\mathbf{u}}, l_1)$. From Lemma 3.8 $N(\epsilon/8\pi(2r + 1)^n M, \mathcal{L}|_{\mathbf{u}}, l_1) \leq 2\left(\frac{32\pi^2\text{enr}(2r+1)^n M}{\epsilon} \ln \frac{32\pi^2\text{enr}(2r+1)^n M}{\epsilon}\right)^n$. □

We now bound the covering number for $\mathcal{A}$ and $\mathcal{B}$ (as defined in Lemma B.13). Note that functions from $\mathcal{A}$ are the (scaled) real part of the Fourier series, while functions from $\mathcal{B}$ are the (scaled) imaginary part. For a function $f \in \Gamma_q^n$, let

$$F_A(u, f) = (2r + 1)^n \text{Re} \int_{[-\pi, \pi]^n} f(x)e^{-i2\pi u \cdot x}dx = (2r + 1)^n \int_{[-\pi, \pi]^n} f(x)\cos(2\pi u \cdot x)dx$$

and

$$F_B(u, f) = (2r + 1)^n \text{Im} \int_{[-\pi, \pi]^n} f(x)e^{-i2\pi u \cdot x}dx = (2r + 1)^n \int_{[-\pi, \pi]^n} -f(x)\sin(2\pi u \cdot x)dx.$$
approximation method similar to that used in (Barron 1992), and then bound the covering number of the sum.

**Lemma B.14** Let $A$ be as defined in Lemma B.13. Let $\mathcal{H}_k = \{u \mapsto \frac{b}{k} \sum_{i=1}^{k} (2r + 1)^n a_i \cos(2\pi u \cdot x_i) : x_i \in [-\pi, \pi]^n, |u_j| \leq r, u \in \mathbb{Z}^n, a_i \in \{-1, 1\}, b \in [-M, M]\}$. Then for any $u = (u_1, \ldots, u_m)$ and

$$k \geq \frac{1024(2r + 1)^{2n} M^2}{\epsilon^2} (n \ln(2r + 1) + \ln 8),$$

$$N(\epsilon, \mathcal{A}_|u, l_1) \leq N(\epsilon/2, \mathcal{H}_k|u, l_1).$$

**Proof.** We can represent $F_A(u, f)$ as

$$F_A(u, f) = \int_{[-\pi, \pi]^n} (2r + 1)^n M_f \text{sign}(f(x)) \cos(2\pi u \cdot x) P(dx)$$

where $M_f = \int_{[-\pi, \pi]^n} |f(x)| dx \leq M$, $\text{sign}(f(x))$ is the sign of $f(x)$ and $P(dx) = |f(x)| dx / M_f$ is a probability distribution.

There are no more than $(2r + 1)^n$ values of $u$ that we are interested in. Corollary B.5 shows that

$$P^k \left\{ x \in ([-\pi, \pi]^n)^k : \exists u, \left| \frac{M_f}{k} \left( \sum_{i=1}^{k} (2r + 1)^n \text{sign}(f(x_i)) \cos(2\pi u \cdot x_i) - F_A(u, f) \right) \right| > \epsilon/2 \right\} \leq 8(2r + 1)^n e^{-\epsilon^2 k/1024(2r + 1)^{2n} M_f^2}.$$

Setting the right hand side equal to 1 shows that for

$$k \geq \frac{1024(2r + 1)^{2n} M^2}{\epsilon^2} (n \ln(2r + 1) + \ln 8), \quad (B.5)$$

for every $F_A(\cdot, f)$, there is a function of the form $u \mapsto \frac{1}{k} \sum_{i=1}^{k} (2r + 1)^n M_f \text{sign}(f(x_i)) \cos(2\pi u \cdot x_i)$ that is within $\epsilon/2$ of it for all the $u$’s we are interested in. The triangle inequality ensures that an $\epsilon/2$ cover for $\mathcal{H}_k$ would also be an $\epsilon$ cover for $\mathcal{A}$. □

**Lemma B.15** Let $\mathcal{H}_k = \{u \mapsto \frac{b}{k} \sum_{i=1}^{k} (2r + 1)^n a_i \cos(2\pi u \cdot x_i) : x_i \in [-\pi, \pi]^n, |u_j| \leq r, u \in \mathbb{Z}^n, a_i \in \{-1, 1\}, b \in [-M, M]\}$. Then for any $u = (u_1, \ldots, u_m), (u_j \in [-r, r]^n$ for $j = 1, \ldots, m)$

$$N(\epsilon, \mathcal{H}_k|u, l_1) \leq \frac{4\pi M (2r + 1)^n}{\epsilon} 2^{2k} \left( \frac{16\pi^2 e (2r + 1)^n M^2}{\epsilon} \ln \left( \frac{16\pi^2 e (2r + 1)^n M^2}{\epsilon} \right) \right)^{nk}.$$
Proof. We have $|\cos(2\pi\alpha) - \cos(2\pi\beta)| \leq 2\pi|\alpha - \beta|$. Let $\mathcal{L} = \{u \mapsto u \cdot x : 0 \leq x_i \leq 2\pi, |u_j| \leq r, u_j \in \mathbb{Z}\}$ and let $\mathcal{C}$ be an $\varepsilon/(4\pi(2r + 1)^n M)$-cover for $\mathcal{L}|_u$. Let $B$ be an $\varepsilon/(4\pi(2r + 1)^n)$-cover for $\{b : b \in [-M, M]\}$. Then there exists a $c_{ij} \in \mathcal{C}$ for each $u_j \cdot x_i$ and a $b' \in B$ for each $b \in [-M, M]$ such that

$$
\frac{1}{m} \sum_{j=1}^{m} \left| \frac{1}{k} \sum_{i=1}^{k} (2r + 1)^n a_i (b \cos(2\pi u_j \cdot x_i) - b' \cos(2\pi c_{ij})) \right|
$$

$$
\leq \frac{1}{k} \sum_{i=1}^{k} \frac{1}{m} \sum_{j=1}^{m} (2r + 1)^n |(b \cos(2\pi u_j \cdot x_i) - b \cos(2\pi c_{ij}) + b \cos(2\pi c_{ij}) - b' \cos(2\pi c_{ij}))|
$$

$$
\leq \frac{1}{k} \sum_{i=1}^{k} \frac{1}{m} \sum_{j=1}^{m} (2r + 1)^n |(b \cos(2\pi u_j \cdot x_i) - \cos(2\pi c_{ij}))| + |(b - b') \cos(2\pi c_{ij})|
$$

$$
\leq \frac{1}{k} \sum_{i=1}^{k} \frac{1}{m} \sum_{j=1}^{m} 2\pi(2r + 1)^n (M |u_j \cdot x_i - c_{ij}| + \varepsilon/(4\pi(2r + 1)^n))
$$

$$
= \frac{1}{k} \sum_{i=1}^{k} 2\pi(2r + 1)^n M \frac{1}{m} \sum_{j=1}^{m} |u_j \cdot x_i - c_{ij}| + \varepsilon/2
$$

$$
\leq \varepsilon.
$$

The size of $B$ is no more than $4\pi M(2r + 1)^n / \varepsilon$. Hence $N(\varepsilon, G_{|u|, l_1}) \leq \frac{4\pi M(2r + 1)^n \varepsilon}{\varepsilon}^k N(\varepsilon/4\pi(2r + 1)^n M, \mathcal{L}|_u, l_1)^k$. From Lemma 3.8 $N(\varepsilon/4\pi(2r + 1)^n M, \mathcal{L}|_u, l_1) \leq 2 \left( \frac{16\pi^2 e(2r + 1)^n M}{\varepsilon} \ln \frac{16\pi^2 e(2r + 1)^n M}{\varepsilon} \right)^n$. □

It is easy to see that the same bound applies to the covering number of $B$. We can now bound the covering number of $G$.

**Corollary B.16** Let $G = \{u \mapsto a(u, t) \cos(2\pi u \cdot x) + b(u, t) \sin(2\pi u \cdot x) : |x_i| \leq \pi, |u_j| \leq r, u_j \in \mathbb{Z}, t \in \mathcal{T}\}$ where $a(u, t) = (2r + 1)^n |F(u, t)| \cos(\theta(u, t))$ and $b(u, t) = -(2r + 1)^n |F(u, t)| \sin(\theta(u, t))$. Let $A = \{u \mapsto a(u, t) : t \in \mathcal{T}, u_j \leq r, u_j \in \mathbb{Z}\}$ and let $B = \{u \mapsto b(u, t) : t \in \mathcal{T}, u_j \leq r, u_j \in \mathbb{Z}\}$. Then for any $u = (u_1, \ldots, u_m)$,

$$
N(\varepsilon, G_{|u|, l_1}) \leq 2 \left( \frac{32\pi^2 e(2r + 1)^n M}{\varepsilon} \ln \frac{32\pi^2 e(2r + 1)^n M}{\varepsilon} \right)^n \frac{256\pi^2 M^2(2r + 1)^{2n}}{\varepsilon^2} 2^{4k} \left( \frac{128\pi^2 e(2r + 1)^n M}{\varepsilon} \ln \frac{128\pi^2 e(2r + 1)^n M}{\varepsilon} \right)^{2nk}
$$

where

$$
k = \frac{16384(2r + 1)^{2n} M^2}{\varepsilon^2} (n \ln(2r + 1) + \ln 8).
$$

Given the covering number for $G$, we can now obtain a the uniform convergence result, and
hence give the appropriate number of basis functions $k$.

Let $P_U$ be the uniform distribution on $R(r)$. Let $\Gamma_{q}^s$ be the class of functions formed from the truncated Fourier series of functions in $\Gamma_{q}^s$. For a function $f \in \Gamma_{q}^s$, let the corresponding function with truncated Fourier series be $f_r \in \hat{\Gamma}_{q}^s$. Using Corollary B.16 and Corollary B.5 we get

\[
P_U^k \left\{ u^k : \exists f \in \Gamma_{q}^s, x \in [-\pi, \pi]^n, \right. \\
\left. \left| \frac{1}{k} \sum_{i=1}^{k} \left( F_A(u_i, f) \cos(2\pi u_i \cdot x) - F_B(u_i, f) \sin(2\pi u_i \cdot x) \right) - f_r(x) \right| > \varepsilon/2 \right\} \\
\leq 16 \left( \frac{2048 \pi^2 enr(2r + 1)^n M}{\varepsilon} \ln \frac{2048 \pi^2 enr(2r + 1)^n M}{\varepsilon} \right)^n \frac{512 \pi^2 M^2 (2r + 1)^{2n}}{\varepsilon^2} \\
2^{4k'} \left( \frac{8192 \pi^2 e(2r + 1)^n nr M}{\varepsilon} \ln \frac{8192 \pi^2 e(2r + 1)^n nr M}{\varepsilon} \right)^{2nk'} e^{-\varepsilon^2/1024(2r+1)^{2n} M^2}
\]

where

\[k' = \frac{67108864(2r + 1)^{2n} M^2}{\varepsilon^2} (n \ln(2r + 1) + \ln 8).\]

Setting the right hand side equal to 1 shows that for

\[
k > \frac{1024(2r + 1)^{2n} M^2}{\varepsilon^2} \left( \ln \left( \frac{2048 \pi^2 enr(2r + 1)^n M}{\varepsilon} \ln \frac{2048 \pi^2 enr(2r + 1)^n M}{\varepsilon} \right) + \frac{2 \ln \frac{1}{\varepsilon} 512 \pi M (2r + 1)^n}{\varepsilon} + 4k' \ln 2 + 2nk' \ln \left( \frac{8192 \pi^2 e(2r + 1)^n nr M}{\varepsilon} \ln \frac{8192 \pi^2 e(2r + 1)^n nr M}{\varepsilon} \right) + \ln 16 \right),
\]

there is a function of the form $\frac{1}{k} \sum_{i=1}^{k} \left( F_A(u_i, f) \cos(2\pi u_i \cdot x) - F_B(u_i, f) \sin(2\pi u_i \cdot x) \right)$ that is within $\varepsilon/2$ of $f_r(x)$ for all the $f_r \in \hat{\Gamma}_{q}^s$ and $x \in [-\pi, \pi]^n$. Setting $r$ appropriately to give truncation error $\varepsilon/2$ (using (B.4)) completes the proof of Theorem 7.3.
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Errata

Pg 5 l -14 An additional reference (Alon et al. 1993) should be added here.

Pg 15 Sec 2.2 l -1 This line should be changed to: “Sinusoidal basis functions: \{g(x) = \sin(v \cdot x), g(x) = \cos(v \cdot x) : v \in \mathbb{R}^n\}.”

Pg 16 l 2 It should be mentioned that for bounded measurable functions, the essential supremum is usually used in place of the supremum in the definition of the \(L_\infty\) norm.

Pg 21 In Table 3.2, assuming that \(\text{fat}_\mathcal{F}(\epsilon)\) grows polynomially with \(1/\epsilon\), the \(\text{fat}_\mathcal{F}(\epsilon)\) term can be removed from inside the log.

Pg 24 l 3 This line should be changed from “suffices for agnostically learning \(\mathcal{F}\)” to “suffices for learning \(\mathcal{F}\)”.

Pg 25 l 8 & Pg 26 l 13 Both these lines should be changed to:

\[
m \geq \frac{7000T^2}{\epsilon} \ln \left( \max_{x \in \mathbb{X}^{2m}} N \left( \frac{\epsilon}{512T}, \mathcal{F}_x, l_1 \right) \right) + \ln \frac{6}{\delta}.
\]

Pg 28 l -5 This line should be changed from “networks with linear threshold hidden units and ...” to “networks with linear threshold hidden units (or sigmoidal hidden units) and ...”.

Pg 32 It should be mentioned that for sets of at least two \(\{0, 1\}\)-valued functions, an \(\Omega(1/\epsilon^2)\) lower bound on the sample complexity for proper agnostic learning follows from the results of the following two papers:


Pg 32 l -1 The term \(k_2\) should be in the denominator, not the numerator.

Pg 32 l -10 The term “\(\Omega(\ln(\delta)/\epsilon^2)\)” should be changed to “\(\Omega(\ln(1/\delta)/\epsilon^2)\)”.

Pg 41 Theorem 5.2 The sample complexity bound should be changed to

\[
\frac{14000C^2}{\epsilon} \left( \frac{16C^2}{\epsilon} \ln \max_{x \in \mathbb{X}^{2m}} \left( N \left( \frac{\epsilon}{1024CK}, G_x, l_1 \right) + 1 \right) + \ln 2 \right) + \ln \frac{6}{\delta}.
\]
The bounds in Corollary 5.3 and 5.4 should also be changed accordingly. In the proof, the last equality on page 44, line 9 and 10 is incorrect. To correct the proof, on page 44 line 11, use Theorem 6.1 in place of Lemma 5.5. This results in the sample complexity bound given above.

Pg 43 l 7 The sentence “Let $f = \frac{1}{n} \sum_{i=1}^{k} f_i$...” should be replaced by “Let $f = \frac{1}{k} \sum_{i=1}^{k} f_i$...”.

Pg 43 Eqn 5.1 $N(\epsilon, A_{K,k|\mathbf{x}}^{G_{ij}}, l_1)$ should be replaced with $N(\epsilon, A_{K,k|\mathbf{x}}^{G_{ij}}, l_1)$.

Pg 43 l 9 $f_1|\mathbf{x} \in A_{K,k}^{G_{ij}}$ should be replaced with $f_1|\mathbf{x} \in A_{K,k}^{G_{ij}}$.

Pg 44 l 10 The sentence “Corollary 5.4 shows ...” should be changed to “Corollary 5.4 and Theorem 4.4 show ...”.

Pg 51 l 10 The term $\alpha$ is missing from the numerator of $\frac{4c}{k-1}$.

Pg 53 l 4,8 Bracket missing after $Y$ (should be two close brackets).

Pg 53 l 7 The sentence beginning with “Let $f$ be ...” should be removed.

Pg 54 l 10 This line should be changed to

$$= \inf_{g \in \mathcal{G}} \int_{X \times Y} (2w_{g}(x)/(i + 1) + (1 - 2/(i + 1))f_{i-1}(x) - y)^2 dP(x, y) + \epsilon_i/2.$$ 

Pg 58 l 3 The following sentence should be added: “Let $f$ be the target function and let $d_f = \inf_{g' \in co(\mathcal{G})} ||g' - f||$, where $co(\mathcal{G})$ is the convex hull of $\mathcal{G}$.”.

Pg 59 l 15 The sentence beginning with “We will use ...” should be changed to “We will use the agnostic PAC learning algorithm to learn $h$ under a modified distribution with confidence $1 - \delta/2k$ and an accuracy which will be determined below.”

Pg 61 l 6 The sentence “Let $\mathcal{G} = \bigcup_{n=1}^{\infty} \mathcal{G}_n$ where ...” should be changed to “Let $\mathcal{G} = \bigcup_{n=1}^{\infty} \mathcal{G}_n$ where ...”.

Pg 83 l 6 “$\mathcal{F}_k = \mathcal{G}$” should be changed to “$\mathcal{F}_k = \mathcal{F}$”.

Pg 84 Eqn A.1 In the third line, “$d_{\nu,\nu_c}(\mathbb{E}_{\mathcal{E}}(g_j^2), E(g_j^2))$” should be changed to “$d_{\nu,\nu_c}(\mathbb{E}_{\mathcal{E}}(g_j^2), E(g_j^2))$”

Pg 91 l 2,-1 “$\mathbb{E}[(f_a(x) - f(x))^2]$...” should be changed to “$\mathbb{E}[(f_a(x) - f(x))^2]$...”.

Pg 93 l 10 The sentence beginning with “The following result...” should be changed to “Corollary A.15 ...”.

Pg 102 l 3 “$\exp(\epsilon^2 k/1024(2r)^2nM^2)$” should be changed to “$\exp(-\epsilon^2 k/1024(2r)^2nM^2)$”.