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This thesis examines the use of graded meshes and extrapolation techniques in finite difference methods of solution for firstly, two-point boundary value problems and secondly, the prototype cavity problem.

For equations of the form

$$\frac{d^2y}{dx^2} + a(x) \frac{dy}{dx} + b(x)y = 0$$

subject to the conditions

$$y(0) = y(1) = 1,$$

it is shown how to construct graded meshes that give optimum numerical properties to the finite difference scheme and also allow extrapolation processes, something that is not usually available when using graded meshes. Both first and second order formulations of the two-point boundary value problem are examined.

Chapter 3 examines the cavity problem using a regular mesh while Chapter 5 uses graded meshes. Only the case of a Reynolds number of 50 is discussed for both divergence and convective forms of the vorticity transport equation. Extrapolation is used in all cases. For the regular mesh cases and one graded mesh cases, convergence is attained by the extrapolated results to within two significant digits. A mesh is demonstrated that is too severe for the problem in hand to emphasise the dangers involved in the choice of graded mesh for problems where a quantitative method is not known.
1.1. **INTRODUCTION**

The prototype cavity problem concerns the fluid motion generated in a rectangular cavity by the uniform translation of the upper surface. The fluid in the cavity is viscous and incompressible. In this thesis, numerical solutions to the Navier-Stokes equations of fluid motion are sought to describe the fluid motion for middle range to high Reynolds numbers where the Reynolds number is defined as $Re = UL/v$ where $U$ is the velocity of the upper surface, $L$ the width of the cavity and $v$ is the kinematic viscosity.

The cavity problem is part of a larger class of problems of steady separated flows. This class of flows and in particular the cavity problem has been studied by Burggraf [8] both analytically and numerically. The fluid dynamic features of the cavity flows and of closely related flows (e.g., with thermal effects added) have been extensively studied in the literature (Kawaguti [24], Mills [29], Burggraf [8], Pan and Acrivos [33], Greenspan [22], Donovan [14], Torrance et al. [43], Runchal, Spalding and Wolfshtein [38], Marshall and Van Spiegel [28], Bozeman and Dalton [5]). Experimental visualisations (Mills [29], Pan and Acrivos [33]) have been attempted but mainly for low to middle range (50 - 3,200) Reynolds numbers.

Many authors (see §1.4) have attempted to find accurate numerical solutions to this problem for various ranges of the Reynolds number with the
general aim of obtaining a solution for high Reynolds numbers. Though questions may still be asked (see Bozeman and Dalton [5], Torrance [42]) about the finite-difference representations of the non-linear terms in the Navier-Stokes equations, it is my feeling that the major finite-difference approach via the use of evenly spaced grids has been fully extended and the problem of a solution for high Reynolds numbers is a matter of truly excessive computer time. It is felt that finite differences using graded meshes may provide an improvement in the solution of the problem. One of the aims of this thesis is to explore the applicability of graded meshes as an alternative approach to the solution of the problem by difference methods.

The cavity problem has special interest as a prototype problem on which to test numerical schemes. This special interest stems basically from the simplicity of formulation which implies a reduced complexity for the implementation of new numerical schemes and allows easy testing of the many parameters in the models in the search for improvements in convergence, etc. The problem's simple formulation certainly does not imply triviality or even ease of solution as will be easily seen by the later discussion.
1.2. FORMULATION OF THE CAVITY PROBLEM

Consider the cavity problem in terms of the physical variables. The Navier-Stokes equations for an incompressible fluid are

\[ \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = \nu \nabla^2 \mathbf{u} - \frac{1}{\rho} \nabla p \]  

(1.2.1a)

and the incompressibility condition

\[ \nabla \cdot \mathbf{u} = 0 \]  

(1.2.1b)

where

\[ \mathbf{u} = (u, v) \] is the velocity of a fluid particle,
\[ \nu = \text{kinematic viscosity}, \]
\[ p = \text{pressure}, \]
\[ \rho = \text{mass density}, \]
\[ t = \text{time}. \]

Suppose the cavity with which we are dealing has width \( L \), height \( D \) and the upper surface of the cavity is moving with uniform velocity \( U \) from left to right. We define the non-dimensional variables

\[ x' = x/L, \]
\[ y' = y/L, \]
\[ (\mathbf{u}')^T = (u/U, v/U), \]
\[ p' = p/\rho U^2, \]
\[ t' = tU/L, \]
\[ a = D/L \] (the aspect ratio),
\[ Re = UL/\nu \] (the Reynolds number).

Substituting the variables into the equations (1.2.1), we obtain the equations (1.2.2) given below, the non-dimensional equations of fluid motion in a rectangular cavity of aspect ratio \( a \). Hence we have
4.

\[ \frac{\partial u}{\partial t} + u \cdot \nabla u = \frac{1}{Re} \nabla^2 u - \nabla p \]  \hspace{1cm} (1.2.2a)

and

\[ \nabla \cdot u = 0 \]  \hspace{1cm} (1.2.2b)

where the primes have been dropped from all variables because there can be no ambiguity as from this point, non-dimensional quantities are assumed.

In equations (1.2.2), the boundary values are known only for the two velocity components, namely the velocity \( u = 0 \) at all walls except the upper surface where \( u_T = (1,0) \). The boundary values for the pressure are not known.

If the streamfunction-vorticity formulation of the equations (1.2.2) is used instead of the physical equations in the three unknowns \( (u, v \) and \( p) \), then only two unknown variables are sought, the stream function \( \psi \) and the vorticity \( \omega \). The boundary values for this formulation are found naturally without the imposition of any extra conditions. Hence we consider the streamfunction-vorticity formulation of the cavity problem.

Eliminating the pressure variable \( p \) by taking the curl of equation (1.2.2a) we obtain the vorticity transport equation in convective form

\[ \frac{\partial \omega}{\partial t} + u \cdot \nabla \omega = \frac{1}{Re} \nabla^2 \omega \]  \hspace{1cm} (1.2.3)

where \( \omega \) represents the two-dimensional vorticity

\[ \omega = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} \].  \hspace{1cm} (1.2.4)

Using the condition (1.2.2b), equation (1.2.3) may be rewritten in divergence form as

\[ \frac{\partial \omega}{\partial t} + \nabla \cdot (\omega u) = \frac{1}{Re} \nabla^2 \omega \]  \hspace{1cm} (1.2.5)
We introduce a streamfunction \( \psi \) such that

\[
    u = \frac{\partial \psi}{\partial y}
\]

(1.2.6a)

and

\[
    v = -\frac{\partial \psi}{\partial x}.
\]

(1.2.6b)

From equations (1.2.6) we see that the incompressibility condition (1.2.2b) is automatically satisfied. Substituting the equations (1.2.6) into the definition of vorticity (1.2.4), we obtain a simple relationship between the streamfunction and the vorticity

\[
    \omega = -\psi^2.
\]

(1.2.7)

Since the boundary of the cavity is a stream-line, the streamfunction is constant there. From the differential definition (1.2.6) of the streamfunction, its value is only determined to within an additive constant. We set \( \psi = 0 \) on the boundary. This choice is helpful in some of the later computation. All the boundary conditions for equations (1.2.3) and (1.2.7) are available, namely the values of the streamfunction and of its normal derivative at the boundary,

\[
    \begin{align*}
    x &= 0, \ 0 < y < a, \ \psi = 0, \ \frac{\partial \psi}{\partial x} = 0, \\
    y &= 0, \ 0 < x < 1, \ \psi = 0, \ \frac{\partial \psi}{\partial y} = 0, \\
    x &= 1, \ 0 < y < a, \ \psi = 0, \ \frac{\partial \psi}{\partial x} = 0, \\
    y &= a, \ 0 < x < 1, \ \psi = 0, \ \frac{\partial \psi}{\partial y} = 1.
    \end{align*}
\]

(1.2.8)

Because the derivatives of the streamfunction tangential to the walls are all zero at the walls, the vorticity there is defined by a reduced form of equation (1.2.7)
where $n$ is the direction normal to the wall.
1.3. DESCRIPTION

The major flow in the cavity consists of a large primary eddy which fills most of the square cavity and depending on the Reynolds number, there may be two smaller and very much weaker counter-rotating eddies in the lower corners. If the cavity is deeper then large secondary counter-rotating eddies may develop (see Pan and Acrivos [33]) in the lower portions, again with smaller and weaker eddies in the lower corners.

For a square cavity (the only sort covered in this work) and a very low Reynolds number, the vortex centre of the large primary eddy is located at about three-quarters of the cavity height and along the vertical centre line of the cavity. A pair of smaller and very much weaker counter-rotating eddies develop in the lower corners of the cavity. As the Reynolds number increases the vortex centre moves away from the centre line in the direction of the local flow (left to right in this region) and down. With further increases of the Reynolds number, the vortex centre moves further down and towards the centre of the cavity.

As the Reynolds number increases and the vortex centre moves towards the centre of the cavity, the value of the vorticity across the central region of the cavity becomes approximately uniform. This behaviour is explained by Batchelor's [3] proposal that as the viscosity tends to zero (or Reynolds number increases), the flow consists of a recirculating eddy having uniform vorticity over an inviscid core with all the viscous effects being confined to small shear regions near the boundaries.

Batchelor's prediction of uniform viscosity in the central regions of the cavity for high Reynolds numbers is the major motivating force behind the use of graded meshes in the numerical solution. The placement of most of the
mesh points near the boundaries will result in a more efficient collection of information about the important boundary layer features. An evenly spaced grid has to be correspondingly finer overall to describe the same boundary layer phenomena as adequately with consequent excessive calculation in the central regions because of the density of mesh points.
1.4. PREVIOUS INVESTIGATIONS

Burggraf [8] has completed an extensive numerical investigation of the cavity problem. Using a modified relaxation method, he presents results for Reynolds numbers of 0, 100 and 400 using an evenly spaced grid in both directions with grid spacings of 1/10, 1/20, 1/30 and 1/40. His solutions demonstrate the movement of the vortex centre of the primary eddy towards the centre of the cavity as the Reynolds number increases and the development of the secondary eddies in the lower corners of the cavity. Burggraf notes that there is good agreement between the self-similar solution for Stokes' flow in a corner as presented by Dean and Montagnon [13] and modified by Moffatt [30] and the calculated result for the large corner eddy at $Re = 400$. The secondary vortex pattern is completely viscous in nature even though the primary eddy is relatively inviscid.

Pan and Acrivos [33] used the same relaxation technique as Burggraf to obtain numerical solutions to the problem of creeping flow ($Re = 0$) in a cavity of various aspect ratios. Numerical solutions were presented for cavities with aspect ratios of 0.25, 0.5, 1, 2, and 5 using mesh sizes from 0.01 to 0.025. These solutions and those of Burggraf complement the earlier results of Kawaguti [24] for aspect ratios of 0.5, 1 and 2. Unfortunately Kawaguti's results are somewhat inaccurate because of the rather coarse (1/10) mesh size used. In Kawaguti's work, the primary vortex centre moved downstream towards the wall as the Reynolds number increased and secondary eddies did not develop in the lower corners.

Pan and Acrivos found the primary vortex to be symmetrical for all cavity depths considered. In the corners they found a sequence of counter-rotating eddies of decreasing vortex strength and size. Moffatt's work was used to calculate the structure of the secondary eddies once a converged
solution had been obtained for the primary flow. Because of numerical instability problems encountered by Burggraf for Reynolds numbers greater than 400, Pan and Acrivos did not extend their numerical experiments past the creeping flow problem.

Reported in the same paper are flow visualisation studies attempted by Pan and Acrivos for cavity flow over a wide range of Reynolds numbers. For a square cavity the Reynolds number attempted ranged from 80 to 4,000, the upper limit being the point at which flow instability began to appear. The experiments produced flows that are consistent with Batchelor's proposals. The numerical results available agreed with the flow visualisation studies carried out for the parameters involved.

Mills [29] is reported to have examined the cavity problem both numerically and experimentally for a Reynolds number of 100 and aspect ratios of 0.5, 1 and 2. Full copies of his work were not able to be obtained by this author though Donovan [14] includes some of Mills' flow visualisations in his paper. His work is also mentioned in Burggraf [8] and the reference is included for completeness.

Greenspan [22] considers the cavity problem numerically using a generalized Newton's method with over-relaxation. He obtained solutions for Reynolds numbers of 200, 500, 2,000 and 15,000 using a mesh spacing of 1/20 and for Reynolds number of 50, $10^4$ and $10^5$ using a mesh spacing of 1/40. Secondary eddies in the lower corners were not found for the calculations performed using the mesh size 1/20 for any Reynolds numbers yet other authors (Pan and Acrivos [33], Bozeman and Dalton [5]) have found such eddies. In Dorr [16], a one-dimensional analogue of the Navier-Stokes equations is studied with a view to examining the convergence of different finite difference
representations of this analogue. Dorr found that the resultant algebraic equations could become badly ill-conditioned if care were not taken. He demonstrates an example that shows one cannot always determine whether an iterative method has converged by simply looking at the difference between successive iterates. This convergence criterion is used by Greenspan and is not felt to be adequate for accurate solutions of the cavity problem by his method.

Donovan [14] solves the time dependent physical equations rather than using the usual streamfunction-vorticity formulation. He uses a combination of an explicit time stepping method and an over-relaxation technique to solve the coupled equations for pressure and velocity. Solutions were obtained using a mesh width of 1/20 for a Reynolds number of 100 and aspect ratios of 0.5, 1 and 2. For a square cavity he also obtains solutions for Reynolds numbers varying from 100 to 500. The solutions demonstrate the movement of the vortex centre of the primary eddy towards the centre of the cavity as described by Burggraf but there is no indication of the development of secondary eddies in the lower corners for any Reynolds numbers.

Marshall and Van Spiegel [28] attack the streamfunction-vorticity formulation of the problem by perturbing the streamfunction equation into a time dependent equation where the time derivative of the streamfunction is multiplied by a small positive parameter. The vorticity equation and the perturbed equation are solved explicitly on an even spatial grid of mesh width 1/10 for Reynolds numbers between 0 and 200 and mesh widths 1/20 and 1/40 for a Reynolds number of 400. Excessive computing time made solution of the equations impractical for Reynolds numbers greater than 400. The development of the flow is close to that of Burggraf but the development of the secondary eddies in the lower corners is not well pronounced for the
lower Reynolds numbers possibly because of the coarse mesh size.

Bozeman and Dalton [5] have compared the effects of different methods of differencing the vorticity equation written in either divergence or convective form. The two methods of differencing the non-linear terms \((\nabla \cdot (\omega u))\) and \(\omega \cdot \nabla u\) respectively) in either form of the equation were central differences using second order correct difference quotients and unidirectional differences using first order correct difference quotients which are backwards with respect to the local direction of flow. The boundary values of the vorticity were calculated using a third order correct formula in preference to the usual first or second order correct formulas. The equations were solved by the strongly implicit procedure (SIP) of Stone [40].

The central difference, divergence form of the equation demonstrated clear superiority for a Reynolds number of 100 and mesh sizes between 1/20 and 1/50. Both central difference formulas failed to satisfy the convergence criterion (residual less than a specified value) for \(Re = 1,000\) while both unidirectional forms did.

The solution obtained with unidirectional differences and divergence form is consistent with Batchelor's model and similar to previous flows reported while that in convective form was inconsistent with the expected flow, there being two large vortices instead of one occupying the cavity. The superiority of the divergence form is also mentioned in Torrance et al. [43]. Convergence was not obtained for Reynolds numbers greater than 1,000 for any method.

Related work has been done on the cavity problem with thermal
convection added. Thermal boundary conditions treated have been, after non-dimensionalizing, (A) zero on all walls except the moving upper surface where the temperature is unity, and (B) zero on the bottom, unity on the top with a continuous linear variation along the side walls. Condition (B) was considered by Runchal, Spalding and Wolfshtein [38]. The equations were written in a finite difference form involving unidirectional derivatives that led to conservation of momentum and energy over the grid and to positive definite equations. These equations were solved by relaxation techniques on a 13 x 13 non-uniform grid for Reynolds numbers of 1 and $10^3$. Unfortunately the method for choosing the graded mesh was not explained and general rules were not proposed. The results agree quite well with earlier work and with Batchelor's model for large Reynolds numbers.

Torrance et al. [43] examine the combined effects of a moving wall and natural convection via case (A) for aspect ratios of 0.5, 1 and 2 and for Reynolds numbers of 100, a Prandtl number of 1 and for various Grashof numbers including zero. The equations were written in divergence form. Forward time and central space differences were used for all terms except the convection terms for which special three point non-central differences were employed. Explicit time stepping is used to solve the time dependent equations but only the steady state solutions are presented. The Poisson equation for the stream function is solved by over-relaxation. A mesh spacing of 0.05 is used for an aspect ratio of unity. Velocity profiles and streamfunction values are in close agreement with Donovan [14] and in fair agreement with the works of Mills [29] and Kawaguti [24] who used comparatively coarser mesh spacings. It is suggested that a mesh interval of 0.05 by Torrance et al yields results comparable to a mesh spacing of 0.028 using Burggraf's method. The principle reason suggested for the better
results is the use of a finite difference representation of the convection term (written in divergence form $\nabla \cdot (\omega u)$) that conserves vorticity within the grid. Vorticity patterns were not presented and could not be compared.

For completeness and also to give an example of a possible application of this work, Fromm [19] considers case (B) but without a moving upper surface. He considers the time dependent vorticity and energy equations with the Boussinesq approximation. These equations are differenced to fourth order accuracy and solved explicitly. The Poisson equation for the stream function is solved by the Buneman direct method (see the review by Dorr [15]) over a 65 x 65 grid. Batchelor's model as discussed in Burggraf [8] implies the temperature will be uniform to first order in a closed cavity even for a non-circular eddy. Fromm's solutions for a range of Grashof and Prandtl numbers bear out this result.

Chorin [9] has examined the convergence of discrete approximations to the Navier-Stokes equations. Besides excluding turbulence from the range of application of difference methods (see Chorin [10]) his discussion in [9] suggests that there is no good reason for always casting the nonlinear terms of the Navier-Stokes equations in "conservation form", i.e. in a form which implies the existence of identities for the momentum similar in appearance to those which hold for the solutions of the differential equations. Chorin in fact has not endeavoured to do so but approximates his equations by the analytically most accurate formula compatible with the solution scheme being used.
2.1. INTRODUCTION

The streamfunction-vorticity relationship takes the form of a Poisson equation with Dirichlet boundary conditions,

\[ \nabla^2 \psi = -\omega \]  

(2.1.1)

and \( \psi = 0 \) on the boundary.

In the iteration scheme to solve the two coupled equations describing the cavity problem flow, equation (2.1.1) needs to be solved for \( \psi \) given the values of \( \omega \) inside the rectangle. Details of the complete numerical scheme are given in Chapter 3. In this scheme equation (2.1.1) is solved repeatedly; considerations of efficiency in its numerical solution become of paramount importance.

Consider Poisson's equation on an \( N \times N \) evenly spaced grid over the unit square. The relative computing costs of several different methods are displaced in Table 2.1.1. In this table and in the ensuing work, one computer operation is defined to be a floating-point multiply and add. Some of the estimates used there can be found in [27]. The computational costs of two iterative methods are displaced in Table 2.1.1. The operation counts for these methods have been calculated for asymptotic rates of convergence to the same relative accuracy as the difference equation approximates the differential equation. It is assumed that optimal parameters are used in these iterative methods.
### TABLE 2.1.1

Operation counts for the solution of Poisson's equation on a rectangle.

<table>
<thead>
<tr>
<th>Method of Solution</th>
<th>Operation Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal Successive Over-relaxation</td>
<td>$14N^3 \log_{10} N$</td>
</tr>
<tr>
<td>Bickley-McNamee [4] (PP)</td>
<td>$4N^3 + O(N^2)$</td>
</tr>
<tr>
<td>Tensor Product [27] (PP)</td>
<td></td>
</tr>
<tr>
<td>Alternating Direction Implicit</td>
<td>$40N^2 \log_{10} N$</td>
</tr>
<tr>
<td>Direct Method (PP)</td>
<td>$2N^3 + O(N^2)$</td>
</tr>
<tr>
<td>Direct method using Winograd's algorithm for a UNIVAC 1108 computer. (PP)</td>
<td>$1.76N^3 + O(N^2)$</td>
</tr>
<tr>
<td>Direct method using conventional FFT*</td>
<td>$4N^2 \log_2 N + O(N^2)$</td>
</tr>
</tbody>
</table>
| Direct method using new FFT*                            | $O(N^2 \log_2 (\log_2 N)) + O(N^2)$ |}

(PP) This method has a pre-processing overhead not shown in the operation count (see text).

* FFT = Fast Fourier Transform.

From Table 2.1.1, it is obvious that the algorithms using the FFT are significantly more efficient than other methods. However, in this work we are specially concerned with graded meshes and the special forms that allow the FFT algorithm to be used depend critically on the formalism of the problem when an even grid is used. If a graded mesh is used in this problem then the direct method suggested in this work, including the use of Winograd's matrix multiplication algorithm, is the most efficient method available.
A detailed explanation of the notation and the structure of the finite difference scheme used is given in §2.2. In §2.3 a formal analytic solution of the Poisson equation is derived and it is then shown that this formal solution has a computationally advantageous counterpart in the finite difference formulation. For an even mesh the special advantages gained by the use of Fast Fourier Transform are demonstrated in §2.4 while in §2.5, Winograd's method for matrix multiplication is examined for efficiency. This method is advantageous in the multiplication of medium size full matrices and such matrices are of special concern in the cavity problem.
2.2. NOTATION FOR THE POISSON EQUATION

The problem considered here is slightly more general than the streamfunction-vorticity equation with its zero boundary conditions. Without loss of any generality we restrict attention to a square region and consider the Poisson equation

\[
\frac{\partial^2 u}{\partial x^2} (x,y) + \frac{\partial^2 u}{\partial y^2} (x,y) = f(x,y) \quad (2.2.1)
\]

for \((x,y) \in \mathbb{R} = (0,1) \times (0,1)\) with the Dirichlet boundary conditions

\[
u(x,y) = g(x,y)
\]

for \((x,y) \in \partial \mathbb{R} \).

Consider a mesh where the lines parallel to the \(y\)-axis have abscissae

\[
0 = x_0 < x_1 < x_2 < \ldots < x_n < x_{n+1} = 1, \quad (2.2.2)
\]

and the lines parallel to the \(x\)-axis have ordinates

\[
0 = y_0 < y_1 < y_2 < \ldots < y_m < y_{m+1} = 1. \quad (2.2.3)
\]

The following method does not require evenly spaced grid lines but for simplicity of presentation, we consider only an evenly spaced grid in this chapter. Where differences would arise because of unequally spaced grid lines, those differences will be noted in the text.

Let \(h\) and \(k\) be the spacings between the grid lines in the \(x\) and \(y\) directions respectively. If the value of a function \(u(x,y)\) at the mesh point \((x_i,x_j)\) is represented by the element \(u_{ij} = u(x_i,y_j)\) of a matrix for appropriate \(i\) and \(j\), then all the function values at mesh points in
the interior of the unit square are in the matrix

\[ U = [u_1, u_2, \ldots, u_m], \]

where

\[ u_j^T = (u_{1j}, u_{2j}, \ldots, u_{nj}) \]

for \( j = 1, 2, \ldots, m \). The components of this vector can be identified with the values of the function \( u \) at the mesh points along the line \( y = y_j \) as in Figure 2.1.1.

**FIGURE 2.1.1**

The standard central difference representation of \( \frac{\partial^2 u}{\partial x^2} \) at the grid point \((i,j)\) is

\[ \frac{\partial^2 u}{\partial x^2}(i,j) = \frac{u_{i-1,j} - 2u_{ij} + u_{i+1,j}}{h^2}. \]  \( (2.2.4) \)
This is an operation on the elements of the vector \( u_j \). Hence the central difference analogue of the operator \( \frac{\partial^2}{\partial x^2} \) can be represented by a matrix pre-multiplication with some correction terms to account for the known boundary values:

\[
\begin{pmatrix}
\frac{\partial^2 u_j}{\partial x^2}
\end{pmatrix}
= Au_j + \frac{u_{0,j}}{h^2} e_1 + \frac{u_{n+1,j}}{h^2} e_n
\]

where the vector \( \begin{pmatrix} \frac{\partial^2 u_j}{\partial x^2} \end{pmatrix} \) contains the values of \( \frac{\partial^2 u}{\partial x^2} (x_i,y_j) \) as components for \( i=1,2,\ldots,n \). The matrix \( A \) is defined by

\[
A = \frac{1}{h^2}
\begin{pmatrix}
-2 & 1 & & & & \\
1 & -2 & 1 & & & \\
 & 1 & -2 & 1 & & \\
 & & 1 & -2 & 1 & \\
& & & \ddots & \ddots & \ddots \\
& & & & 1 & -2 & 1 \\
& & & & & 1 & -2 \\
& & & & & & 1 & -2 \\
\end{pmatrix}_{n \times n}
\]

The values \( u_{0,j} \) and \( u_{n+1,j} \) are the prescribed values of the solution on the boundary and the vector \( e_i^T = (0,\ldots,0,1,0,\ldots,0) \) with the 1 in the \( i \)'th position.

Similarly, the formula for the calculation of a second \( y \) - derivative at the point \( (i,j) \),

\[
\begin{pmatrix}
\frac{\partial^2 u}{\partial y^2}
\end{pmatrix}
= \frac{u_{i,j-1} - 2u_{i,j} + u_{i,j+1}}{k^2},
\]

can be written in vector notation as

\[
\begin{pmatrix}
\frac{\partial^2 u}{\partial y^2}
\end{pmatrix}
= \frac{1}{k^2} (u_{j-1} - 2u_j + u_{j+1}) \quad (2.2.5)
\]
where the vector \( \begin{bmatrix} \frac{\partial^2 u}{\partial x^2} \\ \frac{\partial^2 u}{\partial y^2} \end{bmatrix}_j \) contains the values of \( \frac{\partial^2 u}{\partial y^2} (x_i, y_j) \) for \( i=1,2,\ldots,n \). For \( j = 1 \) and \( j = m \), the prescribed boundary values \( u_0 \) and \( u_{m+1} \) are used in equation (2.2.5).

The discretised Poisson equation can be written as

\[
Au_j + \frac{1}{k^2} (u_{j-1} - 2u_j + u_{j+1}) = f'_j
\]

for \( j=2,3,\ldots,m-1 \), where

\[
f'_j = f_j - \frac{1}{h^2} u_{0,j} e_j - \frac{1}{h^2} u_{n+1,j} e_n
\]

where \( u_{0,j} \) and \( u_{n+1,j} \) are the known values of the solution on the boundary. For \( j = 1 \) and \( j = m \), the known boundary values \( u_0 \) and \( u_{m+1} \) must be taken into account. Hence for \( j = 1 \), the equation (2.2.6) becomes

\[
Au_1 + \frac{1}{k^2} (-2u_1 + u_2) = f'_1
\]

where

\[
f'_1 = f_1 - \frac{u_{0,1}}{h^2} e_1 - \frac{u_{n+1,1}}{h^2} e_n - \frac{1}{k^2} u_0
\]

and similarly for \( j = m \).

In equation (2.2.6) linear combinations of column vectors from the matrix \( U \) are used in the calculation of the second \( y \)-derivative. The above notation allows this operation to be written as a matrix post-multiplication. Thus the equations (2.2.6) for \( j=1,2,\ldots,m \) may be written as

\[
AU + \frac{1}{k^2} U = F'
\]

(2.2.7)
where

\[ F' = [f_1', f_2', \ldots, f_m'] . \]

Without ambiguity, the primes may be dropped from the \( f_i' \) and the \( F' \) in equation (2.2.7). Defining the matrix \( B \) as

\[
B = \frac{1}{k^2} \begin{bmatrix}
-2 & 1 & 0 & \cdots & 0 \\
1 & -2 & 1 & \cdots & 0 \\
0 & 1 & -2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -2
\end{bmatrix}_{m \times m},
\]

the discretised Poisson equation with Dirichlet boundary conditions on the given grid becomes

\[
AU + UB = F . \tag{2.2.8}
\]

Note that both of the matrices \( A \) and \( B \) are symmetric and tridiagonal. In fact for an evenly spaced grid in the \( x(y) \) direction, the matrix \( A(B) \) has a constant diagonal and constant and equal sub- and super-diagonals. The special properties that follow from this situation are discussed in §2.4. For a more general graded mesh, the weights in the three term relationship used to calculate the second derivatives change from the simple \( \left( \frac{1}{h^2}, -\frac{2}{h^2}, \frac{1}{h^2} \right) \) to a more complicated and unsymmetric pattern.

If we have the mesh (2.2.2) and (2.2.3) and we define

\[ h_i = x_{i+1} - x_i , \quad i=0,1,2,\ldots,n ; \]

then the second \( x \)-derivative can be approximated at the \((i,j)\) mesh point by the three term relation
\[ \frac{\partial^2 u}{\partial x^2}(i,j) = \frac{2u_{i+1,j}}{h_i(h_i + h_{i-1})} - \frac{2u_{ij}}{h_i h_{i-1}} + \frac{2u_{i-1,j}}{h_{i-1}(h_i + h_{i-1})}. \] (2.2.9)

An equivalent expression is used for the second \( y \)-derivative. Note that in the central difference formulas (2.2.4) and (2.2.5) for the calculation of a second derivative on an even mesh, the discretisation error is \( O(h^2) \).

For a graded mesh, the accuracy with which the difference equations approximate the differential equation is degraded to first order. At the \((i,j)\) mesh point, the formula (2.2.9) approximates a second derivative with a minimum discretisation error of \( O(h_i - h_{i-1}) + O(h_i^2 + h_{i-1}^2) \). When expanded about the central point by a Taylor series expansion, any other central three point formulas have a larger discretisation error.

With graded meshes even if formulas with minimum discretisation error are used in the approximation of the differential equations, there is an overall loss of accuracy in the approximation of the continuous problem by the difference equations compared with the use of central difference formulae on an equivalent even mesh. This loss of accuracy must be reflected in the solution of this problem. In §4.1, an example is given where a well behaved equation is solved on an even mesh and on a randomly chosen graded mesh. A comparison of these two solutions with the analytic solution clearly demonstrates the effects of careless use of graded meshes.

If a systematic scheme can be found for choosing the mesh points of a graded mesh, then mesh refinement becomes a simple task and extrapolation procedures may possibly be brought into action to improve the accuracy. For appropriate problems such methods may be superior to the use of central
differences on an evenly spaced mesh with a large number of points. For discussion of such problems and for the suggestion of one such technique see Chapter 4.

When graded meshes are used in the solution of Poisson's equation on a rectangle, then central three-point formulas like formula (2.2.9) have the advantage that the resulting matrices $A$ and $B$ in equation (2.2.8) have their tridiagonal form preserved. In general though the symmetry and the constancy of the three diagonals will be lost, resulting in serious consequences for the computational efficiency with which the problem may be solved. These consequences are explored in §2.3 and §2.4.
2.3. DIRECT SOLUTION OF THE POISSON EQUATION

Pre-multiplication of the solution matrix \( U \) by the matrix \( A \) is equivalent to the application of the operator \( L_x = \frac{\partial^2}{\partial x^2} \) to the function \( u(x,y) \). Similarly, post-multiplication of the matrix \( U \) by the matrix \( B \) is equivalent to the application of the operator \( L_y = \frac{\partial^2}{\partial y^2} \) to the function \( u(x,y) \). With these correspondences in mind, let us examine one method of solution for each of equations (2.2.1) and (2.2.8).

Suppose \( \{\phi_k\}_{k=1}^{\infty} \) and \( \{\lambda_k\}_{k=1}^{\infty} \) are the eigenfunctions and eigenvalues of the operator \( L_y \), that is,

\[
L_y \phi_k = \lambda_k \phi_k, \quad k = 1, 2, \ldots.
\]

The functions \( u(\cdot, y) \) and \( f(\cdot, y) \) can be expanded in the eigensystem as

\[
u(x,y) = \sum_{k=1}^{\infty} \bar{u}_k(x) \phi_k(y) \tag{2.3.1a}\]

and

\[
f(x,y) = \sum_{k=1}^{\infty} \bar{f}_k(x) \phi_k(y) \tag{2.3.1b}\]

for appropriate coefficients \( \bar{u}_k(x) \) and \( \bar{f}_k(x) \). Substituting the equations (2.3.1) into equation (2.2.1), we obtain

\[
L_x u(x,y) + L_y u(x,y) = \sum_{k=1}^{\infty} \{ (L_x + \lambda_k) \bar{u}_k(x) \} \phi_k(y)
= \sum_{k=1}^{\infty} \bar{f}_k(x) \phi_k(y). \tag{2.3.2}\]

Since \( L_y \) is self-adjoint and the \( \phi_k \) are mutually orthogonal and hence linearly independent, the coefficients of \( \phi_k \) in equation (2.3.2) must be identically zero. Hence we obtain the set of ordinary differential equations

\[
(L_x + \lambda_k) \bar{u}_k(x) = \bar{f}_k(x), \quad k = 1, 2, \ldots.
\]
These equations can be solved by any suitable method, then knowing the solution functions $\{\overline{u}_k(x)\}_{k=1}^{\infty}$, equation (2.3.1a) may be used to reform the solution $u(x,y)$. Note that the eigenfunctions of the operator $L_y = \frac{\partial^2}{\partial y^2}$ are sines in this case; this will be important in §2.4 in the discussion of the use of the Fast Fourier Transform.

Consider now the finite difference equivalent of the above scheme.

The eigensystem of the matrix $B$ is

$$B = Q \Lambda Q^T$$

(2.3.3)

where the matrix $Q$ is orthogonal, that is $QQ^T = I$ and $Q^T$ means the transpose of $Q$. Let $Q$ be partitioned into column vectors as

$$Q = [q_1, q_2, \ldots, q_m]$$

where $q_i^T = (q_{i1}, q_{i2}, \ldots, q_{im})$ for $i = 1, 2, \ldots, m$. If equation (2.3.3) is substituted into equation (2.2.8), then we have

$$AU + UQ \Lambda Q^T = F.$$

Post-multiply this equation by the matrix $Q$ and defining

$$\overline{U} = UQ$$

(2.3.4a)

and

$$\overline{F} = FQ,$$

(2.3.4b)

we obtain

$$AU + \overline{U} = \overline{F}.$$  

(2.3.5)

Note that equation (2.3.4) is the finite difference equivalent of finding the coefficients $\overline{u}_k(x)$ and $\overline{f}_k(x)$ from the formula

$$\overline{u}_k(x) = \int_0^1 u(x,y) \phi_k(y) \, dy$$
for the continuous case. Compare this with the expansion of equation (2.3.4a) as

$$\overline{u}_{ik} = \sum_{j=1}^{m} u_{ij} q_{jk}$$

where the $\overline{u}_{ik}$ are the coefficients of the eigenvectors $q_j$ in the expansion of $U$.

Take the $j$'th column of equation (2.3.5) to obtain the separated equations

$$(A + \lambda_j I)\overline{u}_j = \overline{f}_j$$

for $j=1, 2, \ldots, m$. Each equation of (2.3.6) is the finite difference equivalent of an ordinary differential equation in $x$ for the transformed functions $\overline{u}_k$. Each is a simple symmetric tridiagonal linear system of equations in $n$ variables. Using simple Gaussian elimination on the tridiagonal system requires $5n$ operations for its solution. These are $m$ systems in equation (2.3.6) hence a total of $5nm$ operations are necessary to solve for the matrix $\overline{U}$. Then from equation (2.3.4a) we find

$$U = \overline{U}Q^T.$$  

This matrix multiplication takes $nm^2$ operations as does the multiplication in equation (2.3.4b). These two matrix multiplications and the solutions of equations (2.3.6) make a total of

$$2nm^2 + 5nm$$

operations to solve equation (2.2.8). The computational overhead of finding the eigensystem of the matrix $B$ is not included in this total. Since the matrix $B$ depends only on the operator $L_y$ and on the $y$-spacing in the grid, if the $y$-mesh is not changed, the eigensystem of the matrix $B$ need be found only once. For the problem discussed in this work, as the Poisson equation is solved for many right hand sides on the same grid, the overhead
for finding the eigensystem of $B$ is considered a preprocessing overhead. Note that for an evenly spaced y-mesh the FFT algorithm can be used as explained in §2.4, and the eigensystem of $B$ is never explicitly found so that this preprocessing overhead does not exist in that case.

The method of solution of equation (2.2.1) using an evenly spaced mesh in at least one direction as discussed above is not adequate if unequally spaced meshes are used in both directions. In this case the finite difference equations arising from equation (2.2.1) has a matrix $B$ which is still tridiagonal but is not now symmetric. The previous method of solution hinged on the fact that the left and right eigenvectors of $B$ were identical. This is a consequence of the symmetry of the matrix $B$. For unsymmetric $B$ with positive off-diagonal elements, there exists a diagonal similarity transformation that changes $B$ to a symmetric tridiagonal matrix $S$, namely

$$B = DSD^{-1}$$

where $D$ is a diagonal matrix.

If we substitute this into equation (2.2.8), then after post-multiplying by the diagonal matrix $D$, we have the equation

$$AUD + UDS = FD.$$

By defining $U_1 = UD$ and $F_1 = FD$, this last equation becomes

$$AU_1 + U_1S = F_1.$$

The matrix $S$ is symmetric so this equation has the same form as equation (2.2.8). Hence the previous method of solution can be used to solve for $U_1$ from which $U$ is found by the diagonal matrix multiplications $U = U_1D^{-1}$. The extra computational cost caused by the use of graded meshes is the $2nm$
multiplications for the two diagonal matrix multiplications. This makes the total operation count only slightly larger. In fact, it is dwarfed by the major cost of the solution - the $2nm^2$ operations for the two full matrix multiplications.

We now consider the possibilities to reduce this cost for the two separate cases. In §2.4, we examine the application of the Fast Fourier Transform when even grids are used in at least one direction. In §2.5 we examine an efficient method for the multiplication of full matrices.
2.4. USE OF THE FAST FOURIER TRANSFORM

For a mesh with equally spaced grid lines in the $y$-direction, the matrix $B$ in the discretised Poisson equation (2.2.8) has the form

$$B = \frac{1}{k^2} \begin{bmatrix}
  -2 & 1 & & \\
  1 & -2 & & \\
  & & \ddots & \\
  & & & 1
\end{bmatrix}_{m \times m} \quad (2.4.1)$$

The eigenvalues of this matrix $B$ are

$$\lambda_j = \frac{1}{k^2} \left(-4 \sin^2 \frac{j\pi}{2(m+1)}\right), \quad j = 1, 2, \ldots, m;$$

and the eigenvectors $q_j$ have components

$$q_{ij} = c \sin \frac{ij\pi}{m+1}, \quad i = 1, 2, \ldots, m; \quad j = 1, 2, \ldots, m;$$

where $c$ is a common normalising factor. For the method of solution introduced in §2.3, let us examine one of the matrix multiplications $FQ$ or $UQ^T$, say $F = FQ$. For one element of $F$ we have

$$f_{ij} = \sum_{\ell=1}^{m} f_{i\ell} q_{\ell j} \quad (2.4.2)$$

Let the rows of the matrix $F$ be the vectors $f_i^*$ so that

$$f_i^* = (f_{i1}, f_{i2}, \ldots, f_{im}), \quad i = 1, 2, \ldots, n.$$
If these row vectors are considered as vectors of data, then equation (2.4.2) is just a discrete sine transform of that data. This should not be surprising since the eigenfunctions of the operator \( \frac{\partial^2}{\partial y^2} \) are sines in this case and we are here discussing the finite difference equivalent of that operator, the matrix \( B \).

A discrete sine transform can be performed very quickly just by taking the FFT of the \( f_i^* \) as real data and taking the imaginary component of the complex result or, as explained in [11], the FFT algorithm [12] can be used to perform just a sine transform on real data for little extra work. Hence the matrix multiplications \( FQ \) and \( UQ^T \) can each be performed for a computational cost of

\[
2nm \log_2 m \text{ operations}.
\]

This is a distinct reduction from the \( nm^2 \) operations needed for those matrix multiplications by the usual inner product method. There is the added bonus in the solution of the Poisson equation of no preprocessing overhead to find the eigensystem \( Q \) and \( A \) of the matrix \( B \) as there is in the method in §2.3.

With an even grid in the \( y \)-direction, the Poisson equation over a square region with Dirichlet boundary conditions can be solved in

\[
4nm \log_2 m + 5nm \text{ operations}.
\]

There are reports [21] of a new stable method for the FFT algorithm that takes \( O(m \log_2(\log_2 m)) \) operations for \( m \) data points. The use of this new algorithm instead of the usual FFT algorithm (\( O(m \log_2 m) \) operations for \( m \) data points) would decrease the above operation count even further. Since at least one operation must be performed for each of the \( m \) data points,
the theoretical lower limit for the FFT algorithm is \( O(m) \) operations which would imply \( O(nm) \) operations for the Poisson equation. Methods which achieve this are not currently known.

For the Poisson equation as above but also with an even grid in the \( x \)-direction, the matrix \( A \) also has the form of (2.4.1). Hence for solving the set of equations

\[
(A + \lambda_i I) \overline{u_i} = \overline{f_i}, \quad i=1,2,\ldots,m;
\]

the same use may be made of the FFT algorithm. Because the FFT algorithm takes \( O(n \log_2 n) \) for these equations and simple Gaussian elimination takes \( O(n) \), the use of the FFT algorithm in this case is not recommended.

The FFT algorithm is not limited only to the Poisson equation. The method described in §2.3 may be applied to any second order linear separable elliptic operator and the FFT algorithm may be used to perform the appropriate matrix multiplications if the resultant matrix \( B \) has the form of (2.4.1). This will occur for example if the operator \( L_y = \frac{\partial^2}{\partial y^2} + c \) where \( c \) is a constant and an even mesh is used in the \( y \)-direction.
2.5. WINOGRAD's METHOD OF MATRIX MULTIPLICATION

Since the major computational cost in the solution of equation \((2.2.1)\) is in the matrix multiplications \(FQ\) and \(UQ^T\), a more efficient method of matrix multiplication than the usual inner product method would be welcome. We will demonstrate an algorithm for matrix multiplication which uses Winograd's identity \([45]\) for an inner product. This algorithm performs the multiplication of two \(n \times n\) matrices in less than \(n\) operations.

For \(n\) even (extend the vectors to length \(n + 1\) by adding a zero as the last component if \(n\) is odd), Winograd's identity for the inner product of two \(n\) vectors \(\{x_i\}_{i=1}^n\) and \(\{y_i\}_{i=1}^n\) is: if

\[
\alpha = \sum_{j=1}^{n/2} x_{2j} \cdot x_{2j-1}
\]

and

\[
\beta = \sum_{j=1}^{n/2} y_{2j} \cdot y_{2j-1}
\]

are known, then Winograd's identity is

\[
\sum_{i=1}^{n} x_i \cdot y_i = \sum_{j=1}^{n/2} (x_{2j} + y_{2j-1})(x_{2j-1} + y_{2j}) - (\alpha + \beta).
\]

On the left of this identity is the normal inner product formula which requires \(n\) multiplications and \(n - 1\) additions (we make no distinction between addition and subtraction). On the right of the identity is Winograd's form of the inner product. This requires \(\frac{n}{2}\) multiplications and \(\frac{3n}{2} + 1\) additions. In Winograd's formula, half \(\left(\frac{n}{2}\right)\) of the multiplications are exchanged for slightly more than half \(\left(\frac{n}{2} + 2\right)\) additions. Hence the extra speed of Winograd's algorithm over the usual method depends on the relative times for the multiply and add operations on a computer for
whatever data types being used, that is, single or double precision, real or complex numbers.

For the matrix multiplication \( Z = XY \) say, of two \( n \times n \) matrices \( X \) and \( Y \), we compute a number \( \alpha_i \) for each row of the matrix \( X \) and a number \( \beta_j \) for each column of the matrix \( Y \) at a computational cost of \( \frac{n}{2} \) multiplications and \( \frac{n}{2} - 1 \) additions for each of these \( 2n \) numbers. We then use these numbers in the computation of the \( n^2 \) inner products needed to form the matrix \( Z \),

\[
z_{ij} = \sum_{k=1}^{n/2} (x_{i,2k} + y_{2k-1,j})(x_{i,2k-1} + y_{2k,j}) - (\alpha_i + \beta_j)
\]

for \( i=1,2,\ldots,n \) and \( j=1,2,\ldots,m \). This method takes \( \frac{n^3}{2} + n^2 \) multiplications and \( \frac{3n^3}{2} + 2n(n - 1) \) additions compared with the usual \( n^3 \) multiplications and \( n^3 - n^2 \) additions.

If on a certain computer

\[
f = \frac{\text{time for multiply}}{\text{time for add}},
\]

since an operation is one multiply plus one add then one operation is \( f + 1 \) adds. If \( W \) is the computational cost of an \( n \times n \) matrix multiplication using Winograd's identity and if \( IP \) is that computational cost with the usual inner product, then neglecting terms of order \( n \) for simplicity, we have

\[
W = f\left(\frac{n^3}{2} + n^2\right) + \frac{\left(\frac{3n^3}{2} + 2n^2\right)}{f + 1}
\]

and

\[
IP = \frac{fn^3 + n^3 - n^2}{f + 1}.
\]

Both \( W \) and \( IP \) are in units of operations. The condition for some savings in time by the use of Winograd's identity is
For a given \( f \) this condition is satisfied if the order of the matrices satisfies

\[
\frac{W}{IP} < 1.
\]

If we let \( W/IP = R \) the relative efficiency of the two methods, then Figure 2.5.1 presents a graph of relative efficiency versus order of the matrices for various values of the machine constant \( f \).

For a Univac 1108 computer with \( f = 1.625 \) for single precision floating point arithmetic, we find that \( n \) must be greater than 14 for some saving to be made. For larger \( n \) on a Univac 1108, the cost for Winograd's method is

\[
W = 0.881n^3 + 1.381n^2
\]

compared with the inner product method's cost of

\[
IP = n^3 - 0.381n^2.
\]

Winograd's method can be important when matrix multiplications have to be performed on very large matrices or a number of times on medium sized matrices. But a word of warning is necessary. The compiler used and the machine scheduling algorithms can affect both times by a large variable amount. As well, Brent [6] has shown that unless the matrices being multiplied by Winograd's method have first been balanced, even if only roughly, then disastrous rounding errors can occur. With balancing, the accuracy of Winograd's method is about the same as the usual inner product method with double precision accumulation. This factor only marginally affects the computational costs because the necessary scaling is a process that takes \( O(n^2) \) operations with a small constant multiplying the \( n^2 \).
Hence the break-even point for the use of Winograd's method is just raised slightly.

One application of Winograd's method is in the iterative use of equation (2.2.1) since each time the equation is solved, there are two matrix multiplications to perform. Assuming that for an \( n \times n \) system, the size \( n \) is large enough to satisfy the requirements of Winograd's algorithm on the computer being used, then some small but significant saving may be had. For example, on a Univac 1108 the cost of solving equation (2.2.1) reduced to

\[
1.77n^3 + O(n^2)
\] operations

compared with the usual

\[
2n^3 + O(n^2)
\] operations.

Another method for the efficient multiplication of very large full matrices is that of Strassen [41]. The computations for the multiplication of \( 2 \times 2 \) matrices are rearranged to take 7 (usually 8) multiplications and 18 (usually 4) additions. This rearrangement does not depend on the commutativity of the objects being multiplied (as does Winograd's method) and so may be applied recursively to block matrices of size \( 2^k \) to perform matrix multiplication in \( O(n^{\log_2 7}) \approx O(n^{2.8}) \) operations. Strassen's method with one depth of recursion is faster than the normal method for \( n \approx 100 \) or higher depending on the machine. Significant gains of 7% to 13% are realised by Winograd's method for matrices of this order so that Strassen's method which is much more difficult to code only becomes advantageous for much larger matrices. Brent [7] discusses efficient methods for matrix multiplication and for an IBM 360/67, his formulas suggest that Strassen's method with one depth of recursion overtakes Winograd's method for real arithmetic at about \( n \approx 440 \).
Figure 2.5.1 Graphs of the theoretical relative efficiency (W/IP) of Winograd's algorithm for matrix multiplication to the usual inner product method versus the size (n) of the matrices for various values of the machine parameter $F = \text{time for multiply} / \text{time for addition}$. 
3.1. THE SPACE DERIVATIVES IN THE VORTICITY EQUATION

Consider the vorticity transport equation in divergence form

\[
\frac{\partial \omega}{\partial t} + \frac{\partial}{\partial x} (\omega u) + \frac{\partial}{\partial y} (\omega v) = \frac{1}{Re} \nabla^2 \omega
\]  

(3.1.1)

where

\[
u = \frac{\partial \psi}{\partial y} \quad \text{and} \quad v = - \frac{\partial \psi}{\partial x}.
\]  

(3.1.2)

The physical boundary conditions for this equation are no slip and no penetration conditions on the walls of the cavity and are given in (1.2.8). For the discretisation of the space derivatives in equation (3.1.1), we use the graded mesh

\[0 = x_0 < x_1 < x_2 < ... < x_n < x_{n+1} = a\]

and

\[0 = y_0 < y_1 < y_2 < ... < y_m < y_{m+1} = a\]

Let \(h_i = x_{i+1} - x_i\) for \(i=0,1,...,n\) and \(k_j = y_{j+1} - y_j\) for \(j=0,1,...,m\). Appropriate linear combinations of the function values at three adjacent mesh points are used to approximate the values of the space derivatives in (3.1.1) at the central mesh point of the triple. With an evenly spaced mesh central difference schemes would be sufficient to ensure second order discretisation error but we are mainly concerned with graded meshes which have only first order accuracy for three point approximation formulas.
The first term approximated from equation (3.1.1) is the difference term $V^2 \omega$. From equation (2.2.9) the three point approximation formula for a second derivative over a general graded mesh leads to the formula

$$
(V^2 \omega)_{i,j} = \frac{2\omega_{i+1,j}}{h_i (h_i + h_{i-1})} - \frac{2\omega_{i,j}}{h_i h_{i-1}} + \frac{2\omega_{i-1,j}}{h_{i-1} (h_i + h_{i-1})}
$$

$$
+ \frac{2\omega_{i,j+1}}{k_j (k_j + k_{j-1})} - \frac{2\omega_{i,j}}{k_j k_{j-1}} + \frac{2\omega_{i,j-1}}{k_{j-1} (k_j + k_{j-1})}
$$

(3.1.3)

The discretisation error for this formula is minimum in the sense that, for a general function that has fourth order continuous derivatives over a general graded mesh, any other pair of three point formulas approximate second derivatives to a lower order of accuracy. For the above formula (3.1.3), the discretisation error is $O(h_i - h_{i-1}) + O(k_j - k_{j-1})$. If the mesh is equispaced in both directions, the above formula reduces to the standard five point approximation to the Laplacian

$$
(V^2 \omega)_{i,j} = \frac{\omega_{i-1,j} - 2\omega_{i,j} + \omega_{i+1,j}}{h^2}
$$

$$
+ \frac{\omega_{i,j-1} - 2\omega_{i,j} + \omega_{i,j+1}}{k^2}
$$

(3.1.4)

which has discretisation error $O(h^2) + O(k^2)$ where $h$ and $k$ are the mesh spacings in the $x$ and $y$ directions respectively.

At points of the mesh for which $i = 1$ or $n$ or $j = 1$ or $m$, the values of the vorticity on the boundary are needed in the calculation of the diffusion term. The boundary values for the problem do not include the vorticity on the boundary but the wall vorticity can be approximated numerically from the streamfunction values and the boundary values for the
normal velocity component. From equation (1.2.9) the vorticity at the walls is expressed by

$$\omega = - \frac{\partial^2 \psi}{\partial n^2}$$  \hspace{1cm} (3.1.5)

where \( n \) is the normal to the wall. Suppose the streamfunction values are known at all mesh points. The first normal derivative of the streamfunction \( \frac{\partial \psi}{\partial n} \) is known at the walls from the no slip condition. The wall vorticity (3.1.5) can be approximated by a three point relation with second order discretisation error

$$\omega_0 = \alpha \psi_0 + \beta \psi_1 + \gamma \psi_2 + \delta \left( \frac{\partial \psi}{\partial n} \right)_0$$

where the subscripts denote function values at different mesh lines away from the wall, 0 being the wall line, and where

$$\begin{align*}
\alpha &= -(\beta + \gamma), \\
\beta &= - \frac{2(h_0 + h_1)}{h_0 h_1}, \\
\gamma &= \frac{2h_0}{(h_0 + h_1)^2 h_1}, \\
\delta &= - \frac{2(2h_0 + h_1)}{(h_0 + h_1)h_0}
\end{align*}$$  \hspace{1cm} (3.1.6)

where \( h_0 \) is the distance of the first mesh line from the wall and \( h_1 \) is the distance of the second mesh line from the first.

The streamfunction is determined only to within an additive constant and the choice of the streamfunction \( \psi = 0 \) on the boundary fixes this constant and means that the formula for the wall vorticity reduces to the expression...
\[ \omega_0 = \beta \psi_1 + \gamma \psi_2 + \delta \left( \frac{\partial \psi}{\partial n} \right)_0. \]

From the boundary conditions (1.2.8), the normal derivative of the stream-function at the boundary is zero except for \( y = 1 \) where \( \frac{\partial \psi}{\partial n} = 1 \). The wall vorticity calculations simplify to

\[
\begin{aligned}
\omega_{0,j} &= \beta \psi_{1,j} + \gamma \psi_{2,j}, \\
\omega_{n+1,j} &= \beta \psi_{n,j} + \gamma \psi_{n-1,j} + \delta
\end{aligned}
\]

for \( j = 1, 2, \ldots, m \), and

\[
\begin{aligned}
\omega_{i,0} &= \beta \psi_{i,1} + \gamma \psi_{i,2}, \\
\omega_{i,m+1} &= \beta \psi_{i,m} + \gamma \psi_{i,m-1}
\end{aligned}
\]

for \( i = 1, 2, \ldots, n \),

for appropriate \( \beta \)'s, \( \gamma \)'s and \( \delta \) as given in the equations (3.1.6). The formulas (3.1.7) have second order discretisation error. This error is either the same order as or higher order than the approximation of vorticity in the interior of the cavity. So approximations to the boundary values do not degrade the accuracy of the approximations in the interior.

For the special case of an even mesh in both directions, the equations (3.1.5) simplify to

\[
\begin{aligned}
\beta &= -\frac{4}{k^2}, \\
\gamma &= \frac{1}{2k}, \\
\delta &= -\frac{3}{k^2},
\end{aligned}
\]

for the walls \( y = 0 \) and \( y = 1 \) where \( k \) is the \( y \) mesh length. Similar
formulas hold for the walls \( x = 0 \) and \( x = 1 \).

Consider the convection term in divergence form

\[
\nabla \cdot (\omega \mathbf{u}) = \frac{\partial}{\partial x} (\omega u) + \frac{\partial}{\partial y} (\omega v).
\]

The velocity components are obtained by numerical differentiation of the streamfunction then the products \( \omega u \) and \( \omega v \) are differentiated numerically and added to obtain the final value. In the calculation of a first derivative, a three point formula is used to approximate the derivative value at the central point. The coefficients in this formula are chosen so that if the terms are expanded about the central point by a Taylor series expansion, then as many as possible lower order contributions to the error cancel. For example, the first \( x \)-derivative of the streamfunction is calculated from the formula

\[
\left( \frac{\partial \psi}{\partial x} \right)_{i,j} = \frac{h_{i-1}}{h_i(h_i + h_{i-1})} \cdot \psi_{i+1,j} + \frac{h_i - h_{i-1}}{h_i h_{i-1}} \cdot \psi_{i,j}
\]

\[
- \frac{h_j}{h_{i-1}(h_i + h_{i-1})} \cdot \psi_{i-1,j}
\]

(3.1.8)

The discretisation error for this approximation is \( O(h_i h_{i-1}) \), a first order error. Similar expressions hold for first derivatives with respect to \( y \). Where even meshes are used, equation (3.1.8) reduces to the usual two point central difference approximation

\[
\left( \frac{\partial \psi}{\partial x} \right)_{i,j} = \frac{\psi_{i+1,j} - \psi_{i-1,j}}{2h}
\]

(3.1.9)

which has \( O(h^2) \) discretisation error. Similar expressions to either formula (3.1.8) or (3.1.9), as appropriate to the grid, are used for the numerical differentiation of the streamfunction to obtain the velocity components and of the products \( \omega u \) and \( \omega v \) to obtain the value of the
convection term itself.

The above discussion has covered central difference formulas for modelling the convection contribution to the fluid flow. Another class of techniques used by some authors (Bozeman and Dalton [5], Godaux [20], Torrance [42]) is that of unidirectional differencing. Bozeman and Dalton in fact compare two different schemes for differencing the non-linear term: (1) central differences using second order correct difference quotients and, (2) unidirectional differences using first order correct difference quotients which are backward with respect to the local direction of the fluid velocity. Both the divergence form and the convective form of the non-linear term are discussed but only an even mesh is used. The divergence form gives rise to the non-linear term

\[
\frac{A_1(wu)_{i+1,j} + A_2(wu)_{i,j} + A_3(wu)_{i-1,j}}{h} + O(h)
\]

\[
+ \frac{A_4(\omega v)_{i,j+1} + A_5(\omega v)_{i-1,j} + A_6(\omega v)_{i,j-1}}{k} + O(k)
\]

where

\[
A_1 = +1, \quad A_2 = -1, \quad A_3 = 0 \quad \text{when} \quad u_{ij} < 0
\]

\[
A_1 = 0, \quad A_2 = +1, \quad A_3 = -1 \quad \text{when} \quad u_{ij} \geq 0
\]

\[
A_4 = +1, \quad A_5 = -1, \quad A_6 = 0 \quad \text{when} \quad v_{ij} < 0
\]

\[
A_4 = 0, \quad A_5 = +1, \quad A_6 = -1 \quad \text{when} \quad v_{ij} \geq 0
\]

A similar formula is used for the convective form of the term.

Godaux uses a similar differencing of the divergence form of the non-linear term except that the velocity values are evaluated at the half-mesh points according to some rule. Again even meshes are used. Only low Reynolds
numbers are examined but the results are inconclusive because of the coarseness of the mesh used. Torrance compares various methods of differencing the convection term including backward unidirectional differences. Torrance suggests that this method is one of a number of preferred methods because vorticity is conserved within the grid system (an even grid). The method is free from mesh size restrictions and it is recommended that the method be used when restrictions on other conservative methods cannot be satisfied. A warning is given, however, that the results must be interpreted carefully because of the truncation errors.

Chorin [9] has stated that he knows of no good reason for casting the non-linear terms in the Navier-Stokes equations into "conservation law" form. Such forms often use unidirectional differences and have a much larger truncation error than central differences. Chorin's policy is followed in this thesis.

A mention must be made of the work of Barrett [2] and Dorr [16]. Each has treated a one-dimensional analogue of the singular perturbation problem of very high Reynolds numbers. The conclusions reached suggest that for such problems central differences for the non-linear term may not be appropriate in the limit of high Reynolds numbers. Various schemes including some similar to unidirectional differencing are proposed.
3.2. **THE TIME DERIVATIVE**

Since the subject of this work is finite difference methods not the solution of non-linear equations as are the steady state Navier-Stokes equations, a time step method of solving the time dependent Navier-Stokes equations was felt to be more illustrative of the finite difference methods. Equations parabolic in time (the vorticity equation) can be solved by one of two major methods - explicit or implicit time stepping from some initial conditions to steady state.

In an explicit method the time derivative is replaced by a forward difference formula and the spatial portion of the equation is evaluated at the earlier time when all quantities are assumed known. An explicit calculation of the new function values can be made as some combination of the old function values at the mesh points. The numerical stability of this method usually implies some restrictions on the size of the time step and perhaps also on the size of the mesh widths.

In an implicit method the time derivative is replaced by a backward difference formula and the spatial portion of the equation is evaluated at the later time when the function values are not known. This results in a set of algebraic equations for the new function values. In simple cases the equations are sparse linear systems but in the case of the coupled equations of fluid flow, they are a set of non-linear algebraic equations. The advantages of implicit methods is that such schemes usually have unconditional numerical stability so that a large time step can be used.

Firstly we demonstrate an implicit finite difference scheme. Let a superscript $n$ denote a function value at the $n$'th time level $t_n$. 
Let double subscripts on an expression refer to the calculated value of that expression at the referenced grid point and let a subscript \( h \) be used when a value at an arbitrary mesh point is to be referenced.

For the implicit scheme, the time derivative in equation (3.1.1) is approximated at the \((n + 1)\)'th time level by a backward difference formula which has first order discretisation error

\[
\left( \frac{\partial \omega}{\partial t} \right)^{n+1} = \frac{\omega^{n+1} - \omega^{n}}{\Delta t_{n}} + O(\Delta t_{n}) 
\]  

(3.2.1)

where \( \Delta t_{n} \) is the time step between the \( n \)'th and \((n + 1)\)'th time levels. If we substitute this approximation into equation (3.1.1) and discretise the spatial terms as explained in §3.1, we obtain

\[
\omega^{n+1} + \Delta t_{n} \cdot (\nabla \cdot (\omega u) - \frac{1}{Re} \nabla^{2} \omega)^{n+1} = \omega^{n}. 
\]  

(3.2.2)

The associated Poisson equation for the streamfunction is

\[
\nabla^{2} \psi^{n+1} = -\omega^{n+1} 
\]  

(3.2.3)

where both sides of the equation are at the same time level \( t_{n+1} \). The velocity components which are needed in the calculation of the convection term \( (\nabla \cdot (\omega u))^{n+1}_{h} \) are obtained by numerical differentiation of the streamfunction \( \psi^{n+1} \). However the streamfunction depends on the vorticity via equation (3.2.3). Hence in equation (3.2.2), the coefficients of the vorticity values \( \omega^{n+1}_{ij} \) are functions of those values. Obviously equation (3.2.2) is not a linear equation in the vorticity values \( \omega^{n+1}_{ij} \). If the scheme (3.2.2) is to be used, the set of non-linear equations, (3.2.2), (3.2.3) and the equation for the velocity components in terms of the streamfunction must be solved simultaneously.
A semi-implicit method which avoids the solution of a set of non-linear coupled equations may be obtained by evaluating the velocity components in the convection term at the \( n \)'th time level where they are known instead of the \( (n + 1) \)'th time level. This introduces the scheme

\[
\omega^{n+1} + \Delta t_n (\nabla \cdot (\omega^{n+1} \frac{u^n}{\omega})) - \frac{1}{Re} \nabla^2 \omega^{n+1} = \omega^n
\]

for the vorticity equation. Splitting parts of the spatial portion of the equation onto different time levels destroys the time centering of the whole equation with a consequent increase in the discretisation error. The above equation is a large sparse linear system for the unknowns \( \omega_{ij}^{n+1} \) which has to be solved at every time step.

A fully explicit scheme for the problem can be obtained by replacing the time derivative in equation (3.1.1) with a forward time difference formula with first order discretisation error

\[
\left( \frac{\partial \omega}{\partial t} \right)^n = \frac{\omega^{n+1} - \omega^n}{\Delta t_n} + O(\Delta t_n).
\] (3.2.5)

Substituting this approximation into equation (3.1.1), we obtain the explicit scheme

\[
\omega^{n+1} = \omega^n + \Delta t_n \cdot \left( \frac{1}{Re} \nabla^2 \omega - \nabla \cdot (\omega u) \right)^n.
\] (3.2.6)

In the explicit scheme (3.2.6) the new vorticity values \( \omega_{ij}^{n+1} \) are calculated from the vorticity and velocity values at the \( n \)'th time level \( t_n \). The velocity values at time \( t_n \) are calculated by numerical differentiation ((3.1.8) or (3.1.9)) of the streamfunction values at time \( t_n \). The streamfunction \( \psi^n \) is easily obtained from the known vorticity \( \omega^n \) by the solution of the Poisson equation (Chapter 2)

\[
\nabla^2 \psi^n = -\omega^n.
\] (3.2.7)
Once the streamfunction is known, the values of the vorticity along the walls may be calculated using the formulae (3.1.7). The wall vorticity values are needed in equation (3.2.6) in the calculation of the new vorticity values along mesh lines that are one mesh point inside the boundary.

Once the velocity values \(u_{-1j}^n\) are known, all the quantities on the right hand side of equation (3.2.6) are known and the equation may be used to calculate the new vorticity at the interior points. Then the iteration is continued as above. The time step \(\Delta t_n\) for each iteration is chosen by methods mentioned in §3.3.
3.3. CONSISTENCY, STABILITY AND CONVERGENCE

For an explicit method of solving an equation parabolic in time such as the vorticity equation, numerical stability requirements impose restrictions on the size of the time step and on the $x$ and $y$ mesh spacings. For simplicity in the following discussion, suppose that equi-spaced meshes are used in both directions and that $\Delta x = \Delta y = h$. As will be seen from the later presentation of the method of choosing a graded mesh for the cavity problem, a stability analysis for the graded mesh case will only be a small extension of the principle of this case.

From equation (3.2.6), the unknown vorticity $\omega_{ij}^{n+1}$ may be written as an explicit linear combination of the computed values of vorticity at the time level $t_n$:

$$\omega_{ij}^{n+1} = a_1 \omega_{i+1,j}^n + a_2 \omega_{i-1,j}^n + a_3 \omega_{ij}^n + a_4 \omega_{i,j+1}^n + a_5 \omega_{i,j-1}^n \quad (3.3.1)$$

where the $a_k$ denote coefficients that vary in time but are constant over a time step. The coefficients $a_k$ implicitly refer to only one mesh point and are not constant over the mesh.

In the notation of Richtmeyer and Morton [36] (p.42ff), if we let $\omega$ be the vector the components of which are all the vorticity values $\omega_{ij}$ at mesh points in the interior of the cavity, then equation (3.3.1) describes one component of the matrix-vector equation

$$\omega_{ij}^{n+1} = C_n(\Delta t_n) \omega_i^n. \quad (3.3.2)$$

Along any particular row of the matrix $C_n(\Delta t_n)$, the appropriate set of coefficients $a_k$ are the only non-zero elements.

If we let $h = \lambda(\Delta t)$ for some function $\lambda$ such that $h \to 0$ as
$\Delta t \to 0$, then the family of operators $C_n(\Delta t_n)$ provides a consistent approximation to the initial value problem if for every $\omega(t)$ in some class of genuine solutions whose initial elements are dense in some appropriate solution space,

$$\left\| \frac{C(\Delta t) - I}{\Delta t} - A \right\| \omega(t) \rightarrow 0 \text{ as } \Delta t \to 0, \quad (3.3.3)$$

$0 \leq t \leq T$.

Here $I$ stands for the identity operator and the operator $A$ represents the operator formed from the spatial portion of the original equation (3.1.1). Since $C(\Delta t) = I + \Delta t S_h$ where $S_h$ is a finite difference operator that approximates the continuous operator $A$, the norm in (3.3.3) becomes $\| (S_h - A) \omega(t) \|$. From the approximation formulas (3.1.4) and (3.1.9) the difference between $S_h \omega$ and $A \omega$ is $O(h^2)$. Then from the restriction $h = \lambda (\Delta t)$, the difference $(S_h - A) \omega$ tends to zero as $\Delta t$ tends to zero, but just convergence to zero is not enough. Consider the $n$-vector

$$v_n^T = \left( \frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n} \right)$$

and the $L_1$, $L_2$ and $L_\infty$ norms of that vector. We find that

$$\| v_n \|_1 = \sum_{i=1}^{n} |v_n|_i$$

$$= \sum_{i=1}^{n} \frac{1}{n}$$

$$= 1$$

which is constant, independent of the size of the vector.
\[ \|v_n\|_2 = \left( \sum_{i=1}^{n} (v_n^i)^2 \right)^{\frac{1}{2}} \]
\[ = \frac{1}{\sqrt{n}} \to 0 \text{ as } n \to \infty \]

and
\[ \|v_n\|_\infty = \max_{1 \leq i \leq n} |v_n^i| \]
\[ = \frac{1}{n} \to 0 \text{ as } n \to \infty \]

Obviously not just the form of the components but also the norm used can influence the convergence of a norm of the vector. Condition (3.3.3) must not only imply conditions on the functional form of the dependence \( h = \lambda(\Delta t) \) but also on the norms used. For example in the case of an even grid and using the maximum \( (l_\infty) \) norm, the relationship \( h^2 = \lambda \Delta t \) for some constant \( \lambda \) would be an appropriate relationship. The choice of the constant \( \lambda \) is explained below. Note that the relationship between time and spatial mesh sizes can also be written as an inequality relationship for if
\[ \Delta t = c h^2 \]
satisfies (3.3.3) for some constant \( c \) then so also does any time step satisfying
\[ \Delta t \leq c h^2 \]

The Lax equivalence theorem (see Richtmeyer and Morton [36] for proof) states: "Given a properly posed initial value problem and a finite difference approximation to it that satisfies the consistency condition, stability is a necessary and sufficient condition for convergence." Since the scheme (3.3.1) has been shown to satisfy the consistency condition, only stability conditions must be examined in order that conditions may be found under which the scheme (3.3.1) converges.

From Richtmeyer and Morton [36], the stability of a difference scheme
(3.3.2) means that no component of the solution becomes unbounded, independent of the initial values. It is required that the product of the operators

\[ C_n(\Delta t_n) C_{n-1}(\Delta t_{n-1}) \ldots C_0(\Delta t_0) \]

be uniformly bounded where \( 0 < \Delta t_i < \tau \) for some \( \tau \) and for \( 0 \leq \sum \Delta t_i < T \) for some maximum time \( T \). The essence of the definition is that the product of operators is still bounded as \( \Delta t_i \to 0 \) and \( t = \sum \Delta t_i \) fixed. This condition will be satisfied if the norm of each operator in turn is bounded by unity in the limit as \( \Delta t \to 0 \), i.e. if

\[ \|C(\Delta t)\| \leq 1 + O(\Delta t). \]

If we choose the row sum norm for the matrix operator then from above, we require that the norm of the matrix of the coefficients \( a_k \) is bounded by unity for all times under consideration. We obtain the condition that for stability of the scheme (3.3.1), it must satisfy the condition

\[ \max_{i,j} \left\{ \frac{1}{5} \sum_{k=1}^{5} |a_{k|i,j}| \right\} \leq 1 \quad (3.3.4) \]

where \( \max_{i,j} \) denotes the maximum value of the row sum norm over all values of \( i, j \) in the grid system, that is, for all rows of the matrix \( C(\Delta t) \).

Consider the scheme (3.2.6) using a grid equally spaced in each direction with step lengths of \( h \) and \( k \) in the \( x \) and \( y \) directions respectively. The divergence form of the vorticity equation is used. Supposing that enough conditions are satisfied so all the coefficients \( a_k \) are non-negative, then we have that if

\[ a_k \geq 0, \quad k = 1, 2, \ldots 5 \]

for all mesh points, then

\[ \sum_{k=1}^{5} |a_k| = \sum_{k=1}^{5} a_k \]
= 1 - \Delta t \left\{ \frac{u_{i+1,j} - u_{i-1,j}}{2h} + \frac{v_{i,j+1} - v_{i,j-1}}{2k} \right\}

The term in braces in the last equation is a finite difference expression for $\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}$ at the (i,j) mesh point. By the continuity equation (1.2.16) for incompressible fluid flow, the continuous equivalent of this term vanishes. The finite difference expression should be at most an $O(h^2 + k^2)$ term over the grid because the velocity components are only correct to that order of approximation. This would mean that

$$\sum_{k=1}^{5} |a_k| = 1 + \Delta t \cdot O(h^2 + k^2).$$

But a sharper result may be had. We find that the grid system identically conserves fluid, that is, the finite difference equivalent of the continuity equation is identically zero over all interior mesh points.

$$\frac{u_{i+1,j} - u_{i-1,j}}{2h} + \frac{v_{i,j+1} - v_{i,j-1}}{2k}$$

$$= \frac{1}{2h} \left\{ \psi_{i+1,j+1} - \psi_{i+1,j-1} - \psi_{i-1,j+1} - \psi_{i-1,j-1} \right\}$$

$$- \frac{1}{2k} \left\{ \psi_{i+1,j+1} - \psi_{i-1,j+1} - \psi_{i+1,j-1} - \psi_{i-1,j-1} \right\}$$

$$= 0$$

Hence for all mesh points in the cavity, the last equation reduces to

$$\sum_{k=1}^{5} |a_k| = 1$$

This result is also obtained if the convective form $(\mathbf{u} \cdot \nabla \mathbf{u})$ instead of
the divergence form \( (\nabla \cdot (\omega u)) \) of the convection term is used in equation (3.2.6). The non-negativity conditions on the coefficients \( a_k \) that enable (3.3.4) to be satisfied are

\[
h < \frac{2}{\text{Re} \cdot \max_{i,j} \{|u_{ij}|,|v_{ij}|\}} \quad \text{(3.3.5)}
\]

and

\[
\Delta t < \frac{\text{Re} \cdot h^2}{4} \quad \text{(3.3.6)}
\]

These conditions in practice may be more restrictive than necessary but indicate the general method. Special cases for individual schemes will be given where such schemes are discussed.
3.4. **SOLUTION OF THE CAVITY PROBLEM USING EQUISPACED MESHES**

In this section the cavity problem is solved by the explicit time step method (3.2.6) using both the divergence and the convective forms of the vorticity transport equation. The Poisson equation for the stream-function is solved by a direct method (Chapter 2). Equispaced meshes are used in both \( x \) and \( y \) directions and the mesh widths \( \Delta x \) and \( \Delta y \) are both equal to \( h \). Only a square cavity will be considered. Since this is the case considered in §3.3. as an example, the stability conditions are given as (3.3.5) and (3.3.6).

The algorithm used for the solution is as follows:

1. At time \( t^n \), the vorticity \( \omega^n \) is known at mesh points inside the cavity. Since only these values of vorticity are used by the Poisson equation (3.2.7), a direct method from Chapter 2 may be applied to obtain the solution \( \psi^n \). For initial conditions, \( \omega^0 = \psi^0 = 0 \) are used.

2. From the streamfunction \( \psi^n \), the velocity component values \( u^n \) and \( v^n \) are calculated at every mesh point by the central difference formula (3.1.9).

3. A check is made that the stability conditions are satisfied. If they are not, the mesh is refined appropriately and values of vorticity are interpolated at the new mesh points, then return to stage 2.

4. Using the formulas (3.1.7), the values of the vorticity at mesh points along the walls are calculated. The vorticity \( \omega^n \) at all points of the grid is known except for the corner points. At the two lower corners the vorticity is zero but at the upper corners there are singularities in the vorticity caused by the discontinuity of the sliding wall.
These singularities are of no explicit concern to the above numerical scheme since the corner points do not enter into any of the calculations. However, near the corner points and in general near the boundary, the higher derivatives of the vorticity become large. So that these locally large changes can be well modelled by the finite difference scheme, the mesh in these regions must be correspondingly finer. In this way the truncation error at all points of the grid is kept relatively constant at an acceptable level. The problem of having to use increasingly finer meshes to well model the faster changing flow in the boundary regions for higher Reynolds numbers and the resultant massive increases in computation necessary for a solution, if obtainable at all, is central to the motivation for using graded meshes.

5. The new vorticity values are calculated from equation (3.2.6) or its equivalent for the convective form of the vorticity equation.

6. The convergence criterion is checked to see if steady state has been reached, if not then return to stage 1. The convergence criterion used to determine if steady state has been reached is

$$\max_{ij} \left| \frac{\omega_{ij}^{n+1} - \omega_{ij}^n}{\omega_{ij}^n} \right| < \varepsilon$$

for some small positive constant $\varepsilon$. If for example $\varepsilon = 10^{-3}$ is chosen, this implies that the vorticity is constant to within three significant decimal digits everywhere in the cavity.
The results of this scheme are plotted in figures 3.4.1 (a) - (d), 3.4.2 (a) - (d), etc. The (a) and (b) sub-figures refer to the results using the divergence form of the vorticity equations, the (c) and (d) sub-figures refer to the results using the convective form of the vorticity equation. The (a) and (c) sub-figures are vorticity fields and the (b) and (d) sub-figures are streamfunction fields.

Discussion of these results and a comparison with those obtained using graded meshes can be found in Chapter 6. The equivalent results for graded meshes can be found in Chapter 5.
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The steady state Navier-Stokes equations in two dimensions are

\[ \frac{1}{Re} \nabla^2 \omega - u \frac{\partial \omega}{\partial x} - v \frac{\partial \omega}{\partial y} = 0 \]  

(4.1.1)

and

\[ \nabla^2 \psi = -\omega \]  

(4.1.2)

where \( \psi \) and \( \frac{\partial \psi}{\partial n} \) are known on the boundary. The aim is to choose a graded mesh over the rectangular region of the cavity problem using the information contained in the equations (4.1.1) and (4.1.2). The criteria for the choice of graded mesh, as yet undetermined, must imply numerical stability and good conditioning for the resulting discrete problem.

Consider which of the above equations the choice of graded mesh should be based on. In equation (4.1.1) the right hand side contains all the input information about the variation in the solution \( \psi \). Because the input data does not affect the operator on the left hand side, that data cannot affect the discretisation of the equations and the resultant stability and conditioning of the numerical problem. In the steady state vorticity equation (4.1.1) the Reynolds number and the velocity components (assumed known for the moment) are coefficients of the derivatives of the vorticity and hence are integral parts of the operator that acts on the vorticity. The variations in these functions affect the stability and conditioning of the equivalent discrete operator. Hence the choice of graded mesh must be based on the behaviour of the vorticity equation (4.1.1).
To enable attention to be concentrated on the method of choosing a graded mesh, we restrict the motivating problems in the chapter to one dimension.

A one dimensional analogue of equation (4.1.1) is

$$\varepsilon \frac{d^2y}{dx^2} + f(x) \frac{dy}{dx} = 0 \quad (4.1.3)$$

for $x \in (0,1)$ where $\varepsilon$ is a small positive parameter and the function $f(x)$ and the boundary values $y(0)$ and $y(1)$ were known. This type of analogue of the Navier-Stokes equation has been studied by Barrett [2] and by Dorr [16] in connection with singular perturbation problems. In the study of such problems, interest centres on the solution of (4.1.3) with or without the extra term $g(x) y(x)$ as the parameter $\varepsilon \to 0$. In such situations the solution consists of one or more boundary layer type regions of small width and rapid change where the equation is properly second order and in the remainder of the interval, the equation is effectively of lower order.

Pearson [34] has studied numerous examples of such problems and has used finite difference meshes over graded meshes in their solution. Pearson's method is an iterative one and also uses the principle of continuation with respect to the parameter $\varepsilon$. The problem is solved for a relatively large value of $\varepsilon$, then that solution being taken as input to another problem with some smaller $\varepsilon$ until the desired value of $\varepsilon$ is reached. For a given $\varepsilon$ value, the equation is discretised over either an initial even mesh or a previous graded mesh and solved. More points are added where the variation in solution values between adjacent mesh points exceeds some predetermined level. Meshes of up to 25000 points had to be used to solve some equations.
This chapter is concerned with problems of the type

\[ \varepsilon \frac{d^2 y}{dx^2} + f(x) \frac{dy}{dx} + g(x) y = 0 \]

with coefficients \( \varepsilon, f(x) \) and \( g(x) \) such that though there may be some concentration of the gross behaviour of the solution \( y(x) \) into one or more small subregions, the equation itself is properly of second order throughout the interval. This requires basically that \( \varepsilon \) is not small where small in the situation can mean only \( 10^{-2} \).

This study is aimed at the two-point boundary value problem

\[ \frac{d^2 y}{dx^2} + a(x) \frac{dy}{dx} + b(x) y = 0 \quad (4.1.4) \]

with \( y(0) = y(1) = 1 \) where the parameter \( \varepsilon \) has been set to unity. The second order problem (4.1.4) is also studied in its equivalent first order formulation.

Let

\[ \tilde{w}(x) = \begin{bmatrix} y(x) \\ \frac{dy}{dx}(x) \end{bmatrix} , \]

then equation (4.1.4) can be written as

\[ \frac{d\tilde{w}(x)}{dx} = A(x) \tilde{w}(x) \quad (4.1.5) \]

where the coefficient matrix \( A(x) \) is

\[ A(x) = \begin{bmatrix} 0 & 1 \\ -b(x) & -a(x) \end{bmatrix} \quad (4.1.6) \]
with the two-point boundary condition

\[ B_0 w(0) + B_1 w(1) = \zeta \]

where

\[ B_0 = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \quad \text{and} \quad B_1 = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \]

and

\[ \zeta^T = (1,1) \]

We wish to examine the use of graded meshes in the finite difference solutions of equations of type (4.1.4) and (4.1.5). A scheme is desired for systematically choosing the points of the graded mesh to have 'optimal' properties (in some sense to be defined) by taking into account the natural structure and the numerical formulation of the problem.

The usual finite difference approximations to the previous equations over a graded mesh are only of first order accuracy. Such low order of approximation must be reflected in the accuracy of the calculated solution. Thus it is of paramount importance to try to choose the mesh points so that the final numerical scheme has optimal numerical performance. If satisfactory accuracy has not been attained, then a refinement of the mesh may either destroy the optimal properties of the numerical scheme or cause the information gained at the previous stage to be rendered useless. For example, extrapolation of the solutions is not possible.

If a systematic scheme is to be designed then its first aim is to pick a graded mesh that automatically endows the numerical scheme with optimal performance. A systematic method of choosing grid points must obviously allow easy mesh refinement. But the scheme's other major aim, in fact, in some ways more general and certainly more important aim is to choose a mesh for the numerical scheme that allows the use of extrapolation
techniques. In this way information gained at one stage of the solution is not lost after mesh refinement and in fact can contribute to a dramatic improvement in the accuracy of the solution. Even if the optimal numerical scheme is not known, as shown later the mesh can still be designed to allow $h^2$ and $h^4$ extrapolation to be applied to the solutions with a consequent increase in the accuracy of the final solutions.

Worthwhile contributions are considered to be made by the following attempts to create a systematic method of choosing a graded mesh in a manner that uses the natural structure of the problem specifically to choose a graded mesh so that extrapolation procedures can be used to improve the accuracy.

An example is given below to emphasise that if a graded mesh is to be used in the solution of a two-point boundary value problem, then that mesh must be chosen carefully. A mesh of $(n+1)$ points is chosen, each internal point being chosen randomly from a uniform distribution on the interval $(0,1)$ and then ordered to obtain the mesh

$$0 = x_0 < x_1 < x_2 < ... < x_n < x_{n+1} = 1.$$  

As far as is known to the author, the examination of such a mesh in the solution of equations using finite differences has not been considered previously.

Example 4.1.1

Consider the two-point boundary value problem

$$\frac{d^2 y}{dx^2} - \frac{1}{(x+\varepsilon)} \frac{dy}{dx} - \frac{3}{(x+\varepsilon)^2} \cdot y = 0 \quad (4.1.7)$$
for $x \in (0,1)$ subject to $y(0) = y(1) = 1$ where $\varepsilon$ is a small positive parameter. Equation (4.1.7) has a solution of the form

$$y(x) = \frac{A}{(x+\varepsilon)} + B(x+\varepsilon)^3$$

for appropriate constants $A$ and $B$.

For the even mesh solution central difference formulas (2.2.4) and (3.1.9) were used to approximate the derivative terms while the equivalent central three-point approximations (2.2.9) and (3.1.8) respectively were used for the graded mesh case. The resulting sets of tridiagonal systems of linear equations were solved by Gaussian elimination and compared with the analytic solution at the mesh points. Table 4.1.1 gives the solution and errors for an even mesh and for one example of a graded mesh. Table 4.1.2 contains an examination of the errors in the solution of the equation (4.1.7) for various examples of the random graded mesh.

Since extrapolation is so very important to the following techniques, §4.2 contains a short resume of the appropriate theory applicable to this work. Some work done by Osborne [31] on shooting methods is summarised in §4.3 as it is the motivation for the scheme proposed for choosing the graded mesh in the solution of the first order system (4.1.5) that is discussed in §4.4. Two different second order examples are studied in §4.5 and §4.6. There is a summary and discussion of the applicability of this work in §4.7.
TABLE 4.1.1

Example 4.1.1 with parameter $\epsilon = 0.1$ for $n = 11$ mesh points.

<table>
<thead>
<tr>
<th>Mesh Points</th>
<th>Analytic Soln.</th>
<th>Error</th>
<th>Mesh Points</th>
<th>Analytic Soln.</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.5051</td>
<td>0.5873E-1</td>
<td>0.8333E-2</td>
<td>0.9233</td>
<td>-0.3514</td>
</tr>
<tr>
<td>0.2</td>
<td>0.3515</td>
<td>0.4926E-1</td>
<td>0.1926</td>
<td>0.3587</td>
<td>0.4564</td>
</tr>
<tr>
<td>0.3</td>
<td>0.2935</td>
<td>0.3931E-1</td>
<td>0.2080</td>
<td>0.3444</td>
<td>0.3218</td>
</tr>
<tr>
<td>0.4</td>
<td>0.2852</td>
<td>0.3157E-1</td>
<td>0.3327</td>
<td>0.2863</td>
<td>0.2489</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3141</td>
<td>0.2537E-1</td>
<td>0.4366</td>
<td>0.2917</td>
<td>0.2141</td>
</tr>
<tr>
<td>0.6</td>
<td>0.3770</td>
<td>0.2003E-1</td>
<td>0.5474</td>
<td>0.3397</td>
<td>0.2028</td>
</tr>
<tr>
<td>0.7</td>
<td>0.4746</td>
<td>0.1511E-1</td>
<td>0.7617</td>
<td>0.5530</td>
<td>0.2939</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6090</td>
<td>0.1027E-1</td>
<td>0.7840</td>
<td>0.5849</td>
<td>0.2221</td>
</tr>
<tr>
<td>0.9</td>
<td>0.7830</td>
<td>0.5293E-2</td>
<td>0.9403</td>
<td>0.8651</td>
<td>0.1037</td>
</tr>
</tbody>
</table>

Sum of squares of errors: 0.9824E-2

...
TABLE 4.1.2

Comparison of results for example 4.1.1 for $\epsilon = 0.1$ for an even mesh and various random graded meshes.

Even Mesh

<table>
<thead>
<tr>
<th>Mesh No.</th>
<th>S.SQ. errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.7307</td>
</tr>
<tr>
<td>2</td>
<td>.2922</td>
</tr>
<tr>
<td>3</td>
<td>.5745</td>
</tr>
<tr>
<td>4</td>
<td>.1417</td>
</tr>
<tr>
<td>5</td>
<td>.9367E-1</td>
</tr>
</tbody>
</table>

Random Graded Meshes

<table>
<thead>
<tr>
<th>Mesh No.</th>
<th>S.SQ. errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>.3858</td>
</tr>
<tr>
<td>7</td>
<td>.1598</td>
</tr>
<tr>
<td>8</td>
<td>.3640E+2</td>
</tr>
<tr>
<td>9</td>
<td>.6695E+3</td>
</tr>
<tr>
<td>10</td>
<td>.1414E+1</td>
</tr>
</tbody>
</table>
4.2 DISCRETISATION AND EXTRAPOLATION

Consider the continuous linear problem

\[ Lz = 0 \]  \tag{4.2.1} \]

where we assume that (4.2.1) has a unique solution \( z \). Consider the general approach of Stetter [39] to the discretisation of (4.2.1) which is summarised in figure 4.2.1

The space \( E \) is the space of allowable functions that constitute the domain of the operator \( L \) while the space \( E^0 \) is the null space of the operator \( L \). The linear discretisation functions \( \Delta_n \) and \( \Delta_n^0 \) map the spaces \( E \) and \( E^0 \) to finite dimensional spaces \( E_n \) and \( E_n^0 \), the elements of which approximate the elements of the spaces \( E \) and \( E^0 \) in the sense

\[ \| \Delta_n u \|_{E_n} \to \| u \|_E \]

and

\[ \| \Delta_n^0 v \|_{E_n^0} \to \| v \|_{E^0} \]

for some appropriate norm as \( n \to \infty \) through permitted values \( n \in \mathbb{N} \). We have the condition

\[ \dim E_n = \dim E_n^0. \]
The continuous operator $L$ is transformed by the discretisation function $\phi_n$ into the discrete operator $L_n$.

As an example, consider the linear two-point boundary value problem

$$\frac{d^2y}{dx^2}(x) + f(x)y(x) = 0$$

for $x \in [0, 1]$ with the boundary conditions

$$y(0) = \alpha \text{ and } y(1) = \beta.$$

We have

$$L : u \rightarrow \begin{bmatrix} u(0) \\ u(1) \\ \frac{d^2u}{dx^2} + fu \end{bmatrix}$$

and

$$\Delta_n : u \rightarrow \sum_{i=1}^{n} u(x_i) H_{i0}$$

where the $\{x_i\}_{i=1}^{n}$ are a set of mesh points and the $H_{i0}$ are some interpolatory functions,

$$\Delta_n^0 : \begin{bmatrix} \alpha \\ \beta \\ \gamma \end{bmatrix} \rightarrow \begin{bmatrix} \alpha \\ \beta \\ \gamma \left(\frac{j}{n}\right), j = 2, 3, \ldots, n-1 \end{bmatrix}$$

and

$$L_n : \sum_{i=1}^{n} u_i H_{i0} \rightarrow \begin{bmatrix} u_1 \\ u_n \end{bmatrix}$$

$$L_j, j = 2, 3, \ldots, n-1 \end{bmatrix}$$
Corresponding to the continuous problem $Lz = 0$, there is the discretised problem

$$L_n z_n = 0 \quad (4.2.2)$$

We assume that the problem (4.2.1) has a unique solution. The basic definitions from Stetter [39] are summed up below.

(i) **Consistency:** A discretisation is consistent at $y$ if

$$\lim_{n \to \infty} \| L_n \Delta_n y - \Delta_n^\circ Ly \|_{E_n^\circ} = 0 \quad (n \in \mathbb{N}) \quad (4.2.3)$$

(ii) **Convergence:** A discretisation method is convergent if

$$\lim_{n \to \infty} \| \Delta_n z - z_n \|_{E_n^\circ} = 0 \quad (n \in \mathbb{N}) \quad (4.2.4)$$

Though it is not used in the following, the definition of stability is also given.

(iii) **Stability:** Let $\eta = \{\eta_n\}$, $\eta_n \in E_n$, $n \in \mathbb{N}$.

A discretisation is stable at $\eta$ if $\exists$ $S$, $r$ such that

$$\| \eta_n^{(1)} - \eta_n^{(2)} \|_{E_n^\circ} \leq S \| L_n \eta_n^{(1)} - L_n \eta_n^{(2)} \|_{E_n^\circ}$$

\[ \forall \eta_n^{(i)}, i=1, 2 \text{ s.t.} \]

$$\| L_n \eta_n^{(i)} - L_n \eta_n \|_{E_n^\circ} \leq r$$

uniformly $\forall n \in \mathbb{N}$.

The constants $S$ and $r$ are called the stability bound and the stability threshold respectively. Note that the above definitions are also satisfactory for non-linear problems.
The basic results that follow from the above presentation are:

if

(a) the discretisation is stable at \( \{ \Delta_n z \} \) and consistent at \( z \), and

(b) \( L_n \) satisfies a suitable continuity condition.

then

(i) the discretised problem has a unique solution for \( n \in \mathbb{N} \) and large enough, and

(ii) the discretisation method is convergent.

Compare this with the usual presentation of the result (see Lax Equivalence Theorem, §3.3)

'Consistency + Stability = Convergence'.

Both consistency and stability depend on the choice of \( E_n^o \) while convergence is defined in terms of the norm on \( E_n \), thus any 'equation' of the above type must imply assumptions about the choice of \( E_n^o \).

In the definition of convergence, suppose that the solution \( \zeta_n \) of the discrete problem possesses an asymptotic expansion in the parameter \( h = 1/n \) of the form

\[
\zeta_n = \Delta_n (z + \sum_{i=k}^{p-1} h^i w_i + O(h^p)) \quad (4.2.4)
\]

Such an expansion is valuable not only for estimating the accuracy of the solution but also for refining the solutions. To construct such an expansion (Fox [18], Stetter [39]), we seek a mapping \( I : E \to E^o \) such that

\[
\Delta_n^o I y = L_n \Delta_n y
\]
Example:

\[
Iy = \begin{bmatrix}
y(0) \\
y(1) \\
y(x+h) - 2y(x) + y(x-h) + f(x)y(x) \\
\hbar^2
\end{bmatrix} \tag{4.2.5}
\]

With such a mapping \(I\), we can determine an expansion of the form

\[
I(h) = L + \sum_{i=k}^{p-1} h^i Y_i + O(h^p)
\]

where the \(Y_i\) are independent of \(h\). That the \(h^0\) term is the operator \(L\) is a consequence of consistency but it also verifies it.

Example 4.2.1

(a) \[I(h) = \left. \frac{y(x+h) - h y(x) + y(x-h) + f(x)y(x)}{\hbar^2} \right|_{h=0} \]

\[= \left. \frac{d^2y}{dx^2} + O(h^2) + f(x)y(x) \right|_{h=0} \]

\[= \frac{d^2y}{dx^2} + f(x)y(x). \text{ (Consistency)} \]

(b) \[I(h) = I(-h) \]

\[\Rightarrow I(h) = L + \sum_{i=k}^{p-1} h^i Y_i + O(h^{2p}) \]

To verify the expansion for \(\xi_n\) we have, assuming stability,

\[\| \xi_n - \Delta_n z \|_{\xi_n} \leq S \| L_n \Delta_n z \|_{\xi_n} \]
Choose \( w_k \) so that
\[
L(z + h^k w_k) + h^k y_k(z + h^k w_k) = 0 (h^{k+1}).
\]

This will be so if
\[
L'(z) w_k + y_k(z) = 0
\]
where \( L'(z) \) is the Frechet derivative of \( L \) at \( z \) and is a linear operator. Thus we have
\[
\| \varepsilon_n - \Delta_n (z + h^k w_k) \|_{E_n} \leq S \| \Delta_n I(z + h^k w_k) \|_{E_n} = 0(h^{k+1}).
\]

The definition is completed recursively.

Consider the example 4.2.1. There we have a finite difference scheme over an even mesh for the simple equation
\[
Ly = \frac{d^2 y}{dx^2} + f(x) y = 0 \quad (4.2.6)
\]
As proved in example 4.2.1, the finite difference operator has the expansion
\[
I(h) = L + \sum_{i=1}^{p-1} h^{2i} Y_i + 0(h^{2p}).
\]
The solution \( y_h \) of \( I(h) y_h = 0 \) must also be even in \( L \), that is \( y(h) = y(-h) \), and thus have an expansion of the form
\[
y_h(x) = y_0(x) + \sum_{i=1}^{p-1} h^{2i} y_i(x) + 0(h^{2p}) \quad (4.2.7)
\]
This expansion can easily be verified by substituting a general polynomial expansion in \( h \) for the solution \( y_h \) into the equation \( I(h) y_h = 0 \) and equating coefficients of powers of \( h \). The coefficient \( y_0(x) \) of \( h^0 \) is the solution of the continuous problem \( Ly = 0 \) at the point \( x \). All the coefficients of \( h^k \) are independent of \( h \).

The mesh transformations are so constructed that the finite difference operator \( L_h \) over the graded mesh and the solution have asymptotic expansions in even powers of the parameter \( h \). Thus we have

\[
y_h(x) = y_0(x) + h^2 y_1(x) + h^4 y_2(x) + O(h^6)
\]

where \( y_0(x) \) is the solution of the true continuous problem at the point \( x \) and the \( y_i(x) \) are independent of \( h \).

To use such an expansion to refine the accuracy of a solution, consider solutions for parameter values \( h, h/2 \) and \( h/4 \) (that is, \( n, 2n \) and \( 4n \) mesh points). Then we have the equivalent equation to (4.2.8) for \( h/2 \),

\[
y_{h/2} = y_0(x) + \left( \frac{h}{2} \right)^2 y_1(x) + \left( \frac{h}{2} \right)^4 y_2(x) + O(h^6)
\]

and again for \( h/4 \). If we define

\[
y_{h}^{(1)} = \frac{4 y_{h/2} - y_h}{3}
\]

and similarly for \( y_{h/2}^{(1)} \), from equations (4.2.8) and (4.2.9), we have the expansion

\[
y_{h}^{(1)} = y_0(x) + h^2 y_2^{(1)}(x) + O(h^6)
\]

and a similar expansion for \( y_{h/2}^{(1)} \) where the \( y_i^{(1)} \) are independent of the parameter \( h \). This process of eliminating the \( h^2 \)-error term is
called $h^2$-extrapolation. With a further appropriate linear combination of $y_h^{(1)}$ and $y_{h/2}^{(1)}$, the $O(h^4)$ term may also be eliminated. This process is $h^4$-extrapolation.

$$y_h^{(2)} = \frac{16}{15} y_{h/2}^{(1)} - y_h^{(1)} = y_0(x) + O(h^6).$$

For further references on the more general techniques of extrapolation, see Stetter [39] and the review by Joyce [23].

The basic method employed in this chapter for systematically choosing the mesh points $x_i$ of a graded mesh is to define a mesh transformation $x(t)$ from a new variable $t$ defined over the unit interval onto the old independent variable $x$ such that an even mesh in the variable $t$ is mapped onto the graded mesh in $x$. Thus we have

$$x_i = x(ih), \quad i = 0, 1, 2, \ldots, n,$$

where

$$h = \frac{1}{n}.$$

When an equation is discretised over such a graded mesh, it is hoped that an asymptotic expansion in powers of $h$ exists and thus extrapolation can be applied to the results. For consider the equation (4.2.6) discretised as

$$I(h) y = \frac{2}{\Delta_+(\Delta_++\Delta_-)} y_+ - \frac{2}{\Delta_+\Delta_-} y_0 + \frac{2}{\Delta_- (\Delta_+ + \Delta_-)} y_- + f(x_0) y_0 \quad (4.2.11)$$

where

$$x_0 = x(t), \quad x_+ = x(t+h) \text{ and } x_- = x(t-h),$$

$$\Delta_+ = x_+ - x_0 \text{ and } \Delta_- = x_0 - x_-.$$
and

\[ y_0 = y(x_0), \quad y_+ = y(x_+) \text{ and } y_- = y(x_-). \]

Consider

\[ I(-h). \]

We have

\[ \Delta_+(-h) = -\Delta_-(h) \]

\[ \Delta_-(-h) = -\Delta_+(h) \]

\[ y_+(-h) = y_-(h) \text{ and } y_-(-h) = y_+(h). \]

Thus equation (4.2.10) does not change so we have

\[ I(-h) = I(h) \]

Consistency is an obvious property of the formula (2.2.9) applied in equation (4.2.10) to approximate the second derivative term thus \( I(0) = \mathcal{L} \).

With these results, we have an asymptotic polynomial expansion of \( y_h \) in even powers of \( h \) as in equation (4.2.7) for some highest power \( p \) and extrapolation with respect to the parameter \( h \) may be employed.

The important technique used to guarantee an extrapolation principle is the use of a mesh transformation to obtain the points of the graded mesh. The observation may be made that, while in this chapter the mesh transformation is chosen to optimise the performance of the numerical solution scheme, the principles of the above extrapolation results are independent of the reason for the choice of the transform. Thus if suitable mesh transformations that optimise the numerical performance cannot be found or are too difficult to calculate, an analytically known transform that is thought to be intuitively correct in some sense can be used and then extrapolation can be brought to bear to improve the accuracy. This principle is used in Chapter 5.
4.3 SHOOTING METHODS

Osborne [31] has presented a method of choosing the number and position of the shooting points for multiple shooting methods of solving two-point boundary value problems. A short summary of that work is presented below as it has been the motivating force for the later work in this chapter.

Consider the system of ordinary differential equations

\[
\frac{dx}{dt} = f(x,t) \tag{4.3.1}
\]

subject to the boundary conditions

\[
g(x(0), x(1)) = 0 \tag{4.3.2}
\]

where \(\dim x = \dim f = \dim g = p\), and \(f(x,t)\) and \(g(u,v)\) are at least twice continuously differentiable as functions of their arguments.

The boundary value problem (4.3.1) and (4.3.2) can be reduced to the problem of solving a system of equations by noting that if \(\phi(y,\xi,\xi)\) satisfies the initial value problem

\[
\frac{d\phi}{dt} = f(\phi, t) \tag{4.3.3}
\]

\[
\phi(y,\xi,\xi) = y
\]

then

\[
x(t) = \phi(x(0), 0, t) \tag{4.3.4}
\]

satisfies (4.3.1) and (4.3.2) provided \(x(0) = y\) satisfies

\[
p(y) = 0 \tag{4.3.5}
\]

where

\[
p(y) = g(y, \phi(y,0,1)) \tag{4.3.6}
\]
The replacement of the original two-point boundary value problem by that of finding an appropriate initial condition such that the solution of the initial value problem also solves the boundary value problem is a characteristic feature of a shooting method.

To complete the specification of the problem (4.3.1) and (4.3.2), conditions which guarantee the existence and uniqueness of the solution are assumed in a form which permits at least in theory the use of Newton's method to solve equation (4.3.5). Thus we assume the existence of a set \( S \subseteq E \), and constants \( K_1 \) and \( K_2 \) such that

\[
\text{(A1) } \exists \, \tilde{y} \in S \text{ such that } P(\tilde{y}) = 0,
\]

\[
\text{(A2) } \| P'(\tilde{x})^{-1} \| \leq K_1, \, \tilde{x} \in S, \text{ and}
\]

\[
\text{(A3) } \| P''(\tilde{x}) \| \leq K_2, \, \tilde{x} \in S,
\]

where the norm is the operator norm subordinate to the maximum vector norm, and where the primes denote the appropriate Frechet derivatives. These assumptions guarantee (for example, Luenberger [26]) the existence of a subset \( S_1 \subseteq S \) such that Newton's method is convergent for any choice of initial vector \( \tilde{x} \) from \( S_1 \). Implementation of Newton's method to solve (4.3.5) has been extensively discussed in the literature (see Roberts and Shipman [37] and the references there) and it is often found that inordinate care is necessary in the selection of the initial value for the Newton iteration if this is to be convergent. The key step in the Newton iteration is the solution of the system of linear equations

\[
\tilde{P}'(\tilde{x}) \, h = - \tilde{P}(\tilde{x}) \quad \text{(4.3.7)}
\]

which defines the correction \( h \) to the current approximation \( \tilde{x} \).

Numerical problems can be anticipated in solving the equation if

\[
X(\tilde{P}') = \| \tilde{P}' \| \| \tilde{P}'^{-1} \|
\]
is large. While this does not necessarily imply that the Newton iteration is prejudiced, experience tends to show that it is.

For the class of problems for which A2 applies for a particular $K_1$

$$\chi_{(P')} \leq K_1 \| P' \|$$

so that the circumstances in which relative difficulty is encountered in solving (4.3.5) for this class are characterised by $\| P' \|$ being large.

We have

$$P' = \nabla_u g(y, \varphi(y)) + \nabla_v g(y, \varphi(y)) \varphi'(y)$$

which suggests that the source of the difficulty is, in general, the size of $\| \varphi' \|$. We have $\varphi'$ defined by

$$\frac{d\varphi}{dt} = \nabla_x \varphi(x,t) \varphi',$$

$$\varphi'(y,0,0) = I,$$

so that $\| \varphi'(y,0,1) \|$ will be large if the differential equation (4.3.1) is unstable about the trajectory $\chi(t)$ on the interval $[0,1]$.

Three main approaches have been used in an attempt to overcome these difficulties - (i) a careful choice of starting value to the Newton iteration, (ii) special precautions to stabilise the solution to (4.3.7), and (iii) to reformulate the problem in an attempt to reduce the difficulties caused by ill-conditioning. See Osborne [32] for other references to these approaches. The concern here is with the third approach.
We consider only methods which have the characteristic feature that they determine simultaneously estimates of the solution values \( x_i = x(t_i) \) at the set of points

\[
0 = t_1 < t_2 < \ldots < t_n = 1.
\]

Let \( x^* = (x_1^T, x_2^T, \ldots, x_n^T) \) where we denote by * vectors with np components. Then the reformulated problem will lead to the set of equations

\[
\mathbf{Q}(n)(z^*) = \begin{bmatrix}
q_1 \\
q_2 \\
\vdots \\
q_n
\end{bmatrix} = 0
\]

(4.3.11)

Such systems require the properties of consistency and stability; these are discussed by Osborne [32] in detail. If we have

\[
q_1 = g(z_1, z_n)
\]

and

\[
q_i = \psi_i(z_i, z_{i-1}), i = 2, 3, \ldots, n,
\]

then (4.3.11) defines a multiple shooting method if \( Q(n) \) is consistent and stable. For example two algorithms are

1. \( \psi_1(u, v) = u - \phi(v, t_{i-1}, t_i) \)

and

2. \( \psi_1(u, v) = u - v - t_i - t_{i-1} \left( f(u, t_i) + f(v, t_{i-1}) \right) / 2 \)
Consistency and stability of algorithm 1 are demonstrated by Osborne [32] and we have

\[
Q^{(n)}(z^*) = \begin{bmatrix}
\nabla_u g(z_1, z_n) & \nabla_v g(z_1, z_n) \\
- X_1(z_1, t_2) & I \\
\vdots & \ddots & \ddots & \ddots \\
- X_{n-1}(z_{n-1}, t_n) & I
\end{bmatrix}
\]

(4.3.12)

where \(X_i(z_i, t)\) satisfies

\[
\frac{dX_i}{dt} = \nabla_x f(\phi(z_i, t_i, t), t) X_i,
\]

so that

\[
\|Q^{(n)}(z^*)\| \leq \max \{ \|\nabla_u g\| + \|\nabla_v g\|, \max_{1 \leq i \leq n-1} \|X_i\| + 1 \}.
\]

As \(\|X_i\| \to 1\) as \(|t_{i+1} - t_i| \to 0\), we see that a reasonable choice of bound for \(\|Q^{(n)}\|\) is possible.

(i) provided the boundary conditions are suitably scaled, and

(ii) provided the number and location of the shooting points \(t_i, i = 1, 2, \ldots, n\) are chosen appropriately.

The norm reduction achieved in this way is the characteristic feature of satisfactory multiple shooting methods.

Consistency for algorithm 2 follows on noting that this procedure is equivalent to integrating (4.3.1) from \(t_{i-1}\) to \(t_i\) using the trapezoidal rule. Stability is demonstrated by Osborne [32]. Again a reasonable choice
of bound for \( \| Q(n)' \| \) is possible provided conditions (i) and (ii) above are satisfied.

For matrices of the form of \( Q(n)' \) in (4.3.12), Osborne [32] proves that, under the previous assumptions,

\[
\| Q(n)'^{-1} \| \leq K n
\]

for some constant \( K \). Thus we have

\[
\chi(Q(n)') \leq L n
\]

for some constant \( L \).

The main advantage of multiple shooting is that the number and location of the shooting points are available to reduce the magnitude of \( \| Q(n)' \| \) which can be exponentially large in the simple shooting case. The disadvantage is that \( \chi(Q(n)') \) grows linearly with \( n \). The implications of this are (a) that optimal strategies exist for the selection of the shooting points and (b) that difficulties with the Newton iteration are again likely for very large values of \( n \).

Note that the spectral radius of \( Q(n)' \) is independent of the choice of the shooting points \( t_i \), \( i = 2, \ldots, n-1 \). Also for a family \( H(M) \) of similar matrices, the matrix \( U \) with the smallest condition number will be such that \( \| U \| - \rho(U) \) is small compared to \( \max \| V \| - \rho(V) \) for \( V \in H(M) \). Here \( \rho(.) \) denotes the spectral radius for each element of \( H(M) \). This is an inverse way of stating the commonly reported phenomenon that numerical difficulties are likely if \( \| U \| - \rho(U) \) is large. Provided the boundary conditions are suitably scaled then, for fixed \( n \), the optimum choice of shooting points is proposed to be that for which each \( \| X_i(x_i, t_{i+1}) \| \), \( i = 1, 2, \ldots, n-1 \) is equal to a constant \( J \) (say). This choice is hoped to minimise the difference \( \| Q(n)' \| - \rho(Q(n)') \).
As a final remark on Osborne's paper [32], note that he suggests that the magnitude of the Lipschitz constant for $f$ is a good indication of the appropriate number of shooting points required.
§ 4.4 FIRST ORDER CASE

Consider the two-point boundary value problem (4.1.5) subject to the boundary condition (4.1.6). Suppose that equation is to be integrated using the mid-point rule over each mesh interval of a general mesh

\[ 0 = x_0 < x_1 < x_2 < \ldots < x_{n-1} < x_n = 1. \]

Then equation (4.1.5) becomes

\[
\begin{align*}
\frac{w_{i-1} - w_i}{\Delta_i} &= \frac{A_{i+1/2}}{2} \left( \frac{w_i + w_{i+1}}{2} \right),
\end{align*}
\]

where \( \Delta_i = x_{i+1} - x_i \) and \( A_{i+1/2} = A(x_i + x_{i+1}) \) for appropriate values of the index \( i \). Rearranging this last equation we obtain

\[
(-I + \frac{1}{2} \Delta_i A_{i+1/2}) w_{i+1} + (I + \frac{1}{2} \Delta_i A_{i+1/2}) w_i = 0 \tag{4.4.1}
\]

for \( i = 0, 1, \ldots, n-1 \). The boundary conditions (4.1.6) and the equations (4.4.1) can be combined in a block matrix equation for the solution vector

\[
\begin{align*}
\begin{bmatrix}
w_1 \\
\vdots \\
 w_{n-1}
\end{bmatrix} & = 0.
\end{align*}
\]

The boundary conditions (4.1.6) and the equations (4.4.1) can be combined in a block matrix equation for the solution vector

\[
\begin{align*}
\begin{bmatrix}
B_0 \\
I + \frac{1}{2} \Delta_0 A_{1/2} \\
I + \frac{1}{2} \Delta_0 A_{1/2} & - I + \frac{1}{2} \Delta_0 A_{1/2} \\
\vdots & \ddots & \ddots \\
I + \frac{1}{2} \Delta_{n-1} A_{n-1/2} & - I + \frac{1}{2} \Delta_{n-1} A_{n-1/2} \\
B_1
\end{bmatrix}
\begin{bmatrix}
w_1 \\
\vdots \\
 w_{n-1}
\end{bmatrix} & = b \tag{4.4.2}
\]

where

\[
M \begin{bmatrix}
w_1 \\
\vdots \\
 w_{n-1}
\end{bmatrix} = b
\]
and

\[ b^T = ((1,1), (0,0), \ldots, (0,0)) \, . \]

Note that the matrix (4.4.3) is of the same form as the multiple shooting matrix (4.3.12). In §4.3 it is suggested that norm reduction of the matrix \( Q(n)' \) and an easing of the numerical difficulties associated with the matrix \( Q(n)' \) will occur by appropriate choice of the multiple shooting points. By analogy the suggestion is made that the application of the techniques for choosing the multiple shooting points for \( Q(n)' \) may be made to the matrix \( M \) for choosing the mesh points.

The row sum norm of the matrix \( M \) is estimated as

\[
\| M \| = \max \left\{ \| B_0 \| + \| B_1 \|, \quad \max_{0 \leq i \leq n-1} \left( \| I + \Delta_i A_{i+1} \| + \| I - \Delta_i A_{i+1} \| \right) \right\}
\]

As the norms \( \| I + \Delta_i A_{i+1} \| \) and \( \| I - \Delta_i A_{i+1} \| \) tend to 1 as \( \Delta_i \to 0 \), we see that a reasonable choice of bound for \( \| M \| \) is possible

(i) provided the boundary conditions are suitably scaled, and

(ii) provided the locations of the mesh points \( x_i, i=1, \ldots, n-1 \) are suitably chosen.

In the multiple shooting case the technique for ensuring condition (ii) was to make the row sum norms of the block matrix \( Q(n)' \) equal to a constant. Using the same technique on the matrix \( M \) we have in the row sum norm
\[
\|I + \Delta_i \frac{A_{i+\frac{1}{2}}}{2}\| + \|I - \Delta_i \frac{A_{i+\frac{1}{2}}}{2}\|
\]

\[
= 2 + \Delta_i \frac{\|A_{i+\frac{1}{2}}^-\|}{2}
\]

where

\[A_{i+\frac{1}{2}}^- = A_{i+\frac{1}{2}} - \text{diag}(A_{i+\frac{1}{2}})\]

if

\[
\frac{\Delta_i}{2} \|\text{diag}(A_{i+\frac{1}{2}})\| \leq 1. \tag{4.4.4}
\]

It is now easily seen that this equilibration of the block row sum norms is asymptotically (as \(n \to \infty\) and \(\max \Delta_i \to 0\)) equivalent to a favourable change of independent variable. For if we have

\[
2 + \Delta_i \frac{\|A_{i+\frac{1}{2}}^-\|}{2} = 2 + \gamma h \tag{4.4.5}
\]

for some small parameter \(h\) and some constant \(\gamma\) for all \(i\), then, rearranging (4.4.5) to

\[
\frac{\Delta_i}{h} = \frac{1}{2} \frac{\gamma}{\|A_{i+\frac{1}{2}}^-\|},
\]

we see that asymptotically as \(\Delta_i \to 0\), we must have \(h \to 0\) and the mesh transformation equation

\[
\frac{dx}{dt} = \frac{\gamma}{\|A(x)\|} \tag{4.4.6}
\]

some new independent variable \(t\). This transformation (4.4.6) means that asymptotically the transformed differential equation
\[
\frac{dW(x(t))}{dt} = \gamma A(x) \frac{w(x(t))}{\|A(x)\|}.
\]

is being solved over an even mesh in \( t \).

As it is only a matter of length scaling which can be absorbed by the constant \( \gamma \) since the left hand side of (4.4.6) is homogeneous in \( t \) of order 1, let the variable \( t \) be over the unit interval. We thus have the initial condition

\[
x(0) = 0 \quad (4.4.7)
\]

and a scaling condition to fix the constant \( \gamma \)

\[
x(1) = 1. \quad (4.4.8)
\]

Once the equation (4.4.6) with the conditions (4.4.7) and (4.4.8) is solved for the mesh transformation \( x(t) \), then the graded mesh points \( \{x_i\}_{i=1}^{n-1} \) may be calculated by

\[
x_i = x(ih)
\]

for \( i = 1, 2, \ldots, n-1 \) where the parameter \( h \) is defined as

\[
h = 1/n.
\]

Suppose that the matrix \( A(x) \) has the form

\[
A(x) = \begin{bmatrix}
0 & 1 \\
f(x) & 0
\end{bmatrix}
\]

Condition (4.4.4) is satisfied automatically and we have

\[
\|A(x)\| = \max \left\{ 1, |f(x)| \right\}.
\]
Solving equation (4.4.5) we have

\[ t(x) = \frac{1}{\gamma} \int_0^x \|A(x)\| \, dx . \]

Thus from (4.4.7), the constant \( \gamma \) can be determined as

\[ \gamma = \int_0^1 \|A(x)\| \, dx . \]

For many problems of interest, we would have only

\[ \|A(x)\| = |f(x)| \]

with its slight simplification.

Since the finite difference scheme is based on a mesh with a parameter \( h \) via the mesh transformation function \( x(t) \), asymptotic expansions of the form of (4.2.5) in even powers of \( h \) are available and can be used for \( h^2 \) and \( h^4 \) extrapolation as described in §4.2.

This technique for choosing the graded mesh for the finite difference solution of (4.1.5) is quite general. The same principles can also be applied when the trapezoidal rule instead of the mid-point rule is used for equation (4.4.1). For the case of the trapezoidal rule (4.4.1) would become

\[ (-I + \frac{1}{2} A_i A_{i+1}) w_{i+1} + (I + \frac{1}{2} A_i A_i) w_i = 0 \]

with a block row sum norm for the equivalent matrix \( M \) of

\[ \|M\| = \max \left\{ \|B_0\| + \|B_1\|, \max_{0 \leq i \leq n-1} \|I - \frac{1}{2} A_i A_{i+1}\| + \|I + \frac{1}{2} A_i A_i\| \right\} . \]

Supposing that the boundary conditions are properly scaled, then we have the bound for the block row sum norm of each row of
\[ r_i = 2 + \frac{1}{2} \Delta_i \{ \| A_i \| + \| A_{i+1} \| \} \]

by applying the triangle inequality to the norms in the last expression. In an attempt to include the coefficient \( a(x) \) in the transformation, we use the bound estimate instead of the actual norm for equilibration by the asymptotic mesh transformation. We would have

\[ r_i \sim 2 + \gamma h \]

where the symbols have the same meanings as before leading to the asymptotic differential equation for the mesh transformation

\[ \frac{dx}{dt} = \frac{\gamma}{\| A(x) \|} . \]

The same initial condition (4.4.7) and scaling condition (4.4.8) still apply. Asymptotic expansions in even powers of the parameter \( h \) again exist and \( h^2 \) and \( h^4 \) extrapolation may be used.

For \( \Delta_i \) small enough, if the block row sum norms are equilibrated to a constant then we have the expression

\[ r_i = 2 + \frac{1}{6} (b_i + b_{i+1}) \Delta_i + O(\Delta_i^2) . \]

Asymptotically we must obtain the same mesh transformation as for the mid-point rule, the coefficient \( a(x) \) having no effect. Cases do occur in which the function \( b(x) \) is a constant (example 4.6.2). For such cases the above mesh transformation based on the norm bound rather than the norms themselves must be used to take account of the effect of the \( a(x) \) coefficient.
Example 4.4.1

In equation (4.1.5) let

$$A(x) = \begin{bmatrix} 0 & 1 \\ \frac{2}{(x+\epsilon)^2} & 0 \end{bmatrix} \quad \ldots \quad (4.4.8)$$

for some small positive parameter $\epsilon$ with the boundary conditions

$$w_1(0) = w_1(1) = 1.$$ 

This equation has the analytic solution

$$w(x) = \begin{bmatrix} \frac{A_1}{x+\epsilon} + A_2(x+\epsilon)^2 \\ -A_1 + 2 A_2(x+\epsilon) \end{bmatrix} \quad (4.4.9)$$

for $x \in [0,1]$ where

$$A_1 = \frac{\epsilon + 3\epsilon^2 + 2\epsilon^3}{1 + 3\epsilon + 3\epsilon^2}$$

and

$$A = \frac{1}{1 + 3\epsilon + 3\epsilon^2}$$

The solution $w_1(x)$ drops from 1 at $x = 0$ to $\frac{1}{2} + O(\epsilon)$ at $x = \epsilon$, has a turning point at $O\left(\frac{\epsilon}{2}\right)$ and behaves like $(x+\epsilon)^2$ as $x \to 1$. Thus the behaviour of the solution is concentrated at the left hand end of the interval with increasing severity as $\epsilon \to 0^+$. Intuitively we would expect that a 'good' graded mesh would place a major portion of
the mesh points in the $O(\varepsilon)$ region at the $x = 0$ end of the interval. This intuitive feeling is verified by the mesh transformation. From (4.4.8) we have that

$$||A_n(x)|| = |f(x)|,$$

thus equation (4.4.5) becomes

$$\frac{dx}{dt} = \frac{\gamma (x+\varepsilon)^2}{2},$$

subject to the conditions

$$x(0) = 0 \quad \text{and} \quad x(1) = 1$$

This last equation can easily be solved for the mesh transformation which is

$$x(t) = \frac{\varepsilon t}{1 + \varepsilon - t} \quad (4.4.10)$$

Figure 4.4.1 displays the shape of this mesh transformation for the parameter values $\varepsilon = 0.1$ and $\varepsilon = 0.01$. The diagram vividly illustrates the concentration of the mesh points $x_1$ at the left hand end of the interval $(0,1)$. A quantitative measure of the grading of the meshes may be gathered from Table 4.4.1 which contains the locations of the graded mesh points for $n = 10$ and for parameter values of $\varepsilon = 0.1, 0.01, 0.001$ and $0.0001$.

The equations (4.4.3) has been solved for $n = 10$, 20 and 40, that is, for $h = 0.1$, 0.05 and 0.025. Extrapolation procedures ($h^2$, $h^4$) have been applied to the results and Table 4.4.2 contains more detailed results for the particular case of $\varepsilon = 0.1$ while Table 4.4.3 summarises the results for $\varepsilon = 0.1, 0.01, 0.001$ and 0.0001 by exhibiting the maximum
relative error between the calculated or extrapolated solutions and the analytic solution. In a sense, this measure indicates the minimum number of correct significant digits in the solutions at any mesh point.

### TABLE 4.4.1.

<table>
<thead>
<tr>
<th>n=10</th>
<th>$\varepsilon = 0.1$</th>
<th>$0.01$</th>
<th>$0.001$</th>
<th>$0.0001$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>.1000E-1</td>
<td>.1099E-2</td>
<td>.1110E-3</td>
<td>.1111E-4</td>
</tr>
<tr>
<td>0.2</td>
<td>.2222E-1</td>
<td>.2469E-2</td>
<td>.2497E-3</td>
<td>.2500E-4</td>
</tr>
<tr>
<td>0.3</td>
<td>.3750E-1</td>
<td>.4225E-2</td>
<td>.4280E-3</td>
<td>.4285E-4</td>
</tr>
<tr>
<td>0.4</td>
<td>.5714E-1</td>
<td>.6557E-2</td>
<td>.6656E-3</td>
<td>.6666E-4</td>
</tr>
<tr>
<td>0.5</td>
<td>.8333E-1</td>
<td>.9804E-2</td>
<td>.9980E-3</td>
<td>.9998E-4</td>
</tr>
<tr>
<td>0.6</td>
<td>.1200</td>
<td>.1463E-1</td>
<td>.1496E-2</td>
<td>.1500E-3</td>
</tr>
<tr>
<td>0.7</td>
<td>.1750</td>
<td>.2258E-1</td>
<td>.2326E-2</td>
<td>.2333E-3</td>
</tr>
<tr>
<td>0.8</td>
<td>.2667</td>
<td>.3810E-3</td>
<td>.3980E-2</td>
<td>.3998E-3</td>
</tr>
<tr>
<td>0.9</td>
<td>.4500</td>
<td>.8182E-1</td>
<td>.8911E-2</td>
<td>.8991E-3</td>
</tr>
</tbody>
</table>

**FIGURE 4.4.1.**
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TABLE 4.4.2

Detailed results for solution of example for $\varepsilon = 0.1$ and 4.4.1 for $n = 10$ by first order method.

First component $w_1(x) = y(x)$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.1000E-1</td>
<td>.9114</td>
<td>-.1353E-2</td>
<td>.2549E-5</td>
<td>-.1198E-8</td>
</tr>
<tr>
<td>2</td>
<td>.2222E-1</td>
<td>.8233</td>
<td>-.2835E-2</td>
<td>.5340E-5</td>
<td>-.2510E-8</td>
</tr>
<tr>
<td>3</td>
<td>.3750E-1</td>
<td>.7360</td>
<td>-.4486E-2</td>
<td>.8448E-5</td>
<td>-.3972E-8</td>
</tr>
<tr>
<td>4</td>
<td>.5714E-1</td>
<td>.6501</td>
<td>-.6361E-2</td>
<td>1.198E-4</td>
<td>-.5632E-8</td>
</tr>
<tr>
<td>5</td>
<td>.8333E-1</td>
<td>.5666</td>
<td>-.8544E-2</td>
<td>1.609E-4</td>
<td>-.7565E-8</td>
</tr>
<tr>
<td>6</td>
<td>.1200</td>
<td>.4875</td>
<td>-.1116E-1</td>
<td>2.101E-4</td>
<td>-.9876E-8</td>
</tr>
<tr>
<td>7</td>
<td>.1750</td>
<td>.4178</td>
<td>-.1435E-1</td>
<td>2.703E-4</td>
<td>-.1271E-7</td>
</tr>
<tr>
<td>8</td>
<td>.2667</td>
<td>.3718</td>
<td>-.1823E-1</td>
<td>3.433E-4</td>
<td>-.1614E-7</td>
</tr>
<tr>
<td>9</td>
<td>.4500</td>
<td>.4079</td>
<td>-.2153E-1</td>
<td>4.055E-4</td>
<td>-.1906E-7</td>
</tr>
</tbody>
</table>

Second component $w_2(x) = \frac{dy(x)}{dx}$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.1000E-1</td>
<td>-.9774E+1</td>
<td>-.8706E-1</td>
<td>.1639E-3</td>
<td>-.7708E-7</td>
</tr>
<tr>
<td>2</td>
<td>.2222E-1</td>
<td>-.8037E+1</td>
<td>-.7343E-1</td>
<td>.1383E-3</td>
<td>-.6501E-7</td>
</tr>
<tr>
<td>3</td>
<td>.3750E-1</td>
<td>-.6460E+1</td>
<td>-.6059E-1</td>
<td>.1141E-3</td>
<td>-.5364E-7</td>
</tr>
<tr>
<td>4</td>
<td>.5714E-1</td>
<td>-.5043E+1</td>
<td>-.4834E-1</td>
<td>.9103E-4</td>
<td>-.4279E-7</td>
</tr>
<tr>
<td>5</td>
<td>.8333E-1</td>
<td>-.3783E+1</td>
<td>-.3645E-1</td>
<td>.6846E-4</td>
<td>-.3218E-7</td>
</tr>
<tr>
<td>6</td>
<td>.1200</td>
<td>-.2677E+1</td>
<td>-.2405E-1</td>
<td>.4529E-4</td>
<td>-.2129E-7</td>
</tr>
<tr>
<td>7</td>
<td>.1750</td>
<td>-.1720E+1</td>
<td>-.1025E-1</td>
<td>.1931E-4</td>
<td>-.9074E-8</td>
</tr>
<tr>
<td>8</td>
<td>.2667</td>
<td>-.8988</td>
<td>.7767E-2</td>
<td>-.1463E-4</td>
<td>.6882E-8</td>
</tr>
<tr>
<td>9</td>
<td>.4500</td>
<td>-.1868</td>
<td>.3822E-1</td>
<td>-.7197E-4</td>
<td>.3384E-7</td>
</tr>
</tbody>
</table>
### TABLE 4.4.3

Maximum relative errors in example 4.4.1 for first component \( w_1(x) = y(x) \)

<table>
<thead>
<tr>
<th>( \varepsilon )</th>
<th>( n )</th>
<th>calculated solution</th>
<th>( h^2)-extrap.</th>
<th>( h^4)-extrap.</th>
</tr>
</thead>
<tbody>
<tr>
<td>.1</td>
<td>10</td>
<td>.5279E-1</td>
<td>.9941E-4</td>
<td>.4673E-7</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.1354E-1</td>
<td>.6367E-5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.3412E-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.01</td>
<td>10</td>
<td>.6965</td>
<td>.1694E-2</td>
<td>.1023E-5</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.3949</td>
<td>.2397E-3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.1092</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.001</td>
<td>10</td>
<td>.9694</td>
<td>.2422E-2</td>
<td>.1620E-5</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.9351</td>
<td>.5823E-3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.8411</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.0001</td>
<td>10</td>
<td>.9970</td>
<td>.2498E-2</td>
<td>.1723E-5</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.9939</td>
<td>.6202E-3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.9875</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Maximum relative errors in example 4.4.1 for second component \( w_1(x) = \frac{dy}{dx} \)

<table>
<thead>
<tr>
<th>( \varepsilon )</th>
<th>( n )</th>
<th>calculated solution</th>
<th>( h^2)-extrap.</th>
<th>( h^4)-extrap.</th>
</tr>
</thead>
<tbody>
<tr>
<td>.1</td>
<td>10</td>
<td>.7667E-1</td>
<td>.1463E-3</td>
<td>.6878E-7</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.3405E-1</td>
<td>.1601E-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.4501E-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.01</td>
<td>10</td>
<td>.7609</td>
<td>.1851E-2</td>
<td>.1442E-5</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.1601E+1</td>
<td>.9729E-3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.3996</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.001</td>
<td>10</td>
<td>.7579E+1</td>
<td>.1893E-1</td>
<td>.2671E-4</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.1881E+1</td>
<td>.1158E-2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.4424</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.0001</td>
<td>10</td>
<td>.7576E+2</td>
<td>.1898</td>
<td>.3009E-3</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.1880E+2</td>
<td>.1158E-1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.4897</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.5 SECOND ORDER CASE-I

Consider the two-point boundary value problem

\[
\frac{d^2y(x)}{dx^2} - f(x) y(x) = 0 
\]  

subject to the conditions

\[
y(0) = y(1) = 1. 
\]  

For the equation to have a unique solution (see Keller [25]), it is sufficient for the function \( f(x) \) to be continuous and satisfy

\[
0 < f_* < f(x) < f* \quad (4.5.3)
\]

for \( 0 \leq x \leq 1 \) for some positive constants \( f_* \) and \( f* \). We wish to solve the equation (4.5.1) subject to (4.5.2) by finite difference methods using a graded mesh

\[
0 = x_0 < x_1 < x_2 < \ldots < x_{n-1} < x_n = 1.
\]

If we use a central three-point approximation to the second derivative (see (2.2.9)) in equation (4.5.1), then at the \( i \)'th mesh point the finite difference equation is

\[
\frac{2}{\Delta_i (\Delta_i + \Delta_{i-1})} y_{i+1} + \left[ \frac{-2}{\Delta_i \Delta_{i-1}} + f_i \right] y_i + \frac{2}{\Delta_{i-1} (\Delta_i + \Delta_{i-1})} y_{i-1} = 0
\]

for \( i = 1, 2, \ldots, n-1 \) where \( \Delta_i = x_{i+1} - x_i \) for \( i = 0, 1, \ldots n-1 \). Multiply the last equation by \( \Delta_i \Delta_{i-1} \) to reduce the coefficients of the \( y_i \) to
0(1) terms and we obtain

\[
\frac{2\Delta_i}{\Delta_i + \Delta_{i-1}} y_{i+1} + (-2 + f_i \Delta_i \Delta_{i-1}) y_i + \frac{2\Delta_i}{\Delta_i + \Delta_{i-1}} y_{i-1} = 0
\] (4.5.4)

for \(i = 1, 2, \ldots, n-1\). The set of equations (4.5.4) can be written as a tridiagonal system of linear equations for the vector solution \(Y = (y_1, y_2, \ldots, y_{n-1})\). Thus we have

\[
M y = b
\] (4.5.5)

where \(M\) is an \((n-1) \times (n-1)\) square tridiagonal matrix of the form

\[
M = \begin{pmatrix}
-2 + f_1 \Delta_0 \Delta_1 & \frac{2\Delta_0}{\Delta_0 + \Delta_1} & & \\
\frac{2\Delta_2}{\Delta_1 + \Delta_2} & -2 + f_2 \Delta_1 \Delta_2 & \frac{2\Delta_1}{\Delta_1 + \Delta_2} & \\
& \ddots & \ddots & \ddots \\
& & \frac{2\Delta_{n-1}}{\Delta_{n-2} + \Delta_{n-1}} & -2 + f_{n-1} \Delta_{n-2} \Delta_{n-1} \\
& & & & \frac{2\Delta_{n-1}}{\Delta_{n-2} + \Delta_{n-1}}
\end{pmatrix}
\] (4.5.6)

and where

\[
b^T = \begin{pmatrix}
\frac{-2\Delta_1}{\Delta_0 + \Delta_1} \cdot y(0), 0, \ldots, 0, \\
\frac{-2\Delta_{n-2}}{\Delta_{n-2} + \Delta_{n-1}} \cdot y(1)
\end{pmatrix}.
\]
In the appendix to Chapter 4, a criterion for the best scaling of real square tridiagonal matrices is given. The criterion is that such a matrix should have all the diagonal elements equal to a constant $d$ (say) if it is to be best scaled.

Suppose we can choose the mesh points $x_i$ so that this criterion is satisfied for the matrix $M$ of (4.5.6). Then we must have

$$M_{ii} = -2 + f_i \Delta_{i-1} \Delta_i$$

$$= -2 + K h^2$$

(4.5.7)

where $K$ is a constant and $h$ is a parameter such that $h \to 0$ as $\delta = \max_{0 \leq i \leq n-1} \Delta_i \to 0$. Thus the condition (4.5.7) is asymptotically equivalent to a favourable change of independent variable from $x$ to $t$ that is defined in the limit as $\delta \to 0$ by the equation

$$f(x) \left( \frac{dx}{dt} \right)^2 = K$$

(4.5.8)

Because the left hand side of equation (4.5.8) is homogeneous of order 2 in $t$, any length scaling of the variable $t$ can be absorbed into the constant $K$ so without loss of generality, we can choose the variable $t$ to be in the unit interval. Then we have the initial condition

$$x(0) = 0$$

(4.5.9)

and the scaling condition

$$x(1) = 1$$

(4.5.10)

to be satisfied. The equation (4.5.8) can be solved analytically as

$$t(x) = \frac{1}{\sqrt{K}} \int_0^x \frac{1}{\sqrt{f(x)}} \, dx$$

(4.5.11)
where $K$ is chosen so that (4.5.10) is satisfied, namely,

$$
\sqrt{K} = \int_0^1 \sqrt{f(x)} \, \text{dx} \quad (4.5.12)
$$

Having found $K$ from (4.5.12), $x$ as a function of $t$ can be found either by inverting $t(x)$ in (4.5.11) or by numerically solving (4.5.8) subject to (4.5.9) as an initial value problem. Very adequate algorithms exist for such problems, for example, Runge-Kutta schemes. The mesh points $x_i$ can be found from this transformation as

$$
x_i = x(ih)
$$

for $i = 0,1,2,\ldots,n$ where

$$
h = 1/n.
$$

The finite difference scheme (4.5.4) with the mesh points $x_i$ chosen by the mesh transformation is intuitively equivalent to a central difference scheme over an even grid applied to equation (4.5.2) with a favourable change of independent variable. This intuitive view is supported by the structure of the asymptotic diagonal elements of the matrix $M$ (4.5.6), namely,

$$
M_{ii} \sim -2 + K h^2.
$$

This structure for a diagonal element of a finite difference matrix of the form (4.5.6) results from a central difference scheme applied to an equation of the form

$$
\frac{d^2y}{dz^2} + a(z) \frac{dy}{dz} + Ky = 0
$$

where $K$ is a constant. For a central difference scheme over an even mesh, the first derivative term $a(z) \frac{dy}{dz}$ makes no contribution to the diagonal
elements. Even if only such were the case it would be an advance. But practical experience with a number of problems indicates that the sub- and super-diagonals are also changed by the mesh transformation such that all their respective elements are almost equal so the final matrix \( M \) that results is of a form that would be expected to arise from a transformed equation (4.5.1) of the form

\[
\frac{d^2y}{dz^2} + K_1 \frac{dy}{dz} + K_2 y = 0
\]

where \( K_1 \) and \( K_2 \) are constants. Such an equation has a finite difference matrix best scaled by an even mesh.

Because the mesh and hence the finite difference scheme is based on the single parameter \( h \), asymptotic expansions of the solution in that parameter may be sought and can be found.

The solution \( y_h(t) \) has an asymptotic expansion of the form

\[
y_h(t) = y(x(t)) + h^2 y_1(t) + h^4 y_2(t) + O(h^6),
\]

where \( y(x(t)) \) is the exact solution of (4.5.1). The principles of \( h^2 \) and \( h^4 \) extrapolation as discussed in §4.2 can be applied to the solutions \( y_h, y_{h/2} \) and \( y_{h/4} \).

**Example 4.5.1**

Consider the equation

\[
\frac{d^2y(x)}{dx^2} - \frac{2}{(x+\epsilon)^2} y(x) = 0 \tag{4.5.13}
\]

subject to the boundary conditions

\[
y(0) = y(1) = 1.
\]
This equation is the second order formulation of the example 4.4.1 and as seen there, the solution is

\[ y(x) = \frac{A}{x+\varepsilon} + B(x+\varepsilon)^2 \]

for appropriate constants \( A \) and \( B \) (see example 4.4.1). The mesh transformation equation for equation (4.5.13) is

\[
\frac{dx}{dt} = K (x+\varepsilon) \tag{4.5.14}
\]

subject to the conditions

\[ x(0) = 0 \text{ and } x(1) = 1. \]

Equation (4.5.14) has the analytic solution

\[ x(t) = \varepsilon (\gamma^t - 1) \]

where

\[ \gamma = \frac{1 + \varepsilon}{\varepsilon} \]

Compare this with the first order transformation (4.4.10).

Equivalent results to those for example 4.4.1 are presented to enable comparison of the methods. Table 4.5.1 contains the locations of the mesh points for \( n = 10 \) and parameter values of \( \varepsilon = 0.1, 0.01, 0.001 \) and 0.0001. Table 4.5.2 contains detailed results for \( \varepsilon = 0.1 \) and \( n = 10, 20 \) and 40 while Table 4.5.3 summarises the results for the parameter values mentioned above.
### TABLE 4.5.1

<table>
<thead>
<tr>
<th>n=10</th>
<th>$\varepsilon=0.1$</th>
<th>0.01</th>
<th>0.001</th>
<th>0.0001</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>.2710E-1</td>
<td>.5865E-2</td>
<td>.9955E-3</td>
<td>.1512E-3</td>
</tr>
<tr>
<td>0.2</td>
<td>.6154E-1</td>
<td>.1517E-1</td>
<td>.2982E-2</td>
<td>.5310E-3</td>
</tr>
<tr>
<td>0.3</td>
<td>.1053</td>
<td>.2993E-1</td>
<td>.6946E-2</td>
<td>.1485E-2</td>
</tr>
<tr>
<td>0.4</td>
<td>.1609</td>
<td>.5335E-1</td>
<td>.1486E-1</td>
<td>.3881E-2</td>
</tr>
<tr>
<td>0.5</td>
<td>.2317</td>
<td>.9050E-1</td>
<td>.3064E-1</td>
<td>.9900E-2</td>
</tr>
<tr>
<td>0.6</td>
<td>.3235</td>
<td>.1494</td>
<td>.6213E-1</td>
<td>.2502E-1</td>
</tr>
<tr>
<td>0.7</td>
<td>.4358</td>
<td>.2429</td>
<td>.1250</td>
<td>.6300E-1</td>
</tr>
<tr>
<td>0.8</td>
<td>.5809</td>
<td>.3913</td>
<td>.2504</td>
<td>.1584</td>
</tr>
<tr>
<td>0.9</td>
<td>.7655</td>
<td>.6266</td>
<td>.5006</td>
<td>.3980</td>
</tr>
</tbody>
</table>

Graded mesh points for second order example 4.5.1 for $n = 10$. 
TABLE 4.5.2

Errors in results for example 4.5.1 with $\varepsilon = 0.1$ for $n = 10, 20$ and 40.

<table>
<thead>
<tr>
<th>Point</th>
<th>exact soln.</th>
<th>error in calc. soln.</th>
<th>error in $h^2$-extrap.</th>
<th>error in $h^n$-extrap.</th>
</tr>
</thead>
<tbody>
<tr>
<td>.2710E-1</td>
<td>.7930</td>
<td>.1421E-10</td>
<td>-.8151E-12</td>
<td>-.3779E-13</td>
</tr>
<tr>
<td>.6154E-1</td>
<td>.6340</td>
<td>.3414E-10</td>
<td>-.1958E-11</td>
<td>-.9074E-13</td>
</tr>
<tr>
<td>.1053</td>
<td>.5151</td>
<td>.6395E-10</td>
<td>-.3668E-11</td>
<td>-.1700E-12</td>
</tr>
<tr>
<td>.1610</td>
<td>.4315</td>
<td>.1102E-9</td>
<td>-.6322E-11</td>
<td>-.2929E-12</td>
</tr>
<tr>
<td>.2317</td>
<td>.3820</td>
<td>.1835E-9</td>
<td>-.1052E-10</td>
<td>-.4875E-12</td>
</tr>
<tr>
<td>.3215</td>
<td>.3690</td>
<td>.3007E-9</td>
<td>-.1725E-10</td>
<td>-.7989E-12</td>
</tr>
<tr>
<td>.4358</td>
<td>.4011</td>
<td>.4891E-9</td>
<td>-.2805E-10</td>
<td>-.1299E-11</td>
</tr>
<tr>
<td>.5809</td>
<td>.4944</td>
<td>.7928E-9</td>
<td>-.4547E-10</td>
<td>-.2106E-11</td>
</tr>
<tr>
<td>.7655</td>
<td>.6779</td>
<td>.1283E-8</td>
<td>-.7357E-10</td>
<td>-.3408E-11</td>
</tr>
</tbody>
</table>
Maximum relative errors at the mesh points between the calculated solutions and the analytic solution for example 4.5.1.

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$n$</th>
<th>solution</th>
<th>$h^2$-extrap.</th>
<th>$h^n$-extrap.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>10</td>
<td>.1892E-8</td>
<td>.1085E-9</td>
<td>.5027E-11</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.4130E-9</td>
<td>.1212E-10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.9614E-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>.6767E-10</td>
<td>.7118E-11</td>
<td>.2084E-12</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.1181E-10</td>
<td>.6527E-12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.2476E-11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>10</td>
<td>.3228E-10</td>
<td>.4804E-11</td>
<td>.6472E-13</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.4489E-11</td>
<td>.3628E-12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.8512E-12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0001</td>
<td>10</td>
<td>.7657E-11</td>
<td>.1428E-11</td>
<td>.7174E-15</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.8445E-12</td>
<td>.8867E-13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.1447E-12</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Example 4.5.2

Consider the equation

\[ \frac{d^2 y(x)}{dx^2} - (1 + x^2) y(x) = 0 \]

subject to the conditions

\[ y(0) = 1 \quad \text{and} \quad y(\infty) = 0. \]

The boundary condition is replaced by \( y(10.2) = 0 \). This allows some comparison of the results with other attempts on the problem by Osborne [31] (by multiple shooting), Pruess [35] (a method that approximates coefficients) and Allen and Wing [1] (an invariant imbedding approach).

The solution of the mesh transformation equation has the form

\[ t(x) = \gamma \left( \sinh^{-1} x + x \sqrt{1 + x^2} \right) \]

where \( \gamma \) is a constant such that

\[ t(10.2) = 1. \]

There seems to be no ready method of inverting this function to find \( x(t) \) thus the mesh points must be calculated numerically. Table 4.5.4 displays the solutions obtained for \( n = 10 \) and using \( h^2 \) and \( h^4 \) extrapolation. A measure of how close the answer is to the true solution may be estimated by comparing the solutions obtained for \( n = 10 \) with the \( h^4 \) extrapolated solution from \( n = 10, 20 \) and 40.
TABLE 4.5.4

Results for example 4.5.2

<table>
<thead>
<tr>
<th>mesh point</th>
<th>calc. soln.</th>
<th>$h^2$ extrap.</th>
<th>$h^4$ extrap.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>1.000E+1</td>
<td>1.000E+1</td>
<td>1.000E+1</td>
</tr>
<tr>
<td>2.9111</td>
<td>1.1591E-1</td>
<td>2.712E-2</td>
<td>2.666E-2</td>
</tr>
<tr>
<td>4.3404</td>
<td>4.204E-3</td>
<td>-6.073E-4</td>
<td>9.774E-5</td>
</tr>
<tr>
<td>5.4198</td>
<td>1.1213E-4</td>
<td>3.188E-5</td>
<td>1.414E-6</td>
</tr>
<tr>
<td>6.3228</td>
<td>3.626E-6</td>
<td>1.111E-6</td>
<td>5.828E-8</td>
</tr>
<tr>
<td>7.1147</td>
<td>1.104E-7</td>
<td>3.573E-8</td>
<td>2.152E-9</td>
</tr>
<tr>
<td>7.8279</td>
<td>3.404E-9</td>
<td>1.122E-9</td>
<td>7.187E-11</td>
</tr>
<tr>
<td>8.5538</td>
<td>1.057E-10</td>
<td>3.510E-11</td>
<td>2.304E-12</td>
</tr>
<tr>
<td>9.0906</td>
<td>3.304E-12</td>
<td>1.100E-12</td>
<td>7.289E-14</td>
</tr>
<tr>
<td>9.6609</td>
<td>1.036E-13</td>
<td>3.450E-14</td>
<td>2.295E-15</td>
</tr>
<tr>
<td>10.2000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
4.6 SECOND ORDER CASE-II

Consider the linear two-point boundary value problem

\[
d^2y(x) + a(x) \frac{dy}{dx} + b(x) y(x) = 0
\]

for \( x \in (0,1) \) subject to the conditions

\[ y(0) = 1 \quad \text{and} \quad y(1) = 1. \]

For the problem (4.6.1) to have a unique solution (see Keller [25]), it is sufficient for the coefficients \( a(x) \) and \( b(x) \) to be continuous and satisfy

\[
|a(x)| < A \quad \text{and} \quad 0 \leq B_* \leq -b(x) \leq B^*
\]

for \( 0 \leq x \leq 1 \) and for some positive constants \( A, B_* \) and \( B^* \). We wish to solve the equation (4.6.1) subject to (4.6.2) by finite difference methods using a graded mesh

\[ 0 = x_0 < x_1 < x_2 < \ldots \ldots < x_{n-1} < x_n = 1. \]

If we use central three-point finite difference approximations to the second derivative (see (2.2.9)) and the first derivative (see (3.1.8)) terms then at the \( i \)th mesh point, the equation (4.6.1) becomes

\[
\left[ \frac{2}{\Delta_i(\Delta_i + \Delta_{i-1})} + \frac{a_i}{\Delta_i(\Delta_i + \Delta_{i-1})} \right] y_{i+1} + \left[ \frac{-2}{\Delta_i \Delta_{i-1}} + \frac{a_i(\Delta_i - \Delta_{i-1})}{\Delta_i \Delta_{i-1}} + b_i \right] y_i + \left[ \frac{2}{\Delta_{i-1}(\Delta_i + \Delta_{i-1})} - \frac{a_i}{\Delta_{i-1}(\Delta_i + \Delta_{i-1})} \right] y_{i-1} = 0.
\]
where \( \Delta_i = x_{i+1} - x_i \) for appropriate \( i \). If we multiply this equation by \( \Delta_i \Delta_{i-1} \) to reduce the coefficients of the \( y_i \) to \( O(1) \) terms then we obtain the set of equations

\[
\begin{pmatrix}
\frac{2\Delta_{i-1} + a_i \Delta_{i-1}^2}{\Delta_i + \Delta_{i-1}}
\end{pmatrix} y_{i+1}
+ (-2 + a_i (\Delta_i - \Delta_{i-1}) + b_i \Delta_i \Delta_{i-1}) y_i
+ \begin{pmatrix}
\frac{2 \Delta_i - a_i \Delta_i^2}{\Delta_i + \Delta_{i-1}}
\end{pmatrix} y_{i-1} = 0.
\] (4.6.4)

for \( i = 1,2,\ldots,n-1 \). This set of equations can be written as a tridiagonal system of linear equations for the vector \( y^T = (y_1, y_2, \ldots, y_{n-1}) \). Thus we have

\[
M y = b
\] (4.6.5)

where \( M \) is the \((n-1) \times (n-1)\) square tridiagonal matrix

\[
M = \begin{bmatrix}
-2 + a_1 (\Delta_1 - \Delta_0) + b_1 \Delta_1 \Delta_0 & \frac{2\Delta_0 + a_1 \Delta_0^2}{\Delta_0 + \Delta_1} \\
\frac{2\Delta_1 - a_2 \Delta_1^2}{\Delta_1 + \Delta_2} & -2 + a_2 (\Delta_1 - \Delta_1) + b_2 \Delta_2 \Delta_1 & \frac{2\Delta_1 + a_2 \Delta_1^2}{\Delta_1 + \Delta_2} \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\frac{2\Delta_{n-1} - a_{n-1} \Delta_{n-1}^2}{\Delta_{n-1} + \Delta_{n-2}} & \frac{2\Delta_{n-1} - a_{n-1} \Delta_{n-1}^2}{\Delta_{n-1} + \Delta_{n-2}} & \frac{2\Delta_{n-1} + a_{n-1} \Delta_{n-1}^2}{\Delta_{n-1} + \Delta_{n-2}} & + b_{n-1} \Delta_{n-1} \Delta_{n-2}
\end{bmatrix}
\]
and where the right hand side vector is

\[ b^T = \left( -\frac{2\Delta_n a_n \Delta_n^2}{\Delta_{n-2} \Delta_{n-1}} y(0), 0, \ldots, 0, -\frac{2\Delta_{n-1} a_{n-1} \Delta_{n-2}^2}{\Delta_{n-2} \Delta_{n-1}} y(1) \right). \]

As proved in the Appendix to this chapter, the criterion for a tri-diagonal matrix to be best scaled is that it have all its diagonal elements equal to a constant \( d \) (say). Suppose that the mesh point \( x_i \) can be chosen so that this criterion is satisfied then we would have

\[ M_{ii} = -2 + a_i (\Delta_i - \Delta_{i-1}) + b_i \Delta_i \Delta_{i-1} \]

\[ = -2 + K h^2 \]  \hspace{1cm} (4.6.6)

where \( K \) is a constant and \( h \) is a parameter such that asymptotically \( h \to 0 \) as \( \delta = \max_{1 \leq i \leq n-1} \Delta_i \to 0 \). Thus such a choice of grid points is asymptotically equivalent to a favourable change of independent variable such that the mesh in the new independent variable \( t \) is equally spaced in the unit interval. The mesh points \( x_i \) can now be expressed as \( x_i = x(ih) \) for \( i = 0, 1, \ldots, n \) where \( h = 1/n \).

Assuming that the transformation \( x(t) \) satisfies appropriate regularity conditions, if we expand the diagonal element \( M_{ii} \) in a Taylor series expansion about the point \( t_i \), then we have the asymptotic identification of (4.6.6) in the form

\[ M_{ii} = -2 + a_i (h^2 x_i'' + h^4 x_i^{(4)} + O(h^6)) \]

\[ + b_i \left( h^2 (x_i')^2 + h^4 (x_i'' - (x_i')^2) \right)_i + O(h^6) \]

\[ = -2 + K h^2 \]
where \( \frac{d}{dt} \) is \( d/dt \). Thus we find the differential equation that defines the mesh transformation function is

\[
a(x) \frac{d^2 x}{dt^2} + b(x) \left( \frac{dx}{dt} \right)^2 = K \tag{4.6.7}
\]

subject to the initial condition

\[
x(0) = 0 \tag{4.6.8}
\]

and the scaling condition

\[
x(1) = 1. \tag{4.6.9}
\]

The left hand side of (4.6.7) is homogeneous in \( t \) of order 2, thus condition (4.6.9) only affects the length of the \( t \)-interval and the size of the constant \( K \). We lack one condition for the solution of 4.6.7.

Consider the second initial condition

\[
\frac{dx}{dt}(0) = \alpha
\]

where we have to find a suitable \( \alpha \). Given a value for \( \alpha \), the differential equation (4.6.7) can be integrated numerically for the constant \( |K| = 1 \) as an initial value problem. The sign of the constant \( K \) is that of the function \( b(x) \) for compatibility with the case \( a(x) = 0 \). The integration is continued until the root \( \beta \) of the equation

\[
x(\beta) = 1.
\]

Thus we have solved the problem

\[
a(x) \frac{d^2 x}{dt^2} + b(x) \left( \frac{dx}{dt} \right)^2 = B.1 \tag{4.6.10}
\]
where $B = \text{sign} \, (b(x))$ over the interval $0 < t < \beta$ subject to the condition

$$x(0) = 0 \quad \text{and} \quad \frac{dx}{dt}(0) = x.$$  

As the left hand side of the equation (4.6.10) is homogeneous in $t$ of order 2, if we make the change of variable $t = \beta t_1$ then $t_1 \in [0,1]$ and we have the rescaled differential equation (4.6.10) to

$$a(x) \frac{d^2x}{dt^2} + b(x) \left(\frac{dx}{dt_1}\right)^2 = \beta^2 B$$

subject to the rescaled initial conditions

$$x(0) = 0 \quad \text{and} \quad \frac{dx}{dt_2} = \beta \alpha.$$  

Thus equation (4.6.7) can be solved subject to the conditions (4.6.8) and (4.6.9) but the choice of $\alpha$ is still not fixed.

We choose $\alpha$ to minimise the variation in the computed diagonal elements $M_{ii}$ of the finite difference matrix $M$ for some chosen value of $n$. The measure of variation used is the range

$$r(\alpha) = \max_{1 \leq i \leq n-1} |M_{ii}| - \min_{1 \leq i \leq n-1} |M_{ii}|.$$  

Since the derivative of the function $r(\alpha)$ is not uniquely defined at a finite set of points, a minimisation routine that does not require derivative values is useful. An initial estimate of $\alpha$ that may be used is that obtained from the case $a(x) = 0$, i.e.,

$$\alpha_0 = \frac{1}{\sqrt{|b(0)|}}.$$
From Taylor series expansion arguments applied to the equation (4.6.7), another estimate of $\alpha$ is

$$
\alpha_1 = \left\{ \frac{1}{|b(0)|} \left( 1 - \frac{\bar{a}(0)}{4 b^2(0)} b'(0) \right) \right\}^{\frac{1}{2}}.
$$

It has been found in the author's experience that this last estimate holds no advantage over the much simpler

$$
\alpha_1 = 0.9 \, \alpha_0
$$

Since the finite difference scheme (4.6.4) is effectively based on the parameter $h$, asymptotic expansions may be sought for the operator $M$ and for the solution $y(x(t))$. Such expansions may be obtained and are of the form of even powers in the parameter $h$ as in (4.2.8). Thus $h^2$ and $h^4$ extrapolation techniques may again be used on the solutions obtained.

**Example 4.6.1**

Consider the two-point boundary value problem

$$
\frac{d^2 y(x)}{dx^2} - \frac{1}{(x + \varepsilon)} \frac{dy(x)}{dx} - \frac{3}{(x + \varepsilon)^2} y(x) = 0 \quad (4.6.10)
$$

subject to the conditions

$$
y(0) = y(1) = 1.
$$

This equation is the same as in example 4.1.1. It may be noticed by way of comparison with the results in Table 4.1.1 that the specially chosen graded mesh is considerably more accurate than an even mesh of the same number of points.
The equation (4.6.10) has a solution of the form

\[ y(x) = \frac{A}{x + \varepsilon} + B(x + \varepsilon)^3 \]

where the \(A\) and \(B\) are chosen to satisfy the boundary conditions. It can be seen that this equation has a similar behaviour to that in example 4.5.1. Table 4.6.1 exhibits details of the solution and the \(h^2\) and \(h^4\) extrapolated answers for \(\varepsilon = 0.1\) for \(n = 10\) mesh points. Table 4.6.2 displays the maximum relative errors for the solutions and appropriate extrapolated answers for \(n = 10, 20\) and \(40\) for the parameter values \(\varepsilon = 0.1, 0.01, 0.001\) and \(0.0001\). It can be seen that the errors are greater than in the case of the very similar example 4.5.1. This is probably because the mesh transformation is not as well determined in this case. The benefits of extrapolation are well illustrated by this example.
**TABLE 4.6.1**

Errors in the solution of example 4.6.1 for $\epsilon = 0.1$.

<table>
<thead>
<tr>
<th>Point</th>
<th>exact soln.</th>
<th>error in calc. soln.</th>
<th>error in $h^2$-extrap.</th>
<th>error in $h^4$-extrap.</th>
</tr>
</thead>
<tbody>
<tr>
<td>.2710E-1</td>
<td>.7876</td>
<td>.1324E-2</td>
<td>.5359E-5</td>
<td>.1207E-7</td>
</tr>
<tr>
<td>.6155E-1</td>
<td>.6215</td>
<td>.2068E-2</td>
<td>.7942E-5</td>
<td>.1449E-7</td>
</tr>
<tr>
<td>.1053</td>
<td>.4926</td>
<td>.2408E-2</td>
<td>.9034E-5</td>
<td>.1466E-7</td>
</tr>
<tr>
<td>.1610</td>
<td>.3951</td>
<td>.2463E-2</td>
<td>.9381E-5</td>
<td>.1368E-7</td>
</tr>
<tr>
<td>.2317</td>
<td>.3262</td>
<td>.2306E-2</td>
<td>.9540E-5</td>
<td>.1210E-7</td>
</tr>
<tr>
<td>.3215</td>
<td>.2882</td>
<td>.1975E-2</td>
<td>.9931E-5</td>
<td>.1012E-7</td>
</tr>
<tr>
<td>.4358</td>
<td>.2916</td>
<td>.1486E-2</td>
<td>.1075E-4</td>
<td>.7649E-8</td>
</tr>
<tr>
<td>.5810</td>
<td>.3624</td>
<td>.8643E-3</td>
<td>.1162E-4</td>
<td>.4333E-8</td>
</tr>
<tr>
<td>.7655</td>
<td>.5583</td>
<td>.2250E-3</td>
<td>.1037E-4</td>
<td>-.1270E-9</td>
</tr>
</tbody>
</table>

Sum of squares of absolute errors | .3012E-4 | .8093E-9 | .1084E-14 |
### TABLE 4.6.2

Maximum relative errors for example 4.6.1

<table>
<thead>
<tr>
<th>ε</th>
<th>n</th>
<th>solution</th>
<th>h²-extrap.</th>
<th>h⁴-extrap.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>10</td>
<td>.7069E-2</td>
<td>.3689E-4</td>
<td>.3710E-7</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.1807E-2</td>
<td>.2330E-5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.4534E-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>.6459E-1</td>
<td>.7364E-3</td>
<td>.1964E-5</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.1650E-1</td>
<td>.4649E-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.4148E-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.001</td>
<td>10</td>
<td>.2383E+0</td>
<td>.4773E-2</td>
<td>.1856E-4</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.6072E-1</td>
<td>.3054E-3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.1530E-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0001</td>
<td>10</td>
<td>.6130E+0</td>
<td>.1699E-1</td>
<td>.1236E-3</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>.1555E+0</td>
<td>.1233E-2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>.3836E-1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Example 4.6.2

We now consider an equation which arises in a practical setting. It describes the stress distribution in a spherical membrane with normal and tangential loads and an attempt is made at a solution in Allen and Wing [1] by an invariant imbedding algorithm.

\[
\frac{d^2y}{dx^2} + (3 \cot x + 2 \tan x) \frac{dy}{dx} + 0.7 y = 0
\]

subject to the boundary conditions

\[ y(30^\circ) = 0, \quad y(60^\circ) = 5.0. \]

The value of \( y \) rises from zero to about 283 as \( x \) changes from 30° to 30.7°. Allen and Wing also give the results

\[
\begin{align*}
  y(40^\circ) &= 89.07069, \\
  y(50^\circ) &= 21.26790,
\end{align*}
\]

which are consistent to six digits with other methods in the literature (see Allen and Wing [1]). Table 4.6.3 gives selected results from the case \( n = 20 \) with \( h^2 \) and \( h^4 \) extrapolation applied. The improvements from the extrapolation technique is clearly evident.
### TABLE 4.6.3

Results for example 4.6.2

<table>
<thead>
<tr>
<th>No.</th>
<th>Point(°)</th>
<th>Calc.Soln. (n=20)</th>
<th>$h^2$-extrap.</th>
<th>$h^4$-extrap.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>30.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>1</td>
<td>31.2452</td>
<td>.6146E+3</td>
<td>.9343E+2</td>
<td>.2975E+3</td>
</tr>
<tr>
<td>2</td>
<td>32.5750</td>
<td>.4002E+2</td>
<td>.2830E+3</td>
<td>.2299E+3</td>
</tr>
<tr>
<td>3</td>
<td>33.9692</td>
<td>.4128E+3</td>
<td>.1195E+3</td>
<td>.2005E+3</td>
</tr>
<tr>
<td>4</td>
<td>35.4109</td>
<td>.5378E+2</td>
<td>.1978E+3</td>
<td>.1607E+3</td>
</tr>
<tr>
<td>5</td>
<td>36.8871</td>
<td>.2673E+3</td>
<td>.8960E+2</td>
<td>.1379E+3</td>
</tr>
<tr>
<td>6</td>
<td>38.3877</td>
<td>.5057E+2</td>
<td>.1299E+3</td>
<td>.1094E+3</td>
</tr>
<tr>
<td>7</td>
<td>39.9063</td>
<td>.1685E+3</td>
<td>.6346E+2</td>
<td>.9201E+2</td>
</tr>
<tr>
<td>8</td>
<td>41.4345</td>
<td>.4150E+2</td>
<td>.8311E+2</td>
<td>.7243E+2</td>
</tr>
<tr>
<td>9</td>
<td>42.9716</td>
<td>.1042E+3</td>
<td>.4342E+2</td>
<td>.5996E+2</td>
</tr>
<tr>
<td>10</td>
<td>44.5140</td>
<td>.3146E+2</td>
<td>.5229E+2</td>
<td>.4698E+2</td>
</tr>
<tr>
<td>11</td>
<td>46.0598</td>
<td>.6378E+2</td>
<td>.2899E+2</td>
<td>.3849E+2</td>
</tr>
<tr>
<td>12</td>
<td>47.6080</td>
<td>.2266E+2</td>
<td>.3257E+2</td>
<td>.3006E+2</td>
</tr>
<tr>
<td>13</td>
<td>49.1576</td>
<td>.3885E+2</td>
<td>.1903E+2</td>
<td>.2441E+2</td>
</tr>
<tr>
<td>14</td>
<td>50.7081</td>
<td>.1578E+2</td>
<td>.2021E+2</td>
<td>.1909E+2</td>
</tr>
<tr>
<td>15</td>
<td>52.2593</td>
<td>.2371E+2</td>
<td>.1238E+2</td>
<td>.1544E+2</td>
</tr>
<tr>
<td>16</td>
<td>53.8109</td>
<td>.1076E+2</td>
<td>.1257E+2</td>
<td>.1211E+2</td>
</tr>
<tr>
<td>17</td>
<td>55.3626</td>
<td>.1458E+2</td>
<td>.8026E+1</td>
<td>.9791E+1</td>
</tr>
<tr>
<td>18</td>
<td>56.9147</td>
<td>.7270E+1</td>
<td>.7879E+1</td>
<td>.7725E+1</td>
</tr>
<tr>
<td>19</td>
<td>58.4668</td>
<td>.9096E+1</td>
<td>.5229E+1</td>
<td>.6264E+1</td>
</tr>
<tr>
<td>20</td>
<td>60.0000</td>
<td>.5000E+1</td>
<td>.5000E+1</td>
<td>.5000E+1</td>
</tr>
</tbody>
</table>
§4.7 NON-OPTIMAL CHOICE OF MESH

Consider the second order two-point boundary value problem studied in §4.5

\[ \frac{d^2y}{dx^2} - f(x) y = 0 \quad (4.7.1) \]

subject to the conditions

\[ y(0) = y(1) = 1. \quad (4.7.2) \]

If this equation is discretised over a graded mesh by the finite difference scheme of §4.5, the tridiagonal matrix equation

\[ M_y = b \quad (4.7.3) \]

is obtained for the solution vector \( y \) where the matrix \( M_y \) is displayed in equation (4.5.6). As explained in §4.5, the optimal mesh transformation \( x(t) \) for choosing the mesh points is defined by the differential equation

\[ \frac{dx}{dt} = \frac{K}{\sqrt{f(x)}} \quad (4.7.4) \]

subject to the conditions

\[ x(0) = 0 \quad \text{and} \quad x(1) = 1. \quad (4.7.5) \]

We wish to examine the effects of a non-optimal choice of mesh transformation \( x(t) \) on the condition number of the matrix \( M_y \) of equation (4.7.3) and on the errors in the calculated and \( h^2 \) and \( h^4 \) extrapolated solutions. The condition number of a non-symmetric matrix \( M \) is defined as

\[ \kappa(M) = \left[ \frac{\lambda_2(M^T M)}{\lambda_1(M^T M)} \right]^{\frac{1}{2}} \]
where $\lambda(A)$ is the maximal eigenvalue and $\lambda(A)$ is the minimum eigenvalue of the symmetric positive definite matrix $A$.

Consider the mesh transformation $x(t)$ defined by the equation

$$\frac{dx}{dt} = \frac{k}{\{f(x)\}^\beta}$$

subject to the conditions (4.7.5) for values of $\beta$ in the range $0 \leq \beta \leq 2$.

The numerical scheme used is as described in §4.5. Only the mesh transformation is changed.

The particular example considered is example 4.5.1 for which

$$f(x) = \frac{2}{(x+E)^2}$$

and we study only the case $\varepsilon = 0.1$.

The Table 4.7.1 of condition numbers of the matrix $M_2$ for meshes with $n = 10, 20$ and $40$ completely supports the analysis of best conditioned tridiagonal matrices presented in the Appendix to Chapter 4 of this thesis. The criterion for the choice of mesh transformation for the second order case (4.7.1) is based on this analysis. Table 4.7.2 of the maximum relative errors in the solutions and the $h^2$ and $h^4$ extrapolated solutions (if applicable) for the cases $n = 10, 20$ and $40$ also fully supports the choice $\beta = 0.5$ for the optimal mesh transformation for the second order case (4.7.1).
**TABLE 4.7.1**

**CONDITION NUMBERS - SECOND ORDER CASE**

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$n = 10$</th>
<th>$n = 20$</th>
<th>$n = 40$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>$0.2394E+2$</td>
<td>$0.9514E+2$</td>
<td>$0.3800E+3$</td>
</tr>
<tr>
<td>0.1</td>
<td>$0.2208E+2$</td>
<td>$0.8771E+2$</td>
<td>$0.3503E+3$</td>
</tr>
<tr>
<td>0.2</td>
<td>$0.2046E+2$</td>
<td>$0.8123E+2$</td>
<td>$0.3243E+3$</td>
</tr>
<tr>
<td>0.3</td>
<td>$0.1921E+2$</td>
<td>$0.7622E+2$</td>
<td>$0.3043E+3$</td>
</tr>
<tr>
<td>0.4</td>
<td>$0.1846E+2$</td>
<td>$0.7330E+2$</td>
<td>$0.2927E+3$</td>
</tr>
<tr>
<td>0.5</td>
<td>$0.1836E+2$</td>
<td>$0.7298E+2$</td>
<td>$0.2915E+3$</td>
</tr>
<tr>
<td>0.6</td>
<td>$0.1984E+2$</td>
<td>$0.7541E+2$</td>
<td>$0.3013E+3$</td>
</tr>
<tr>
<td>0.7</td>
<td>$0.2013E+2$</td>
<td>$0.8027E+2$</td>
<td>$0.3209E+3$</td>
</tr>
<tr>
<td>0.8</td>
<td>$0.2181E+2$</td>
<td>$0.8701E+2$</td>
<td>$0.3479E+3$</td>
</tr>
<tr>
<td>0.9</td>
<td>$0.2382E+2$</td>
<td>$0.9503E+2$</td>
<td>$0.3801E+3$</td>
</tr>
<tr>
<td>1.0</td>
<td>$0.2606E+2$</td>
<td>$1.038E+3$</td>
<td>$0.4153E+3$</td>
</tr>
<tr>
<td>1.25</td>
<td>$0.3223E+2$</td>
<td>$1.271E+3$</td>
<td>$0.5072E+3$</td>
</tr>
<tr>
<td>1.5</td>
<td>$0.3809E+2$</td>
<td>$1.500E+3$</td>
<td>$0.5946E+3$</td>
</tr>
<tr>
<td>1.75</td>
<td>$0.4242E+2$</td>
<td>$1.698E+3$</td>
<td>$0.6735E+3$</td>
</tr>
<tr>
<td>2.0</td>
<td>$0.4520E+2$</td>
<td>$1.848E+3$</td>
<td>$0.7393E+3$</td>
</tr>
</tbody>
</table>
## TABLE 4.7.2

**MAXIMUM RELATIVE ERRORS - SECOND ORDER CASE**

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( n = 10 )</th>
<th>( 10 )</th>
<th>( 20 )</th>
<th>( 20 )</th>
<th>( 40 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n ) solution</td>
<td>( h^2 ) extrapol</td>
<td>( h^4 ) extrapol</td>
<td>solution</td>
<td>( h^2 ) extrapol</td>
<td>solution</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>0.0</td>
<td>.1024</td>
<td>.9387E-2</td>
<td>.5150E-3</td>
<td>.3263E-1</td>
<td>.1070E-2</td>
</tr>
<tr>
<td>0.1</td>
<td>.6387E-1</td>
<td>.3172E-2</td>
<td>.9380E-4</td>
<td>.1835E-1</td>
<td>.2915E-3</td>
</tr>
<tr>
<td>0.2</td>
<td>.3663E-1</td>
<td>.9624E-3</td>
<td>.1308E-4</td>
<td>.9867E-2</td>
<td>.7241E-4</td>
</tr>
<tr>
<td>0.3</td>
<td>.1888E-1</td>
<td>.2352E-3</td>
<td>.1423E-5</td>
<td>.4958E-2</td>
<td>.1613E-4</td>
</tr>
<tr>
<td>0.4</td>
<td>.7771E-2</td>
<td>.4279E-4</td>
<td>.1018E-6</td>
<td>.1975E-2</td>
<td>.2789E-5</td>
</tr>
<tr>
<td>0.5</td>
<td>.1892E-8</td>
<td>.1085E-9</td>
<td>.5027E-11</td>
<td>.4130E-9</td>
<td>.1212E-10</td>
</tr>
<tr>
<td>0.6</td>
<td>.6307E-2</td>
<td>.6845E-5</td>
<td>.4286E-9</td>
<td>.1581E-2</td>
<td>.4280E-6</td>
</tr>
<tr>
<td>0.7</td>
<td>.1273E-1</td>
<td>.6716E-5</td>
<td>.5500E-8</td>
<td>.3185E-2</td>
<td>.4402E-6</td>
</tr>
<tr>
<td>0.8</td>
<td>.2047E-1</td>
<td>.1526E-4</td>
<td>.4974E-8</td>
<td>.5284E-2</td>
<td>.9496E-6</td>
</tr>
<tr>
<td>0.9</td>
<td>.3370E-1</td>
<td>.4531E-4</td>
<td>.3234E-7</td>
<td>.8390E-2</td>
<td>.2801E-5</td>
</tr>
<tr>
<td>1.0</td>
<td>.5279E-1</td>
<td>.9941E-4</td>
<td>.4674E-7</td>
<td>.1354E-1</td>
<td>.6367E-5</td>
</tr>
<tr>
<td>1.25</td>
<td>.1681</td>
<td>.1906E-1</td>
<td>.8201E-4</td>
<td>.5121E-1</td>
<td>.3153E-3</td>
</tr>
<tr>
<td>1.5</td>
<td>.3014</td>
<td>.1957E-1</td>
<td>.2405E-2</td>
<td>.1534</td>
<td>.6936E-2</td>
</tr>
<tr>
<td>1.75</td>
<td>.3980</td>
<td>.5767E-1</td>
<td>.1332E-1</td>
<td>.2709</td>
<td>.3287E-1</td>
</tr>
<tr>
<td>2.0</td>
<td>.4585</td>
<td>.1030</td>
<td>.3412E-1</td>
<td>.3619</td>
<td>.7520E-1</td>
</tr>
</tbody>
</table>
Consider the first order equation equivalent to equation (4.7.1), namely
\[ \frac{dw}{dx} = A(x)w \]  
\[ (4.7.7) \]

where
\[ A(x) = \begin{bmatrix} 0 & 1 \\ f(x) & 0 \end{bmatrix} \]

and
\[ w^T = (y, \frac{dy}{dx}) \]

subject to the same boundary conditions as (4.7.2) in the form
\[ \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} w(0) + \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} w(1) = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \]

For this equation as formulated in §4.4, the 'optimal' mesh transformation is
\[ \frac{dx}{dt} = \frac{K}{f(x)} \]

subject to the conditions (4.7.5). Note that this choice of mesh transformation is based on the proposition that equilibration of the block row sum norms of the first order finite difference matrix \( M_1 \) (see (4.4.3)) to a constant enhances the accuracy of the numerical solution.

Again we examine the effects of the mesh transformation (4.7.6) for various values of \( \beta \) on the same example function \( f(x) = \frac{2}{(x+c)^2} \) as before. The condition numbers of the first-order finite difference matrices \( M_1 \) are displayed in Table 4.7.3 for the cases \( n = 10, 20 \) and 40. The maximum relative errors for the same cases are
## TABLE 4.7.3

### CONDITION NUMBERS - FIRST ORDER CASE

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( n = 10 )</th>
<th>20</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>.1515E+3</td>
<td>.1279E+3</td>
<td>.1449E+3</td>
</tr>
<tr>
<td>0.1</td>
<td>.1242E+3</td>
<td>.1083E+3</td>
<td>.1230E+3</td>
</tr>
<tr>
<td>0.2</td>
<td>.1061E+3</td>
<td>.9713E+2</td>
<td>.1131E+3</td>
</tr>
<tr>
<td>0.3</td>
<td>.9441E+2</td>
<td>.9087E+2</td>
<td>.1143E+3</td>
</tr>
<tr>
<td>0.4</td>
<td>.8681E+2</td>
<td>.8758E+2</td>
<td>.1259E+3</td>
</tr>
<tr>
<td>0.5</td>
<td>.8176E+2</td>
<td>.8725E+2</td>
<td>.1426E+3</td>
</tr>
<tr>
<td>0.6</td>
<td>.7824E+2</td>
<td>.9197E+2</td>
<td>.1620E+3</td>
</tr>
<tr>
<td>0.7</td>
<td>.7574E+2</td>
<td>.1008E+3</td>
<td>.1831E+3</td>
</tr>
<tr>
<td>0.8</td>
<td>.7429E+2</td>
<td>.1113E+3</td>
<td>.2052E+3</td>
</tr>
<tr>
<td>0.9</td>
<td>.7586E+2</td>
<td>.1226E+3</td>
<td>.2280E+3</td>
</tr>
<tr>
<td>1.0</td>
<td>.9361E+2</td>
<td>.1363E+3</td>
<td>.2514E+3</td>
</tr>
<tr>
<td>1.1</td>
<td>.1263E+3</td>
<td>.1534E+3</td>
<td>.2753E+3</td>
</tr>
<tr>
<td>1.25</td>
<td>.2074E+3</td>
<td>.2029E+3</td>
<td>.3146E+3</td>
</tr>
<tr>
<td>1.5</td>
<td>.4461E+3</td>
<td>.4072E+3</td>
<td>.4609E+3</td>
</tr>
<tr>
<td>1.75</td>
<td>.8215E+3</td>
<td>.7928E+3</td>
<td>.8518E+3</td>
</tr>
<tr>
<td>2.0</td>
<td>.1320E+4</td>
<td>.1354E+4</td>
<td>.1517E+4</td>
</tr>
</tbody>
</table>
### TABLE 4.7.4

**MAXIMUM RELATIVE ERRORS - FIRST ORDER CASE**

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( (n = 10) ) solution</th>
<th>( (n = 10) ) ( h^2 ) extrap</th>
<th>( (n = 10) ) ( h^4 ) extrap</th>
<th>( (n = 20) ) solution</th>
<th>( (n = 20) ) ( h^2 ) extrap</th>
<th>( (n = 40) ) solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.3723</td>
<td>0.2224E-1</td>
<td>0.2213E-3</td>
<td>0.7960E-1</td>
<td>0.1601E-2</td>
<td>0.1890E-1</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2146</td>
<td>0.9481E-2</td>
<td>0.2896E-4</td>
<td>0.4823E-1</td>
<td>0.5691E-3</td>
<td>0.1170E-1</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1305</td>
<td>0.3505E-2</td>
<td>0.1956E-4</td>
<td>0.3113E-1</td>
<td>0.2033E-3</td>
<td>0.7670E-2</td>
</tr>
<tr>
<td>0.3</td>
<td>0.8682E-1</td>
<td>0.1304E-2</td>
<td>0.6581E-5</td>
<td>0.2156E-1</td>
<td>0.7709E-4</td>
<td>0.5348E-2</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6507E-1</td>
<td>0.5262E-3</td>
<td>0.1783E-5</td>
<td>0.1598E-1</td>
<td>0.3158E-4</td>
<td>0.3991E-2</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5167E-1</td>
<td>0.2317E-3</td>
<td>0.5475E-6</td>
<td>0.1282E-1</td>
<td>0.1400E-4</td>
<td>0.3198E-2</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4447E-1</td>
<td>0.1081E-3</td>
<td>0.1751E-6</td>
<td>0.1109E-1</td>
<td>0.6674E-5</td>
<td>0.2770E-2</td>
</tr>
<tr>
<td>0.7</td>
<td>0.4138E-1</td>
<td>0.5482E-4</td>
<td>0.6191E-7</td>
<td>0.1035E-1</td>
<td>0.3477E-5</td>
<td>0.2598E-2</td>
</tr>
<tr>
<td>0.8</td>
<td>0.4071E-1</td>
<td>0.6355E-4</td>
<td>0.8949E-7</td>
<td>0.1056E-1</td>
<td>0.3888E-5</td>
<td>0.2640E-2</td>
</tr>
<tr>
<td>0.9</td>
<td>0.4603E-1</td>
<td>0.5491E-4</td>
<td>0.4414E-7</td>
<td>0.1152E-1</td>
<td>0.3390E-5</td>
<td>0.2897E-2</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5279E-1</td>
<td>0.9941E-4</td>
<td>0.4673E-7</td>
<td>0.1354E-1</td>
<td>0.6367E-5</td>
<td>0.3412E-2</td>
</tr>
<tr>
<td>1.1</td>
<td>0.7130E-1</td>
<td>0.7052E-3</td>
<td>0.1056E-4</td>
<td>0.1730E-1</td>
<td>0.5951E-4</td>
<td>0.4284E-2</td>
</tr>
<tr>
<td>1.25</td>
<td>0.1034</td>
<td>0.2847E-2</td>
<td>0.1828E-3</td>
<td>0.2870E-1</td>
<td>0.5280E-3</td>
<td>0.6778E-2</td>
</tr>
<tr>
<td>1.5</td>
<td>0.1644</td>
<td>0.3266E-2</td>
<td>0.1317E-2</td>
<td>0.7022E-1</td>
<td>0.2735E-2</td>
<td>0.2066E-1</td>
</tr>
<tr>
<td>1.75</td>
<td>0.2214</td>
<td>0.1158E-1</td>
<td>0.8966E-4</td>
<td>0.1284</td>
<td>0.1503E-2</td>
<td>0.5679E-1</td>
</tr>
<tr>
<td>2.0</td>
<td>0.2651</td>
<td>0.3786E-1</td>
<td>0.7996E-2</td>
<td>0.1849</td>
<td>0.1947E-1</td>
<td>0.1087</td>
</tr>
</tbody>
</table>
found in Table 4.7.4.

The results offer some support for the hypothesis that the original choice of mesh transformation ($\beta = 1.0$) for the first order case is near the optimal for the first order formulation of the problem especially for small values of $n$. What is definitely supported by Table 4.7.4 is the merits of $h^2$ and $h^n$ extrapolation. It is seen that as long as the mesh transformation is near optimal (as is the case $\beta = 1.0$) then the usage of extrapolation can mean excellent improvement in the accuracy of the solution.

Table 4.7.4. suggests that if the optimal mesh transformation is not known and is to be chosen intuitively, than a conservative choice of mesh transformation is to be favoured. The increase in the condition numbers in Table 4.7.3. as the parameter $\beta$ climbs away from the optimum reflects the increasing effect of the large truncation error on the numerical solution of the problem.

A possible reason is as follows. A conservative grid selects information roughly from throughout the interval and the finite difference scheme has an overview of the problem. There is the possibility that small regions of large variation of the coefficients are not well modelled. A mesh transformation that is not near the optimal and is significantly different from the unit transformation (e.g. $\beta > 1$) can place too many points in small regions such that the equation is not well-modelled mesh or they receive scant attention and other regions of less importance are emphasised. With such bad-modelling of the problem by a grid comes large truncation errors in the finite difference equations which are reflected in the numerical accuracy of the solution.
§4.8 SUMMARY AND DISCUSSION

In this chapter a method is discussed for systematically choosing the mesh points of a graded mesh. That graded mesh is to be used in the solution of linear two-point boundary value problems by finite difference methods. The basic technique is to define a mesh transformation that maps the points of an even grid in a new independent variable into an appropriate graded mesh in the old independent variable. A discussion of the meaning of 'appropriate' and of the ramifications of the use of a mesh transformation are discussed in §4.4, §4.5 and §4.6.

Only when a mesh transformation is used is the graded mesh and hence the finite difference scheme based on the single parameter \( h \), the step width of the underlying even mesh. With sufficient regularity conditions on the mesh transformation, asymptotic expansions in the parameter \( h \) of the solution of the finite difference scheme can be obtained. If suitable difference schemes are chosen for the equation over the graded mesh, then the asymptotic expansions are polynomial expansions in even powers of the parameter \( h \). With such expansions on hand, if solutions are obtained for parameter values of \( h, h/2 \) and \( h/4 \) then \( h^2 \) and \( h^4 \) extrapolation may be applied to these solutions. This form of extrapolation is just the selective linear combinations of solutions for different parameter values to eliminate the lower order error terms of the asymptotic expansion as discussed in §4.2.

One major concern of this chapter and in fact specific to this chapter is the selection of the mesh transformation for equations of the form

\[
\frac{d^2y}{dx^2} + a(x) \frac{dy}{dx} + b(x)y = 0
\]

in either first or second order formulation. For this example the mesh transformation may be chosen such that the resultant numerical scheme possesses optimal numerical properties. In the first order case (§4.4), the criterion used was the equilibration
of the block row sum norms of the finite difference matrix (4.4.3).
For the second order cases treated (§4.5 and §4.6), choices of mesh points were made that made equal all the diagonal elements of the finite difference matrices (4.5.4) and (4.6.4); that choice resulting in a best-scaled matrix equation as discussed in the Appendix to Chapter 4.

Note that if a second order problem \( \frac{d^2y}{dx^2} + f(x) y = 0 \) is also formulated as a first order problem then the concentration of mesh points is more severe for the first order case than for the second order case. The first order transformation is defined by the differential equation

\[
\frac{dx}{dt} = \frac{y}{|f(x)|}
\]

while the second order transformation is defined by

\[
\frac{dx}{dt} = \frac{y}{\sqrt{|f(x)|}}.
\]

It is thus seen that the gradient of the mesh transformation in the second order case is ameliorated by the square root function. The difference in the distribution of the points can be striking. Compare Table 4.4.1 with Table 4.5.1 for an example.

Consider equations of the type \( \varepsilon \frac{d^2y}{dx^2} + a(x) \frac{dy}{dx} + b(x) y = 0 \)

where \( \varepsilon \) is a positive parameter. Such equations are mentioned in §4.1 as a one-dimensional analogue of the full Navier-Stokes equations and methods were hoped to be developed to efficiently solve such equations for small parameter values. A complete answer has not as yet been obtained. The character of the solutions is very dependent on the size of \( \varepsilon \). If the parameter \( \varepsilon \) is very small (\( \varepsilon < 10^{-2} \) say), then the
character of the problem changes from the one discussed in this chapter and it becomes a singular perturbation problem. For such problems usually $\frac{d^2y}{dx^2}$ is not large enough for the term $\varepsilon \frac{d^2y}{dx^2}$ to make a significant contribution to the equation for most of the interval length so the equation is effectively of lower order for most of the interval. Where such is not the case, with very large $\frac{d^2y}{dx^2}$, significant changes must occur in small regions of, very roughly, $O(\varepsilon)$ with the consequent development of boundary layer type regions. Because the coefficient of $\frac{d^2y}{dx^2}$ is a constant, it does not affect the criterion used for choosing the mesh transformation for such cases. Hence it seems that the above criterion for the choice of mesh transformation is not applicable in these cases because of the entirely different character of the solution.

Fortunately the principle of the mesh transformation and the resultant extrapolation principle are still available even if the criteria are not known for the optimal choice of points for the performance of the numerical scheme. Thus, if some rough ideas of the solution behaviour can be gained, for example, a brief asymptotic analysis (Pearson [34]) of the equation, an analytic mesh transformation can be constructed that would place the bulk of any mesh points chosen by this mesh transformation in those regions of most rapid expected change. This is not as satisfactory as the above cases but very importantly, the principles of extrapolation still apply and as has been demonstrated, can dramatically improve the accuracy of the calculated solution.
Appendix

Best Scaled Tridiagonal Matrices

A.1 Introduction

Consider the following characterisation of best scaling of matrices by Varah and Golub [44]. Let $A$ be an $n \times n$ real non-singular matrix.

Consider

$$\min_{D,E} \kappa_2(DAE) = \frac{\sigma_1}{\sigma_n}$$

where $D$ and $E$ are diagonal matrices, that is, the best $L^2$ diagonal scaling characterisation. The matrix $DAE$ is best scaled if, in the singular value decomposition $DAE = U\Sigma V^T$, we have $|u_{i1}| = |u_{in}|$ and $|v_{i1}| = |v_{in}|$ for $i = 1, 2, \ldots, n$, that is, the first and last columns of $U$ and $V$ have components of equal magnitude.

Proof:

$$\sigma_1(DAE) = \max_{p,q,r,s} \left\{ \frac{|p^T DAE_q|}{\|p\|_2 \|q\|_2} \right\}$$

$$= \max_{p,q,r,s} \left\{ \frac{|r^T DAE_s|}{\|r\|_2 \|s\|_2} \right\}$$

$$= \max_{p,q,r,s} \left\{ \frac{|r^T A q|}{\|D^{-1}r\|_2 \|E^{-1}q\|_2} \right\}$$

$$= \max_{p,q,r,s} \left\{ \frac{|r^T A s|}{\|D^{-1}r\|_2 \|E^{-1}s\|_2} \right\}$$
if we take $\tilde{p}, \tilde{q}, \tilde{r}$ and $\tilde{s}$ to be singular vectors of $A$.

If $|r_i| = |p_i|$ and $|s_i| = |q_i|$ for $i = 1, 2, \ldots, n$, then the second term is unity and

$$\kappa_2(DAE) \geq \kappa_2(A)$$

This condition for best scaling is sufficient but not necessary.

Forsythe and Straus [17] give the same kind of characterisation for the diagonal scaling $DAD$ of a positive definite matrix $A$.

Let $A$ be a positive definite Hermitian matrix of finite order $n$, and let $\Lambda$ and $\lambda$ be its maximal and minimal eigenvalues respectively.

The condition number of $A$ is the ratio $\kappa(A) = \Lambda/\lambda$. Let $T$ be a class of regular linear transformations and define $A^T = T^*AT$ where $T \in T$.

We say that $A$ is best conditioned with respect to $T$ if $\kappa(A^T) \geq \kappa(A)$ for all $T \in T$.

For positive definite symmetric matrices with maximum eigenvalue $\Lambda$ and minimum eigenvalue $\lambda$ with corresponding eigenvectors $x_\Lambda$ and $x_\lambda$ respectively, Forsythe and Straus state the theorem (theorem 3, p.343 of [17])

Theorem: A sufficient condition for matrix $A$ to be best conditioned with respect to a class $T$ of transformations is that, for some pair of eigenvectors $x_\Lambda$ and $x_\lambda$ belonging to the eigenvalues $\Lambda$ and $\lambda$ respectively, we have

$$|x_\Lambda^i| = |x_\lambda^i|, \quad i=1,2,\ldots,n. \quad (A.1)$$

Moreover, if $\Lambda$ and $\lambda$ are simple eigenvalues, then (A.1) is also necessary.
Condition (A.1) is the equal magnitude condition but for positive definite symmetric matrices, that condition is both necessary and sufficient for a best conditioned matrix if the eigenvalues are simple. Consider the class $S$ of symmetric tridiagonal matrices. It is claimed that for such matrices, condition (A.1) is equivalent to the matrix having a constant diagonal.

A.2 Theorems

We first prove a subsidiary lemma.

**Lemma:** If $A$ is a symmetric tridiagonal matrix with all of its diagonal elements equal to $b$, then the diagonal element

$$b = \frac{\lambda + \Lambda}{2}$$

where $\lambda$ and $\Lambda$ are the smallest and largest eigenvalues respectively.

**Proof:** We first split $A$ so that

$$A = T + bI$$

where $T$ is a tridiagonal matrix with a zero diagonal. The lemma needs to be proven only for the matrix $T$, for if $\lambda^T$ and $\Lambda^T$ are the smallest and largest eigenvalues of $T$, then $\lambda = \lambda^T + b$ and $\Lambda = \Lambda^T + b$ are the smallest and largest eigenvalues respectively of the matrix $A$. If the lemma is true for the matrix $T$, i.e.,

$$\lambda^T + \Lambda^T = 0,$$

then

$$\frac{\lambda + \Lambda}{2} = \frac{\lambda^T + b + \Lambda^T + b}{2} = b,$$

hence the lemma is true for the matrix $A$. 
Consider the maximum eigenvalue of $T$:

$$\Lambda_T = \max_{\mathbf{v} \in \mathbb{R}^n} \frac{\mathbf{v}^T T \mathbf{v}}{\mathbf{v}^T \mathbf{v}}$$

$$= \max_{\mathbf{v} \in \mathbb{R}^n} \frac{\sum_{i=2}^{n} A_{i,i-1} v_i v_{i-1} + \sum_{i=1}^{n-1} A_{i,i+1} v_i v_{i+1}}{\sum_{i=1}^{n} v_i^2}.$$ 

(A.2)

Let $\mathbf{v}^*$ be a vector for which $\Lambda_T$ is attained by the right hand side of (A.2), then if $\mathbf{v}^* = (v_1, v_2, \ldots, v_n)$, then

$$\Lambda_T = \frac{\sum_{i=2}^{n} A_{i,i-1} v_i v_{i-1} + \sum_{i=1}^{n-1} A_{i,i+1} v_i v_{i+1}}{\sum_{i=1}^{n} v_i^2}.$$ 

(A.3)

Let the vector $\mathbf{w}^T = (w_1, w_2, \ldots, w_n)$ have components

$$w_i = (-1)^i v_i, \quad i = 1, 2, \ldots, n.$$ 

(A.4)

Then we have

$$w_{i-1} w_i = -v_{i-1} v_i$$

for $i = 2, 3, \ldots, n$, and

$$\sum_{i=1}^{n} w_i^2 = \sum_{i=1}^{n} v_i^2.$$ 

Therefore

$$\Lambda_T = \frac{\sum_{i=2}^{n} A_{i,i-1} w_i w_{i-1} + \sum_{i=1}^{n-1} A_{i,i+1} w_i w_{i+1}}{\sum_{i=1}^{n} w_i^2}$$

$$= \lambda_T$$ 

(A.4)
by the definition of $\lambda^T = \min_{y \in \mathbb{R}^n} \frac{y^T A y}{y^T y}$. For if $v_2$ were a vector such that $v_2^T A v_2 < -\Lambda^T$, then by applying the same transformation (A.3) to $v_2$, a vector $v_3$ is obtained such that

$$\frac{v_3^T A v_3}{v_3^T v_3} > -\Lambda^T$$

which is a contradiction, hence (A.4) is true,

$$\lambda^T + \Lambda^T = 0$$

and the lemma is proved.

We now state and prove the major theorem of this appendix.

**Theorem:** For a symmetric tridiagonal matrix $A$, if $v$ is an eigenvector of the maximal eigenvalue $\Lambda$ of $A$, then $w^T = (w_1, w_2, \ldots, w_n)$ with $w_i = (-1)^i v_i$, $i=1,2,\ldots,n$ is an eigenvector of $\lambda$, the minimal eigenvalue of $A$ if and only if the matrix $A$ has a constant diagonal.

**Proof:** We first prove necessity of a constant diagonal.

Let the constant diagonal element be $b$. Define the diagonal matrix $P$ with diagonal elements $P_{ii} = (-1)^i$, $i=1,2,\ldots,n$. Then

$$w = P v$$

and

$$p^2 = I.$$ 

Now we have

$$(A - \Lambda I)v = 0.$$ (A.5)
Splitting \( A = T + bI \) as before and pre-multiplying (A.5) by \(-P\), we have

\[-P(T + (b - \Lambda)I)P^2v = 0\]

or

\[-(PTP - (b - \Lambda)I)v = 0.\]  \hspace{1cm} (A.6)

From the above lemma, we have that

\[b = \frac{\lambda + \Lambda}{2}\]

hence

\[b - \Lambda = -(b - \lambda) .\]

Substituting this result into equation (A.6), we obtain

\[-(PTP + (b - \Lambda)I)v = 0 .\]  \hspace{1cm} (A.7)

Consider an off-diagonal element of \(-PTP\), say, for appropriate \(i\):

\[(-PTP)_{i,i-1} = -P_{i,i} \ A_{i,i-1} \ P_{i-1,i-1}\]

\[= -(-1)^i A_{i,i-1} (-1)^{i-1}\]

\[= A_{i,i-1} .\]

Hence

\[-PTP = T .\]

Therefore, equation (A.7) reduces to

\[(A - \lambda I)v = 0 ,\]  \hspace{1cm} (A.8)

and

\[(A - \Lambda I)v = 0 .\]  \hspace{1cm} (A.9)

If we define \(v_0 = w_0 = v_{n+1} = w_{n+1} = 0\) for simplicity of the notation, then on expanding the \(i\)'th rows of each of equations (A.8) and (A.9), for \(i=1,2,\ldots,n\), we obtain
\[ A_{i-1, i} w_{i-1} + (A_{i, i} - \lambda) w_i + A_{i, i+1} w_{i+1} = 0 \quad \text{(A.10)} \]

and

\[ A_{i-1, i} v_{i-1} + (A_{i, i} - \Lambda) v_i + A_{i, i+1} v_{i+1} = 0 \quad \text{(A.11)} \]

If equation (A.10) is multiplied by \((-1)^i\) and added to (A.11), we obtain

\[ 2A_{i, i} - (\lambda + \Lambda) = 0, \quad i = 1, 2, \ldots, n, \]

that is,

\[ A_{i, i} = \frac{\lambda + \Lambda}{2} \quad \text{for} \quad i = 1, 2, \ldots, n, \]

or that the matrix \( A \) has a constant diagonal.

Hence the theorem is proved.

Applying the above results to positive definite symmetric tridiagonal matrices from class \( S \), and using the theorem in A.2 from Forsythe and Straus [17], we have that such matrices are best conditioned in the sense of that theorem if they have constant diagonals.
CHAPTER 5

GRADED MESHES IN THE NAVIER-STOKES EQUATIONS

§5.1 SOLUTION SCHEME FOR GRADED MESHES

Consider the general graded mesh over the unit square

\[ 0 = x_0 < x_1 < x_2 < \ldots < x_{n-1} < x_n = 1 \]

and

\[ 0 = y_0 < y_1 < y_2 < \ldots < y_{m-1} < y_m = 1 \]

Let \( h_i = x_{i+1} - x_i \) and \( k_j = y_{j+1} - y_j \) for appropriate \( i \) and \( j \).

For the solution of the Poisson equation for the streamfunction (3.2.7), the discretised Laplacian operator \( \nabla_h^2 \) for a general rectangular grid has been given in (3.1.3). Thus at the \((i,j)\) mesh point, for the streamfunction we have the equation

\[ \nabla_h^2 \psi_{ij}^n = -\omega_{ij}^n \]

Given \( \omega^n \) this equation can be solved for \( \psi^n \) by one of the direct methods of Chapter 2.

The explicit time step method that is used to solve the vorticity transport equation is the same as for the regular mesh case - equation (3.2.6). Both the convective \((u \cdot \nabla \omega)\) and the divergence \((\nabla \cdot (u \omega))\) forms of the convention term are examined in the numerical scheme. Central three point approximation formulations are used in the finite difference representation of all the derivatives in the equations. The relevant formulas are given in §3.1 which discusses the discretisation of the spatial derivatives.
Although concrete algorithms have not been developed for systematically choosing a graded mesh that is problem dependent even for the one-dimensional analogues of the Navier-Stokes equation, the mesh transformation principle (§4.7) is still valid and can be used to choose a mesh in each direction. One level of extrapolation can be applied to the results for $h, k$ and $h', k'$ mesh spacings in the mesh transformation variables $t_x$ and $t_y$. Even if different numbers of mesh points are used in each direction ($n$ and $m$ say), $h^2$ extrapolation in the form

$$y^{(1)} = 4 \frac{y_{h/2, k/2} - y_{h, k}}{3}$$

is kept fixed when the mesh is refined. The actual mesh transformation functions are chosen intuitively as was mentioned in §4.7 and as discussed below. For a particular choice of problem parameters ($Re, n, m$, etc) the mesh transformations are fixed for that problem.

The existence of singularities in the vorticity at the upper corners of the cavity tends to create difficulties for the extrapolation process near those points as to the author's knowledge, asymptotic expansions, upon which the extrapolation process is based, are not known for the flow past those corners. Elsewhere in the cavity the solution is well-behaved and no difficulties can be expected or are encountered in the extrapolation.

Given the mesh transformations for the problem under consideration, the solution scheme follows the basic pattern laid down in §3.4 except that

1) the original graded meshes are picked by $x$ and $y$ mesh transformations,

2) after convergence has been attained for the mesh parameters $h$ and $k$, the number of mesh points in each direction is doubled ($h \rightarrow h/2, k \rightarrow k/2$). The previous converged vorticity solution is interpolated by any simple scheme onto the new extended grid. The resultant vorticity field is considered as the initial field $\omega^0$ for a new problem and the algorithm is restarted.
3) $h^2$ extrapolation is applied to the solution values for vorticity and streamfunction at each point of the original mesh.

4) the maximum time step that is compatible with numerical stability is used as discussed below.

Stability is guaranteed by the condition (3.3.4). For that condition to be satisfied, the coefficients $a_k$ in the matrix $C_n(\Delta t_n)$ of §3.3 must all be non-negative. Assuming this to be true, by a similar analysis for the graded mesh case to that for the even mesh case in §3.3, condition (3.3.4) may be proved to be identically satisfied. Thus the non-negativity conditions on the coefficients $a_k$ provide the constraints.

For the scheme (3.2.6) using graded meshes where $h_i = x_{i+1} - x_i$ and $k_j = y_{j+1} - y_j$ for appropriate $i$ and $j$, the coefficients $a_k$ as defined in equation (3.3.1) are set out below.

\[
a_1 = \Delta t_n \left\{ \frac{1}{\text{Re}} \frac{2}{h_i(h_i+h_{i-1})} - \frac{h_{i-1}}{h_i(h_i+h_{i-1})} \frac{u_{i+1,j}}{u_{i,j}} \right\} \quad (5.1.1a)
\]

\[
a_2 = \Delta t_n \left\{ \frac{1}{\text{Re}} \frac{2}{h_{i-1}(h_i+h_{i-1})} - \frac{h_i}{h_{i-1}(h_i+h_{i-1})} \frac{u_{i-1,j}}{u_{i,j}} \right\} \quad (5.1.1b)
\]

\[
a_3 = 1 - \frac{\Delta t_n}{\text{Re}} \left\{ \frac{2}{h_i^2 h_{i-1}} + \frac{2}{k_j k_{j-1}} \right\}
\]

\[
- \Delta t_n \left\{ \frac{h_i-h_{i-1}}{h_i} \frac{u_{i,j}}{u_{i,j}} + \frac{k_{j-1}}{k_j} \frac{v_{i,j}}{v_{i,j}} \right\} \quad (5.1.1c)
\]

\[
a_4 = \Delta t_n \left\{ \frac{1}{\text{Re}} \frac{2}{k_j(k_j+k_{j-1})} - \frac{k_{j-1}}{k_j} \frac{v_{i,j+1}}{v_{i,j}} \right\} \quad (5.1.1d)
\]

\[
a_5 = \Delta t_n \left\{ \frac{1}{\text{Re}} \frac{2}{k_{j-1}(k_j+k_{j-1})} - \frac{k_j}{k_{j-1}} \frac{v_{i,j-1}}{v_{i,j}} \right\} \quad (5.1.1e)
\]
Note that for the case where the convective form of the vorticity equation is used, all the velocity components in the above equations would be centered at the \((i,j)\) mesh point.

The conditions \(a_1 \geq 0\) and \(a_2 \geq 0\) result in restrictions on the size of the \(x\) mesh widths. From (5.1.1a), the condition \(a_1 \geq 0\) for the point \((i,j)\) and from (5.1.1b) the condition \(a_2 \geq 0\) for the point \((i-1,j)\) give the restriction

\[
h_{i-1} \leq \frac{2}{\text{Re}} \cdot \max \{ |u_{i+1,j}|, |u_{i-2,j}| \}
\]

This restriction is seen to be a localized version of the even mesh global restriction (3.3.5). Similar results hold in the \(y\) direction from the conditions \(a_4 \geq 0\) and \(a_5 \geq 0\).

The condition \(a_3 \geq 0\) results in a restriction on the time step \(\Delta t_n\). The largest time step compatible with stability can be calculated from the condition \(a_3 \geq 0\). If we write (5.1.1c) as

\[
a_3 = 1 - \Delta t_n \left\{ \frac{b_1}{\text{Re}} + b_2 \right\}
\]

then from the condition \(a_3 \geq 0\) we have that

\[
\Delta t_n \leq \frac{1}{\max_{i,j} \left\{ \frac{b_1}{\text{Re}} + b_2 \right\}}
\]

(5.1.2)

where the \(\max\) is taken overall grid points \((i,j)\) in the mesh.

The actual time step used is 0.95 that of the maximum allowed by (5.1.2).

The convergence criteria used is the same as for the regular mesh case in §3.4.
§5.2 CHOICE OF GRADED MESH

As emphasised in §4.8 and §5.1, for second order linear differential equations with the second derivative multiplied by a small constant $\epsilon$, no method is known for choosing a mesh transformation function that is derived directly from the equation to be solved. Analytic mesh transformations are sought that place the majority of mesh points in regions of rapid variation that are approximately known from other sources.

Batchelor [3] has described the asymptotic behaviour of the solution for large Reynolds numbers (see §1.3). Note that the vorticity is relatively constant in the central region of the cavity. This behaviour has been supported by many of the previous investigations (see §1.4), indicating that relatively few mesh points are needed in the central region. The boundary layers near the walls of the cavity contain most of the variation in the vorticity solution with the corollary that most of the mesh points should be placed near the walls.

A simple analytic mesh transformation is sought and we use a symmetric transformation from the class defined by the equation

$$\frac{dx}{dt} = \gamma ((x+\epsilon) (1+\epsilon - x))^\beta$$

(5.2.1)

where $\epsilon$ is a small positive parameter and the parameter $\beta$ is positive, subject to the conditions

$$x(0) = 0 \quad \text{and} \quad x(1) = 1$$

(5.2.2)

The choice of parameter $\epsilon = 0.1$ has been used. For smaller values of $\epsilon$, it was found that any mesh transformation was too severe to be practical yet satisfy stability requirements in the central region of the cavity.
The mesh points used are the same in each direction, though a case may be made for biasing the distribution of \( y \) mesh points towards the \( y = 1 \) end of the cavity, in the interests of simplicity this was not done as there is no concrete procedure to suggest the amount of bias. Two example meshes were tried for a Reynolds number of 50. The transformations are

\[
\text{A)} \quad \frac{dx}{dt} = \gamma_1 ((x+\varepsilon) (1+\varepsilon - x))^\frac{3}{2}
\]

and

\[
\text{B)} \quad \frac{dx}{dt} = \gamma_2 ((x+\varepsilon) (1+\varepsilon - x))^2
\]

Both equations are subject to the conditions (5.2.2).

The mesh transformation (A) gave only a very slight grading and the stability requirements were satisfied by a 11 x 11 mesh. Both cases 11 x 11 and 21 x 21 were computed and \( h^2 \) extrapolation was applied to the results. The transformation (B) is significantly more graded and a 16 x 16 mesh was needed to satisfy the stability requirements. A 31 x 31 mesh was also computed and \( h^2 \) extrapolation was applied to the two sets of results. Both the convective and divergence forms of the equations was used. The results are discussed more fully in §5.3.

Table 5.2.1 contains the values of the mesh points for 21 points for case A and 31 points for case B.

A qualitative estimate of the amount of grading in the two meshes can be had from figure 5.2.1 which shows plots of the actual grids A and B for the cases 21 x 21 and 31 x 31 respectively.
<table>
<thead>
<tr>
<th>Case A (n = 21)</th>
<th>Case B (n = 31)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.0350</td>
<td>0.0079</td>
</tr>
<tr>
<td>0.0746</td>
<td>0.0169</td>
</tr>
<tr>
<td>0.1183</td>
<td>0.0274</td>
</tr>
<tr>
<td>0.1657</td>
<td>0.0396</td>
</tr>
<tr>
<td>0.2163</td>
<td>0.0541</td>
</tr>
<tr>
<td>0.2696</td>
<td>0.0713</td>
</tr>
<tr>
<td>0.3252</td>
<td>0.0920</td>
</tr>
<tr>
<td>0.3825</td>
<td>0.1170</td>
</tr>
<tr>
<td>0.4410</td>
<td>0.1476</td>
</tr>
<tr>
<td>1.0000</td>
<td>0.1849</td>
</tr>
<tr>
<td>0.5000</td>
<td>0.2304</td>
</tr>
<tr>
<td>0.5590</td>
<td>0.2852</td>
</tr>
<tr>
<td>0.6174</td>
<td>0.3496</td>
</tr>
<tr>
<td>0.6747</td>
<td>0.4224</td>
</tr>
<tr>
<td>0.7304</td>
<td>0.5000</td>
</tr>
<tr>
<td>0.7837</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
Graded Mesh for Case A
(See TABLE 5.2.1 for point values)

Graded Mesh for Case B
(See TABLE 5.2.1 for point values)

FIGURE 5.2.1
§5.3 DISCUSSION OF RESULTS

Solution have been calculated for a Reynolds number of 50. This choice permitted examination of the alternative methods without excessive computer usage. Both convective and divergence forms of the vorticity transport equation were used for the three cases of a regular mesh, mesh A and mesh B. For the regular mesh and mesh A cases, 11 x 11 and 21 x 21 meshes were used: for the mesh B case, convergence did not occur for the 11 x 11 mesh as the stability conditions were violated so a 16 x 16 mesh and a 31 x 31 mesh were used. All solutions for the n + 1 and 2n + 1 meshes were extrapolated.

For ease of reference, any particular result will be referred to by 'mesh type (R, A, B), equation form (D, C), no of points or extrapolated (eg. 11, 21, 16, E) thus RD21 is the solution for a regular mesh divergence form for a 21 x 21 mesh.

It should also be pointed out that many of the small 'ripples' in the contour lines are a reflection of the plotting program and the occasionally very coarse mesh (1/10) size used.

A preliminary conclusion that may be made is that for a regular mesh or a slightly graded mesh, excellent results may be obtained with good convergence gained from the use of extrapolation techniques. The use of a very obviously graded mesh (case B) does not give convergence when extrapolation is used. The results for the meshes themselves are more satisfactory but are not as accurate as the less severe cases. The reason for this behaviour can probably be traced to the fact that the vorticity equation is just one of a pair of coupled non-linear equations and the simple theory that can be applied to linear second order one dimensional equations does not carry over well to the more complicated case.
Another conclusion that may be drawn from these results is that graded meshes in such problems must be approached with extreme caution and much more work needs to be done in this area. On the other hand, for well behaved cases (R and A meshes) the use of extrapolation leads to good convergence.

Regular mesh

Though significant differences are found between the solutions for RD11 and RC11 and even overall single digit consistency is not found between the RD21 and RC21 solutions, the two extrapolated solutions RDE and RCE agree to 2 significant digits over almost all of the cavity, differing by more only in the top corners where the effects of the vorticity discontinuity along the walls would be felt most. Contour plots of these examples may be found in figures 3,4.1 ff.

A mesh

The A mesh cases exhibit very similar behaviour to the regular mesh as a group again with two significant digits agreement between the ADE and ACE cases. Also there is very close agreement between the contour lines between RDE and RCE (which are identical to the accuracy of the plots) and ADE and ACE (again identical to the accuracy of the plots) in the central regions. There are slight differences near the tops of the cavities.

The 21 x 21 cases for the A meshes gave good agreement with lower corners for the same case for the R meshes. The extra accuracy gained by the use of a slightly graded mesh is reflected in the appearance of a small, weak eddy in the lower left corners of the cavities for the A mesh when the solutions are extrapolated. The relevant contour plots are in figure 5.3.1 ff.
Note that the solutions for the R and A cases agree well with those already in the literature. See Burggraf [8] and Marshall and van Spiegel [28] for example.

**B mesh**

Only the BD16 and BC16 cases agree even qualitatively with the previous results. Convergence is not seen to be obtained. The contour plots are to be found in figure 5.3.4 ff.

The severe grading of the B mesh, a 10:1 ratio between largest and smallest mesh width, places many parts of the B mesh near the boundaries. This results in good results at the very bottom of the cavity in the modelling of the secondary eddies. This region is far from the effects of the discontinuities in the vorticity at the two upper corners caused by the sliding wall. Because of the severe bunching of points near this region of the B mesh causes an excessive influence for these singularities to be propagated through the mesh. Caution is obviously required when only qualitative methods can be used to choose the graded mesh.

Note that the problem of a too severely graded mesh has occurred in §4.4 concerning the mesh transformation for a first order formulation of two-point boundary value problems.
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CHAPTER 6

§6.1 SUMMARY

The basic aim of this thesis has been to show the use of graded meshes in conjunction with finite difference methods with reference to the prototype cavity problem. A second but not secondary aim has been the demonstration of the efficacy of extrapolation processes for improving the accuracy of a numerical solution in the context of a suitably designed finite difference scheme.

A major problem with respect to the use of a graded mesh is how to choose the mesh points. As a first attempt at the answer to this general question, the choice of graded mesh for several finite difference methods for solving linear two-point boundary value problems was examined in Chapter 4. Two formulations of the problem were discussed.

In the first order case the mesh was chosen so that the block row sum norms of the resultant finite difference matrix were equilibrated to a constant, there being an unproven but well substantiated proposition of Osborne [32] in another context that such a strategy would lead to good numerical conditioning and performance of the relevant matrix equations.

For the second order case, a theorem has been proved re the structure necessary for a best conditioned tridiagonal matrix. The second order finite difference scheme for a linear two-point boundary value problem generates such a matrix. A graded mesh is able to be chosen such that the final tridiagonal matrix equation satisfied the best conditioning structure and the finite difference scheme allowed $h^2$ and $h^4$ extrapolation.
Excellent results were had for both basic formulations of the problem with good improvements in the accuracy on the application of the extrapolation techniques. The chosen graded meshes are shown to be clearly superior to even meshes with the same number of points and to be at or near the optimum for a certain whole class of graded meshes. That such results can be obtained by proper choice of graded mesh is emphasised by an example using graded meshes for which the mesh points are chosen randomly from a uniform distribution on the unit interval. Very importantly, note that random meshes do not permit any extrapolation process.

The importance of $h^2$ and $h^4$ extrapolation and the specific design of all the above-mentioned schemes to allow for extrapolation cannot be over-emphasised.

The non-linear vorticity transport equation can be cast into either the divergence or the convective form. Both forms are studied here. In this thesis, all the terms in the Navier-Stokes equation are approximated by central three point formulations with the weights at the three points chosen to minimise the discretisation error while maintaining consistency. Directional formulas for the first derivative terms were not considered though there are recent indications ([2], [5], [16]) that such formulations may bring some improvements in the solution of this problem. Only the case for a Reynolds number of 50 was considered. This case has many of the features of creeping flow (Re = 50) including small eddies in each lower corner but the expected asymmetry in the vorticity field as the Reynolds number increases is beginning to show through.

An even grid is considered first (Ch. 3) while two examples of graded meshes are considered in Chapter 5. One mesh (mesh A) is only slightly graded; the other (mesh B) is significantly so. The results from all cases were extrapolated.
The $h^2$-extrapolated results for the regular mesh and the mesh A cases for both forms of the vorticity equation all agree to within two significant digits over almost all of the cavity, differing only by more along the very top of the cavity where the singularity of the sliding wall can be expected to have different influences on different schemes. A small vorticity in the lower left corner was picked up immediately on a 11 x 11 grid by the mesh A a significant difference from the regular mesh case. The mesh B cases being 16 x 16 and 31 x 31 grids and more severely graded than the other cases had many more points closer to the upper singularities. These singularities caused a large deviation from the previous solution especially when extrapolated. All B meshes reproduced well the behaviour of the solution in the bottom of the cavity well away from the upper discontinuities.

The point must be made that care must be taken when using graded meshes where there are singularities in the solution and where a suitable quantitative method for choosing the grading of the mesh is not known. It is obvious from the above-mentioned results that more work is needed to be done to gain a complete understanding of the problems involved and of their solution.
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