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Abstract—In many computer vision applications, a desired model of some type is computed by minimizing a cost function based on several measurements. Typically, one may compute the model that minimizes the L2 cost, that is the sum of squares of measurement errors with respect to the model. However, the L_q solution which minimizes the sum of the q-th power of errors usually gives more robust results in the presence of outliers for some values of q, for example, q = 1. The Weiszfeld algorithm is a classic algorithm for finding the geometric L1 mean of a set of points in Euclidean space. It is provably optimal and requires neither differentiation, nor line search. The Weiszfeld algorithm has also been generalized to find the L1 mean of a set of points on a Riemannian manifold of non-negative curvature. This paper shows that the Weiszfeld approach may be extended to a wide variety of problems to find an L_q mean for 1 ≤ q < 2, while maintaining simplicity and provable convergence. We apply this problem to both single-rotation averaging (under which the algorithm provably finds the global L_q optimum) and multiple rotation averaging (for which no such proof exists). Experimental results of L_q optimization for rotations show the improved reliability and robustness compared to L2 optimization.

Index Terms—Weiszfeld algorithm, rotation averaging, L_q mean.

1 INTRODUCTION / LITERATURE REVIEW

This paper describes a very simple iterative and provably convergent algorithm for L_q optimization and applies it to different problems, we refer to it as the L_q Weiszfeld Algorithm. By modifying the corresponding L2 problem, the proposed algorithm solves for the L_q solution, where 1 ≤ q < 2. The modification consists of introducing appropriate weighting terms.

We consider in detail the problem of finding the L_q minimum of a set of points on a Riemannian manifold of non-negative sectional curvature. Note that this covers the case of points in \( \mathbb{R}^N \), where the curvature is zero and the distance function is the Euclidean distance. Moreover, it is shown that the proposed algorithm can be used to solve for the L_q minimum of a set of rotations. This problem is commonly referred to as the L_q rotation averaging problem and takes two distinct forms: single rotation averaging in which several estimates of a single rotation are averaged to give the best estimate; and multiple rotation averaging, in which relative rotations \( R_{ij} \) are given, and absolute rotations \( R_i \) are computed to satisfy the compatibility constraint \( R_i R_j = R_{ij} \). The proposed algorithm is an extension of our paper [21] which considered L_1 rotation averaging. In this paper, we describe the method in terms of the L_q cost; in most cases this involves no extra complication, and provides a more general form of averaging. Further, the L_q cost has the additional advantage that it is differentiable everywhere, if q > 1, which has both theoretical and practical advantages.

Given a set of points \( \{ y_1, y_2, \ldots, y_k \} \) in some metric space the L_q cost function takes the following form

\[
C(x) = \sum_{i=1}^{k} d(x, y_i)^q.
\]

We refer to a minimum of this function as the L_q mean of the points.

By using the L_q Weiszfeld algorithm a solution of the problem is found by iteratively solving a weighted L_2 problem,

\[
x_{t+1} = \arg\min_x \sum_{i=1}^{k} w_i^t d(x, y_i)^2,
\]

where \( w_i^t \) is a weight associated with \( d(x^t, y_i) \) at iteration t. We refer to a minimum of this function as a weighted L_2 minimum or weighted L_2 mean. In this paper we show that if we choose \( w_i^t = d(x^t, y_i)^{q-2} \) where \( x^t \) is the estimate of x at iteration t and 1 ≤ q < 2 then the L_q Weiszfeld algorithm converges to the L_q solution, that is to \( \min_x \sum_{i=1}^{k} d(x, y_i)^q \). Thus from an implementation point of view the minimization of the L_q cost function only involves the iterative solution of a weighted L_2 problem, for which a closed-form solution exists in many cases.

For q = 1 the problem of finding the L_q mean of a set of points in \( \mathbb{R}^N \) is known as the Fermat-Weber problem. A well-known globally convergent algorithm for solving this problem is the Weiszfeld algorithm [51], [52]. The proposed algorithm is named the L_q Weiszfeld algorithm because in addition to the minimization of the L_1 cost the proposed algorithm can also be used to minimize the L_q cost for 1 ≤ q < 2.

In the area of operations research and computational geometry the Fermat-Weber problem is a well studied problem [29], [43]. The Fermat-Weber problem is the simplest form of the facility location problem and solves for the placement of a single facility to reduce the distance to each of the fixed demand points. A Weiszfeld inspired solution strategy to solve an L_q version of the problem has also been proposed in [6], [41], [5]. Note that in [5] the sum of L_q norms is minimized, that is \( \min_x \sum_{i=1}^{k} \| x - y_i \|_q \). That is quite different from the type of problems we solve in this.
paper, where the sum of the \( q \)-th power of distances is minimized, that is \( \min_x \sum_{i=1}^k d(x, y_i)^q \).

The original paper by Weiszfeld \[51\] (see \[52\] for an English translation) gave an algorithm for computing the \( L_1 \) mean of a given set of points in \( \mathbb{R}^N \). Since then it has been generalized to \( L_1 \)-closest-point problems in Banach spaces \[15\], rotation space \( SO(3) \) \[21\], \[25\] and general Riemannian manifolds \[17\], \[53\]. The characteristic of the Weiszfeld algorithm and its generalizations is that they are provably convergent iterative algorithms that do not require computation of derivatives or line-search. As such, they are very easy to understand, and code. The iterative update is very quick to compute and in practice, the algorithms are quick to converge.

This paper identifies the critical argument in the Weiszfeld algorithm, and shows that it may be generalized to find an \( L_q \) solution, where \( 1 \leq q < 2 \). In addition to the \( L_q \) solution for points in \( \mathbb{R}^N \) the \( L_q \) Weiszfeld algorithm can also be applied to a wider class of problems with the same advantages of the Weiszfeld algorithm. The \( L_2 \) mean is commonly referred as the Fréchet mean. Several methods exist in the literature to locate the Fréchet mean, for example \[20\], \[31\], \[34\]. A constant step-size gradient descent method, different than the Weiszfeld algorithm and its generalizations, is proposed in \[2\] to find the \( L_q \) mean, for \( 2 \leq q < \infty \), of a set of points on a Riemannian manifold.

The problem of rotation averaging has significant applications to structure and motion \[53\], \[45\], \[22\], \[26\], \[43\], \[27\] and to non-overlapping camera calibration \[12\]. It has been studied quite extensively in the past, both in computer vision and in other fields. In the area of information theory the problem of rotation averaging is also known as the synchronization problem \[49\]. Significant work in this area includes the work of Govindu \[19\], \[18\] and Pajdla \[35\].

Significant contributions to the single rotation averaging problem have been made by \[37\], \[34\], \[44\] and others. Most significant from our point of view is the work reported in \[17\], \[53\], \[1\] which considers \( L_1 \) minimization on classes of Riemannian manifolds, proving convergence theorems in a broad context, which relate directly to our algorithm \[2\] but are not sufficient to show convergence in the desired generality. However, the problem of multiple rotation averaging has been studied outside the vision field in the context of sensor network localization \[10\], \[48\] and the molecule problem in structural biology \[11\].

The \( L_q \) Weiszfeld algorithm is the same as the Iterative Reweighted Least Squares (IRLS) technique. IRLS techniques have existed in the literature for a long time, but here we show that for a particular choice of weights the IRLS algorithm converges to the desired \( L_q \) minimum. The proposed technique must not be confused with the IRLS technique in compressive sensing (CS), \[13\], \[7\], \[16\], because in this paper we solve a more general class of problems rather than the problems with a sparse solution. In compressive sensing the system of equations is under-determined and has a sparse solution, whereas in this case the system of equations is over-determined and may have a non-sparse solution. The convergence of the IRLS algorithms, in compressive sensing, to the \( L_1 \) minimum is achieved only if the solution vector has sparse components, otherwise convergence to the \( L_1 \) minimum is not guaranteed. Therefore, the applicability of these techniques is limited only to compressive sensing problems. Furthermore, the technique proposed in this paper not only solves for the \( L_1 \) but also solves for the \( L_q \) solution of a more general class of problems.

The proposed algorithm can also be applied to the problem of finding the \( L_q \)-closest-point to a set of affine subspaces in \( \mathbb{R}^N \). \[8\]. The \( L_q \)-closest-point to the subspaces is a point for which the sum of the \( q \)-th power of the orthogonal distances to all of the affine subspaces is minimum.

In this paper we provide a proof that the \( L_q \) Weiszfeld algorithm converges to the \( L_q \) minimum. We also show that the \( L_q \) Weiszfeld algorithm can be applied to points on a complete Riemannian manifold of non-negative sectional curvature, for example \( SO(3) \). The simplicity of the \( L_q \) Weiszfeld algorithm and the rapidity with which its iterative update may be computed makes it attractive.

2 \( L_1 \) Optimization Using the Weiszfeld Algorithm

Given a set of points \( \{y_1, y_2, \ldots, y_k\} \) in some metric space, the \( L_1 \) mean or geometric median is a point \( \bar{y} \) that minimizes the sum of distances to all given points. Thus,

\[
\bar{y} = \arg\min_x \sum_{i=1}^k d(x, y_i),
\]

where \( d(x, y_i) \) is the distance between \( x \) and \( y_i \). In the rest of this section we discuss a brief history of the distance minimization problem in \( \mathbb{R}^N \), followed by the Weiszfeld algorithm for points in \( \mathbb{R}^N \) and on a Riemannian manifold of non-negative sectional curvature.

2.1 History

A special case of the above problem is known as Fermat’s problem where the \( L_1 \) solution for 3 sample points in a plane is desired. This problem was originally posed by Pierre de Fermat to Evangelista Torricelli, who solved it. Its solution is known as the Fermat point of a triangle with each sample point as a vertex. The more general form of the problem for more than 3 points in \( \mathbb{R}^N \) was studied by Alfred Weber \[50\] and therefore is known as the Fermat-Weber problem.

A mechanical system is shown in fig. \[1\] to demonstrate the working of the Fermat-Weber problem. In fig. \[2\] each given point \( y_i \) is represented by a pulley. Strings are passed over the pulleys and unit weights are attached to one end of the strings. The other ends of all the strings are tied together. This mechanical system will reach an equilibrium state. At this point all the forces (due to unit weights) in all directions will cancel each other and there will be no change in the location of the knot connecting the strings. The final location of the knot is the \( L_1 \) solution in case of points in \( \mathbb{R}^2 \), because at the minimum point all the unit magnitude forces cancel each other. It follows that at this point the gradient of \( f \) is zero; it is shown in \( \[6\] \) that the gradient of \( f \) is in fact the sum of these unit vectors.

2.2 Weiszfeld Algorithm for Points in \( \mathbb{R}^N \)

The Weiszfeld algorithm solves for the \( L_1 \) mean of a set of points \( \{y_1, y_2, \ldots, y_k\} \) in \( \mathbb{R}^N \). The \( L_1 \) mean or geometric median is the point \( x \) that minimizes the cost function

\[
C_1(x) = \sum_{i=1}^k \|x - y_i\|,
\]
The Weiszfeld algorithm updates a current estimate \( x^t \) to
\[
x^{t+1} = \frac{\sum_{i=1}^{k} w_i^t y_i}{\sum_{i=1}^{k} w_i^t},
\]
where \( w_i^t = \|x^t - y_i\|^{-1} \). If all of the given points are non-collinear then the cost function \( C_0 \) has a unique minimum, and the sequence of iterates \( x^t \) will converge to the minimum of the cost \( C \), except if it gets stuck at one of the points \( y_i \), as explained next.

### 2.2.1 Continuity of the update

If one of the iterations \( x^t \) approaches one of the points \( y_i \), then the weight \( w_i^t \) becomes very large, and in the limit, the update step, as given by (5) becomes undefined. However, this is a removable singularity. Suppose that one of the points, say \( y_1 \) is the one closest to an iteration \( x^t \), then one may replace all the weights by \( \bar{w}_i^t = w_i^t / w_1^t \) and \( w_1^t = 1 \) without altering the update. With these weights, the update step is well-defined, and continuous, even when \( x^t \) is equal to one of the points \( y_i \). Although this renormalization of weights removes the apparent singularity in the definition of the update step, we shall continue to use the formula \( w_i^t = \|x^t - y_i\|^{-1} \), just so as to avoid complicating the exposition.

Although this trick removes the singularity at the points \( y_i \), the update so defined results in \( x^{t+1} = x^t = y_i \) whenever \( x_t \) equals \( y_i \) exactly. Thus, the sequence of iterations gets stuck at \( y_i \). In this case, it cannot be concluded (and is not generally true) that \( y_i \) is the minimum of the cost function.

### 2.2.2 Getting stuck

This possibility of “getting stuck” at a value \( x^t = y_i \) is perhaps the main theoretical flaw of the Weiszfeld algorithm. From a practical point of view, however, it is not a significant issue. This eventuality is rarely if ever encountered in practice. If it is, there are ways to handle it.

A simple strategy if \( x^t \) coincides with one of the \( y_i \) is to displace the iterate \( x^t \) slightly and continue. It may be shown that successive iterates will “escape” from some point \( y_i \), not the minimum, by approximately doubling the distance at each iteration. A second possibility is to start the iteration at some point with cost smaller than the cost of any of the points \( y_i \), in which case it is not possible that an iteration will return to approach one of the points.

#### 2.2.3 Different interpretations

The Weiszfeld algorithm can be viewed in various ways as a gradient descent algorithm, an Iterative Re-Weighted Least Squares (IRLS) algorithm and a weighted mean algorithm. Below we discuss two interpretations of the Weiszfeld algorithm.

**Gradient Descent Form.** The gradient of the cost function \( C \) is
\[
\nabla C_1 = \sum_{i=1}^{k} \frac{x - y_i}{\|x - y_i\|},
\]
given a current estimate of the \( L_1 \) minimum \( x^t \) at iteration \( t \), the next estimate of the minimum in the descent direction is computed as
\[
x^{t+1} = x^t - \lambda \nabla C_1,
\]
where \( \lambda \) is the update step size; see fig. 2. The value of \( \lambda \) in the Weiszfeld algorithm is \( \lambda = 1 / \sum_{i=1}^{k} w_i^t \), where \( w_i^t = 1 / \|x^t - y_i\| \). By substituting the value of \( \lambda \) and \( \nabla C_1 \) in (7) one obtains the same formula as (5) for the update. An advantage of the Weiszfeld algorithm is that the descent direction and step size are computed in closed form. Therefore each iteration of the Weiszfeld is fast, compared to other gradient descent algorithms that compute the step size using complex strategies such as line search, etc.

**Iterative Re-weighted Least Squares (IRLS) Form.** Note that (5) updates a current estimate \( x^t \) by computing a weighted mean of points \( y_i \). An alternative interpretation of the Weiszfeld algorithm is that it can be viewed as an Iterative Re-weighted Least Squares method. At iteration \( t \), the weighted least squares cost function is
\[
C^W(x) = \sum_{i=1}^{k} w_i^t \|x - y_i\|^2,
\]
where \( w_i^t = 1 / \|x^t - y_i\| \). By taking the derivative of the weighted Least Squares function and equating to zero we get an update function, the same as (5). At each step, \( x^{t+1} \) is the exact minimum of the weighted problem. Thus, the Weiszfeld algorithm solves a special type of IRLS cost function to achieve the \( L_1 \) solution.

From the above discussion it is obvious that the \( L_1 \) solution can be obtained by minimizing either an \( L_1 \) cost or a weighted \( L_2 \) function as in (8).
2.3 Weiszfeld Algorithm on a Riemannian Manifold

The Weiszfeld algorithm has been generalized to find the $L_1$ minimum of a set of points on a Riemannian manifold of non-negative sectional curvature \[17\]. Given a set of points, \( \{y_1, y_2, \ldots, y_k\} \) in a Riemannian manifold \( \mathcal{M} \), the \( L_1 \) mean or geodesic median is a point \( x \in \mathcal{M} \) for which the sum of geodesic distances

\[
C_1(x) = \sum_{i=1}^{k} d(x, y_i) = \| \log_{x}(y_i) \| , \tag{9}
\]

is minimized, where \( d(\cdot, \cdot) \) is the geodesic distance between two point on the manifold \( \mathcal{M} \) and \( \log_{x}(y) \) is the logarithm map that takes a point \( y \in \mathcal{M} \) to the tangent space \( T_x \mathcal{M} \) of \( \mathcal{M} \) centered at \( x \in \mathcal{M} \).

Given some points on a Riemannian manifold and an initial estimate of their \( L_1 \) mean, an updated point is computed by transferring all the given points to the tangent space of the manifold centered at the current estimate; see fig. 3. The point is then transferred back to the manifold. This process is repeated until convergence. This type of technique is convergent on manifolds of non-negative sectional curvature, provided all the points lie in a suitably small set, as will be described later.

The gradient of the cost function \( C_1 \) is \( \nabla C_1(x) = -\sum_{i=1}^{k} \log_{x}(y_i)/\| \log_{x}(y_i) \| \). A current solution \( x^t \) is updated in the descent direction as

\[
x^{t+1} = \exp_x(\lambda \nabla C_1(x^t)) , \tag{10}
\]

where \( \lambda \) is the step size for the gradient descent algorithm and \( \exp_x(\cdot) \) is the exponential map that maps a vector \( v \in T_x \mathcal{M} \) to a point on \( \mathcal{M} \).

In the case of the Weiszfeld algorithm the step size is \( \lambda = 1/\sum_{i=1}^{k} 1/d(x, y_i) \). By substituting the value of \( \lambda \) in \( \lambda \) we get

\[
x^{t+1} = \exp_x \left( \sum_{i=1}^{k} \log_{x}(y_i)/\| \log_{x}(y_i) \| \right) . \tag{11}
\]

This update may be written more simply as

\[
x^{t+1} = \exp_x \left( \frac{\sum_{i=1}^{k} u_i^t \log_{x}(y_i)}{\sum_{i=1}^{k} u_i^t} \right) , \tag{12}
\]

where \( u_i^t = d(x, y_i)^{-1} = \| \log_{x}(y_i) \|^{-1} \). This update equation is seen to come from finding the weighted average in the tangent space at \( x^t \) of the points \( \log_{x}(y_i) \), followed by mapping back to the manifold by the exponential map.

Conditions for the convergence of the \( L_1 \) Weiszfeld algorithm on positively curved manifolds can be found in \[17\]. However, the \( L_q \) Weiszfeld algorithm proposed in this paper solves for the \( L_q \) solution \( 1 \leq q < 2 \) of the problem. In addition, the proof given in this paper is more complete than the proof in \[17\], even for the \( L_1 \) case. In particular, in this paper we improve the bounds on the location of the averaged points for which the algorithm will converge, compared to those given in \[17\], and we fill in some detail concerning the convergence point of the algorithm (for example, what happens when the algorithm converges to some \( y_i \)). Furthermore, a technical point concerning the use of the Toponogov’s theorem will be addressed. In \[33\], step-size control algorithms such as line search are used at each step, so the algorithm is not a true Weiszfeld-style algorithm.

3 \( L_q \) Weiszfeld Algorithm

The purpose of this paper is to explore and prove the convergence of Weiszfeld-style algorithms in \( \mathbb{R}^N \) and on manifolds. We prove the convergence of the \( L_q \) Weiszfeld algorithm for points on a Riemannian manifold of non-negative curvature. The curvature of \( \mathbb{R}^N \) with the Euclidean metric is zero, so this is a special case of non-negative curvature. As it turns out, the analysis of the \( L_q \) Weiszfeld algorithm is scarcely more difficult than for the standard \( L_1 \) algorithm. For this reason, we will consider the more general case of minimization of \( L_q \) cost functions. Although the case \( L_1 \) has received much attention in previous work, there are some advantages to considering the \( L_q \) case. First this gives a range of choices between the \( L_1 \) cost, favoured for its robustness to noise, and the \( L_2 \) cost which is more theoretically justified statistically, assuming Gaussian noise. In addition, considering the \( L_q \) cost function avoids the difficulty that the \( L_1 \) cost is not differentiable. For \( q > 1 \) the cost function is differentiable everywhere. A final consideration is that the \( L_1 \) mean of a set of points may (with non-zero probability) coincide with one of the points themselves. This requires special care, since the minimum is then a point where the cost-function is non-differentiable. On the other hand, the \( L_q \) mean of a set of points will not generically coincide with any of the points, and besides, the cost function is differentiable everywhere.

Given a set of points \( y = \{y_1, y_2, \ldots, y_k\} \), \( k > 2 \), on a Riemannian manifold \( \mathcal{M} \), the \( L_q \) cost function \( C_q \) is

\[
C_q(x) = \sum_{i=1}^{k} d(x, y_i)^q = \sum_{i=1}^{k} \| \log_{x}(y_i) \|^q , \tag{13}
\]

where \( d(\cdot, \cdot) \) is the geodesic distance between two points on the manifold \( \mathcal{M} \). The gradient of the cost function \( C_q \) is

\[
\nabla C_q(x) = -\sum_{i=1}^{k} d(x, y_i)^{q-2} \log_{x}(y_i) . \tag{15}
\]

1. One can show, using lemma \[33\], that if points \( y_i \) are chosen at random in a ball of given radius, then the probability that their \( L_q \) mean corresponds with one of the points \( y_i \) is non-zero for \( q = 1 \), but is zero for \( q > 1 \).
In the following section we will state the $L_q$ Weiszfeld algorithm. A detailed proof of convergence of the proposed algorithm is presented in section 6.

### 3.1 Algorithm

The $L_q$ Weiszfeld algorithm differs from the $L_1$ algorithm mainly in the choice of weights applied at each step of iteration. In this case, the update equation (12) is with weights given by $w_i^t = d(x^t_i, y) - || \log_x(y) ||^q$ . Starting from an initial estimate $x_0^0$, the algorithm generates a sequence of estimates $x^t$ found by solving a weighted-leastsquares problem, in the current tangent space of a Riemannian manifold. An updated solution is then projected back on the manifold and the process is repeated until convergence.

A current estimate $x^t$ of the $L_q$ minimum is updated to a new estimate

$$ W(x^t) = \exp_{x^t} \left( \frac{\sum_{i=1}^k w_i^t \log_x(y_i)}{\sum_{i=1}^k w_i^t} \right) $$

if $x^t \not\in \mathcal{Y}$, \hspace{1cm} (14)

where

$$ w_i^t = d(x^t_i, y) - || \log_x(y) ||^q . $$

Starting from a point $x^0 \in \mathcal{M}$, a sequence of points $(x^t)$ is obtained using $W$ as $x^{t+1} = W(x^t)$. Here, the logarithm map is defined with respect to a weakly convex set, as will be explained in Theorem 3.3. In section 6 we will show that under certain conditions, the sequence of points $(x^t)$ converges to the $L_q$ minimum or it will stop at some point $x^t = y$. The conditions required for convergence are that the manifold has non-negative sectional curvature, and that the points $y_i$ and the initial estimate $x^0$ lie in a sufficiently restricted region in the manifold.

Remark: Since $\mathbb{R}^N$ is a Riemannian manifold with curvature zero, the algorithm holds there as a special case. In this case the distance function in (13) is simply the Euclidean distance and the update rule (14) may be simplified by omitting the exponential and logarithm maps.

Given a set of points in $\mathbb{R}^N$, $\{y_1, y_2, \ldots, y_k\}$. Starting from an initial estimate $x^0$ of the $L_q$ mean, a current estimate $x^t$ of the $L_q$ mean is updated as

$$ x^{t+1} = W(x^t) = \frac{\sum_{i=1}^k w_i^t y_i}{\sum_{i=1}^k w_i^t} $$

if $x^t \in \{y_i\}$, \hspace{1cm} (15)

$$ = y_j $$

if $x^t = y_j$,

where $w_i^t = || x^t - y_i \||^q$.

### 3.2 Convex sets

The theory of $L_q$ distances in a Riemannian manifold is connected with the concept of a convex set. We discuss this concept before proceeding. It will be used later in section 6 to prove the convergence of the $L_q$ Weiszfeld algorithm.

A geodesic is a generalization of the notion of straight line to Riemannian manifolds. A geodesic segment joining points $x$ and $y$ in $\mathcal{M}$ is an arc length parametrized continuous curve $\gamma : [a, b] \rightarrow \mathcal{M}$ such that $\gamma(a) = x$ and $\gamma(b) = y$. A geodesic segment is called minimizing if it is the minimum length curve joining its end points. By the Hopf-Rinow theorem [38], any two points $x$ and $y$ in a complete Riemannian manifold are joined by a minimizing geodesic segment (though this may not be unique).

A convex (or strongly convex) set in a manifold $\mathcal{M}$ is a set that contains a unique geodesic joining two points in the set, and that geodesic is the minimizing geodesic.

In the case of $\mathbb{R}^N$, the convexity radius is the supremum of the radii $\rho$ for which the inverse exponential map $\exp_x^{-1}$ is a diffeomorphism on $N(B(x, \rho))$. The Hopf-Rinow theorem [38], page 177 that the convexity radius of a manifold $\mathcal{M}$ is bounded as follows:

$$ r_{\text{conv}} \geq \frac{1}{2} \min \left( r_{\text{inj}}, \frac{\pi}{\sqrt{\Delta}} \right) , $$

where $\Delta$ is the maximal sectional curvature of the manifold $\mathcal{M}$.

In [17], the convergence of the $L_1$ Weiszfeld algorithm was shown for manifolds of non-negative sectional curvature, provided that all the points lie inside a ball of radius no greater than $r_{\text{conv}}/2$. However, this is not a tight bound, and in the case of rotation averaging, it is possible to prove convergence within a ball of twice this size. The convexity radius for $\text{SO}(3)$ is equal to $\pi/2$, and hence the result of [17] ensures convergence as long as the points lie in a ball of radius $\pi/4$. It will be shown in this paper that convergence to the $L_q$ minimum is assured, as long as the points are within a ball of radius $\pi/2$, that is within a convex ball in $\text{SO}(3)$. To obtain these improved convergence results in the general case, a different concept of convexity is needed.

### 3.3 Weakly convex sets

A weakly convex set in a manifold $\mathcal{M}$ is a set $W$ with the following properties.

1) For two points $x$ and $y$ in $W$, there is a unique geodesic in $W$ from $x$ to $y$.

2) This geodesic is the shortest path in $W$ from $x$ to $y$.

If this segment is the minimizing geodesic in $\mathcal{M}$ joining $x$ and $y$, then the set is strongly convex, as previously defined.

In a weakly convex set $W$, we may define a distance $d_W(x, y)$ equal to the length of the unique geodesic that joins $x$ to $y$ in $W$. In addition, the logarithm map on $W$ is defined in terms of the unique geodesic between two points, in $W$.

2. Terminology for convexity properties varies in the literature, e.g. [8]. [9]. [23]. [41]. Our definition of weakly convex is closest to the definition of weakly convex in [8]. However, we add an extra condition of uniqueness of the connecting geodesic into our definition of weak convexity to ensure the absence of conjugate points, and injectivity of the exponential map, hence uniqueness of the logarithm map defined on $W$. 


Lemma 3.1. For an open weakly convex set $W$ in a Riemannian manifold $M$,

1) The distance function $d_W(x, y)$ satisfies the triangle inequality, and hence $W$ is a metric space under this metric.
2) $W$ does not contain any pair of conjugate points.
3) For any point $x \in W$, the logarithm map $\log_x$ maps $W$ diffeomorphically into the tangent space.

The triangle inequality follows directly from the fact that distance is equal to the shortest path length in $W$.

If there exist conjugate points $y$ and $y'$ in $W$, then the geodesic from $y$ to $y'$ can be extended to a geodesic from $y$ to $y''$. However, geodesics are not minimizing beyond conjugate points \[ \exp_p \] so the geodesic from $y$ to $y''$ is not minimizing in the manifold $W$, contrary to the definition of a weakly convex set.

The third statement follows from injectivity of the exponential map into $W$ and a standard result about the exponential map on regions without conjugate points \[ \exp_p \].

We use Toponogov’s theorem to compare distances in $W$ and in its tangent space. Let $\kappa$ be the sectional curvature of a Riemannian manifold. The following theorem effectively states that the Toponogov’s theorem holds in an open weakly convex $\kappa$ and in its tangent space.

Theorem 3.2. Let $W$ be an open weakly convex set in $M$, a manifold of non-negative sectional curvature. Let $q$, $p_1$ and $p_2$ be three points in $W$. Then

$$ d_W(p_1, p_2) \leq d(\log_q(p_1), \log_q(p_2)) = \| \log_q(p_1) - \log_q(p_2) \| $$

A proof of the above theorem is provided in appendix A.3.

The proof is given, because the usual conditions required by Toponogov’s theorem to be true are not satisfied in a weakly convex set, so a proof is required.

Analogous to the definition of convexity radius, we define the weak convexity radius $r_{wcon}$ to be the largest value such that all open balls $B(o, r)$ with $r < r_{wcon}$ are weakly convex, and $r(x)$ is convex. It is easy to see that $2r_{conv} \geq r_{wcon} \geq r_{conv}$. Indeed, by definition, a ball of radius $\rho < r_{wcon}/2$ is weakly convex. Therefore, two points $x$ and $y$ in $B(o, \rho)$ are connected by a unique geodesic segment $\gamma$ in $B(o, \rho)$. However, this must be a minimizing segment; there cannot be another such segment lying in $B(o, 2\rho)$, since this is weakly-convex, and any other geodesic from $x$ to $y$ that exits the ball $B(o, 2\rho)$ must be longer than $\gamma$. Thus, $B(o, \rho)$ is convex.

As an example, consider the manifold $SO(3)$. It is shown in [25] that the convexity radius of $SO(3)$ is $\pi/2$, whereas the weak-convexity radius is $\pi$, which is the maximum distance between points in $SO(3)$. Note that part of this claim is that $d(x, o)$ is convex on any ball of radius less than $\pi$ (and in fact on the open ball $B(o, \pi)$ itself); see [25]. The closed ball $B(o, \pi)$ is equal to the whole of $SO(3)$, but any smaller ball is weakly convex.

An essential property of open weakly convex sets is the continuity of the logarithm map. The following theorem says that if the logarithm map is defined in terms of the geodesic that lies inside $W$, then it is continuous as a function of two variables on this region.

Theorem 3.3. If $W$ is an open weakly convex set in a complete Riemannian manifold $M$, and $x, y$ are two points in $W$, define $\log_x(y)$ to be the vector $v$ in $T_xM \subset TM$ such that $\exp_x(v) = y$, and $\exp_x(tv) \in W$ for all $t \in [0, 1]$. Then $\log_x(y)$ as a map from $W \times W$ to $TM$ is continuous in both variables.

Our search fails to find this theorem in the literature, so we give a proof of this theorem in appendix A.4.

3.4 Convexity and minima of the $L_q$ cost

The $L_q$ cost function \[ L_q \] will in general have more than one local minimum on an arbitrary manifold. For example, it was shown in [25] that for $n$ points on the manifold $SO(3)$, there may be up to $O(n^3)$ local minima. The situation becomes much simpler in the case when \[ L_q \] is convex on some convex region.

It is shown in [1] (proof of Theorem 2.1) that if all points $y_i$ lie in a ball $B(o, \rho)$ of radius $\rho < r_{conv}$, then the global minimum of $C_q$ lies in $B(o, \rho)$. Furthermore, if $x$ is a point not in $B(o, \rho)$ then there exists a point $y' \in B(o, \rho)$ such that $C_q(x') < C_q(x)$. In fact, a specific construction is given for $x'$, as follows. Suppose that $x = \exp_o(rv)$ where $\|v\|$ is a unit vector, and $r = d(x, o) > \rho$, then

$$ x' = \begin{cases} \exp_o(2\rho - r)v & \text{if } r < 2\rho \\ o & \text{if } r \geq 2\rho \end{cases} \quad (16) $$

Thus, for $r < 2\rho$, point $x'$ is the reflection of $x$ about the boundary of the ball $B(o, \rho)$, along the radial geodesic. Since $r_{wcon}/2 \leq r_{conv}$, the cost function $C_q$ has appealing properties on a ball of radius $\rho < r_{wcon}/2$, as follows.

Theorem 3.4. If all points $y_i$, $i = 1, \ldots, n$ lie in a ball $B = B(o, \rho)$ with $\rho < r_{wcon}/2$, then

1) $C_q(x)$ is convex on $B$ and strictly convex unless $q = 1$ and all points $y_i$ lie on a single geodesic;
2) the global minimum of $C_q(x)$ lies in $B$;
3) the set $S_0 = \{ x \in M \mid C_q(x) \leq C_q(o) \}$ is contained in $B(o, 2\rho)$, which is a weakly-convex ball.

Proof: If $x$ and $y_i$ are both in $B$, then $d(x, y_i) \leq 2\rho < r_{wcon}$. Hence, $d(x, y_i) = 2\rho$ is convex as a function of $x$ on $B$, so $d(x, y_i)$ has positive-semidefinite Hessian at $x$. By a simple calculation it follows that $d(x, y_i)$ has positive-definite Hessian for $q > 1$, and is hence convex. Summing over all $i$ shows that $C_q(x)$ is convex.

For $q = 1$ the distance $d(x, y_i)$ is strictly convex at $x$ except in the direction pointing towards $y_i$. Unless the directions to all the points $y_i$ coincide, the sum of the distance functions will be strictly convex.

The second statement was proved in [1].

The third statement follows from the triangle inequality, since if $C_q(x) \leq C_q(o)$, then $d(x, y_i) \leq d(o, y_i)$ for some $i$, and $d(x, o) \leq d(x, y_i) + d(o, y_i) \leq 2\rho$.

The minimum of $C_q$ may be characterized in terms of a vanishing sub-gradient. For $q > 1$ the cost is differentiable, so the subgradient is the same as gradient. In the case $q = 1$, the condition may be made explicit. The minima of the cost function $C_q$ may be classified as follows.

Lemma 3.5. Let $D$ be a subset of $M$ on which $C_q$ [13] is convex. A point $x^* \in D$ is the minimum of $C_q$ in $D$ if and only if it satisfies one of the following conditions:

1) $\nabla C_q(x^*)$ vanishes at $x^*$, or
2) $q = 1$, $x^* = y_j$ and the gradient $\nabla \tilde{C}_q(x^*)$ (omitting point $y_j$) has norm no greater than 1.

For the case $q > 1$ the cost function is differentiable and convex. Its minimum occurs when the gradient vanishes. In the
case \( q = 1 \), the further possibility exists that the minimum occurs, under the stated condition, at some \( y_j \) where the cost function is non-differentiable. This is the condition given by Weiszfeld for the Euclidean case, and it carries over easily to the case of a Riemannian manifold.

### 3.5 Convergence theorem

We are now able to state a convergence theorem for the \( L_q \) Weiszfeld algorithm on a Riemannian manifold.

**Theorem 3.6.** Consider a set of points \( Y = \{ y_1, y_2, \ldots, y_k \} \), \( k > 2 \), on a complete Riemannian manifold \( M \) with non-negative sectional curvature, such that not all of the given points lie on a single geodesic. Let all points \( y_i \), lie in a ball \( B(o, \rho) \) of radius \( \rho < \rho_{\text{con}}/2 \) centered at \( o \) and define \( D = \{ x \in M \mid C_q(x) \leq C_q(o) \} \).

Let \( (x^t) \) be a sequence of points starting from \( x^0 \in D \), and defined by \( x^{t+1} = W(x^t) \) where \( W \) is defined in (14). Then, the sequence \( (x^t) \) converges to the global minimum of \( C_q \) unless \( x^t = y_i \) for some iteration \( t \) and point \( y_i \) (in which case, the sequence remains stuck at \( y_i \)).

Proof of this theorem will be deferred until section 6.

### 4 \( L_q \) Optimization on \( SO(3) \)

Here we address the problem of \( L_q \) rotation averaging, \( 1 \leq q < 2 \), using the proposed \( L_q \) optimization method on a Riemannian manifold of non-negative sectional curvature.

Rotation averaging problems can be categorized as either single rotation averaging or multiple rotation averaging; see [4]. In single rotation averaging, several estimates of a rotation are found and then the \( L_q \) Weiszfeld algorithm is applied to find their \( L_q \) mean. In multiple rotation averaging, one is given a set of noisy relative rotations \( R_{ij} \) between frames (cameras) indexed by \( i \) and \( j \). The task is to find absolute rotations \( R_i, R_j \) that are consistent with the relative rotations: \( R_{ij} = R_i R_j^{-1} \). In applications, the relative rotations \( R_{ij} \) may be computed using single rotation averaging as well.

Mathematically, the single rotation averaging problem is as follows. Given rotations \( R_i \in SO(3) \), the \( L_q \) mean, \( 1 \leq q \leq 2 \), is equal to

\[
S^* = \arg\min_{S \in SO(3)} \sum_{i=1}^k d(R_i, S)^q.
\]

The \( L_1 \) and \( L_2 \) means are the two most useful or common cases. Although \( L_2 \) averaging has been considered extensively, the \( L_q \) averaging problem in general has been relatively unexplored. A gradient-descent algorithm for \( L_1 \) averaging using line-search in the tangent space was given in [12]. However, line-search is costly and cumbersome to implement. In addition, no proof of convergence was given in that paper. In this paper, we present a simple geodesic \( L_q \) averaging algorithm for \( SO(3) \), based on the proposed \( L_q \) Weiszfeld optimization method on a Riemannian manifold.

**Metrics:** We consider two metrics commonly used for distance measurement in the rotation group \( SO(3) \). These are

1) The geodesic or angle metric \( \theta = d_\angle(R, S) \), which is the angle of the rotation \( RS^{-1} \).

2) The chordal metric

\[
d_{\text{chord}}(R, S) = \|R - S\|_F = 2\sqrt{2}\sin(\theta/2)
\]

where \( \| \cdot \|_F \) represents the Frobenius norm.

These metrics are bi-invariant, in that they satisfy the condition \( d(R, S) = d(TR, TS) = d(RT, ST) \) for any rotation \( T \). For small values of \( \theta = d_\angle(R, S) \) the metrics are the same, to first order, except for a scale factor.

For a more complete discussion of metrics on rotation space and rotation averaging, see [25].

#### 4.1 \( L_2 \) averaging

The \( L_2 \) rotation averaging estimate may be used for initialization of the \( L_q \) averaging method that is the main topic of this paper. The rotation averaging problem on \( SO(3) \) under the \( L_2 \) norm may be solved in closed form for the chordal metric. However, there is no closed-form algorithm for \( L_2 \) rotation averaging under the geodesic metric, but convergent algorithms have been proposed [54], [12]. We give a brief description of the \( L_2 \) averaging algorithm using the chordal metric.

Computation of the \( L_2 \) chordal mean does not require knowledge of a bounding ball for the rotations \( R_i \), and so it is useful as a way to find an initial estimate for an iterative Weiszfeld algorithm.

Let \( R_{\text{sum}} = \sum_{i=1}^k R_i \), the sum of \( 3 \times 3 \) rotation matrices. The \( L_2 \) chordal mean \( S \) is obtained using the Singular Value Decomposition. Let \( R_{\text{sum}} = UV^T \) where the diagonal elements of \( D \) are arranged in descending order. If \( \det(UV^T) \geq 0 \), then set \( S = UV^T \). Otherwise set \( S = \text{diag}(1, 1, \ldots, -1) V^T \).

For justification of this algorithm, see [25].

#### 4.2 \( L_q \) Geodesic mean in \( SO(3) \)

We now consider the problem of computing the \( L_q \) geodesic mean in the group of rotations. The \( L_q \) Weiszfeld algorithm will be used to compute the minimum of the cost function

\[
C_q(S) = \sum_{i=1}^k d(R_i, S)^q.
\]

To minimize \( C_q \) we transition back and forth between the rotation manifold, and its tangent space centred at the current estimate via the exponential and logarithm maps that will be described next.
The tangent space of SO(3) may be identified with the set of skew-symmetric matrices, denoted by so(3). The Riemannian logarithm and exponential maps may be written in terms of the matrix exponential and logarithm as follows.

Denote by $[v]_x$ the skew-symmetric matrix corresponding to $v$. The Riemannian exponential and logarithm are then defined as

$$\exp_S([v]_x) = \exp([v]_x)S$$

$$\log_S(R) = \log(RS^{-1})$$

where log and exp (without subscripts) represent matrix exponential and logarithm. The matrix exponential of a skew-symmetric matrix may be computed using the Rodrigues formula [24]. The distance $d(S, R)$ is computed by

$$d(S, R) = (1/\sqrt{2}) \| \log_S(R) \|_F$$

where $\| \cdot \|_F$ represents the Frobenius norm, and the scale factor $1/\sqrt{2}$ is present so that $d(S, R)$ is equal to the angular distance from $S$ to $R$. If $\log_S(R) = [v]_x$, then $d(S, R) = \|v\|$, in terms of the Euclidean norm in $\mathbb{R}^3$.

In terms of the matrix exponential and logarithms the update step [14] of $L_q$ optimization, may then be written as

$$S^{t+1} = \left\{ \begin{array}{ll}
\exp \left( \sum_{i=1}^k w_i \log (R_i (S^t)^{-1}) \right) S^t & \text{if } S^t \notin \{R_i\}, \\
S^t & \text{if } S^t = R_j
\end{array} \right. , \quad (18)$$

where $w_i = 1/d(S^t, R_j)^{2-q}$.

For computational efficiency, it is simpler to work with the quaternion representations $r_i$ of the rotations $R_i$, since mapping between quaternions and angle-axis representation is simpler than computing the exponential and logarithm maps. In addition quaternion multiplication is faster than matrix multiplication. Let $Q$ be the unit quaternions, $\hat{v}$ be a unit vector and $\theta$ a scalar representing an angle. The mapping $q : \mathbb{R}^3 \rightarrow Q$ given by

$$q : \theta \hat{v} \mapsto (\cos(\theta/2), \sin(\theta/2) \hat{v}) ,$$

maps between the angle-axis and quaternion representation of the rotation through angle $\theta$ about the axis $\hat{v}$. Then the update step above may be expressed as

$$\theta_i \hat{v}_i = q^{-1}(r_i \cdot \hat{s}^i) ,$$

$$\delta = \frac{\sum_{i=1}^k \theta_i \hat{v}_i / \theta_i^{2-q}}{\sum_{i=1}^k 1/\theta_i^{2-q}} ,$$

$$S^{t+1} = \{q(\delta)\} \cdot S^t$$

where $\hat{s}^i$ represents the conjugate (inverse) of the quaternion $s^i$. A further alternative is to use the Campbell-Baker-Hausdorff formula [19] to work entirely in angle-axis space, but this is essentially equivalent to the use of quaternions.

According to Theorem 3.6 this sequence of iterates will converge to the $L_q$ mean of the rotations $R_i$, provided all the rotations and the initial estimate $S^0$ lie within a ball of radius $\pi/2$.

### 4.3 $L_q$ multiple rotation averaging

We now consider the problem of rotation averaging of a set of relative rotations. More specifically, let $R_i; \ i = 1, \ldots, k$ be a set of rotations denoting the orientation of different coordinate frames in $\mathbb{R}^3$. The rotations are assumed unknown, but a set of relative rotations $R_{ij}$ are given, for pairs $(i, j) \in \mathcal{N}$, where $\mathcal{N}$ is a subset of all index pairs. If $(i, j) \in \mathcal{N}$, then also $(j, i) \in \mathcal{N}$, and $R_{ji} = R_{ij}^{-1}$. These relative rotation matrices $R_{ij}$ are provided by some measurement process and are assumed to be corrupted by some degree of noise. The required task is to find the absolute rotations $R_i, R_j$ such that $R_{ij} = R_i R_j^{-1}$ for all pairs $(i, j) \in \mathcal{N}$. Of course, since this condition can not be fulfilled exactly, given noisy measurements $R_{ij}$, the task is to minimize the cost

$$C_q(R_1, \ldots, R_M) = \sum_{(i,j) \in \mathcal{N}} d(R_{ij} R_i R_j)^q ,$$

where $1 \leq q < 2$. We consider the geodesic distance function $d(\cdot, \cdot) = d_{\mathcal{G}}(\cdot, \cdot)$. We may eliminate the obvious gauge freedom (ambiguity of solution) by setting any one of the rotations $R_i$ to the identity. Generally, minimizing this cost is a difficult problem because of the existence of local minima, but in practice it may be solved in many circumstances with more-or-less acceptable results. In this paper we will consider the $L_q$ averaging problem, and demonstrate an algorithm that gives excellent results on large data sets.

Our approach is by successive $L_q$ averaging to estimate each $R_i$ in turn, given its neighbours. At any given point during the computation, a rotation $R_i$ will have an estimated value, and so will its neighbors $R_j$, for $(i, j) \in \mathcal{N}$. Therefore, we may compute estimates $\hat{R}_i^{(j)} = R_{ij} R_j$ where the superscript $(j)$ indicates that this is the estimate of $R_i$ derived from its neighbour $R_j$. We then use our $L_q$ averaging method on SO(3) to compute a new estimate for $R_i$ by averaging the estimates $\hat{R}_i^{(j)}$, fig. 5. In one pass of the algorithm, each $R_i$ is re-estimated in turn, in some order. Multiple passes of the algorithm are required for convergence.

Since the $L_q$ averaging algorithm on SO(3) is itself an iterative algorithm, we have the choice of running the $L_q$ averaging algorithm to convergence, each time we re-estimate $R_i$, or else running it for a limited number of iterations leaving the convergence incomplete, and passing on to the next rotation. To avoid nested iteration, we choose to run a single iteration of the $L_q$ averaging algorithm at each step. The complete algorithm is as follows.

**Algorithm 1.** Given a set of relative rotations $R_{ij}$ we proceed as:

1) Initialization: Set some node $R_{i_0}$, with the maximum number of neighbours, to the identity rotation, and construct...
a spanning tree in the neighbourhood graph rooted at \( R_{i0} \). Estimate the rotations \( R_j \) at each other node in the tree by propagating away from the root using the relation \( R_3 = R_0 R_i \).

2) **Sweep:** For each \( i \) in turn, re-estimate the rotation \( R_i \) using one iteration of the \( L_q \) averaging algorithm. (As each new \( R_i \) is computed, it is used in the computations of the other \( R_j \) during the same sweep.)

3) **Iterate:** Repeat this last step a fixed number of times, or until convergence.

The whole computation is most conveniently carried out using quaternions.

Unlike the single rotation averaging problem considered in section 4.2 we can not guarantee convergence of this algorithm to a global minimum, but results will demonstrate good performance.

## 5 Experimental Results

### 5.1 \( L_1 \) Rotation Averaging

We demonstrate the utility and accuracy of the \( L_1 \) rotation averaging methods by applying them to a large-scale reconstruction problem, based on the Notre Dame data set [46] (fig. 6). This set has been reconstructed and bundle-adjusted, resulting in estimates of all the camera matrices, which we take to represent ground truth. The set consists of 595 images of 277,887 points. There exist 42,621 pairs of images with more than 30 corresponding point pairs, and these were the pairs of images that we used in our tests.

#### 5.1.1 Single rotation averaging

To test the algorithm for estimating a single rotation from several estimates, we carried out the following procedure.

1) Subsets of five point pairs were chosen and a fast five-point algorithm [39] was used to estimate the essential matrix from the pair of images, and from this the relative rotation and translation were computed. Only those solutions were retained that satisfied the cheirality constraint that all 5 points lie in front of both estimated cameras. This can be done extremely quickly – in our implementation about 35\( \mu \)s per 5-point sample.

2) The solutions were tested against 3 further points and only solutions which fitted well against these points were retained.

3) From several subsets of 5 points we obtained several estimates of the relative rotation (a subset can lead to more than one rotation estimate, since the 5-point algorithm may (very rarely) return up to 10 solutions).

4) The rotation estimates were then averaged to find their \( L_1 \) mean. A closed form \( L_2 \) rotation averaging was used to find an initial estimate, followed by application of some steps of the Weiszfeld algorithm.

This method was compared with straight \( L_2 \) rotation averaging; the \( L_1 \) averaging technique gave significantly better results. In addition, the results were compared with those obtained by using non-minimal methods based on the 8-point algorithm, followed by algebraic error or Sampson error minimization, and calibrated bundle adjustment [24].

It is possible that this averaging technique can be used as an alternative to RANSAC in the case of noisy point correspondences, but we emphasize that this was not the purpose of this experiment. Rather, the point was to demonstrate the advantage of \( L_1 \) rotation averaging, and investigate it as a means for computing two-view relative pose.

**Convergence Results:** We carried out experiments in which the relative rotation of two cameras was computed using the 5-point algorithm, followed by averaging the rotation results from many rotation samples computed in this way. In all cases, the \( L_1 \) averaging algorithm worked significantly better. In fig. 7 is shown a typical result of this estimation procedure, comparing \( L_1 \) with \( L_2 \) averaging algorithms, for increasing numbers of rotations.

**Robustness for different values of \( q \):** In order to show the robustness of the proposed algorithms against outliers we test the proposed algorithms for different values of \( q \) in the presence of different proportion of outliers in the data set. We modify some percentage of image point correspondences to represent outliers, and estimate a set of rotations from these correspondences using the 5-point algorithm. We report the median rotation error with respect to ground truth. It is evident from fig. 8 that the \( L_q \) averaging algorithm for \( q = 1 \) is more robust to outliers than...
the rest of the values of $q$. Furthermore, as expected, the $L_2$ algorithm is the least robust to outliers.

### 5.1.2 Multiple rotation averaging

The results of pairwise rotation estimates obtained in the previous section were then used as input to the multiple rotation averaging algorithm described in section 4.3.

In carrying out this test, the two-view relative rotation estimates were obtained using several techniques. Generally speaking, more elaborate methods of computing relative rotation led to better results, but the fast methods were shown to give surprisingly good results very quickly. The following methods were used for finding pairwise relative rotations $R_{ij}$.

1) **E-5pt($m,n$):** Rotations were obtained from essential matrices computed from $m$ minimal 5-point sets, where each essential matrix was computed by using the five-point algorithm [39] and tested against $n$ additional points, as described in the previous section. These rotation estimates were then averaged using the $L_2$-chordal algorithm, followed by $n$ steps of $L_1$ averaging using the Weiszfeld algorithm.

2) **E-algebraic:** The algebraic cost $\sum_i (y_i^T E y_i)^2$ was minimized iteratively over the space of all valid essential matrices. This is an adaptation of the method of [23] to essential matrices, and is very efficient and fast.

3) **E-Sampson:** The Sampson error $\sum_i (y_i^T E y_i)^2$ was minimized over the space of essential matrices.

4) **E-bundled:** Full 2-view bundle adjustment was carried out, initialized by the results of E-algebraic. This method was expected to give the best results (and it did), but requires substantially more computational effort (cf. Table 1).

Given the diversity of image-pair configurations, possible small overlap and general instability, no one method gave perfectly accurate relative rotation estimates for all 42,621 image pairs. However, in all cases the resulting rotation errors for the 595 cameras were quite accurate. For the E-bundled method, the median camera orientation error was 0.82 degrees.

**Detailed results:** The results of rotation averaging on the Notre Dame data set [47] are given in fig. 9 and fig. 10. Pairs
Theorem 6.7. A continuous function defined on \(\mathbb{R}\) is continuous on \(\mathbb{R}\), and let \(\lim_j x^{k_j} = y\), which is a point in \(D\). Then, \(\lim_j C(x^{k_j}) = C(y)\), since \(C\) is continuous, and \(\lim_j C(W(x^{k_j})) = C(W(y))\), since \(C \circ W\) is continuous.

Now, \(C(x)\) is bounded below, for \(x \in D\), since \(D\) is compact. So, \(C(x^k)\) is a bounded non-increasing sequence in \(\mathbb{R}\), and hence has a limit. Any subsequence of the \(C(x^k)\) must also have the same limit. In particular, \(C(x^{k_1})\) and \(C(W(x^{k_2}))\) are both subsequences of \(C(x^k)\) so

\[
C(W(y)) = \lim_j C(W(x^{k_j})) = \lim_j C(x^k) \\
= \lim_j C(x^{k_j}) = C(y). \tag{20}
\]

By definition of \(S\), it follows that \(y \in S\). Since this argument holds for any convergent subsequence of \(x^k\), it shows that any accumulation point of \(x^k\) lies in \(S\).

Now consider an open set \(O\) containing \(S\). The theorem is proved by showing that at most a finite number of \(x^k\) lie outside of \(O\). Suppose the contrary, and hence that there is a subsequence \((x^{k_j})\) lying in \(O = D - O\). Since \(O\) is a closed subset of a compact set, \(D\), it is itself compact. Therefore, the sequence \((x^{k_j})\) must itself contain a convergent subsequence, and this subsequence converges to a point in \(\bar{O}\), and hence not in \(S\). This is a contradiction, and the proof is complete. \(\square\)

The above theorem shows that the sequence \((x^k)\) converges to the set \(S\) but we are interested in the conditions under which \((x^k)\) is convergent to a point. We show that under the conditions of Theorem 6.8 the sequence \((x^k)\) is convergent. These conditions are strictly weaker than the usually stated corollaries to the Global Convergence Theorem.

**Theorem 6.8.** If in addition to Theorem 6.7, \(D\) is a metric space, \(S\) a finite or countable set and \(W(x) = x\) for all \(x \in S\), then the sequence \((x^k)\) is convergent to a point in \(S\).

**Proof:** If \(x^k\) has an accumulation point \(y\), then according to (20) \(C(y) = C(W(y))\) and \(y \in S\). By the hypothesis of the theorem \(W(y) = y\).

By assumption, \(D\) is compact. Let \(y_0\) be an accumulation point of \(x^k\). If \((x^k)\) is not convergent, there exists \(\epsilon > 0\) such that the sequence \((x^k)\) enters and exits an open ball \(B = B(y_0, \epsilon)\) infinitely many times. There exists a subsequence \((x^{k_j})\) such that \(x^{k_j}\) lies inside this ball, whereas \(x^{k_{j+1}}\) lies outside. Again taking a subsequence, if necessary, it may be assumed that \(x^{k_j}\) converges to a point \(y_1\) and \(x^{k_{j+1}}\) converges to a point \(y_2\). Clearly, \(d(y_1, y_0) \leq \epsilon\) and \(d(y_2, y_0) \geq \epsilon\).

From the continuity of \(W\), we have \(W(x^{k_j}) \to W(y_1) = y_1\). However, also, \(W(x^{k_{j+1}}) = x^{k_{j+1}} \to y_2\) so \(y_1 = y_2\), and \(d(y_1, y_0) = \epsilon\).

The same thing holds for an open ball with any radius \(\xi < \epsilon\); there must exist an accumulation point at any distance \(\xi < \epsilon\) from \(y_0\), thus \(x^k\) has an uncountable number of accumulation points, and \(S\) is uncountable. \(\square\)

Theorem 6.7 and Theorem 6.8 give simple but widely useful conditions for convergence of a descent algorithm.

### 6.1 Convergence: proof of Theorem 3.6

The proof of the convergence theorem takes place in several steps, according to the following outline based on Theorem 6.7 and Theorem 6.8.
Outline 1. Given an update function $W$ and a strictly convex function $C_q$, to prove that the sequence $(x^t)$ obtained using $x^{t+1} = W(x^t)$ is convergent to the minimum of $C_q$ we proceed as follows:

1) The update function $W$ is continuous function, defined on a compact domain $D$ and maps $D$ to itself.
2) The value of $C_q$ is non-increasing at every iteration.
3) The set $S$ of Theorem 6.7 is a finite set containing the $L_q$ minimum point and $\{y_i\}$.
4) Since there is a finite number of accumulation points, the sequence $(x^t)$ is in fact convergent, see Theorem 6.8.
5) If $(x^t)$ converges to one of the given points, $y_j$, then this is the minimum, except when $x^t \in \{y_i\}$ for any of the intermediate iterates.
6) Therefore, unless $x^t$ gets stuck at $y_i$, it converges to the $L_q$ minimum.

The proof will be completed by verifying each step of this outline in the following subsections, numbered in accord with the steps in the outline.

6.1.1 Continuous Update function $W$

The domain $D$ is compact and lies in the open weakly convex set $B(o, 2\rho)$ by Theorem 3.4. Since (as will be shown in the next point) the update function $W$ decreases the cost function at every step, it maps $D$ into $D$. The update function $W$ is continuous as a function of $x$, since according to Theorem 3.3 both $\exp_{x^t}(y_i)$ and $\log_{x^t}(y_i)$ are continuous functions of $x^t$. The apparent discontinuity when $x^t = y_i$ for some $i$ is a removable singularity, as remarked in section 2.2.1.

6.1.2 Non-Increasing $L_q$ Cost

Below we show in lemma 6.10 that the cost function $C_q$ is a non-increasing function under the update function $W$, that is $C_q(W(x)) \leq C_q(x)$ with equality only when $W(x) = x$. In preparation for proving lemma 6.10 the following general result establishes the relation between an $L_q$ cost for $1 \leq q < 2$ and a weighted $L_2$ cost.

Lemma 6.9. If $a_i$ and $b_i$ are positive real numbers, $0 < q < n$ and $\sum_{i=1}^k a_i^{q-1}b_i^q \leq \sum_{i=1}^k a_i^q$ then $\sum_{i=1}^k b_i^q \leq \sum_{i=1}^k a_i^q$ with equality only when $a_i = b_i$ for all $i$.

Proof: The proof of above lemma depends on the following simple but critical observation, which was implicitly stated (albeit in less generality) in [51]. Consider the following self-evident statement.

- Let $g$ be a convex function and $0 < q < n$. If $g(n) \leq g(0)$ then $g(q) \leq g(0)$ with strict inequality if $g$ is strictly convex. This statement will now be applied to the function $g(t) = \sum_{i=1}^k a_i^{q-t}b_i^t$, to prove the above lemma. To show this, one computes the second derivative of $g$ with respect to $t$. The result is $g''(t) = \sum_{i=1}^k a_i^{q-t}b_i^t (\log a_i - \log b_i)^2$.

Since all the $a_i$ and $b_i$ are positive, this second derivative is positive unless $\log a_i = \log b_i$ for all $i$, which proves the lemma.

Note that the above lemma is true for $0 < n < \infty$ and $q < n$ and is not limited to $n = 2$ and $1 \leq q < 2$. We imposed a restriction to $n = 2$ for the problems in this paper to take advantage of the simple solutions of the least squares problems, but this result holds for a general value $n$.

In the update step, an optimal update is first computed in the tangent space and then this updated point is projected back to the manifold. It is therefore important to show that a decrease in the $L_q$ cost in the tangent space also results in a decrease in the $L_q$ cost on the manifold. The following lemma shows that the update function (14) results in a decrease in the value of $C_q$.

Lemma 6.10. For the update function $W$ defined in (14), we have $C_q(W(x)) \leq C_q(x)$, where equality holds only when $W(x) = x$.

Proof: The inequality will be shown for any point $x^t$ and $x^{t+1} = W(x^t)$. Let $C^w_2(x) = \sum_{i=1}^k w_i d(x, y_i)^2$ where $w_i = 1/d(x^t, y_i)^{q-2}$. Let $y_i$ and $x^{t+1}$ be the corresponding points in the tangent space at $x^t$, under the logmap. Note that $x^0 = 0$. A corresponding weighted $L_2$ cost function $C^w_2$ is defined in the tangent space $T_xM$ of $M$, as

$$C^w_2(x) = \sum_{i=1}^k w_i d(\tilde{x}, \tilde{y}_i)^2.$$  (21)

Note that $d(x^t, y_i) = d(\tilde{x}, \tilde{y}_i)$, so $C^w_2(\tilde{x}) = C^w_2(x^t)$. The updated point $x^{t+1}$ in the tangent space is the global minimizer of (21), so

$$C^w_2(x^{t+1}) \leq C^w_2(\tilde{x}) = C^w_2(x^t) = C_q(x^t).$$  (22)

From the Toponogov Comparison Theorem for open weakly convex sets, Theorem 3.2, the distance between two points on a positively curved manifold is less than the distance between their images under the log map, that is $d(x^{t+1}, y_i) \leq d(\tilde{x}^{t+1}, \tilde{y}_i)$. This implies that

$$C^w_2(x^{t+1}) \leq C^w_2(\tilde{x}^{t+1}) \leq C_q(x^t),$$

the last inequality from (22). The conclusion of the theorem now follows from lemma 6.9 by setting $a_i = d(x^t, y_i)$ and $b_i = d(x^{t+1}, y_i)$.

Thus, under the update function $W$ (14) the $L_q$ cost function is a non-increasing function.

6.1.3 Finite set $S$

Under the update function $W$ (14) the value of $C_q$ remains constant in successive iterations either when $x^t = y_j$ where $W(y_j) = y_j$, or when $x^t$ is a minimum of $C^w_2$. By evaluating the gradients of $C^w_2$ and $C_q$ at a point $x^t$ we get $\nabla C^w_2(x^t) = \nabla C_q(x^t)$, assuming the weighted $w$ are defined at $x^t$. This means that if $x^t$ is a minimum of $C^w_2$, then it is also a minimum of $C_q$.

From Theorem 5.2 the $L_q$ minimum $x^*$ is unique in $B$, and for this point $W(x^*) = x^*$. The set $S$ in Theorem 6.7 is a finite set because it is the union of the $L_q$ minimum point $x^*$ and $\{y_i\}$.  

\[\square\]
6.1.4 Convergent Sequence \((x^t)\)

From Theorem 6.8, the sequence \((x^t)\) is convergent. When the sequence of points \((x^t)\) converges to a point other than \(y_j\), then \((x^t)\) converges to the \(L_q\) minimum \(x^*\). However, when the \(L_q\) minimum is one of the points \(y_j\), then the following section shows that this point satisfies the minimum point condition of lemma 3.5.

6.1.5 Convergence to a point \(y_j\)

In this section we show that when \(x^t\) converges to one of the given points \(y_j\) without getting stuck at \(y_j\), then this point satisfies the conditions of lemma 3.5 and is a stationary point of \(C_q\). When a minimum point is not one of the given points \(y_j\) then the \(L_q\) function is differentiable at the minimum point, even for \(q = 1\).

However, when the \(L_q\) minimum is one of the points \(y_j\), then the following lemma shows that for \(1 < q < 2\) the gradient of the cost function vanishes at this point, while for \(q = 1\) the gradient of the \(L_q\) function omitting the entry corresponding to \(y_j\) has a norm no greater than one.

**Lemma 6.11.** For \(1 \leq q < 2\), if the limit of the sequence \((x^t)\) is one of the points \(y_j\), then \(y_j\) is the minimum point of \(C_q\), except when any of the intermediate iterates \(x^t\) is equal to one of the \(y_j\) and the iteration gets stuck.

**Proof:** Suppose that the sequence \(x^t\) converges to one of the points \(y_j\), which we take to be \(y_1\) for simplicity. Our goal is to invoke lemma 3.5 to show that \(y_1\) is a minimum.

Recall the definition of limit in a topological space: \(x_i \to x^*\) if for every open set \(O\) containing \(x^*\) there exists an \(N\) such that \(x_i \in O\) for \(i > N\).

For simplicity, write \(\log(x, y)\) instead of \(\log(x)(y)\), and recall from Theorem 3.5 that as a function from \(D \times D\) into \(TM\), this is continuous in both arguments. The update function is defined as

\[
x^{t+1} = \exp_{x^t} \left( \frac{\sum_{i=1}^k w_i^{t} \log(x^t, y_i)}{\sum_{i=1}^k w_i^{t}} \right),
\]

or equivalently,

\[
\log(x^t, x^{t+1}) = \sum_{i=1}^k w_i^{t} \log(x^t, y_i) - \log(x^t, x^{t+1}) = \sum_{i=1}^k w_i^{t}.
\]

where \(w_i^{t} = \| \log(x^t, y_i) \|^{q-2}\) and \(x^t\) is the estimate of the \(L_q\) minimum at iteration \(t\). For a small rearrangement one sees that

\[
\left( \log(x^t, x^{t+1}) - \log(x^t, y_1) \right) w_i^{t} = \sum_{i=2}^k w_i^{t} \log(x^t, y_i) - \log(x^t, x^{t+1}) \sum_{i=2}^k w_i^{t}.
\]

(23)

As \(t \to \infty\) the limit of the right-hand side of (23) becomes

\[
\sum_{i=2}^k \frac{\log(y_1, y_i)}{\| \log(y_1, y_i) \|^{2-q}} = \nabla C_q(y_1),
\]

with notation as in lemma 3.5. Note that this step uses the continuity of the logarithm, and also the continuity of the Riemannian metric, and hence norm on \(TM\). Now, turning to the left hand side, one continues:

\[
\| \nabla C_q(y_1) \| = \lim_{t \to \infty} \left\| \left( \log(x^t, x^{t+1}) - \log(x^t, y_1) \right) w_i^{t} \right\|
\]

\[
= \lim_{t \to \infty} \left\| \left( \log(y_1, x^{t+1}) - \log(y_1, y_1) \right) w_i^{t} \right\|
\]

\[
= \lim_{t \to \infty} \frac{d(x_i^{t+1}, y_1)}{d(x, y_1)} d(x_i^t, y_1)^{q-1}.
\]

(25)

Once more, continuity of the logarithm in the first argument justifies the step to the second line here.

Now, the cases \(q = 1\) and \(q > 1\) must be dealt differently because when \(q > 1\) the cost function \(C_q\) is differentiable at \(y_1\), whereas when \(q = 1\) it is not. We use a simple observation about convergent sequences, stated here without proof.

**Lemma 6.12.** Let \((x^t)\) be a sequence in a metric space converging to \(y\). Then \(\lim_{t \to \infty} d(x^{t+1}, y)/d(x^t, y) \leq 1\) if the limit exists. If \(g^t\) is a sequence of real numbers such that \(g^t \to 0\), then \(\lim_{t \to \infty} g^t d(x^{t+1}, y)/d(x^t, y) = 0\) if the limit exists.

Of course, the given limits may not exist in either case. In applying this lemma to the right-hand side of (25), however, the limit is known to exist and equal \(\| \nabla C_q(y_1) \|\).

Consider the case \(q > 1\). Then in (25) the term \(\| x^t - y_1 \|^{q-1}\) converges to zero, since \(x^t \to y_1\). It follows from lemma 6.12 and (25) that

\[
\| \nabla C_q(y_1) \| = \| \nabla C_q(y_1) \| = 0
\]

so \(y_1\) is a stationary point (hence global minimum) of \(C_q\).

In the case \(q = 1\), lemma 6.12 and (25) yield

\[
\| \nabla C_q(y_1) \| = \lim_{t \to \infty} \frac{d(x_i^{t+1}, y_1)}{d(x_i^t, y_1)} \leq 1
\]

which is the condition given in lemma 3.5 for \(y_1\) to be a minimum of the cost function. \(\square\)

6.1.6 Convergence to the \(L_q\) minimum

Thus, the sequence of points \((x^t)\) obtained using the update function \(W\) converges to the \(L_q\) minimum, except when some \(x^t \in \{y_i\}\) for any of the intermediate iterates.

This completes the proof of Theorem 3.6.

**Note:** Since \(\mathbb{R}^N\) is a Riemannian manifold with curvature zero and injectivity radius equal to infinity, this convergence proof is valid for points in \(\mathbb{R}^N\) with the algorithm given in (15). From Theorem 3.6, if all of the given points in \(\mathbb{R}^N\) are non-collinear then the cost function \(C_q\) has a unique minimum, and the sequence of points \((x^t)\) either converges to the \(L_q\) minimum or gets stuck at some point \(x^t = y_i\).

7 Remarks and extensions

7.1 Bounds for convergence on \(SO(3)\)

The convergence of the \(L_q\) algorithm to a global minimum was shown under the condition that all the points \(y_i\) lie in a convex ball of radius \(\rho < r_{\text{con}}/2\) around the initial estimate. This is probably the best possible for \(SO(3)\), as it shows that the algorithm will converge to the minimum if the points lie in a ball \(B(x^0, \pi/2)\). If this condition does not hold, then one can easily find examples where the minimum lies outside of a ball containing the \(y_i\); see [25].
7.2 A flexible approach
In the algorithm the logarithm map \( \log_{\exp}(\mathbf{y}_i) \) used is the one defined by geodesics lying in the weakly-convex set \( B(\mathbf{0}, 2\rho) \). This is not always the logarithm of smallest norm, unless \( \mathbf{x} \) remains inside a convex (not just weakly-convex) set. However, this can be assured as long as the \( \mathbf{y}_i \) lie in a ball of radius less than \( r_{\text{conv}}/2 \). Such a ball is potentially half the size of the one of radius \( \rho < r_{\text{conv}}/2 \) used in the theorem.

The condition may possibly be relaxed to a condition that the \( \mathbf{y}_i \) lie inside a ball of radius \( \rho < r_{\text{conv}} \) by addition of one extra step to the algorithm. Note that \( r_{\text{conv}} \geq r_{\text{conv}}/2 \), so this may strengthen the result. The extra step uses (16). If an intermediate estimate \( \mathbf{x} = \mathbf{x}' \) lies outside of the convex ball \( B(\mathbf{0}, \rho) \), then it may be replaced by the point \( \mathbf{x}' \) defined in (16). The mapping \( \mathbf{x} \mapsto \mathbf{x}' \) is continuous. By adding this correction to the update step, all iterations remain inside the convex ball \( B(\mathbf{0}, \rho) \). Provided intermediate iterations remain in a weakly convex set, so that cost keeps decreasing, convergence will follow. More detailed analysis would be required to constitute a complete proof for this method.

7.3 More on \text{SO}(3)
Finally, in \( \text{SO}(3) \), if all points \( \mathbf{y}_i \) lie inside a ball of radius \( \rho < r_{\text{conv}} = \pi/2 \), then the update function \( W \) will map \( B(\mathbf{0}, \rho) \) into itself always, so the algorithm works without modification in this case, and convergence is assured. This is because the update step may be thought of as finding a weighted centroid in the tangent space \( T_{\mathbf{x}} \mathcal{M} \) of the points \( \log_{\exp} \mathbf{y}_i \). This weighted centroid must remain inside the convex hull of the \( \log_{\exp} \mathbf{y}_i \), and this convex hull is mapped back by \( \exp_{\mathbf{x}} \) to a point in the convex hull of the points \( \mathbf{y}_i \), and hence back into the ball \( B(\mathbf{0}, \rho) \).

7.4 More on the initial point
Generally a randomly selected starting point will result in convergence of the \( L_q \) Weiszfeld algorithm to the \( L_q \) minimum without getting stuck at \( \mathbf{y}_i \). However, if such a condition occurs where \( \mathbf{x}' = \mathbf{y}_j \) then the \( L_q \) Weiszfeld algorithm, and even the original Weiszfeld algorithm, gets stuck at that point. A simple strategy to escape this situation is to move the current solution \( \mathbf{x}' \) in the descent direction and continue with the algorithm. This condition is not very likely to occur, and moreover can be avoided by a careful selection of a starting point \( \mathbf{x}^0 \), as explained below in Algorithm 2.

Algorithm 2. Given a set of points, \( \{\mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_k\} \in \mathbb{R}^N \) or \( \mathcal{M}, k > 1 \). Let \( d(\mathbf{y}_i, \mathbf{y}_j) \) be the distance between two points, \( \mathbf{y}_i \) and \( \mathbf{y}_j \).

1) Among the \( \mathbf{y}_i \) select the one with minimum cost: \( \mathbf{x}' = \arg\min_j C_q(\mathbf{y}_j) \), where \( C_q(\mathbf{x}) = \sum_{i=1}^{k} d(\mathbf{x}, \mathbf{y}_i)^q \).
2) Compute the gradient of \( C_q \) and check \( \mathbf{x}' = \mathbf{y}_j \) for the minimality condition according to lemma (3). If it satisfies the condition then \( \mathbf{x}' \) is the required minimum and the algorithm is complete.
3) Otherwise, displace \( \mathbf{x}' \) in the downhill gradient direction of \( C_q(\mathbf{x}) \) to obtain \( \mathbf{x}^0 \). Backtrack if necessary to ensure \( C_q(\mathbf{x}^0) < C_q(\mathbf{x}') \).
4) Repeat, \( \mathbf{x}^{t+1} = W(\mathbf{x}^t) \) until convergence, where \( W \) is defined in (14).

The initial point \( \mathbf{x}^0 \) so found has cost less than any of the points \( \mathbf{y}_i \), and iterations of the algorithm from \( \mathbf{x}^0 \), can not again approach any of the \( \mathbf{y}_j \). Thus Algorithm 2 ensures that the non-differentiability condition never occurs by a careful selection of a starting point for the algorithm. Hence the \( L_q \) Weiszfeld algorithm is guaranteed to converge to the minimum of \( C_q(\mathbf{x}) \).

8 Conclusion
This paper presents a theoretical proof for the convergence of the \( L_q \) Weiszfeld algorithm that achieves an \( L_q \) minimum by iteratively minimizing a weighted \( L_2 \) function, where \( 1 \leq q < 2 \). Ease of implementation makes the proposed algorithm attractive wherever \( L_q \) optimization is desired.

The \( L_q \) Weiszfeld-based averaging method gives good results, both for single-view averaging of minimal-case rotation estimates, and iteratively for multiple-view reconstruction. It is possible to get very good rotation estimates very quickly (3 minutes for the Notre Dame set) with a median accuracy of about one degree. This makes the method suitable as an initialization method for translation estimation and final bundle adjustment.

An interesting observation is that the \( L_1 \) methods tend to emphasize (and largely ignore) outliers by allowing large individual errors to occur, whereas \( L_2 \) methods will strive to keep all errors low. For this reason the \( L_1 \) methods may be useful in identifying outliers. Interesting future work will be to extend the breadth of problems in which the \( L_q \) Weiszfeld Algorithm is applicable.
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Appendix A
A.1 Continuity of Logarithm map: Proof of Theorem 3.3
In this section we give a proof of Theorem 3.3 which shows the continuity of a logarithm map defined on an open weakly convex set. If \( W \) is an open weakly convex set in a complete Riemannian manifold \( \mathcal{M} \), and \( \mathbf{x}, \mathbf{y} \) are two points in \( W \), define \( \log_{\mathbf{x}}(\mathbf{y}) \) to be the vector \( \mathbf{v} \) in \( T_{\mathbf{x}} \mathcal{M} \subset TM \) such that \( \exp_{\mathbf{x}}(\mathbf{v}) = \mathbf{y} \), and \( \exp_{\mathbf{x}}(t\mathbf{v}) \in W \) for all \( t \in [0, 1] \). Then \( \log_{\mathbf{x}}(\mathbf{y}) \) as a map from \( W \times W \) to \( \mathcal{M} \) is continuous in both variables.

Proof: It is well known (e.g. [50] p. 107) that the Riemannian exponential is continuous as a map \( \exp: TM \to \mathcal{M} \). Let \( \pi: TM \to \mathcal{M} \) be the projection to the base space of the tangent bundle, and define the continuous map \( \exp: TM \to \mathcal{M} \times \mathcal{M} \) by \( \pi(X, \exp(X)) \). Note that \( X \) is mapped to the start and end points of the geodesic defined by \( X \).

Now let \( W \subset \mathcal{M} \) be an open weakly convex set in \( \mathcal{M} \), and for each \( s \in [0, 1] \) define
\[
O^W_s = \{ X \in TM \mid \exp(sX) \in W \times W \},
\]
where \( sX \) is in the tangent space \( T_{s}(X) \). Further, define
\[
O_{s}^{W} = \{ (s, X) \in [0, 1] \times TM \mid \exp(sX) \in W \times W \}. 
\]
Each \( O_{s}^{W} \) can be seen as a cross-sectional slice of \( O_{s}^{W} \), which itself is a union of all the slices for \( s \in [0, 1] \). Since \( \exp(sX) \) is continuous in both \( s \) and \( X \), and \( W \times W \) is open, \( O_{s}^{W} \) is open in \([0, 1] \times TM\). Next, define
\[
O_{s}^{W} = \{ X \in TM \mid \exp(sX) \in W \times W \text{ for all } s \in [0, 1] \} = \bigcup_{s \in [0,1]} O_{s}^{W}.
\]
This is an infinite intersection, but since \([0,1]\) is compact, and \( O_{s}^{W} \) is open, it follows that \( O_{s}^{W} \) is open in \( TM \).

Note that for \( s \in [0,1] \), \( \exp(sX) \) traces out the (unique) geodesic in \( W \) from \( \pi(X) \) to \( \exp(X) \). Therefore, \( \exp \) is an injective map from \( O_{s}^{W} \) onto \( W \times W \), and we can define a Riemannian logarithm, \( \log_{W} : W \times W \to O_{s}^{W} \) by
\[
\log_{W}(p, q) = \exp^{-1}(p, q).
\]
Since \( \log_{W}(p, q) \in T_{p}M \) and \( \exp_{p}(\log_{W}(p, q)) = q \) by definition, this is a well defined two-variable version of the usual pointwise Riemannian logarithm.

We show that \( \log_{W}(\cdot, \cdot) \) is continuous by applying invariance of domain (e.g. [14] Proposition IV.7.4)), which states that an injective continuous mapping from \( \mathbb{R}^{m} \) to \( \mathbb{R}^{m} \) has a continuous inverse (restricted to its image). This can be applied to the mapping \( \exp \), which is an injective mapping between two open sets \( O_{s}^{W} \) and \( W \times W \). Although these sets are not subsets of any \( \mathbb{R}^{m} \), they are both open subsets of 2n-dimensional manifolds \( TM \) and \( W \times W \) respectively. Since continuity is a local property, and the manifolds are locally homeomorphic to \( \mathbb{R}^{2n} \), the result follows.

\[ \square \]

### A.2 Toponogov’s Theorem for \( \kappa \geq 0 \): Proof of Theorem 3.2

We now give a proof of Theorem 3.2 that compares distances in an open weakly convex set \( W \) of a Riemannian manifold of non-negative sectional curvature with distances in the tangent space. Let \( W \) be an open weakly convex set in \( M \), a manifold of non-negative sectional curvature. Let \( q, p_{1} \) and \( p_{2} \) be three points in \( W \). Then, Theorem 3.2 states that the following inequality holds,
\[
d(p_{1}, p_{2}) \leq d(\log_{q}(p_{1}), \log_{q}(p_{2})) = \| \log_{q}(p_{1}) - \log_{q}(p_{2}) \|.
\]

**Proof of Theorem 3.2** Consider a hinge in \( W \) consisting of the two geodesics from \( q \) to \( p_{1} \) and \( p_{2} \), meeting at \( q \). Under the logarithm map \( \log \), the three points map to \( \tilde{q} \) and \( \tilde{p}_{1} \) and \( \tilde{p}_{2} \), where \( \tilde{q} = 0 \) in the vector space \( T_{q}M \). These three points form a hinge with the same parameters as the hinge formed by \( q, p_{1} \) and \( p_{2} \) in \( W \), namely, \( d(q, p_{1}) = d(q, \tilde{p}_{1}) \) and \( \angle(qp_{1}, qp_{2}) = \angle(q\tilde{p}_{1}, q\tilde{p}_{2}) \).

The desired conclusion is then seen as a particular case of Toponogov’s theorem [9] which states that \( d(\tilde{p}_{1}, \tilde{p}_{2}) \geq d(p_{1}, p_{2}) \).

However, Toponogov’s theorem is true only under certain conditions. One required condition is that one of the geodesics \( q p_{1} \) is minimizing. In the present case, this is true in the sense that the geodesic is minimizing in \( W \), but not necessarily in \( M \). A further condition, seemingly always present in statements of the theorem, is that the manifold is geodesically complete, which may be true for \( M \), but it is not true for \( W \). Therefore, we cannot apply Toponogov’s theorem directly in its usual stated form, either to \( M \) or to \( W \). Consequently, it is necessary to verify that Toponogov’s theorem holds in this particular case. In particular, the usual assumptions of geodesic completeness and globally minimizing geodesics are not necessary if we limit the analysis to a weakly convex domain (which excludes the presence of conjugate points).

We sketch a proof below, based on the proof given in [36]. Since the main outline of the proof is the same as in that paper, it is sufficient to give a somewhat brief proof here, referring the reader to [36] for more details.

The proof set out in [36] can be significantly simplified for the present purposes. First, Meyer deals with the case where the sectional curvature satisfies \( \kappa \geq \kappa_{0} \). We are only interested in the case \( \kappa \geq 0 \), which simplifies things. Secondly, Meyer accounts for the case when the distance function is not differentiable. This can occur when there are conjugate points along the geodesics, and it complicates the proof substantially. In our case, because of the absence of conjugate points in \( W \), this complication can be avoided.

The proof is set out in three steps.

**Step 1. Triangle distance inequality.** Consider the triangle formed by points \( p_{1} \), \( p_{2} \) and \( q \) in \( W \) and the geodesics joining them. Let \( p_{1}, p_{2} \) and \( q \) be the vertices of a triangle in \( \mathbb{R}^{n} \) with the same side lengths (note: this is not a corresponding hinge, in the sense that the angles are not the same). Existence of this triangle is guaranteed because the sides of the triangle in \( W \) satisfy the triangle inequality, according to lemma 3.1. Now, parametrize the two edges \( p_{1}p_{2} \) and \( \tilde{p}_{1}\tilde{p}_{2} \) by arc-length; they have the same length by construction. Let \( p_{i} \) and \( \tilde{p}_{i} \) be corresponding points with the same parameter value \( t \). The first step of the proof is to show that \( d(q, p_{i}) \geq d(q, \tilde{p}_{i}) \).

For a fixed \( q \), define \( f(p) = d(q, p) \) and \( g(p) = f(p)^{2}/2 \). Similarly, define \( \hat{f} \) and \( \hat{g} \) in terms of distances in \( \mathbb{R}^{n} \). The major technical point concerns the Hessian of the function \( g(p) \) in \( M \). Provided \( \kappa \geq 0 \) in \( W \), the following operator inequality holds.
\[
\text{Hess}_{g} \leq I \, .
\]

where \( I \) is the identity. This is to be interpreted as meaning that if \( \text{Hess}_{g} \) is expressed as a matrix in a local Riemannian coordinate system, then, \( I - \text{Hess}_{g} \) is positive semi-definite. Therefore, for two vector fields \( X \) and \( Y \), the inequality \( \text{Hess}_{g}(X, Y) \leq \langle X, Y \rangle \) holds.

This result is shown to hold for a “local” distance function (such at the distance \( d_{W} \) defined as geodesic length in the open set \( W \), provided the path from \( q \) to \( p \) does not extend beyond the first conjugate point. Since there are no conjugate points in \( W \), this inequality holds there. This is the main technical part of the proof (for details see [36]), and the only place where Riemannian geometry, or any information about the curvature is used.

Now, let \( \gamma(t) \) be a geodesic in \( M \), parametrized by arc length, and let \( h(t) = g(\gamma(t)) \); thus, \( h \) is a function from \( \mathbb{R} \) to \( \mathbb{R} \). Its second derivative is given by
\[
h''(t) = \text{Hess}_{g}(\dot{\gamma}'(t), \dot{\gamma}'(t)) \leq \langle \dot{\gamma}', \dot{\gamma}' \rangle = 1.
\]

On the other hand, for a straight line in \( \mathbb{R}^{n} \), it is easily computed that \( h''(t) = 1 \).

Now, apply this to the geodesic \( \gamma \), defined for \( t \in [0, c] \), joining \( p_{1} \) to \( p_{2} \). Similarly, let \( \tilde{\gamma} \) be the line (of the same length) joining...
Lemma A.13. \[ \tilde{p}_1 \text{ to } \tilde{p}_2 \text{ in } \mathbb{R}^n. \text{ With } h = g \circ \gamma \text{ and } \tilde{h} = g \circ \tilde{\gamma} \text{ defined as above, let } \lambda(t) = h(t) - \tilde{h}(t). \]

We wish to prove that \( \lambda(t) \geq 0 \) for all \( t \in [0, c] \). This means that \( g(\gamma(t)) \geq \tilde{g}(\tilde{\gamma}(t)) \), or \( f(\gamma(t)) \geq f(\tilde{\gamma}(t)) \). In other words,

\[ d(\tilde{q}, \tilde{\gamma}(t)) \leq d(q, \gamma(t)). \tag{27} \]

Since the two triangles have sides of the same length, it follows that \( h(0) = \tilde{h}(0) = \text{dist}(q, p_1) \). Similarly, \( h(c) = \tilde{h}(c) = \text{dist}(q, p_2) \). Thus \( \lambda(0) = \lambda(c) = 0 \). The proof is completed by showing that \( \lambda \) is a concave function. This follows from the estimates of \( h''(t) \leq 1 \) and \( \tilde{h}''(t) = 1 \), since they imply that \( \lambda''(t) \leq 0 \).

**Step 2. Angle inequality** The next step is to extend this length inequality to any chord of the triangle, that is, any geodesic between points on two sides of the triangle. Thus, let \( a, b \) be a point on the edge \( qp_1 \) and \( \tilde{a}, \tilde{b} \) the corresponding point on the side \( \tilde{q}p_1 \). Then applying the argument of the previous section to the triangle \( qp_1p_2 \) a simple argument (see [36]) shows that \( d(a, p_1) \geq d(\tilde{a}, \tilde{p}_1) \). By letting these points approach the vertex \( p_1 \) one deduces that \( \tilde{\alpha}_2 \leq \alpha_1 \) where these are the angles of the triangle at \( \tilde{p}_1 \) and \( p_1 \) respectively.

By symmetry, this inequality holds equally well for all angles of the triangle.

**Step 3. Hinge inequality** Toponogov's hinge inequality now follows directly from the following lemma.

**Lemma A.13.** In \( \mathbb{R}^n \), let \( a \) and \( b \) be points on two lines meeting at a point \( c \). Let \( \alpha \) be the angle between the two lines. Then \( d(a, b) \) increases monotonically as \( \alpha \) increases from \( 0 \) to \( \pi \).

Since the angle \( \angle \tilde{q} \leq \angle q \), but \( d(p_1, p_2) = d(\tilde{p}_1, \tilde{p}_2) \), it follows that if the angle \( \angle \tilde{q} \) is increased to equal \( \angle q \), then the distance \( d(\tilde{p}_1, \tilde{p}_2) \) is increased as well, giving the required result.
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