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Abstract

Successive Philippine governments since world war II have pursued a development 

strategy predicated upon industrial growth. Through such policy instruments as exchange 

rate overvaluation, tariffs on imports of consumer goods, and export taxes on agriculture, 

capital has been directed into industry - and especially the manufacturing sector - both 
from abroad and from out of agriculture. The growth of the protected industrial sector 

has been achieved at the cost of periodic trade balance crises, and a persistent 

maldistribution of income between rural households (which are largely dependent on 

agriculture) and their urban counterparts.

Within the agricultural sector, public investment, subsidies, credit programs, 

research and extension have been focused on food crop producers in the most favourable 
(irrigated) agricultural areas, especially those in the Manila hinterland regions of Central 

Luzon and Southern Tagalog. Agricultural producers in less well developed regions have 

been doubly taxed: once by the economy-wide bias against agriculture, and a second time 
relative to other agricultural producers by the "irrigation bias" of public spending on 
agricultural development. A faster rate of technical progress in the areas favoured with 
better quality land endowments and public policy support has further disadvantaged 

producers in other agricultural areas by driving down real product prices and raising the 

real prices of mobile factors. Empirical partial equilibrium analyses of the distributional 

effects of new technologies have failed to capture these indirect costs of technological 

innovation.

In this thesis a simple Johansen-style general equilibrium model is developed for the 

analysis of changes in prices and technology in stylised well-irrigated and poorly- 

irrigated agricultural environments. The model’s parameters of agricultural factor 

demand, supply response and technical change are estimated from Philippine data. 

Hypothetical and empirically measured technical change shocks are applied to the model. 

In this way the ceteris paribus effects of technical progress are assessed for their impact 

on wages, sectoral employment and factor intensity, and the functional and household 

distributions of income.
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Chapter 1

Overview and Literature Review

1.1. Introduction

This thesis examines the distributional consequences of recent technical progress in 

Philippine agriculture in the context of that country’s economic development. The aims of 

the study are: (i) to provide a rigorous characterisation of the rate and factor biases of 

technical progress; (ii) to model its distributional effects in a general equilibrium context; 
and (iii) to relate observed changes in technology and distribution to government policies 

on agricultural growth and economic development.

Two-thirds of the Philippine labour force derive their incomes from agriculture. Half 

are directly employed in farm work, and a further fifth are engaged in rural non-farm 

employment relating to agriculture. This labour force is currently growing at more than 
2.5% per year. Continued agricultural growth is central to the alleviation of poverty and 
to the attainment of improved levels of living for the whole population. It is also vital for 

the improvement of the Philippine international trading position, since agricultural 
exports constitute 40% of the value of all exports. Moreover, agricultural growth is 
essential if existing disparities between rural and urban incomes are to be reduced.

Following the Philippine economic crisis of 1983-86, agricultural growth has come 

to be regarded as one of the major means by which economic recovery and future growth 

may be achieved:
It has become painfully obvious that an economic recovery program for the 

Philippines must be concerned with equity: it must focus on mral, agricultural 
development (Agricultural Policy and Strategy Team, 1987, p.l).

A long-term decline in the per capita availability of arable land has brought technical

progress to the forefront among sources of agricultural growth. New technologies do not

simply increase productivity. When adopted in response to changing relative input prices,

they typically incorporate biases directed towards raising the productivity of scarce or

expensive inputs faster than that of inputs in more abundant supply. The green revolution

in rice, for example, was a technological innovation which saved land by making possible
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more crops per hectare per year, and higher yields per crop. As the passage quoted above 

indicates, a more equitable distribution of income is a major policy concern. Policy 

makers therefore need to know the likely effects of technical progress and of policies 
influencing the adoption of innovations on the incomes of the owners of agricultural 

inputs - land, labour and intermediate goods - as well as their effects on the structure of 

the economy.

Agriculture is linked to the rest of the economy through factor and commodity 

markets. Agricultural profitability is altered not only by changes within the sector, but 

also by developments elsewhere in the economy and in world markets. Similarly, public 

policies aimed at achieving desired results in other sectors also impact upon agriculture. 

The effects within the manufacturing sector of government promotion of import- 

competing manufactures (in the 1950s and 1960s) and of non-traditional exports (in the 

1970s) have been thoroughly analysed. Nevertheless, it has now come to be recognised 

that the indirect effects of these policies on other sectors - notably agriculture - and on the 
distribution of income within it, are also very important.

These indirect effects, together with those of technical progress, international price 

movements, endogenous growth of non-agricultural sectors, and the effects of agriculture- 
specific policies, are among the major determinants of change in agricultural factor 
incomes, and thus of income distribution for the majority of the Philippine population. To 
study them requires analytical methods capable of identifying and tracing the effects of 
individual changes both within and between the major sectors of the economy.

A general equilibrium approach is required because of the overall size of agriculture, 
and because of the importance of its links with the rest of the economy. Agriculture is the 

largest single sector in the Philippine economy. Its links to other sectors are of great 

importance, most notably through the labour market and the markets for staple foods such 

as rice and corn. In addition, much of the Philippines’ industrial capacity is in the 
processing of agricultural products either for sale in domestic markets, or for export. 

Partial equilibrium studies of changes within the agricultural sector ignore intersectoral 

linkages and therefore provide an analysis based on less information than is available. 

Moreover, in taking account of intersectoral linkages, general equilibrium models are 

required to recognise the constraints to growth imposed by economy-wide endowments of 

factors and the requirement to finance economic transactions with the rest of the world.

Some definitions

Technical progress is defined in this study as the adoption of new inputs, or of new ways
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of combining existing inputs, which at constant prices reduce the unit cost of producing a 

good.1 Neutral technical progress implies a uniform percentage reduction in the quantities 

of all inputs required to produce a unit of output. Non-neutral technical progress causes 

unequal percentage reductions in these quantities. The rate at which technical progress 
reduces the quantity required of any one input in the production of a unit of output is 

called the bias of technical progress with respect to that factor.

The functional distribution of income is the distribution of the total value of 

production among the factors (including intermediate inputs) employed. It is determined 

by the distributive share of each factor i.e. the value of the payment to the factor divided 

by the value of output. Technical progress in the production of a good has effects 
equivalent to those of a rise in the price of the good. If it is neutral, factor shares do not 

change; factor incomes rise in the same proportion and the functional distribution of 

income is unaltered. Non-neutral technical progress alters factor shares, and thus the 

functional income distribution, at constant prices. In this study all factors are presumed to 
be owned by households. If the distribution of factor ownership among households is 

known, then changes in the functional distribution of income can be mapped through the 

pattern of asset ownership to find the household distribution of income. The distribution 

of assets is an important influence on the household income distribution, since even a 
neutral technical change can alter households’ incomes relative to one another if their 
endowments of factors are unequal.

Income inequality

Discussions of income inequality frequently involve implicit and explicit value 
judgements as to its relationship with justice, social harmony and political stability. One 

means of reifying the concept of inequality is to distinguish between those types of 

inequalities which are somehow ‘part of the natural order’ - and which may even promote 

the rate of economic growth2 - and those which clearly (to the one drawing the 

distinction) involve injustice or exploitation and promote instability. This was the 

approach taken by Mangahas and Barros, who prefaced a 1980 study of the distribution of

income and wealth in the Philippines with the following observation:
Inequality is a mathematical term with more or less neutral ethical connotations.

Defenders of inequality often call attention to its vital role in the functioning of the

throughout this thesis the term ‘technical change’ implies technical progress (rather than a change of 
technique within an existing technology, as it is sometimes defined) unless stated otherwise. Moreover, the 
terms ‘technological progress’ and ‘technical progress’ are used interchangeably.

2Lewis (1955), for example, has argued that some degree of income inequality is necessary in order that 
substantial savings may be available to provide a source of investment funds for industry.



4

economic market through factor-price and product-price signals. Work, saving, 
investment, invention, innovation and organisation all count heavily on material 
incentives. The argument is not that material incentives need to be unequal for different 
people, but that they need to be flexible to changing market conditions. Efficient 
resource allocation requires a responsiveness to economic opportunities which are 
bound to develop in a differential manner within sectors of the economy, even when not 
deliberately discriminatory. Furthermore, the government has certain social reasons for 
wanting to influence resource allocation, which would be difficult to do if deprived of 
using material incentives among its instruments.

The most common concern for limitations to economic inequality is not disagreement 
with the above argument but to the obvious social dissatisfactions which have become 
manifest in social conflict, even armed conflict. It seems impossible to deny that the 
foundations of the Muslim rebellion and the leftist insurgencies are connected to 
economic inequities.... The main reason why economic inequalities should be studied is 
that, the larger the inequalities, the greater the likelihood that they include inequities, 
or unjust inequalities and the greater the danger of inducing or escalating civil conflicts, 
with well-known disruptive consequences, both economic and political (Mangahas and 
Barros 1980, pp.51-52; emphasis added).

In the present study judgement is reserved on the issue of whether "ethically neutral" 

inequalities can adequately be distinguished from inequities, or (as Mangahas and Barros 

define them) "unjust inequalities". The effects - in terms of the goals of growth and social 

cohesion - of inequalities are long-run in nature, and as complex as the societies in which 

they occur. An inequality which appears in one time period to be the result of market 

signals directing the efficient allocation of resources, or one which is created or tolerated 

by the state in the interests of economic development, may in a later era be seen to have 

been the cause or catalyst for the opposite outcomes. They will be judged to be inequities 

after the fact.

Governments typically (and often unwittingly) promote inequalities of certain types 

in the early stages of development. Most notably, primary producers are taxed in order to 

finance the development of secondary and tertiary sectors. In the Philippines, this has had 

the effect (in broad terms) of driving a wedge between the incomes of urban and rural 

populations. Whether the taxation of agriculture has indeed brought lasting benefits to 

other sectors in that country, however, remains moot. Analyses of the Philippines’ most 

recent - and most serious - economic crisis (1983-86) are unanimous in attributing a large 

part of the blame for its onset to policies which penalised profitability in the country’s 

largest sector, and the one in which the country most obviously enjoys an international 

comparative advantage (World Bank 1987; Agricultural Policy and Strategy Team 1987). 

In spite of substantial government support the manufacturing sector in the Philippines has 

failed to achieve consistent growth or to contribute in a substantial way to employment 

openings for a rapidly growing labour force.

There is a second set of inequalities which, like that broadly between the urban and
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rural populations, may in the past have led to foregone opportunities for growth in the 

Philippines and which at present clearly form the bases for political instability. These are 

income inequalities within rural areas.3

Much agricultural production in the Philippines is semi-subsistence in nature and 

most farms are small - even tiny - units operated by families. Most farms are too small for 

producers to internalise the costs of infrastructural development. Most investment in 
physical infrastructure (like irrigation), as well as in marketing networks, credit facilities 

and agricultural research is undertaken through public expenditures. In addition to fixed 

and long-term investments there are many government instruments - subsidies, taxes and 

market interventions - which serve public policy objectives by altering the relative 
profitability of production in different agricultural subsectors or regions. This thesis 

presents evidence that public policy towards agriculture has discriminated between 

agricultural producers in the provision of infrastructure, research and extension services, 

marketing support and credit programs. It will be argued that in aggregate terms, a useful 
criterion for distinguishing those producers relatively favoured by public programs is by 

their access to land of higher than average inherent productivity, and to irrigated land in 

particular. The concentration of investments for agricultural growth in areas already 

advantaged by superior land productivity has helped to widen existing differences in 
relative rates of technical progress, and perhaps to turn the direction of technical change 
biases in the more favoured areas towards the more intensive use of farm inputs whose 

prices have been subsidised by the government.

This thesis is concerned primarily with this within-agriculture set of inequalities. 

While differences in the rates and biases of technical change between agricultural 

environments have been at least partially documented, their extent, and their implications 

for changes in key distributional variables such as prices and labour employment have yet 

to be analysed.

3The focus of this discussion is on the distribution of incomes (i.e. flows) rather than on the distribution 
of assets, or stocks of wealth. The reason for drawing such a distinction is purely in order to concentrate 
attention on the main issues to be examined in the body of the thesis. The distribution of assets - and 
especially of agricultural land - is a major subject in the modem history of the Philippines. It would be 
impossible in a study of this size to do justice both to the distribution of agricultural incomes and to the land 
reform question.
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1.2. Overview of the study

The central theme of the thesis is the study of technical progress in agriculture in a 

general equilibrium context, capturing the relationships between agriculture and the rest 

of the economy. The study makes three main contributions to analytical and empirical 

knowledge.

The analytical contribution made by the study is to develop a model for the analysis 

of asymmetric technical progress and income distribution which allows for the general 

equilibrium determination of prices and resource allocation without sacrificing rigour and 

detail in the characterisation of technical change. Although its application in the thesis is 

restricted to a simple economic structure and to just a few key types of technical progress, 

the model’s construction ensures that it may easily be extended to more complex 

structures and to a very wide range of questions related to growth and income 

distribution.

Second, the study offers policy-relevant empirical estimates of the economic 

parameters of Philippine agricultural production, factor demand and technical progress in 

favourable and unfavourable production environments. On their own these estimates 
enable richer analyses of the likely employment and output effects of changes in factor 
and product prices and technology. Previous estimates of the economic parameters of 
agricultural production have been derived either from survey data with an inherent bias 

towards the best-endowed, irrigated rice lands, or (at the other extreme) have aggregated 

production in all environments under the rubric of a single, homogenous technology.

The third contribution made by the study is to combine its methodological and 

empirical results in a computable general equilibrium model suitable for the simulation of 

the effects of a range of policy and technical changes in the Philippines. Applications of 

the model reported in this thesis provide planners and researchers with general 
equilibrium answers to several technical change questions formerly analysed only within 

a single-sector partial equilibrium context.

Following this introductory chapter, the remainder of the dissertation consists of six 

chapters in three thematic groups. Chapters Two and Three are contextual. The place of 

agriculture in the recent development of the Philippine economy is documented, and 

compared with the role accorded to it by governments. Particular note is taken of 

asymmetries in the treatment of agriculture relative to other sectors, and of certain 

subsectors relative to others within agriculture. It is concluded that for the purpose of this
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study access to irrigation is a good criterion for distinguishing the rate of agricultural 

technical change, especially since the same criterion appears to have guided the allocation 

of public investment in infrastructure and services to agriculture. Whether intentionally or 

not, many public interventions in factor and commodity markets appear also to have 

favoured producers in irrigated areas.

The discussion in Chapters Two and Three culminates by posing questions about the 
effects on income distribution of unbalanced growth within the agricultural sector. The 

second section of the study lays the groundwork for analysis of these questions. Chapter 

Four presents a methodology for the analysis of technical change shocks in a stylised 

small open economy. Using comparative static analysis it traces the distributional impact 
of such shocks as they are transmitted through product and factor markets. The values of 

some of the parameters of this model are estimated from Philippine agricultural data in 
Chapter Five.

The third section of the thesis employs the model of Chapter Four and the parameter 
values of Chapter Five in a small, constant returns to scale, Johansen-style computable 

general equilibrium model for the simulation of distributional outcomes from asymmetric 

growth in Philippine agriculture. In Chapter Six the implementation of the model is 

discussed, and a range of exogenous technical change shocks are evaluated for their 
effects on production, prices, factor incomes, and the incomes of seven hypothetical 
groups of consumers and factor owners. The changes are assessed under a range of 

assumptions about the factor bias of new technologies and about factor supply conditions, 

especially those affecting the labour market. Chapter Seven surveys the results obtained 

and appraises their importance and usefulness in the light of current debates on 

agricultural and economic policy in the Philippines.

1.3. Survey of literature

This section provides a brief guide to the main sources of analytical and empirical 

information used in the thesis. References to other works are cited at the appropriate 

points in the text.

Considerable research efforts have been devoted to tracing the effects of trade, 

macroeconomic and public investment policies on postwar Philippine development 

(Power and Sicat 1971; Baldwin 1975; Bautista, Power and associates 1979; Bautista 

1981). As the largest single sector, employer and earner of foreign exchange, agriculture 

has naturally attracted the lion’s share of such efforts. Some of the research on
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agricultural development has focused on price movements altering the relative 

profitability of production for export and for the domestic market. The relative size of the 

agricultural sector, and within it, the allocation of resources to the production of food and 

nonfood crops, have been the prime objects of such studies (Treadgold and Hooley 1967; 

Mendoza, Roumasset and Clarete 1983; David 1983; Bautista 1986b, 1987). The explicit 

outcomes of these studies have in the main been assessments of the aggregate income 

changes (i.e. in the growth rate of national income) consequent on certain policy 

initiatives. Distributional outcomes have however been less carefully modeled.

Other studies have maintained income distribution as their prime target, modeling 

the incomes and expenditures of households and groups of factor owners in various 
sectors. In the evaluation of the distribution of gains from growth the two main 

comparisons have been those between producers and consumers of agricultural products, 

and those between rural and urban households (Hayami and Herdt 1977; Mangahas 1975; 
Bouis 1982; Unnevehr 1986; Bautista 1986a).

In common with all of these studies, this thesis also considers the role of agriculture 

in relation to the rest of the economy in the light of a range of policies of the postwar era. 
In considering distributional outcomes of changes in those policies, however, the focus of 

this study differs from previous research in differentiating not between industries 
producing different agricultural goods (or goods for different markets), but between 
industries distinguished by their technological capacity to produce. This capacity (and in 

turn the potential to alter it) is constrained by physical, financial and economic 

infrastructure. For reasons which have already been alluded to, and which will be 

discussed in detail in Chapter 3, agriculture is divided into two industries: producers with 

access to irrigated land, and all others.

The aim in emphasising the infrastructural division within agriculture is to link the 

broad brush, aggregative studies of the policy-distribution nexus discussed above with the 

large and rich literature on technology, agricultural development and relative income 

based primarily, although not exclusively, on survey data from small farming 

communities.4

The problem of the regional distribution of gains from new agricultural technologies

4Otsuka, Cordova and David 1987; Smith and Gascon 1979; Mandac and Flinn 1985; Ranade and Hcrdt 
1978; Quizon 1981; Sison, Herdt and Duff 1985; Barker and Cordova 1978; Evenson and Sardido 1986; 
Hayami and Kikuchi 1981.
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has been recognised for a long time (Falcon 1970; Wharton 1970; Ladejinsky 1969; 

Evenson 1975; Quizon and Binswanger 1983). However, substantial research resources 

have only recently been devoted to empirical studies of the distributional implications of 
rapid progress in some geographical areas of the Philippine agricultural sector for 

profitability in other, generally less favoured areas. This is the subject of a research 

project headed by David and Otsuka (1987a, 1987b) in which detailed economic data 

have been gathered and analysed from rice farmers in environments classed as favourable 

or unfavourable largely on the basis of the degree of water control available. In their 

papers David and Otsuka repeatedly stress the differences in physical as well as economic 

infrastructure in favoured and unfavoured environments, and point to some of the 

ramifications that unequal growth rates in the two environments might have for income 
inequality. In this thesis the distributional question is addressed from an explicitly 

environmental viewpoint.

On this subject much can be learned from the analysis of village-level data, as David 
and Otsuka’s papers demonstrate. The issue, however, has wider dimensions. At the 

margin, labour and capital are mobile across environments (Kikuchi, Huysman and Res 

1981; Castillo 1976; Stretton 1981) and of course between sectors of the economy (Lai 
1983; De Leon 1984). The general subject of growth and income distribution in small 
open economies has been examined in numerous analytical and empirical studies with 
their roots in Jones’ (1965, 1971) model of intersectoral resource allocation and pricing. 
One branch of this literature - so-called booming sector economics - has been devoted to 

the distributional consequences of asymmetric growth, whether its source is in protection 
(Cassing and Warr, 1985, Corden and Neary 1985) or the discovery of new resources 

(Gregory' 1977; Snape 1977). Such models are ideally suited to the study of unbalanced 

growth between subsectors of agriculture in a developing country. In this thesis the 

general equilibrium richness of booming sector economics is linked to a detailed 
characterisation of agricultural technology, technical change and factor demands 

developed by Binswanger and Quizon (1980). The product is a stylised real general 

equilibrium model of a small open economy in which a variety of types of technical 

progress in agriculture can be simulated and their effects on income distribution 
evaluated.

Considerable data are required to provide parameter values for such a model. In 

Chapter 5, data on agricultural production, prices and factor demands are analysed 

econometrically with the aim of obtaining estimates of factor demand and technical 

change elasticities for two stylised agricultural industries, one irrigated and the other hot.
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The methodology for measurement of these parameters is drawn from concepts developed 

by Binswanger (1974a, 1974b, 1978c) and extended or revised in several subsequent 

papers (Lopez 1980, 1985; Antle 1984; Berndt and Khaled 1979; Burgess 1975). The 
results obtained are compared with those from earlier studies (Flinn, Kalirajan and 

Castillo 1983; Bautista 1986b), including some studies which analysed part or all of the 

same data set (Quizon 1981; Evenson 1986).

Well-known computable general equilibrium models of the Philippines have 

previously been constructed by Mendoza, Roumasset and Clarete (1983); Clarete (1985); 

Bautista (1986a); and Rodgers et al. (1978). The model constructed and analysed in 

Chapter 6 has drawn on these earlier studies for some parameter values; others have been 

obtained from a variety of partial equilibrium studies, for example Pante (1979) and 

Kravis, Heston and Summers (1983).

A note on data

The data on national income, employment, wages, and so on presented in the overview of 
Philippine development and agricultural growth (Chapters 2 and 3) do not all span the full 

period under study, i.e. 1950-80. Some data are simply not available for some years. 

Employment by industry, for example, was first the subject of official surveys in 1956, so 

sectoral breakdowns of employment begin from that year. Non-agricultural wage data 
were collected by the Central Bank of the Philippines until 1980, when the Bank was 
ordered to cease wage surveys. The task was only resumed (by the National Census and 

Statistics Office) in 1983. Other data series are so internally inconsistent as to render 

temporal comparisons unreliable. This is particularly true of the official series on 
unemployment and family income and expenditures. These issues are discussed at the 

appropriate points in the text.



Chapter 2

The Philippine Economy Since 1946

2.1. Introduction

Economic development theory predicts that sustained economic growth over time leads to 

a decline in the importance of agriculture as an employer and as a contributor to national 

income. This is partly because technical progress causes the per capita supply of food to 

increase, and partly because the demand for agricultural products rises more slowly than 
income. For food, the major output of the agricultural sector, the second prediction is 

known as Engel’s law. As an economy grows, therefore, profitability in agriculture should 

decline relative to that in other sectors, and mobile resources like labour be drawn away 

to more productive uses in non-agricultural sectors, especially in industry.

The rate and the nature of structural change are susceptible to external influences, 
particularly from governments, insofar as they exert control over prices, resource 
allocation and international trade. Whatever the aims of government, the setting of 

economic policy is a constrained optimisation in which the achievement of some targets 

must be traded off against others. Some constraints derive from the government’s desire 
to stay in power (political stability); others are imposed by the finite nature of the 

productive resources available to the nation.

This chapter provides the broad development context for the remainder of the study. 

Following a brief description of postwar Philippine economic structure (section 2.2), 
some of the elements of development policies followed by successive governments of that 

country are described and discussed in section 2.3. It is argued that the rate of growth of 

non-agricultural sectors (and especially of manufacturing) has been accelerated in recent 

decades beyond the rate consistent with, on the one hand, the growth of domestic resource 

endowments and international trading opportunities, and on the other, the maintenance of 

appropriate policies. In sections 2.3 and 2.4 it is argued that the promotion of non- 

agricultural activities has been advanced at the expense of a more unequal distribution of 

income, and even of the rate of growth of the economy as a whole.



2.2. Growth and structural change

The Philippines entered the postwar era rich in natural resources and with a well-educated 

labour force relative to its southeast Asian neighbours, but sharing with those countries 

the weak capital base characteristic of contemporary developing countries. The major 
exports of the Philippines - raw and partially processed agricultural products, logs, timber 

and minerals - reflected that resource endowment.1 Nearly two-thirds of the labour force 

was engaged in agriculture, and about half of the 250,000 strong industrial labour force 

was employed in industries processing agricultural products - mainly food and fibres 

(Huke, 1963, p.415).

12

Table 2-1: Philippines: Structure of Production, 1956-1985

Year Per Cent Share of GDP

1960

Agriculture

26

Industry

28

Services

46
1965 26 28 46
1977 29 35 36
1980 22 36 42
1985 27 32 41

Source: World Bank: World Development Report, various years.

As may be seen in Table 2-1, such change in the sectoral distribution of GDP as has 

occurred in the subsequent three decades has consisted of a moderate decline in the 

importance of agriculture, and a correspondingly small increase in that of the industry 

sector. The relative lack of change in the structure of the economy in these decades is 

revealed by comparison with the experience of some broadly similar east and southeast 

Asian economies (Table 2-2).

The slow pace of structural change in the Philippines was not due initially to 

economic stagnation. Until the mid-1960s, it was one of the fastest-growing - and most

between 1950 and 1961, eighty per cent of the value of exports was made up by copra (24%), sugar 
(25%), abaca (7%), logs and lumber (17%), dessicated coconut (3.3%) and coconut oil (3.4%) (Baldwin, 
1975).
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Table 2-2: Structure of production in selected countries, 1960-85 
(per cent shares of GDP)

Country Year Agriculture Industry (M’facturing) Services

Thailand 1960 41 18 11 41
1977 27 29 20 44
1985 17 30 20 53

1985/1960 0.41 1.67 1.82 1.29

Indonesia 1960 54 14 8 32
1977 31 34 9 35
1985 24 36 14 41

1985/1960 0.44 2.57 1.75 1.28

Malaysia 1960 37 18 9 45
1977 26 29 18 45
1985 23 36 20 41

1985/1960 0.62 2.00 2.22 0.91

S. Korea 1960 40 19 12 41
1977 27 35 25 38
1985 14 41 28 45

1985/1960 0.35 2.16 2.33 0.91

Source: World Bank: World Development Report, various years.

wealthy - economies in the region (Table 2-3). Sectoral growth rates in industry,

however, were uneven (Table 2-4). This was particularly true of manufacturing and

construction, two sectors heavily dependent on governmental protection and investment.

Table 2-3: Annual growth rate of per capita GNP, selected countries,
1960-80 (per cent)

Country 1950-60 1960-70 1970-80

Philippines 3.3 2.1 3.7
Indonesia 2.1 1.8 5.0
Malaysia 0.9 3.7 5.2
Thailand 3.0 5.4 4.3
South Korea 2.9 6.1 7.0

Source: World Bank, World Tables, various years.

Postwar trends in the distribution of the labour force (Table 2-5) reveal a decline in the 

importance of agriculture as an employer of labour, from 60% in 1957 to about 51% at
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Table 2-4: Annual Average Growth Rates of Domestic Product, 1949-77 
(per cent, constant 1972 prices)

1949-53 1953-57 1957-61 1961-65 1965-69 1969-73 1973-77

Agriculture 7.7 4.3 4.2 4.6 4.0 3.4 5.4

Industry 8.8 8.1 3.7 5.8 5.5 7.3 8.1
- Mining 23.5 7.7 1.0 2.7 14.6 11.4 4.3
- Manufacturing 14.1 11.1 5.7 4.8 6.6 7.5 5.0
- Construction 0.3 2.6 -1.6 10.8 -0.6 5.2 21.8
- Utilities 3.6 5.7 2.5 3.0 5.3 7.9 11.2

Services 9.4 0.6 4.6 4.6 4.7 4.6 5.2

Net Domestic
Product 8.6 6.2 4.2 4.8 4.6 4.9 6.1

Source: Bautista and Power (1979), Table 1.

the end of the decade of the seventies. Significantly, however, the industry (and especially 

manufacturing) sectors did not increase their proportion of total employment despite 

faster overall output growth rates. The relative labour-intensity of manufacturing clearly 

fell in the postwar era, while that of the services sector rose.

Table 2-5: Labour Force by Sector, 1957-82 (per cent)

Sector 1957 1964 1971 1974 1978 1982

Agriculture 59.7 58.2 49.7 55.6 51.5 52.1

Industry 18.9 18.3 20.5 17.5 19.6 18.1
(Manufacturing) (12.6) (11.5) (11.8) (10.4) (11.2) n.a.

Services 21.4 23.4 29.7 26.8 28.8 29.7

Total 100.0 100.0 100.0 100.0 100.0 100.0

Sources: Tidalgo and Esguerra (1984), Table 5.4; World Bank (1985), Table 24.

To summarise, only some of the conventional indicators of structural change can be 

observed in the Philippines. Evidence of agriculture’s declining importance is not 

matched by signs of the emergence of industry. It is argued in the following section that 

the observed trends in sectoral growth and employment can be explained substantially by
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reference to the import-substituting development strategy pursued by each of the postwar 

administrations.

2.3. Economic development policy

Postwar Philippine economic development strategy has reflected the twin goals of 

industrial growth through import substitution, and the achievement of food self- 

sufficiency, particularly in rice. Among subordinate goals, the provision of rice (a major 
wage good) to consumers at low prices has taken high priority. These policy targets have 

been supported by manipulation of trade taxes, the exchange rate, credit and interest rates, 

and by the direction of state infrastructural investments.

2.3.1. Protection and incentives, 1950-80

A system of exchange controls and import tariffs was first established in 1949, soon after 

decolonisation enabled domestic control over monetary and trade policy. Although the 

immediate reason for the introduction of controls was a balance of payments crisis in 

1949, protection of the nascent manufacturing sector was quickly adopted as the rationale 

for their retention (Bautista and Power, 1979).2 Import bans were imposed on selected 

goods; a low (i.e. overvalued) peso/US dollar exchange rate was supported, and a 

‘cascading’ tariff structure awarded the greatest penalties to non-essential consumer 
goods relative to raw materials and machinery. That these instruments promoted the 
importation of raw materials, capital and intermediate goods for the production of 

finished consumer articles and, to a lesser extent, intermediate goods, is clearly shown in 

data tabulated by Baldwin (1975) and summarised here in Table 2-6. Between 1949 and 

1960 the proportion (by value) of imports of food and beverages fell from 29% to 14%, 
and that of manufactured goods from 45.5 to 24.5%. The share of intermediate and capital 

goods - crude materials, fuels, chemicals, machinery and transport equipment - more than 

doubled in the same period, from 24.5% to 60.4% (Baldwin 1975, p.5).

Despite the weakness of backward linkages from new industries to the country’s 

own resource base, the trade and exchange regimes supported periods of rapid industrial 

growth, especially in manufacturing (Table 2-4). Before the late 1960s, little 

countervailing support was extended to producers of the country’s traditional

2"It is significant that the controls were imposed during a crisis...direct controls, even if adopted as a 
short-run measure, have a tendency to produce an environment in which their continuation can easily be 
rationalised...the adoption of a strategy of encouraging manufacturing behind protection was more or less 
inadvertent ' (Power and Sicat 1971, p.33).
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Table 2-6: Effective Rates of Protection, 1950-70 (per cent)

1950 1955 1960 1965 1970

Imports
Consumer goods
- Nonessential 5 141 349 365 362
- Semiessential 4 10 149 56 51
- Essential 0 -8 -15 0 2

Producer Goods
- Nonessential 5 19 173 198 193
- Semiessential 0 21 52 12 14
- Essential 0 20 50 28 26

Exports (subsidy)
- Traditional 0 -16 -27 -22 -43
- Nontraditional 23 31 40 12 21

Note: ERP is defined as [—] -1 ,where Vd is value added at domestic prices, and is

value added at world (or border) prices.
Source: Baldwin (1975), Table 5-10, p.106.

(agricultural) exports. The result was a series of balance of payments crises in 1959, 1969 
and 1983-5, the products of the inherent instability of the import-dependent 

industrialisation strategy.3 Each successive crisis was addressed by a substantial rise in 

the nominal peso-US dollar exchange rate.4 However the combination of tariffs, 

persistent deficits on both current and capital account, and a steadily worsening external 

terms of trade all conspired to maintain exchange rate overvaluation, even in the period 

following the ‘free’ float of 1970. The extent to which the domestic currency was 

overvalued was demonstrated by Bautista (1987, Chapter 7), who measured the rate of 
peso overvaluation by comparing the value of the observed ‘real exchange rate’ (defined 

as the nominal exchange rate weighted by the ratio of traded to non-traded goods prices) 

against that which would have prevailed with no trade restrictions, external balance, and

3That the immediate causes of two of these three crises were public spending sprees associated with 
presidential campaigns is testimony to the fragility of the Philippine economic and political structure. (The 
crisis of the early 1980s, in contrast, could be said to have been impelled by, among other things, the failure 
to hold presidential elections during the Martial Law period from 1972 to 1981.)

ri'hat the 1962 devaluation and 1970 float were forced on the government by exchange and trade balance 
crises is significant. Other developing countries (notably the newly industrialising countries (NICs) of East 
Asia) have consciously employed "exchange rate protection" - the deliberate maintenance of an 
undervalued currency - as an instrument for the promotion of exports and restriction of import demand (see 
Warr, 1984).



17

constant external terms of trade. By his calculations, the ratio of the hypothetical to the 
observed ‘real exchange rate’ (referred to as the ‘index of overvaluation’ in Table 2-7) 

averaged 1.9 - 2.2 in 1950-61, 1.4 - 1.5 in 1962-69, 1.2 in 1970-74, and 1.4 in 1975-80 
(Table 2-7).5 As the table shows, only in the five years to 1980 can any portion - about 

two-fifths - of the overvaluation relative to the free trade exchange rate be attributed to 

the exogenous downturn in the foreign terms of trade. The remainder - and the full extent 

of the overvaluation in earlier periods - is due entirely to trade taxes and the 
‘disequilibrium overvaluation’ of deficits on the current and capital accounts.

Table 2-7: Sources of exchange rate overvaluation, 1950-80

Nominal Index Sources of Overvaluation:
Exchange of Over- Trade Trade Terms of

Rate valuation Restrictions Imbalance Trade

1950-61 2.00 1.91-2.21 0.996-1.296 0.038 -0.123

1962-69 3.89 1.41-1.53 0.444-0.563 0.027 -0.059

1970-74 6.51 1.19-1.22 0.185-0.213 0.007 -0.003

1975-80 7.39 1.41-1.43 0.162-0.197 0.078 0.165

Source: Computed from Bautista (1987), Tables 12 and 14.

Although protection policy continued to favour the manufacturing sector throughout 

1950-1980, over time the focus of industrial promotion shifted from import substitution to 

the promotion of ‘non-traditional’ - manufactured - exports. The shift in emphasis was 

supported by some switching between the instruments of protection policy, away from 

exchange controls and non-tariff barriers and towards tariffs and direct subsidies. The 

so-called ‘decontrol period’ from 1962 to 1969 opened with the first major postwar 

devaluation of the peso and the relaxation of many controls over the conversion by 

exporters of foreign earnings to domestic currency, although the effect of this 
liberalisation was diluted by a simultaneous raising of tariff rates for imports classed as 

non-essential. A set of instruments administered by the Board of Investment (BOI, 

established in 1967) provided incentives to approved new industries in the form of tax

5Medalla’s (1979) calculation of the shadow exchange rate for 1974 under a range of assumptions 
exceeded the nominal rate for that year by 16 to 32 per cent.
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exemptions, credits on investments, capital equipment import subsidies and accelerated 
depreciation allowances. BOI-registered enterprises were offered loans at concessional 

rates, and exemption from a range of export taxes and shipping charges. Higher domestic 

value-added content was also encouraged by tax write-offs for direct labour and raw 

materials costs up to 25% of total production costs (Bautista and Power, 1979). In 

addition, the tariff structure was greatly simplified - although average tariff rates were not 

reduced (Tan, 1979).

The policy shift towards export promotion was strengthened by the floating of the 

peso in 1970. In spite of the fact that (like the 1962 devaluation) the float was 

accompanied by selective strengthening of trade taxes, the removal of formal exchange 
controls signalled a significant shift away from the policy of promoting one sector by the 

direct suppression of profitability in others (as occurs in the defence of an overvalued 

domestic currency) and towards direct subsidisation of the industries targeted for growth. 

The desire to promote manufactured exports was, however, only one reason for the 1970 

peso float. The action was also necessitated by a foreign exchange crisis in 1969, 

precipitated by short-term borrowing in support of industries affected by the ‘decontrol’ 
policies of the early 1960s. Within twelve months of the float the peso devalued by 60% 
against the US dollar.

The combination of BOI incentives and peso devaluation benefited producers of 

non-traditional exports in the 1970s. Windfall gains which would have accrued to 

producers of traditional (agricultural) exports from the devaluation were, however, largely 

captured by the government through the introduction of ‘stabilisation’ export taxes of 

4-6% on most agricultural goods. Further opportunities to traditional exporters deriving 

from the world commodity price boom of 1973 were also captured in part by the 

government through other, temporary, price stabilisation instruments (Bautista 1987, 
P-25).

Although the nominal exchange rate was officially permitted to find its own level 

throughout the 1970s and depreciated considerably in that period, the rate of its 

depreciation was somewhat less than that called for by a worsening external terms of 

trade and the Philippines’ high inflation rate relative to major trading partners. The 

government of President Marcos was convinced that the country’s continued terms of 

trade decline following the 1973-74 oil shock was a temporary phenomenon. Accordingly 

the trade deficit was covered by what the regime perceived to be counter-cyclical 

borrowing in the international short-term money market. Such borrowing was facilitated
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by the aggressive international marketing of petrodollar loans at low (or even negative) 

real interest rates, and - when the country’s inability to meet repayments began to become 

obvious late in the decade - by generous debt rescheduling terms from the International 

Monetary Fund (Thompson and Slayton 1985). As a result capital inflows remained high 

throughout the 1970s, slowing the rate of the peso’s depreciation. A substantial 

proportion of the foreign capital inflow was devoted to the massive martial law period 

public spending program on ultimately unproductive showpiece projects like hotels, 

resorts, and the Bataan nuclear energy plant.

As has been shown, the sectoral structure of incentives underwent little real change 

in the three decades after Independence. Switching between instruments (exchange 
controls, quantitative restrictions, tariffs and subsidies) may have shifted the weight of 

protection after 1970 towards the more labour-intensive industries within the 

manufacturing sector, but maintained manufacturing’s priveleged position relative to 

other sectors. Toward the end of the period under study, the Philippine government 
embarked on a major program to equalise the tariff protection accorded to industries and 

to reduce the overall power of tariffs. Small rises in the protection of capital and 

intermediate goods imports coupled with falls in the rate of protection for consumer 

goods were scheduled for implementation over the quinquennium 1981-1985.
Calculations by Bautista (1981) suggested that the resulting reduction in effective tariff 
protection would be of the order of fifty per cent. Unfortunately the implementation of the 
tariff reduction program was overtaken by events in the form of the 1983 economic crisis, 

during which import and exchange controls were reimposed (Hill and Jayasuriya, 1987).

Distortionary interventions of the types discussed above alter the profitability of 

production in some sectors relative to others. Changes in the profitability of production 

in one sector are transmitted to other sectors through adjustments in factor and 

commodity markets. For example, a tax on imports penalises exporters directly in several 

ways: it reduces the domestic price of exportables relative to importables, thus making 

production for export less attractive; domestic prices of imported inputs used by the 

exporting sector rise; and to the extent that the import tax improves the country’s trade 

balance, further downward pressure is exerted on the rate of exchange of domestic for 

foreign currency, reducing the international competitiveness of the country’s exporters.

In domestic markets, the expansion of the importables sector bids up the real returns to 

factors used relatively intensively in that sector. ̂  The tariff also has indirect

6Caves and Jones (1977) provide a succinct analysis of the general equilibrium effects of a tariff or 
similar change in sectoral profitability. A more complete discussion of trade theory and analysis as applied 
to growth and structural change is reserved for Chapter Four of this study.
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consequences for exporters. Other things equal, a ‘boom’ (from whatever source) in a 
sector producing importables also increases profitability in sectors producing non-traded 

goods, raising their prices relative to tradeables prices. This ‘real appreciation’, and the 
consequent expansion in output and factor demand in the non-traded goods sectors, bids 

up factor prices. The secondary effect of the boom thus further reduces profitability in the 

exportables sector.

Although the discussion so far has focused on trade policies, the magnitude and 

direction of public sector expenditures have also exerted considerable influence on 

resource flows. During the Martial Law period (1972-81), public expenditures rose by 

fifty per cent, from 10% to 15% of GDP, with most of the rise coming from increases in 

capital outlays (Hill and Jayasuriya 1985). In the wake of the 1973-74 oil crisis some of 

the new investment was directed towards domestic energy production (primarily the 

Bataan nuclear reactor), but through the decade an increasing proportion was used to 

finance showpiece construction projects in Metro Manila, the "eleven major [heavy] 

industrial projects",7 and state purchases of equity in major private corporations.

It is apparent even from this very brief history of postwar trade, exchange and 

investment policies that the structure of state interventions in commodity and factor 
markets has favoured import-competing industries and - more recently - producers of 
non-traditional exports over agricultural exports. The following subsection contains brief 
discussions of three consequences of these policies having direct relevance to agricultural 

growth and income distribution. These are: a slowing of the overall growth in national 

income; changes in the sectoral composition of demand; and the redirection of 

intersectoral resource flows. The final section of the chapter considers the impact of the 

Philippines’ chosen development path on the level of wages - an important distributional 

indicator in a labour-abundant country - and on the distribution of income itself.

2.3.2. Consequences of the import substitution strategy 

National income growth

The imposition of a tax inevitably results in an efficiency (deadweight) loss to the 

economy. If the tax is distortionary - and depending upon how the money collected is 

distributed - it may also bring about a loss in terms of foregone income by encouraging

7Emerson and Wards (1981) study of one of these, the PASAR copper smelter, provides an indication of 
the extent to which earlier cost-benefit appraisals of these projects had overestimated their potential 
profitability. All eleven projects were suspended in the early 1980s.
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the misallocation of productive resources. From a long-run computable general 

equilibrium model, Mendoza and Roumasset (1982) calculated that a twenty per cent 

reduction in the average import tariff in the Philippines 1978 would have raised national 

income by 9.2%.

The Mendoza and Roumasset study considers the effect on national income only of 

tariff reductions. The particular set of interventions employed by Philippine governments 
between 1949 and 1980 also served to reduce the growth rate of national income by 

building instability into the balance of payments system. The periodic trade balance crises 

that ensued reduced investor confidence and enhanced the desirability of short-run profits 

over the gains achievable from long term investments. Financial indiscipline that 

accompanied extravagant election campaigns in the 1950s and 1960s, as well as the 

Martial Law era public spending programs on construction and services financed from 

short-term foreign debt, also contributed substantially to the balance of payments crises.

Slow growth in national income kept a substantial fraction of the Philippine 

population in poverty throughout the era (Alburo and Roberto 1980; World Bank 1985).

It is well known that the highest marginal propensity to consume food is found among 

low-income groups.^ The impoverishment of these groups would thus have restricted the 

growth of demand for agricultural products, and of traditional manufactures with high 
domestic value-added content and strong backward linkages to the agricultural sector.

Sectoral output and resource allocation

Trade taxes reduce the domestic prices of goods produced for export relative to the prices 

of import substitutes and non-traded ‘homegoods’, and thus reduce the returns to 

investment in export sectors. This induces changes in the sectoral composition of output 

in favour of import-competing industries. The extent of the distortion in relative prices 

has been calculated by Bautista (1987), who compared the ratios of the prices of 
agricultural and nonagricultural tradeables to homegoods prices under existing trade taxes 

with their shadow (free trade) ratios. Relative price ratios (RPRs) - defined for each 

category of tradeables as the distorted tradeables/homegoods price ratio divided by its 

shadow ratio - shown in Table 2-8. Values of the RPRs greater than unity indicate that 

the net effect of interventions has been to provide positive rates of protection to the

81971 estimates of the marginal propensity to consume food out of additional income by income class 
found figures declining from 0.55 for groups with the lowest annual income, to 0.35 for those with the 
highest. (ILO 1974, Table 13, p.85)
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tradeables aggregate concerned, and values less than unity indicate negative protection. 

The periodic averages of RPRs in Table 2-8 indicate the persistence of export penalties 

and import subsidies between 1950 and 1980, in spite of the variety of tariff and exchange 

rate reforms supporting the shift from import-substituting to export-promoting 

industrialisation. The differential price incentive to importers over exporters was greatest 

in the early postwar years, and least in the mid-1970s. The sector most heavily penalised

Table 2-8: Periodic Averages of Relative Price Ratios 
Between Tradeable and Home Goods, 1950-80

Period RPRlm» RPR-txh RPR** RPRnxh

1950-55 1.1412 0.4622 1.3045 0.5838 0.5123
1956-60 1.1456 0.4406 1.3138 0.5738 0.4978
1961-65 1.0972 0.5814 1.2210 0.6802 0.6378
1966-70 1.0656 0.6832 1.1274 0.7972 0.7146
1971-75 1.0264 0.8606 0.9904 1.0220 0.8254
1976-80 1.0224 0.8752 1.0094 0.9756 0.8230

Notes: For definitions see text. The first two letters of each subscript indicate categories 
of goods as: tm total imports; tx total exports; dm disaggregated imports; nx non- 
agricultural exports; and ax agricultural exports. The third subscript, h, refers to 
homegoods.
Source: computed from Bautista (1987), Table 11, p.44.

throughout was agricultural exports (Treadgold and Hooley, 1967). The "natural" rate of 

decline of agriculture’s terms of trade with the rest of the economy (i.e. that predicted by 

economic development theory) was clearly accelerated by the protection of non

agriculture.

In Figure 2-1, agriculture’s terms of trade with the rest of the economy (the ratio of 

agricultural to non-agricultural price indices) can be seen to have passed through three 

phases. In the first (1950-60) agricultural productivity did not increase markedly (David 

and Barker 1979), but the terms of trade declined as a result of the distortionary effect of 

the trade taxes and exchange controls discussed above. The ‘decontrol period’ from 1962, 

the partial shift to export promotion in 1967 and the peso float of 1970 combined to raise 

the agricultural terms of trade. It should be noted, however, that the terms of trade did not 

regain its 1950 level again until 1968-70. The series peaked in 1973-74, at the height of 

the international commodity price boom. Thereafter it has fallen steeply. Agricultural 

productivity has risen most rapidly in the later period, and this has driven down domestic
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prices of agricultural goods relative to non-agricultural prices. World commodity prices 

have also declined, and - partly as a result of this - the value of the peso relative to the US 

dollar has fallen substantially. 1974 was also the terminal year of the Laurel-Langley 

trade treaty signed by the Philippines and the USA in 1955. Under the terms of the treaty 

Philippine exports of sugar and coconut products had been given quota protection in US 

markets at prices which usually exceeded their world market levels by a considerable 

margin (Baldwin, 1975).

How important have policy instruments been in determining changes in the domestic 

terms of trade? Some idea of the contribution of trade taxes can be gained by simulating 

alterations to the tariff regime and measuring relative price changes. The three-sector 
Mendoza and Roumasset simulation model referred to above examined the effect of tariff 

reductions on prices and the sectoral composition of production and found that an across- 

the-board tariff cut of about 20% increased agricultural prices by 10% and nonagricultural 

prices by about 6%. The magnitude of this change is about equal to the entire appreciation 
in the terms of trade (Figure 2-1) between 1960 and its mid-1970s peak. Accordingly, the 

sectoral composition of production also changed dramatically in the Mendoza-Roumasset 

simulation. The 20% tariff cut raised agricultural production by 13.4%. Output from 

manufacturing fell by 20% and from the nontradeables sector by 0.3% (Mendoza and 
Roumasset, 1983).

Equivalent results have been obtained in tariff-related experiments for other 
countries. Anderson and Warr (1987) found that a 20% increase in agricultural protection 

in South Korea raised the domestic price of food relative to manufactures by 10%. It 
caused agricultural output to increase by 11% and reduced the manufacturing and 

nontradeables sectors’ output by 24% and 1.4% respectively. Behrman et al. (1988) 

report broadly similar shifts in relative sectoral size from changes in relative commodity 

prices in their more disaggregative model of the Indonesian economy.

Resource allocation and factor intensity

The agricultural surplus is traditionally a source of capital for other sectors in a 

developing economy. In the Philippines, distortionary policies accelerated the rate at 

which the surplus was drawn off, and altered the ratio in which agricultural factors were 

demanded by growing non-agricultural sectors. The tariff structure and associated 

interventions encouraged the movement of capital and labour out of agriculture and 

traditional manufactures (mainly processed agricultural products) in proportions 

commensurate with the demands of the protected manufacturing sector. The latter sector
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was always more intensive in its use of capital relative to labour than other sectors - and 

became more strongly so during the 1950s and 1960s as the result of the relatively low 

tariff structure for imported producer goods (Baldwin, 1975, Table 6-5, p.129).

Calculations by De Leon (1984) indicate the extent to which agriculture has financed 

the development of non-agriculture in the Philippines. Agriculture’s ‘trade balance’ with 

the rest of the economy has two elements: inflows and outflows of goods, and net flows 

of capital (investment and taxation). Between 1950 and 1978 agriculture’s trade surplus 

with the rest of the economy averaged 20% of gross value added in the sector. Public 

investment in agriculture ("imports" of capital to the sector) had only a small 

countervailing impact on this surplus (De Leon, 1984, Table 4). De Leon’s analysis 

showed that when public investment was included in the computation of agriculture’s 

trade balance with the rest of the economy, net capital outflows from the sector were 

negative during only one short period: that of massive government spending on irrigation 

and extension in the mid-1970s. Financial outflows in the form of direct and indirect 

taxes outweighed capital inflows from the rest of the economy to such an extent that even 

in 1974, a year in which public investment in agriculture peaked and agricultural output 

growth was well below its historical trend line, implicit taxes (excluding the effects of 

exchange rate overvaluation) were greater than the ‘undistorted’ negative capital 
outflows. In other words, even in a year of poor harvests and massive investment in 
agriculture, capital continued to flow from agriculture to the rest of the economy.

The nature of BOI incentives to the non-traditional export sector encouraged that 

sector’s growth to follow a capital-intensive pattern. Estimates by Bautista and Power 
(1979) set the value of the various BOI subsidies on capital use by manufacturing 

industries at around 40% (the figure varies slightly, depending on the assumptions made 

about project life and interest rates) while labour costs could be reduced only by up to 

22%. The expansion of industrial activity under BOI incentives could thus be expected to 
have accelerated the drain of capital from agriculture and to have worsened rather than 

ameliorated the consequent problems of unemployment and downward pressure on real 
wages.

The inherent capital intensity of manufacturing relative to agriculture (enhanced by 

capital subsidies in the forms of the cascading tariff structure and BOI credit subsidies) 

ensured that while real capital flows from agriculture were positive even during periods of 

major public investment in that sector, they were not matched by labour flows: according 

to figures quoted by Baldwin (1975), the manufacturing sector’s real capital stock
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increased by 428% and real output by 430% between 1950 and 1968, while employment 

in manufacturing increased by only 128%. Manufacturing’s share of total employment 

remained virtually constant throughout the early postwar period at around 12% (Table 
2-5), and rose only slightly in the 1970s, while its share in GDP rose somewhat faster 

(Table 2-1). Bautista and Power note that even during the ‘decontrol period’ from 1962 to 

1970, wages as a share of value-added in the industrial sector fell by nearly one quarter, 

from 38.6% to 30.1%.

2.4. Wages, employment and income distribution

Wages and employment

The diversion of resources into the manufacturing sector (and into the capital-intensive 

industries of that sector)9 would, ceteris paribus, have inhibited employment growth in 

that sector. It is widely agreed (Lai 1983; Stretton 1976; Castillo 1976) that in the 
Philippines there are few impediments to the regional or sectoral mobility of labour.

Slow growth of industrial employment would thus have been translated into downward 

pressure on real wages throughout the economy. While the effects of capital-intensive 
industrial growth cannot be separated from other influences on wages - notably a labour 
force growth rate of about three per cent throughout the postwar era - there is little doubt 

that real wages have declined in all sectors (Figure 2-2).

A falling aggregate wage does not follow automatically from the observation that 

real wages by sector or occupation have fallen over time. Daily wage rates in industry 

sectors have been consistently about double the agricultural rate for several decades. Had 

the fall in agriculture’s share of employment been accompanied by a rise in labour 

demand in ‘high-wage’ industries then the industry-weighted average wage might be 

found to have fallen by much less than indicated in the figure. Such an outcome was 

certainly anticipated in the early 1970s, for example by Baldwin (1975, p.149).

Data in Tidalgo and Esguerra’s 1984 employment study reveal, however, that 

employment generation in the industry sector between 1957 and 1978 was dramatically 

slower than the rate of growth in output from the sector (Table 2-9). Industry’s 

incremental labour-output ratio was, at 0.096, just half the national average of 0.184.

9The World Bank (1976) reported that the contribution of capital-intensive industries to manufacturing 
value-added rose between 1956 and 1974 from 49 to 53 per cent. The "capital-intensive" category (food, 
paper, rubber, chemicals, petroleum, nonmetallic mineral products and basic metals) includes most import 
substitution industries, while "labour-intensive" (beverages, textiles, tobacco, apparel, wood, furniture, 
printing, leather, metal products, machinery, electrical machinery, transport equipment, miscellaneous) 
captures most of the relatively less protected producers of traditional exports.
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Agricultural employment as a proportion of total employment declined more rapidly than 

did that sector’s share in gross domestic product. Most labour force growth was absorbed 

by the services sector, where the rate of employment growth was faster than that of 
output, leading to a fall in labour productivity of -0.1% per year from 1957 to 1978. 

Given this productivity fall in the sector with the highest rate of labour force growth it 

seems likely that the actual fall in real wages has been even higher than suggested by the 

data underlying Figure 2-2.

Table 2-9: Labour force and output growth, and 
growth in labour productivity 1957-78

Sector
Labour force 
growth rate 

(% p.a.)

Output 
growth rate 

(% p.a.)
ILORa

Labour 
productivity 

growth (% p.a.)

All Industries 3.072 4.655 0.184 1.535

Agriculture 2.383 3.878 0.298 1.460

Industry 3.240 5.804 0.096 2.483
(Manuf’g) (2.519) (5.719) (0.079) (3.121)

Services 4.490 4.379 0.197 -0.106

a ILOR is the incremental labour-output ratio (AL/AY); labour is measured in 
thousands of workers, and output in millions of pesos at constant 1972 prices. 
Source: Computed from data in Tidalgo and Esguerra (1984), Table A-6.

Income distribution

Reliable information on the distribution of income in the Philippines is fragmentary.

Much of what is available relates to changes in the size distribution (the proportion of 

total household income earned by quintile or decile groups) which, although interesting in 

itself, sheds little light on the causal aspects of the relationship between economic 

structure and relative welfare. Most analyses of the size distribution indicate that it was 

remarkably stable between 1957 and 1975, but deteriorated in subsequent years. For the 

nation as a whole the Gini ratio (the most common summary statistic of income 

concentration) hovered around a value of 0.50 through several decades (Mangahas and 

Barros, 1980, Table 4.1, p.56; World Bank 1976, Table 3.3, p.51), but increased to 0.56 in 

1980 and 1983. In rural areas the Gini ratio increased steadily from 1956 to 1983 (Table
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2-10. The increasing trend in the Philippine Gini ratio stands in contrast to the experience 

of comparable southeast Asian countries in the same period (Rao, 1988).

Table 2-10: Rural, urban and national Gini ratios: 1956-1983

Year Rural Urban National

1956 0.38 0.49 0.48

1961 0.40 0.52 0.50

1965 0.42 0.53 0.51

1971 0.46 0.45 0.49

1975* •• ••

1980 0.44 0.51 0.56

1983 0.48 0.53 0.56

a Data not used due to inadequate coverage.

Source: Rao (1988), Table 13.

Because of their correlation with sectoral activity, trends in relative rural and urban 

incomes over time give a picture of distribution with a more ready economic 

interpretation. Table 2-11 reports average annual urban and rural family incomes and their 

ratios for 1957-83. With the exception of 1975, the peak of the post-oil-shock commodity 

price boom10 the ratio of urban to rural incomes has remained fairly steady at around 2.4. 

During this period the proportion of families classed as rural has declined only slightly, 

from 75% to about 67%.

Poverty

Weaknesses in distributional data force a researcher seeking to relate changes in income 

distribution to the growth of the Philippine economy to rely on circumstantial evidence. 

Like the rural-urban income distribution, poverty incidence is a bivariate simplification 
rather than an ordering of information: households are classed as either above or below a 

given line. In spite of this simplification, and despite the fact that poverty - as usually

10And, according to Mangahas (1979), the year in which changes to the Family Income and Expenditure 
Survey, the official source of income and expenditure data, produced seriously biased results, massively 
understating the incomes of all groups, and most particularly of the higher income groups.
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Table 2-11: Average annual family income, rural and urban areas, 1956-83
(Pesos, current prices)

Year Urban Rural
Urban
Rural

1956 2,427 989 2.45

1961 2,970 1,203 2.47

1965 4,405 1,755 2.51

1971 5,867 2,818 2.08

1975 6,789 5,139 1.32

1980 23,991 8,689 2.76
1981 24,617 10,221 2.41
1982 31,391 12,895 2.43
1983 31,929 12,366 2.58

Sources: ILO (1974), Table 3, p.10; World Bank (1985), Table 18, p.91.

defined - is an absolute concept whereas the distribution of income deals with relativities, 
the available data on poverty is informative.11

According to data in World Bank (1985), the incidence of poverty in the Philippines 

declined throughout the decade 1971-81, from 51% to 41% of families, and to 39% in 

1983 (Table 2-12). Poverty was more prevalent among rural than urban families, and 

over the period covered by the table the ratio of rural to urban poverty incidence increased 

from 1.63 to 1.75. As with the rural and urban income data of Table 2-11 the commodity 

price boom of the mid-1970s is revealed as an exception to the prevailing trend, during 

which period urban poverty rose some 18 percentage points from its 1971 value. The 

number of families below the poverty line increased between 1971 and 1980 from 3.3 

million to 3.6 million. All of this increase took place in rural areas: the number of urban 

families in poverty remained constant at 0.8 million, while in rural areas the number 

increased from 2.5 to 2.8 million (World Bank 1985, p.10).

n The definition of "poverty" and the choice of a poverty line are of course controversial issues. Since 
most of the data presented in this discussion are drawn from the World Bank’s 1985 report on poverty, 
employment and wages in the Philippines, it is the definition used by that institution which is appropriate.
In brief, the World Bank poverty line computes the income required to purchase a minimum basket of food, 
housing, clothing, etc. More details can be found in World Bank (1985), Annexes 5 and 6.
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Table 2-12: Poverty incidence by rural and urban households, 1971-83 
(Per cent of households below poverty line)

Year All families Rural Urban
Rural
Urban

1971 50.7 57.4 35.1 1.64

1975 60.6 63.8 53.2 1.20

1980 40.8 46.7 28.5 1.64
1981 41.4 47.8 28.4 1.68
1982 36.6 42.2 24.6 1.72
1983 39.0 45.4 26.0 1.75

Source: World Bank (1985), Table 4, p.10.

In Table 2-13 household poverty is disaggregated, in rural and urban areas, by the 

main sources of family income. This provides insights into the sectoral distribution of 
poverty - and, by extension, of income. Rural households dependent on agriculture have 
the highest incidence of poverty. Within that group, more than half the households 
dependent on agricultural labour and the production of upland and rainfed crops - notably 

com and coconut - fall below the poverty line. Families dependent on non-agricultural 

labour, urban manufacturing, and urban rents and dividends appear to comprise a 

relatively well-off group. Although it is unfortunate that there is no basis for the temporal 
comparison of poverty incidence by occupation, the information in Table 2-13 provides a 

much more dramatic and informative view of relative welfare than can be gleaned from 

tables of the size distribution of income by arbitrarily classified quintile or percentile 

groups.

2.5. Conclusion

Although disparate, the evidence on rural-urban income ratios and poverty incidence by 

location and occupation strongly implies that postwar economic growth in the Philippines 

has at best failed to ameliorate existing inequalities, and has quite possibly contributed to 

their exacerbation. The low ratio of rural to urban incomes has at best remained steady, 

and has possibly fallen. The rural-urban ratio of families in poverty has increased. Three



32

Table 2-13: Poverty incidence by main source of income, 1982

Main source o f income
Poverty 

incidence (%)
% of total 
families

Urban
Agriculture 43.3 2.8
Manufacturing 17.5 1.0
Wholesale and retail trade 20.7 3.3
Other services 21.3 1.7
Dividends, rents, pensions 18.6 6.4
Non-agricultural labour 15.4 17.7
All Urban 19.2 32.9

Rural
Palay farming 36.2 9.9
Corn farming 58.8 6.3
Coconut farming 56.0 3.7
Other farming 53.4 4.1
Agricultural labour 53.8 5.9
Fishing 51.7 3.6
Livestock, poultry, forestry 41.0 2.0
Manufacturing 37.3 1.1
Wholesale and retail trade 34.2 3.1
Other services 31.0 1.4
Dividends, rents, pensions 48.7 11.6
Non-agricultural labour 24.2 14.4
All Rural 42.4 67.1

Source: World Bank (1985), Table 5, p.12.

decades after independence more than two times as many rural as urban families remain 

in poverty - especially those dependent on the production of crops usually grown on 

poorer quality land, and agricultural labourers.

The concentration of industrial activity in and around Manila also contributed to a 

worsening regional income distribution as penalties on traditional exports accelerated the 

de-industrialisation of the more remote provinces (Pernia et al., 1983). Evaluating the 

consequences of the industrialisation strategy on the 1950s and 1960s, Baldwin was 

moved to note that
The major beneficiaries of the government’s development policies have been those 

who own or control businesses in the industrial sector (Baldwin 1975, p.124).

In spite of the protection regime, growth rates of output in non-agricultural sectors 

were unremarkable. The promotion of industry had a high opportunity cost in terms of
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foregone growth in other sectors. Assisted by explicit and implicit capital subsidies, factor 

intensity in manufacturing moved away from capital/labour ratios consistent with the 

country’s resource base. Protection policy and the mismanagement of public sector 
spending combined to produce periodic crises in the trade account, exacerbating 

economic and political instability. As has been shown, many of the instruments deployed 

in support of industrialisation in the Philippines had predictably negative effects on 

agricultural profitability. In a comparative static analysis tariffs on imports of finished 

goods, the defence of an overvalued exchange rate, and BOI subsidies on non-traditional 

exports would all have the ceteris paribus effect of shifting the agricultural supply curve 
to the left.

Industrialisation was arguably the main economic objective of the 1950-80 era. 

Nevertheless some important targets of lower priority, and some components of the push 
for industrialisation - such as the maintenance of low consumer food prices - called for 

high rates of agricultural growth. To achieve these, the state expended resources in three 
areas: infrastructural development, research leading to technical improvements, and 

capital subsidies in the form of rural credit schemes. The next chapter reviews these 

public programs in the context of the postwar agricultural development of the Philippines. 

It reaches the conclusion that - like the economy-wide policies discussed in this chapter - 

many agricultural sector policies obtained satisfactory overall growth only by taxing 
some subsectors to promote others. In agriculture, as in the economy as a whole, it seems 

that growth has had hidden costs both in foregone opportunities and in the exacerbation of 
income inequality.
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Chapter 3

Agriculture: Policy, Prices and Technology, 1950-1980

3.1. Introduction

The previous chapter reviewed Philippine development and economic policy since 1950, 

and discussed the consequences of the import substitution strategy for sectoral growth and 

resource flows as well as for aggregate employment, wages and income distribution. For 

that purpose agriculture was treated as if it were a homogenous sector, which of course it 
is not. Two important divisions are apparent within the sector. That used in most 

aggregate analyses of economic policy and agricultural growth is commodity-based, 

distinguishing between crops destined mainly for export and those produced largely for 

domestic markets (see, for example, Bautista 1987; Treadgold and Hooley 1967). 
Productivity and technology-oriented studies, most of which are concerned exclusively 
with rice, have been based on the differences between land types, and in particular 
between irrigated and rainfed land (David and Otsuka 1987; Wickham, Barker and 
Rosegrant 1978; David and Barker 1979).

The rationale for a commodity-wise division of the sector is provided by the 
observation that broad economic policies of the postwar era had different effects on 

producers of exportables and producers for the domestic market - as was noted in the 

previous chapter. Studies of changes in production technology, by contrast, derive their 

conclusions primarily from survey data on the production of a single crop, and often from 

samples drawn in tightly circumscribed localities and short time spans. Each approach has 

its advantages and its limitations. Aggregate studies are forced to generalise over a wide 

range of technologies and environments. At the other extreme, studies based on survey 
data provide a wealth of information on variations in factor use and productivity by 

environment and technology, but because of geographical and longitudinal limitations 

their results cannot be used in isolation to capture the effects of economic policies. They 

therefore provide little information of use to decision makers concerned with the place of 

agriculture in the economy as a whole.
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For the same reasons - primarily data limitations - that restrict the range of both 

types of analysis, this study cannot hope fully to bridge the gap between the precise 

specification of technologies on the one hand, and analysis of the ‘broad picture’ on 

prices, employment and distribution on the other. The approach taken, however, is to 

attempt a synthesis by analysing the impact of agricultural policy not according to the 

markets for which products are destined, but according to the nature of environmental 

constraints posed by the availability of a fundamental input in agricultural production: 

water.

In this chapter it will be argued that the same economy-wide trade and exchange rate 

policies deployed to promote industrial development had spillover effects in agriculture, 

conferring benefits on agricultural producers in irrigated areas relative to those in non- 

irrigated areas. It will further be shown that a range of pricing and public investment 

policies aimed specifically at agricultural development also gave preference to irrigated 

agricultural production relative to other forms, with subsidies both explicit and implicit. 

Lastly, it appears that policies in both categories - economy-wide and agriculture-specific 

- directly and indirectly promoted the rate of technical progress in irrigated areas over 
others. The chapter concludes with the argument that the differential impact of policy on 
irrigated and non-irrigated production environments justifies an analysis of growth and 
income distribution based on that division.

Section 3.2 reviews growth and change in Philippine agriculture between the 1950s 
and 1980, tracing the development of irrigation and evaluating yield and input use 

changes, employment trends, and the composition of output, in irrigated and rainfed 
areas. Section 3.3 studies the impact of public investment, pricing and protection policies 

on agriculture in general, and on producers in different agricultural environments, 

focusing on the relationship between policies and technical progress. The distributional 

consequences of those policies are reviewed in section 3.4. Section 3.5 concludes the 

arguments of the chapter.

3.2. Agricultural growth and technical progress, 1950-80

In the early postwar years the increase in food demand by a rapidly growing population in 

the Philippines was met primarily by expansion of the agricultural land area. Between 

1950 and 1960 the total area of farms grew by 3.4 per cent annually (David and Barker 

1979). Around the beginning of the 1960s the agricultural land frontier was effectively 

reached. New lands could no longer be opened up at a pace sufficient to match the growth
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in population. Between 1961 and the 1970s, total farm area grew at an annual rate of less 

than 2.0 per cent while population grew at more than 3%. Stagnant production 

technology and the constraint of physical land area expansion led to declining per capita 

food production, and to an increasing proportion of imports in the total domestic food 

supply (Bouis 1982, Table II-2, and Gonzales 1984, Table 3). The government’s 

response consisted of selective price supports, increased research and development 

funding, and expansion of the area irrigated.

The first major public irrigation scheme in the Philippines was the Talavera River 
System in Central Luzon, completed in 1923. Prior to that the only substantial irrigation 

systems comprised about thirty thousand hectares constructed on Church and private 

estates close to Manila in the nineteenth century. After the second world war irrigated 
area increased rapidly (Table 3-1).

Table 3-1: Regional irrigation rates* in census years

Region 1948 1960 1971 1980b

Ilocos 27.76 37.04 39.13 44.46
Cagayan 15.77 19.60 27.60 33.62
Central Luzon 28.38 35.63 45.35 50.25
S. Tagalog 8.17 9.01 12.25 12.78
Bicol 8.17 9.33 9.61 8.48
E. Visayas 4.05 3.87 5.49 7.51
W. Visayas 5.91 7.59 11.27 14.86
N. Mindanao 6.08 4.89 4.12 5.34
S. Mindanao 7.76 4.62 7.05 9.74

Philippines 12.45 14.62 17.98 20.78

* Physical area irrigated divided by physical area devoted to cultivation (temporary 
crops + idle land) and permanent crops.
b 1980 data have been recomputed to conform to the earlier nine-region classification. 
Source: Philippines: Census of Agriculture, 1948, 1960, 1971, 1980.

By 1980, irrigation works covered 47% of the agricultural land classed as irrigable. 

Of this, 67% was in Luzon (24% in Northern Luzon, 30% in Central Luzon, and 12% in 

Southern Tagalog and Bicol), 14% in the Visayas, and 20% in Mindanao (World Bank 

1987, Annex 6, p.2).1 The regional irrigation rates shown in Table 3-1 indicate rapid 

development of irrigation systems in the regions of Northern Luzon and of the Manila

Regions of the Philippines are shown in the map in Appendix A.
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hinterland region of Central Luzon, while most other regions display irrigation rates 
which have changed little in the period under study. In the regions at the land frontier 

(primarily those in Mindanao) expansion of the area cultivated has caused falls over time 

in the proportion of irrigated to total farm land area.

Yields for non-staple food crops (especially sugar and coconut) produced in the 

Philippines have remained largely constant in the postwar era (David and Barker 1979). 

By contrast, food crop technology has undergone major changes, complementary with 

irrigation and centred on the development and adoption of high-yielding, nitrogen- 

responsive varieties of rice.2 In the postwar era, rice and corn account for 55-60% of the 

agricultural area harvested (Table 3-2). Unlike rice, which is an aquatic plant, com is well 

suited to cultivation in sloping upland and drought-prone areas, where its short growing 

season and minimal input requirements are also advantageous. Beyond the irrigated 

lowlands (which are devoted almost exclusively to rice), the general pattern of food crop 

cultivation shows a rising proportion of corn to rice area as slope increases and water 

supply reliability deteriorates. In the rainfed lowlands, and in those upland areas where 

rice may be grown, land is given over to either com or rice from season to season, 

depending on prices and weather. It might be expected that over time, the expansion of 

production in irrigated areas would have caused the area of land devoted to upland rice 
and (more particularly) corn to decline. This would certainly have been the case had total 
land area remained constant. The introduction of food crops to new land has taken place 

primarily at the arable margin and has thus been more suitable for corn than for rice.

Table 3-3 and Figure 3-1 show average yields of palay (unhusked rice) and corn 
between 1950 and 1984. After remaining virtually constant for several decades, irrigated 

rice yields grew at an average annual rate of 2.6% since 1970, much faster than yields of 

rainfed lowland rice (2.1%), upland rice (0.47%) or corn (1.6%). The yield gains within 

irrigated and rainfed lowland rice zones were due primarily to the introduction of modern 
varieties (Table 3-4 and Figure 3-2) and to the use of inorganic fertilisers (David and 

Barker, 1978). Modem varieties of rice developed at the International Rice Research 

Institute (based in the Philippines) as well as at national research stations were first 

released in the late 1960s. They were engineered specifically for irrigated environments; 

it was not until the late 1970s that substantial research was directed to varietal

2Rice and white com comprise the major staple foods of Filipinos. They are substitutes in consumption, 
although the degree of their substitutability displays some regional variation (Bouis, 1982, Ch.V). Com 
appears to be an inferior good vis-a-vis rice: Bouis estimated its income elasticity of demand at -0.27 (as 
opposed to 0.09 for rice and 0.41 for wheat). Together, rice and com make up about twenty percent of the 
average household’s food expenditures.
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Table 3-2: Land use by major crops, 1950-86

1950 1960 1970 1980 1986*

Area Harvested ( ‘000 ha)

Cereals 3,123 5,152 5,533 6,838 6,948
- Rice 2,214 3,306 3,113 3,637 3,403
— Rainfed 1,816 2,526 1,767 2,031 1,511
— Irrigated 398 780 1,346 1,606 1,892
- Com 909 1,846 2,420 3,201 3,545

Tree Crops 1,002 1,101 1,968 3,257 3,499
- Coconut 985 1,059 1,884 3,126 3,261
- Other Treecrops 17 42 74 171 238

Fruit and Veg. 183 340 395 514 527
- Banana 98 161 235 318 330
- Other Fruit 65 98 96 127 135
- Vegetables 20 81 63 69 62

Sugarcane 130 242 366 424 356
Root crops 186 289 262 486 423
Other Crops 452 472 422 584 484

All crops 5,076 7,596 8,946 12,133 12,237

Per cent o f total area

Cereals 61.5 67.8 61.8 56.4 56.8
- Rice 43.6 43.5 34.8 30.0 27.8
— Rainfed 35.8 33.2 19.8 16.7 12.3
— Irrigated 7.8 10.3 15.0 13.3 15.5
- Corn 17.9 24.3 27.0 26.4 29.0

Tree Crops 19.7 14.5 22.0 27.1 28.6
- Coconut 19.4 13.9 21.0 25.7 26.6
- Other 0.4 0.6 0.9 1.4 1.9

Fruit and Veg. 4.6 5.6 5.2 4.8 4.3
- Banana 1.9 2.1 2.6 2.6 2.7
- Other Fruit 1.3 1.3 1.0 1.0 1.1
- Vegetables 0.4 1.1 0.7 0.6 0.5

Sugarcane 2.6 3.2 4.1 3.5 2.9
Root crops 3.7 3.8 2.8 4.0 3.5
Other Crops 8.9 6.2 4.9 4.8 4.0

All crops 100.0 100.0 100.0 100.0 100.0

a Preliminary figures.
Sources: (1950-80) NEDA: Statistical Yearbook, 1986; (1986) World Bank, 1987.



39

development for rainfed or other less favoured lands. The neglect of rainfed rice - and the 

failure of com breeding programs to produce high-yielding, disease resistant varieties 
which were both technically and economically viable - is apparent from the yield trends 

in Figures 3-1 and 3-2.

The widening of the yield gap between irrigated rice and cereals grown in other 

environments since 1970 has two sources. First, changes in the composition of non- 

irrigated land have caused its average quality to decline over time. The best lowland areas 

have been converted to irrigation, while at the other extreme, upland rice and corn 

production have expanded into poorer cultivation environments at the arable margin. 

Second, much of the increase in public investment in food crops between the 1960s and 

the end of the subsequent decade was directed explicitly at producers in irrigated areas. 

The complementary relationship between irrigation and fertiliser, in particular, permitted 

producers in irrigated areas to capture relatively greater gains from a series of fertiliser 

subsidies in that period (see Section 3.3 below).

Changing technology and prices has led to a substantial increase in the use of 

intermediate inputs in cereals production, as can be observed from the longitudinal cost 

share data presented in Table 3-6. Inspection of cross-sectional data divided by land type 

and crop reveals that the greatest changes have taken place in irrigated areas, and indeed 
that the level of fertiliser and pesticide use remains very low in unirrigated environments 
and on com (Table 3-5).

The combination of irrigation, modern rice varieties, and new inputs reversed the 

decline in per capita food production observed in the 1950s and early 1960s (Bouis 1982). 

Imports also fell, and after 1977 the Philippines even began to export small quantities of 

rice. Real consumer rice prices did not rise - except during the crisis period 1972-74 - 

from the late 1960s to the early 1980s (Appendix , Table B-l). The gains in rice 

productivity thus contributed to the achievement of the goals of self-sufficiency and low 
consumer prices.

The rosy picture for rice, however, is darkened somewhat by falling per capita 

production and rising imports of the second most important staple food, com (as may be 
seen from data in Bouis 1982, Table II-7, and Gonzales 1984, Table 12). Discussion of 

this possible opportunity cost of increased rice production is postponed to section 3.4. It 

should, however, be kept in mind in the course of the following review of agricultural 

sector policy in the postwar years.
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Table 3-3: Rice (Palay) and Corn Yields a, 1950 - 1984-

Year P a l a y Corn

Irrigated Rainfed Upland Total

1950* - - - 1.18 0.63
1955* - - - 1.21 0.55
I9604 1.44 1.10 0.72 1.13 0.63
1965* 1.65 1.19 0.79 1.25 0.68

1969 2.09 1.54 1.04 1.71 0.82
1970 2.03 1.62 1.04 1.75 0.83
1971 2.00 1.43 0.87 1.60 0.82
1972 1.92 1.22 0.80 1.44 0.78
1973 2.05 1.45 0.96 1.66 0.83
1974 2.19 1.36 0.87 1.63 0.83
1975 2.29 1.47 0.89 1.75 0.85
1976 2.40 1.58 0.97 1.85 0.86
1977 2.65 1.62 1.11 2.00 0.88
1978 2.80 1.74 1.07 2.11 0.93
1979 2.86 1.74 1.00 2.15 0.98
1980 2.80 1.84 1.02 2.23 0.96
1981 2.95 1.91 1.00 2.36 0.98
1982 2.95 1.80 1.01 2.39 0.99
1983 2.99 2.06 1.11 2.50 1.02

Per Cent Change: 
1960-70 41 47 44 55 32
1970-83 47 27 07 43 23
Annual 
Growth Rate 
1970-84 (%) 2.59 2.10 0.47 2.75 1.57

Source: (1950-65) Philippine Statistical Yearbook 1984;(1969-84) Bureau of 
Agricultural Economics.
Note:
a metric tons/ha; seasonal average for crop year July-June, except b Calendar years.
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Table 3-4: Rice Yields by Variety and Environment, 1970-84 

(metric tons per hectare)

I r r i g a t e d Rainfed Lowland Rainfed Average

Year MV TV Total MV TV Total Upland Yield

1970 2.19 1.92 2.09 1.51 1.56 1.54 1.05 1.71
1971 2.06 1.96 2.05 1.64 1.60 1.63 1.05 1.75
1972 2.09 1.75 2.00 1.47 1.38 1.43 0.87 1.60
1973 1.99 1.77 1.92 1.30 1.13 1.23 0.80 1.45
1974 2.09 1.92 2.05 1.56 1.27 1.46 0.96 1.65
1975 2.26 1.91 2.18 1.46 1.20 1.36 0.86 1.63
1976 2.35 2.03 2.30 1.54 1.35 1.47 0.89 1.75
1977 2.47 2.22 2.40 1.71 1.30 1.59 0.97 1.85
1978 2.75 1.94 2.65 1.74 1.33 1.62 1.08 2.00
1979 2.89 2.14 2.80 1.85 1.42 1.74 1.07 2.11
1980 2.93 2.26 2.85 1.84 1.39 1.74 0.99 2.15
1981 2.90 2.06 2.80 1.97 1.39 1.85 1.02 2.23
1982 3.03 2.24 2.95 2.03 1.40 1.91 0.99 2.36
1983 3.00 2.29 2.95 1.90 1.33 1.80 1.00 2.39
1984 3.04 2.49 2.99 2.15 1.60 2.06 1.10 2.50
1985 3.09 2.43 3.05 2.10 1.50 2.03 1.01 2.55

Annual
Growth 
Rate (%)

2.3 1.6 2.6 2.2 -0.2 1.8 -0.1 2.7

Source: Bureau of Agricultural Economics, unpublished national data. 
Note: MV denotes modern varieties and TV traditional varieties.

3.3. Agricultural pricing, investment and protection policy

As the evidence of Chapter 2 showed, successive governments in the postwar era 

deployed the instruments of economic policy in such a way as to finance industrial 

development from the surplus produced by agriculture. Exchange rate overvaluation 

provided an implicit disincentive to agricultural growth, in addition to the taxation 

implicit in the tariff protection of the industrial sector and explicit taxes on agricultural 

exports. In this way, long-run industrial promotion policies clearly conflicted with other 

economic and political targets - namely cheap food prices and food self-sufficiency. With 

a rapidly growing population and limited land resources, the latter goals could only be 

achieved by means of substantial investment in agricultural productivity. Having reduced 

the attractiveness of private investment in food production by industrialisation policies 

which penalised agricultural profitability, the state was forced to play the major role in
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Table 3-5: Fertiliser and Pesticide Adoption Rates by Rice and Corn Farmers,
Philippines, 1983

Crop
Number of 
Farms (%)

Fertiliser 
Users (%)

Fertiliser 
Application 
Rate (kg/ha)

Pesticide 
Users (%)

Herbicide 
Users (%)

Rice 2871 (100) 56 2.59 45 22

- Irrigated 1080 (38) 74 3.28 60 31
- Rainfed 1147 (40) 58 2.14 51 25
- Upland 644 (22) 20 0.76 10 17

Corn 1942 (100) 31 0.85 19 1

- Hybrid 415 (21) 46 1.52 36 2
- Improved 416 (22) 50 1.95 24 2
- Traditional 1111 (57) 18 0.65 11 1

Source: Bureau of Agricultural Economics survey data reported in Laopao, Caddarao 
and Olalo (1984), Tables 2 - 20.

Table 3-6: Factor cost shares in rice, Central Luzon, 1966-84
(per cent)

Item 1970 1974 1979 1980 1984

Land 25 26 14 12 15
Material
Inputs 9 17 18 22 29

Labour 28 40 34 30 25
Capital 10 10 20 20 18
Residual 28 7 14 17 12

Total 100 100 100 100 100

Sources: 1970-80: Cordova et al. 1981, Table 23; 1984: Coxhead 1984, Table 4-2.

this area of the economy.3 This it did through public spending on irrigation, credit and 

input subsidies, and the provision of extension services to promote new and improved

3Mangahas (1975, p.301) has argued that the 1972 martial law era land reform program (in which the 
whole country was declared a land reform area but which focused on rice and com lands) further 
discouraged investment in cereal agriculture by landowners at a critical stage of the adoption of green 
revolution technologies.
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Table 3-7: Factor cost shares in rice by environment, Philippines, 1987
(per cent)

hem Favourable0 Unfavourableb

Land 29.0 31.6
Material Inputs 13.2 14.7
Labour 27.7 37.2
Capital 16.2 10.8
Residual 13.7 5.6

Total 100.0 100.0

a Irrigated rice lands. 
b Rainfed lowland and uplands.
Source: David and Otsuka (1987b), Table 2.

technologies. This section is devoted to documenting the nature and impact of these state 

initiatives, and to identifying their beneficiaries in the rural sector. Table 3-8 and Figure 

3-3 record public spending on agriculture from 1955 to 1980; each of the expenditure 
items listed in the table is discussed in the following paragraphs. One point that emerges 
very clearly is the correlation between farmers’ access to irrigation water and their 
exposure to other public investments aimed at raising agricultural productivity.

3.3.1. Commodity pricing policy

Interventions in the markets for specific agricultural commodities (as opposed to the more 
general measures discussed in Chapter 2) have taken the form of tariff protection, price 

controls, and monopoly trading by public or parastatal corporations. The latter have been 

the most visible of the policy instruments, having played active roles in the marketing and 

storage of agricultural commodities as well as in a variety of ancillary activities.

The National Grains Authority (later National Food Authority, or NFA) was 
established at the beginning of the 1960s and charged with the conflicting tasks of 

keeping producer prices of rice and corn at levels which encouraged production growth 

whilst holding consumer prices down. This it attempted to achieve in the early years of 

low agricultural productivity growth by defending floor and ceiling prices and through its 

position as the sole licensed importer and exporter of grains - including wheat, a 

substitute for rice and corn. The NFA was never provided with sufficient resources to 

successfully defend official floor and ceiling prices. Figures presented in Unnevehr
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Table 3-8: National government expenditures on agriculture, 1955-80 

(Millions of pesos, constant 1972 prices)

Year
Pricing and 
Marketinga Irrigation

Research and Social Environmental
Extension Development* Managementc

1955 0 43 37 3 39
1956 0 86 43 5 42
1957 0 92 45 20 48
1958 15 50 48 21 48
1959 29 20 60 10 47
1960 24 24 65 15 51
1961 16 27 70 14 55
1962 97 36 80 13 60
1963 155 32 87 19 62
1964 106 18 93 29 60
1965 54 21 98 33 59
1966 34 25 94 50 61
1967 33 40 89 57 77
1968 37 35 94 146 104
1969 28 39 97 156 116
1970 25 120 85 116 93
1971 30 187 90 123 94
1972 68 171 128 114 108
1973 83 411 242 190 96
1974 60 635 257 231 99
1975 46 382 231 233 149
1976 43 381 231 187 172
1977 35 864 247 302 137
1978 35 565 351 222 174
1979 27 417 332 265 197
1980 n.a. n.a. 353 256 189

Source: David, 1982, Table 11, p.53.
Notes:
a Sum of price supports, input subsidies and credit subsidies. 
b Sum of expenditures of agrarian reform and community development programs. 
c Sum of expenditures on forestry management and development and land management.

(1982) show that at the peak of its involvement in the rice market (in 1974) the NFA’s 

procurement rate reached about 5% of national production. Unnevehr argues that the 

procurement level was usually sufficient to dampen, but not to reverse, the effects of 

world rice price trends on the domestic market. During the 1960s Philippine rice prices 

slightly exceeded border prices and thus favoured producers; for most of the 1970s the 

domestic price was less that the border price, favouring consumers.

Early interventions in sugar consisted of the allocation of the United States import
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quota among domestic producers. Following the expiry of the Laurel-Langley trade 

agreement and the guaranteed US quota in 1974, the National Sugar Trading Corporation 

(NASUTRA) was established as the sole buyer from mills and exporter. Its market 

operations kept the domestic producer and consumer prices of sugar at about three- 

quarters of the world price throughout the 1970s (World Bank, 1984, p. 13). Control of 

coconut product prices began early in the 1970s with stabilisation measures. UNICOM 

(United Coconut Mills) was established in 1979 as a virtual monopolist in the milling of 
coconut products. Although nominally a private company, its operations were financed by 

a levy charged on all coconut producers. Both the sugar and coconut monopolies have 

used their legal and market status to protect milling overcapacity by suppressing producer 

prices - "another example of a common policy response that sacrifices the farm in favour 
of the industrial sector" (David 1983, p.24). Consumer price controls were also enforced 

on livestock products, eggs and poultry from the early 1960s, and government agencies 

held import/export monopolies on these products.

As Figure 3-3 shows, price and marketing interventions absorbed a large fraction of 

public expenditures in agriculture through the 1960s. Most of this expenditure was 

devoted to food imports, the value of which peaked after the 1962 peso devaluation.

In addition to interventions in domestic agricultural markets, trade in agricultural 
inputs and products was influenced by the protection regime. Nominal protection rates 

(NPRs)4 of food crops averaged a little over 20% in the early 1960s, but declined over the 

two decades from 1960 (Table 3-9). Protection rates for other food products followed a 

similar downward trend. By 1980, the only food products enjoying substantial positive 
nominal rates of protection were poultry products and yellow com (used primarily for 

animal feed), which together comprise only a small percentage of the value of agricultural 

output. Exportable agricultural products were not singled out for specific protective 

measures until after the 1970 float (and rapid devaluation) of the peso, when export taxes 

ranging from four to eight per cent were imposed across a wide range of goods. Initially 

intended to stabilise agricultural production, these export taxes were subsequently 

exploited by the government as sources of revenue, and as convenient means for the 

redirection of resource flows. Thus the export of raw agricultural products (especially 
logs and copra) attracted higher rates of tax than did that of their more highly processed 

counterparts (timber, plywood, coconut oil and dessicated coconut).

“bThe nominal rate of protection is defined as — -  1, where Pd is the domestic price of a good, and Pw is

its world price in domestic currency units.
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Table 3-9: Nominal protection rates of agricultural commodities, 1960-80
(per cent)

Product 1960-64 1965-69 1970-74 1975-80

Rice 21 15 1 1
White Com 22 20 5 4
Yellow Com 46 38 19 32
Other Crops 0 0 0 0
Pork 54 50 18 -3
Chicken 97 122 55 57
Eggs 60 48 18 11
Fish 0 0 0 0

Copra 0 0 -12 -21
Coconut Oil 0 0 -4 -4
Dess. Coconut 0 0 -4 -4
Sugar a 32 174 36 -15
Cotton n.a. n.a. n.a. -7
Logs 0 0 -6 -29
Lumber 0 0 -4 -4
Ply wood/V eneer 0 0 -4 -4

a High rates are due to US quota protection. 
Source: David 1983, Table 5, p.25a.

Of course, the nominal rate of protection is not a complete measure of the protection 

accorded to a commodity since it does not take account of the rates of protection applied 

to intermediate inputs. Indeed, it has been argued (for example, by the World Bank’s 

1984 study of Philippine agricultural pricing policy) that the rates of protection applied to 

agricultural commodities were much less important as determinants of agricultural 

incentives than were interventions in the markets for agricultural inputs, especially 

irrigation, fertiliser, and farm machinery. Policies relating to agricultural inputs are 

discussed in the following subsection. For domestically produced inputs (such as 

irrigation) the implicit rate of protection (the "implicit tariff') must be inferred from such 

taxes or subsidies as separate the unit costs of their production from the unit charges to 

users. The production and dissemination of new techniques and technologies which 

increase yields resembles a public good in that individual farmers are not charged for 

access to the information produced by research and spread through extension officers. To 

the extent that irrigation and extension services have been rationed by limitations on their 

supply, however, it will become apparent that their provision has involved a significant 

level of subsidy to producers with access to irrigated land.
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3.3.2. Input pricing and supply 

Fertiliser and chemicals

During the early import substitution period fertiliser was treated as an "essential" input. In 

1965 the tariff on its importation was 15%, just half of the average tariff for import- 

competing manufactures (Baldwin 1975, Table 5-8, p.104). In the 1960s the government 

sponsored the establishment of several fertiliser production plants. Subsequent pricing 

policy was aimed at protecting domestic producers without discouraging fertiliser use by 

the food crop sector. In addition to granting subsidies to producers, the government 

maintained control over the issuance of import licenses, and raised the nominal rate of 

protection on fertilisers to an average rate of 53%.5

In order to balance the protection accorded to producers, several schemes in the 

1960s subsidised the distribution of fertiliser through cooperatives by granting them 
exemption from advance sales tax and import duties. Most of the benefits of early 

cooperative schemes were, however, captured by the sugar industry, which was alone 

among producer groups in having sufficient organisation to take advantage of them. 
Additional programs between 1955 and 1964 aimed to subsidise 50% of the price of 
fertiliser to rice and com farmers: about 11% of fertiliser consumed in this period was 

supplied under such programs (David and Balisacan, 1981). After 1973, most fertiliser 
subsidies were tied to the extension and credit program Masagana 99 (discussed below), 
especially during the three years from 1973 to 1976, when a two-tier fertiliser pricing 

scheme subsidised its use in the food crops sector by about 50%.

The subsidisation of an input naturally brings the greatest cost reductions to 

producers using that input relatively intensively. A study by Wickham et al. (1978) of the 

incremental benefits of improved water control and fertiliser use, demonstrated the strong 

complementarity of these inputs. According to the authors’ calculations, the 

economically optimal nitrogen application levels at the prices prevailing in 1969-75 were 

considerably higher for irrigated rice and/or modem varieties than for rainfed rice and/or 

traditional varieties (Table 3-10). Survey data from Central Luzon rice farms (Cordova et 

al., 1981) confirm the nitrogen use patterns of irrigated and rainfed farms suggested by 

the Wickham et al. study. Although no comparable data are available for com 

production, it is safe to assume that the economically optimal nitrogen application rate for 

that crop was certainly no higher (and probably much lower) than that for rainfed rice

5David and Balisacan 1981, Table 7, p.34. The 53% NPR includes the value of subsidies to domestic 
producers.
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Table 3-10: Optimal Nitrogen Application Rates for Rice by Variety, 
Land Type and Season, Philippines 1969-75

Traditional varieties Modern varieties
Optimum N 

(kg! ha)
Yield
(t/ha)

Optimum N 
(kg! ha)

Yield 
(t/ha)

Wet Season
- Irrigated 8 2.28 45 2.81
- Rainfed 0 1.40 27 1.73
Difference 8 0.88 18 1.08

Dry Season
- Irrigated 8 1.98 75 2.91

Source: Wickham, Barker and Rosegrant 1978, Table 2, p.223. Optima are based on 
prevailing prices and estimated parameters of the yield response to nitrogen input.

with modern varieties. Such a conclusion is strengthened by the 1983 figures on fertiliser 

application rates for com and rice in Table 3-5. Traditional rice varieties apart (these 

were quickly supplanted in all but upland areas during the 1970s), it is clear that with 

irrigated farms demanding 50% more fertiliser per hectare in the wet season, and annually 
more than.twice the amount used on rainfed farms, such fertiliser subsidies as were 
supported from the early 1950s onwards brought considerably greater proportional 

benefits to farmers with irrigation.

The subsidies to fertiliser users offset the average 53% nominal rate of fertiliser 

protection that prevailed during the 1970s. David and Balisacan (1981) calculated the 

value of the implicit tariff (the net effect of nominal tariffs and subsidies) on fertiliser to 

have averaged ten per cent during the decade. Not all farmers faced the same implicit 

tariff rate, however. For several years during the Masagana-99 program a differential 

pricing policy applied which heavily subsidised fertiliser use in food crops and penalised 

its use in the export crop sector:
The Masagana-99 supervised credit program for rice which linked credit, extension 

and fertilizer subsidy was the mechanism for distributing the lower-priced fertilizer to 
the rice sector (David and Balisacan 1981, p.29).

As will be shown in a later section, most of the beneficiaries of the Masagana-99 program 

were farmers with irrigated lands. This implies that on average, farmers without irrigated 

land faced an implicit tariff for fertiliser greater than the average ten per cent, and 

Masagana-99 participants a somewhat lower rate.
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Nominal tariff rates on farm chemicals, like those on fertiliser, were set below the 

average tariff for intermediate goods from the early 1950s until the late 1960s, when they 

were increased to support domestic producers. The average power of the tariff through 

the 1970s was 23% (David 1983). Protection of the domestic farm chemical industry 

would have raised costs by a relatively greater amount in irrigated areas, where the per 

hectare use of pesticides and herbicides in higher. The share of these chemicals in total 

costs, however, is extremely small, even in irrigated rice farms (Cordova et a i, 1981).

Farm Machinery

Like the manufacturing sector, agriculture derived benefits from the cascading tariff 

structure in the form of artificially cheap capital equipment. In the early tariff structures 
agricultural machinery was deemed an essential import and accorded the appropriate 

exemptions. In 1965, the nominal rate of protection on agricultural machinery was 15% 

which - like that for fertiliser - was only half the average rate for import-competing 

manufactures (Baldwin 1975, Table 5-8, p.104). In later years the tariff on small 
equipment like pumps and two-wheeled tractors was raised relative to the rate for larger 
machinery in order to stimulate domestic production: in the mid-1970s the nominal tariff 

for small equipment was 33% as opposed to only 10% for large tractors (David 1983, 

Table 6, p.29a).

Implicit subsidies to farm mechanisation have continued to be substantial, however. 
The landed cost of imported farm machinery and equipment was lowered by the 

maintenance of an overvalued domestic currency. Moreover, several domestic and foreign 

aid programs in the late 1960s and early 1970s provided subsidised loans to farmers 
buying machinery. David (1982a) has argued that the extent of credit subsidies (including 

the subsidies implicit in defaults and the non-collection of loan repayments) for farm 

mechanisation in the early 1970s was such that real interest rates for such loans were 

negative almost throughout the 1970s. An appraisal of mechanisation policies led the

World Bank in 1984 to the conclusion that
[t]he unintended side-effects of government policies have been to lower the user cost 

of farm mechanisation by 60% in the early 1970s and by 50% in recent years... Farm 
mechanisation has been stimulated and farm-labor displacement has been accelerated by 
seemingly inadvertent government policies (World Bank 1984, pp.17 and 18; emphasis 
added).

Like fertiliser, mechanisation subsidies did not affect all agricultural producers 

equally. The rural banks required to participate in mechanisation loan schemes naturally 

rationed credit supplies, favouring low-risk farmers (World Bank 1984, p.17). This in 

practice meant preferential treatment for operators of large farms, and producers outside
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the cereals sector. As if to fill the gap thus created, the Department of Agrarian Reform 

was authorised by presidential decree in 1973 to import power tillers and small tractors 

for sale to land reform beneficiaries (mainly rice farmers) at subsidised prices (Mangahas, 
1975). While such a program may have assisted former share tenants to consolidate 

themselves as cash renters or amortising owners of farm land (and there appears to be no 

record of the success or otherwise of the scheme), any gains would have been achieved at 

the expense of landless rural workers for whose labour the subsidies meant only cheaper 
substitutes.

Table 3-11: Annual Area Irrigated, 1952-87 
(Thousand hectares)

System 1952 1955 1960 1965 1970 1975 1986a

NIA Gravity6 110.8 137.9 260.9 318.7 420.4 561.3 813.8
(%) (22.9) (24.9) (35.3) (34.1) (36.3) (34.9) (42.6)

Communal:0
— Public - 36.9 83.5 153.7 199.6 320.9
(%) - (6.7) (11.3) (16.4) (17.2) (20.0)

— Private 333.6 333.6 333.6 373.6 418.4 486.6 1096
(%) (69.0) (60.2) (45.1) (40.0) (36.1) (29.1) ' 57.3

Pumpd 12.2 17.6 32.5 60.0 89.2 225.6
(%) (2.5) (3.2) (4.4) (6.4) (7.7) (14.0)

Other 27.2 27.7 28.4 29.2 30.0 30.9
(%) (5.6) (5.0) (3.8) (3.1) (2.6) (1.9)

Total 483.8 553.7 738.9 935.3 1157.6 1607.2 1909.8
(%) (100.0) (100.0) (100.0) (100.0) (100.0) (100.0) (100.0)

Preliminary figures.
b National Irrigation Administration storage systems.
0 Small-scale run-of-river systems. 
d Combination of public and private pump systems.
Sources: 1952-1970: Kikuchi and Hayami, 1978, Table 2. 1986: World Bank 1987, 
Annex 6, Table 1.

Irrigation

Over time the area of publicly-funded irrigation relative to private investment has 

increased dramatically, from 23% in 1952 to about 55% in 1975. Most new irrigation 

works were undertaken through public investments (Table 3-11). Kikuchi and Hayami 

(1978) explained the growth of (and fluctuations in) state irrigation investment by
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reference to its long-run goals of food security (constrained by the lack of new arable 

lands) and low consumer prices of rice. The latter policy, they argued, meant that in times 

of high world prices rice imports, a government monopoly, proved a serious drain on 

foreign exchange reserves which could not be recouped by raising domestic prices. 
According Kikuchi and Hayami these considerations explain why the initiation of major 

new irrigation projects has followed - with a slight lag - periods in which world rice 

prices reached local peaks: 1953-54, 1966-67, and 1973-74. Because Philippine domestic 
prices have followed trends in world prices, the Hayami-Kikuchi thesis is not the only 

plausible explanation that can be offered. Bouis (1982) and Mangahas (1975) have both 

argued instead that domestic political factors - including fluctuations in the domestic price 

of rice - were the most important determinants of the initiation of new irrigation works.

Whatever the source of the price impetus it is widely agreed that policy makers in 

the Philippines perceived - especially after the introduction of the high-yielding, 

irrigation-dependent modem rice varieties - that raising productivity through irrigation 

was one way of maintaining real farm incomes in an era of declining rice prices. From the 

mid-1960s (excepting the disastrous crop years 1972/3 and the price peak of 1974) it must 

have appeared to the Philippine government that it had stumbled upon a means of 
balancing its conflicting food policy objectives of providing cheap wage goods in the 
cities without impoverishing the rural population. Between 1964 and 1971 the proportion 
of the agriculture budget spent on irrigation works leapt from less than one-twentieth to 

one third (Figure 3-3).

Irrigation infrastructure, however, is expensive to construct and to maintain - and 

like all infrastructure, it is in practice impossible to extract from each user the true 

marginal cost of their use of the system. Water charges on major irrigation projects in the 

Philippines have been set at levels calculated to recoup only operating and maintenance 

(O&M) costs, with capital costs undertaken by the government (World Bank, 1987). 

Projects with high capital costs have thus incorporated large explicit subsidies to farmer 

beneficiaries.

From data on the per hectare costs of producing irrigation and the scales of annual 

charges to its beneficiaries Unnevehr and Balisacan (1983) computed an explicit subsidy 
to water users of nearly 60% during the 1970s. This subsidy increased to about 90% when 

the implicit subsidy represented by low collection rates of water charges was taken into 

account. Even allowing for the likelihood that low water charge collection rates may 

have reflected shortfalls or unreliability in water delivery, the total rate of the subsidy
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constituted a significant wedge between profitability in the rapidly-growing irrigated 

areas and that in non-irrigated areas. Cognisant of the opportunity cost of the explicit 

subsidy and of the low collection rates, in its 1976 report on Philippine development 

strategy the World Bank "strongly recommended" increasing irrigation water charges. In

support of its case it advanced three arguments:
Increasing these charges would: (a) help equate the private and public benefits of 

public investment in irrigation; (b) reduce the net public cost of a given level of 
investment or, alternatively, permit a larger investment for the same outlay of public 
money; and (c) minimise the income disparities between those with and without 
irrigation (World Bank, 1976, p. 171; emphasis added).

3.3.3. Extension, research and credit

The initiation of major irrigation developments, as was noted above, has followed periods 

of high prices for rice, the staple cereal of the Philippines. It also appears to have been 

related to domestic political events, as has been argued by Bouis (1982) and Mangahas 

(1975). Essentially the same is true for public spending on credit, research and extension 

in agriculture.

An early peak in such expenditures came during the presidency of Ramon 

Magsaysay (1954-57), who derived considerable electoral support from his espousal of 

the Philippine tao (the "common man"), and in particular of the rural population. The 

period of his administration saw a substantial rise in public expenditures not only on 

research and extension, but also on agrarian reform. Magsaysay’s rural development 

initiatives appear to have had little lasting effect, however, aimed more at cementing his 

rural political support base than at creating the basis for sustained agricultural growth. 

The result was
...a superficial ’development’ of the barrio [village], a ’development’ that cannot be 

permanent owing to the fact that there was neither plan nor direction to the rural 
projects (Agoncillo 1984, p.481).

Research, credit and extension programs under later administrations exhibited a 

somewhat tighter economic and political focus. While agrarian reform was shelved as a 

major item until the Martial Law years under Ferdinand Marcos, the regional and 

commodity orientation of extension and credit programs remained mindful of the power 

base tapped by Magsaysay. For this reason, as well as the political and economic 

imperative of food self-sufficiency, public expenditures on extension in the late 1960s

focussed almost exclusively on rice; moreover they
... were concentrated in areas where the modem varieties had the best chance of doing 

well, in provinces which were ranked highest in terms of past productivity. Within each 
of these provinces, barrios [villages] which appeared to have the highest potential 
productivity (as indicated by the presence of irrigation facilities and nearby warehouses,
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credit facilities and suppliers of inputs) were designated as program barrios (Bouis
1982, pp.87-88.).

The best-known and most-studied package of assistance to rice farmers was 
Masagana 99. This program followed the pattem, established in the 1960s, of 

concentrating resources in the areas with the greatest potential for productivity gains. It 

was initiated in 1973 after rice crops had been devastated for two successive seasons by 

disease and floods, with the short-term aim of recovery from these multiple disasters, and 

the longer-term aim of turning the Philippines into a major exporter of rice (Marcos, cited 

in Bouis 1982, p.71). A similar, although much smaller and short-lived, program for corn 

producers - Maisan 77 - was begun in the following year. Both programs were based on 

the provision without collateral of ‘supervised’ credit - i.e. loans often in the form of 

improved inputs or fertiliser, granted conditionally on the borrowers’ acceptance of 

recommended farming practices. Loans granted under the two schemes absorbed 83% and 
10% respectively of program spending in agricultural credit between 1973 and 1980 

(David 1982a), during which period rice constituted about 25% of agricultural value 
added, and corn about 8%. The balance of supervised credit was divided among other 

smallholder-produced commodities: cotton, vegetables, tobacco, cattle and fisheries. 
Additional subsidies to rice producers were derived from the two-tier fertiliser pricing 

program of 1973-76, as discussed earlier in this chapter.

In 1974, 716 million pesos were loaned without collateral to about 800,000 
participant rice farmers through the Masagana 99 program (Unnevehr and Balisacan 

1983). Non-repayment rates were high, averaging 20-25% of loans between 1973 and 

1975, and reaching 50% in 1976/77 (Bouis 1982, p.84). The short duration of the lending 

program and its high default rates have prompted some observers to downplay the 

significance of Masagana-99 loans as "a one-time transfer of income to farmers to help 

overcome the effects of the 1974 production shortfall" (Unnevehr and Balisacan 1983, 

p.16). The size of the transfer should not, however, be underestimated. National record

keeping data show that in 1973-74, 57% of rural families had incomes of less than 

P5,000, and 80% had incomes of less than P10,000 (Mangahas and Barros, 1980, p.76). 

Thus even a one-time gift to each of the Masagana-99 participants of an average P 900 

represents a significant sum.

Only a small proportion of the beneficiaries of Masagana-99 loans did not operate 

irrigated rice farms. A 1976 survey by Canete (1981) of 192 farmers in Central Luzon 

region found that 73% of Masagana-99 participants operated farms with year-round 

irrigation, as opposed to only 27% of non-participants. The joint effects of access to
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irrigation and to the Masagana-99 program can be appreciated by noting that in the crop 

year 1975-76, average net farm earnings of non-participants in the Canete survey 

amounted to only 17% of the earnings of participants.

3.4. Agricultural policy and the distribution of income

Effective protection and the distribution of incentives

The effective rate of protection (ERP) on a commodity takes account of protection 

granted to the inputs used in its production. As the foregoing review made clear, input 

pricing and public investment policy in recent decades favoured food crop producers 

relative to producers of export crops, and - within the food crop sector - producers with 

access to irrigated lands over those on rainfed lands. Table 3-12 shows ERPs calculated 

for the late 1970s for the six agricultural products which together make up more than 

three quarters of the gross value of agricultural production. Average ERPs for 
manufacturing are also included, to highlight the extent of the sectoral bias in tariff 

protection.

Table 3-12: Effective Protective Rate for Major Agricultural Products

Product Reference Year ERP

Rice \919a -0.4
- Rainfed 1979“ -4.7
- Irrigated 1979“ 3.6
Copra 1973-79 -24.0
Coconut Oil 1973-79 -2.0
Dess. Coconut 1973-79 -4.3
Sugar 1974-80 -23.0

Manufacturing (Av.) 19746 44.0
1980c 70.3

Source: David, 1983, Table 7, p.31, and:
“ Unnevehr and Balisacan (1983) 
bTan (1979) 
c Bautista (1981)

Calculations of nominal rates of protection, and most calculations of effective rates 

of protection, fail to capture the relative price effects of exchange rate overvaluation, 

because they do not account for the effects of protection on the prices of non-traded 

goods. The resulting calculations understate the overall penalty on agriculture vis-a-vis 

manufacturing. The rate of peso overvaluation relative to its free trade value was shown
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in Chapter 2 to have been about 30% in the middle to late 1970s (Bautista 1987). Since 

exchange rate overvaluation reduces the prices of traded goods relative to those on non- 

traded goods, it confers benefits on industries using imported inputs in direct proportion 

to the cost shares of those inputs. For example, it was shown in this chapter that cereal 

production in irrigated areas is more intensive in the use of fertiliser, chemicals and 

machinery than it is in rainfed areas. Overvaluation of the peso - transmitted through the 

prices of imported inputs - thus worked to the advantages of producers in irrigated areas.6

Subsidies to users of irrigation water drove a wedge between the effective rates of 

protection for irrigated and rainfed rice. On the basis of these subsidies alone, Unnevehr 

and Balisacan (1983) calculated the ERP for irrigated rice producers as 3.6%, and for 

rainfed producers a negative rate of -4.7%. Their estimates for the 1970s are supported by 

more recent data showing a widening of the gap between per hectare costs and returns to 

the production of irrigation, and constant or even falling water charge collection rates 

(World Bank, 1987).

Several factors not considered by Unnevehr and Balisacan suggest that their 

calculation understates the difference between the ERPs for irrigated and rainfed rice. 

Irrigation itself is funded substantially through foreign loans. If these are thought of as 

imports of inputs for the production of irrigation then it is easy to see that the peso 
overvaluation again understates the true price of irrigation investment. The subsidy and 
non-repayment of Masagana-99 loans - however short-lived the program may have been - 

was another source of differential benefits to the participants of the program, most of 

whom were farmers in irrigated areas. Other implicit subsidies, still more difficult to 
quantify, include expenditure on physical infrastructure other than irrigation 

(electrification, roads, and grain warehouses), and spending on varietal improvement, 

which was oriented almost exclusively towards irrigated rice.

Lastly, land reform also raised the private profitability of crop production on 

irrigated land, due to the connection between irrigation and yield growth. Under the 

Martial Law land reform program begun in 1972, many share tenancy arrangements were 

converted to leasehold or mortgage amortisation contracts. Amortising owners and 

leaseholders paying fixed annual rents derived clear gains from subsequent productivity 

increases while share tenants paying a proportion of the crop as rent did not (Unnevehr, 

1986).

Overvaluation of the domestic currency also raises profitability in industries producing non-traded 
goods relative to that in industries producing traded goods. Producers of foods which are virtually non- 
tradeable due to their perishability - for example some vegetables and fruit - would thus have gained in 
relative terms from peso overvaluation.
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Without quantitative estimates of the differential effect of credit, public works, 

research and land reform, the estimates of effective protective rates shown in Table 3-12 

cannot be revised with confidence. Since these public programs almost certainly 

conferred greater benefits on farmers in irrigated areas, however, the eight per cent 

difference in ERP between rainfed and irrigated rice may be regarded as a lower bound.

Technical change: distributional issues

In examining the development of agriculture in the Philippines between 1950 and 1980, 

the case has been put in this chapter for an analysis of growth and income distribution 

based on the differences between irrigated and rainfed agricultural areas, as a complement 

to the more usual division between crops produced primarily for export and those for 

domestic consumption. It was shown that for cereal crops, factor use and the rate of 

growth in yields differed considerably between the two environments, especially after the 
introduction of modern varieties of rice in the late 1960s. Public policy on tariffs, 

exchange rate and investment, it was argued, also played a role in driving a profitability 
wedge between producers in the two environments.

The concentration of public investment in irrigated areas was rational, in the light of 

the government’s desire to produce more food more cheaply, as long as the desired output 
increase through irrigation (and the subsidisation of production in irrigated areas) could 
be achieved at a lower cost than that of expansion of the area of rainfed land, and 
promotion of technical progress in poorly irrigated environments. From the late 1970s, 

considerable research effort (by international agencies and to a lesser extent the 

Philippine government) was devoted to raising the effective quantity of rainfed land and 

upland through multiple cropping and intercropping. It is only in the 1980s that the 

returns to this research are becoming increasingly evident (IRRI, 1983).

Whether or not the concentration of agricultural spending in irrigated areas was also 

in accord with improved rural welfare and income distribution is moot. It is a 

conventional wisdom that in developing countries, public spending in agriculture 

improves income distribution. This is true insofar as rural incomes are raised relative to 

urban incomes. It is, however, possible to raise the income of the agricultural sector as a 

whole whilst simultaneously reducing the relative or even absolute incomes of many of 

the producers in that sector. Such a distributional outcome depends on differential 

producer access to a fixed resource or resources. In the short to medium run, irrigated 

land is such a fixed resource, and one strongly associated both with the positive elements 

of government interventions in agriculture and with the the most important technological 

advances of the postwar years.
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An analysis of agricultural growth and income distribution should serve two ends. It 

should attempt to evaluate the actual distributional consequences of irrigation 

development, associated technological changes, and public policies. It should also 
provide a framework for evaluation of the distributional effects of possible changes in 

technology and prices. Both are empirical questions. The size of the agricultural sector in 

relation to the Philippine economy suggests that the appropriate way in which to analyse 

them is through a general equilibrium approach to changes in prices, factor endowments, 
and production.

3.5. Conclusion

This chapter traced changes in Philippine agriculture between 1950 and 1980, focusing on 

the expansion of irrigation and on technological differences between irrigated and rainfed 

environments. It took note of the more rapid pace of land productivity growth in irrigated 

areas relative to rainfed, due to the strong correlation between irrigation and high rates of 
use of ‘modern’ intermediate inputs - fertilisers, pesticides and machinery. It went on to 
investigate the role of economy-wide and sector-specific government policies in the 

development of irrigation and in the raising of the relative profitability of production in 

irrigated environments. Economy-wide policies penalised producers of export crops (most 
of which are grown on rainfed land) and favoured food crop producers, who occupy most 
of the irrigated land in the Philippines. Sector-specific input pricing policies favoured the 
inputs used most intensively in irrigated areas - fertiliser, machinery and (most 

importantly) the provision of irrigation infrastructure. Programs aimed at hastening 

agricultural productivity growth through higher yields and improved market access 
concentrated on developing technologies for, and providing extension, credit and 

marketing support to, farmers in the same areas.

The review of policy and performance concluded that the focus on irrigated areas 

was justified in terms of the aims of achieving food self-sufficiency and maintaining low 

consumer food prices. It appears, however, that these goals were reached only by taxing 

non-irrigated agriculture - and therefore, apparently, at the cost of a deterioration in the 

distribution of rural incomes. Measurement of the gains from technical progress - and of 

those from deliberate and inadvertent "irrigation bias" in agricultural policy - should be 

measured net of the losses incurred by producers in less favoured agricultural subsectors.
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National Capital Region 
^  (Metropolitan Manila)

I llocos
II Cagayan Valley
III Central Luzon
IV Southern Tagalog
V Bicol
VI Western Visayas
IX Western Mindanao
X Northern Mindanao
XI Southern Mindanao
XII Central Mindanao

Figure A -l: Regional map of the Philippines
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Appendix B

Farm-gate prices of major agricultural products, 1950-1980

Table B-l: Farm-gate prices of major agricultural products, 1950-1980
(Constant 1972 prices)

Year Coconut Sugar P’ apple Tobacco Abaca Rice Corn

1950 1.433 1.042 0.698 3.641 2.972 1.367 0.772
1951 1.149 0.928 0.766 3.098 2.600 1.128 0.762
1952 0.868 0.995 0.818 3.336 2.121 1.118 0.764
1953 1.292 1.042 0.703 1.656 2.542 1.019 0.656
1954 1.029 1.216 0.712 1.688 1.760 0.904 0.663
1955 1.024 1.180 0.684 1.820 1.636 0.927 0.665
1956 0.982 1.005 0.632 1.732 1.336 0.845 0.582
1957 0.978 0.991 0.623 1.717 1.323 0.834 0.574
1958 1.213 0.848 0.613 1.739 1.348 0.861 0.543
1959 1.000 0.838 0.636 1.588 1.548 0.838 0.570
1960 1.504 0.790 0.613 1.849 2.613 0.798 0.538
1961 1.178 0.777 0.603 1.814 2.347 0.934 0.640
1962 1.244 0.886 0.547 1.563 2.075 0.909 0.531
1963 1.407 0.869 0.534 1.675 1.791 0.892 0.552
1964 1.453 0.820 0.495 1.952 2.035 1.035 0.806
1965 1.480 0.841 0.486 1.865 1.983 1.041 0.703
1966 1.623 1.030 0.482 2.111 1.584 1.056 0.738
1967 1.636 1.142 0.633 2.525 1.627 1.040 0.679
1968 1.730 1.348 0.865 2.964 1.511 1.222 0.643
1969 1.645 1.639 1.030 5.139 1.849 1.142 0.689
1970 1.701 1.789 1.209 5.284 2.224 1.021 0.675
1971 1.814 1.686 1.251 4.469 2.099 1.133 0.870
1972 1.435 1.488 1.055 4.756 1.894 1.287 2.276
1973 1.481 1.374 0.995 4.316 1.744 1.054 0.791
1974 2.536 1.151 1.109 4.442 3.911 1.166 0.875
1975 1.288 1.104 1.442 5.079 4.237 1.147 1.016
1976 0.653 0.907 1.430 4.337 2.594 1.112 1.016
1977 1.125 1.861 1.414 4.048 2.171 1.093 1.004
1978 1.049 1.110 1.520 3.658 1.850 0.985 0.955
1979 1.663 0.986 1.020 5.345 1.676 0.845 0.773
1980 1.433 0.954 0.399 3.180 1.980 0.755 0.684

Source: NEDA: Statistical Yearbook, various years.
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Chapter 4

Technical Progress and Income Distribution 
in General Equilibrium

4.1. Introduction

The model in this chapter is developed to address the question: what are the distributional 

effects of technical changes in agriculture in a developing country like the Philippines? 

Previous empirical analyses of Philippine agricultural development have addressed the 
distributional effects of technical progress in a partial equilibrium context. Their 
observations have in the main been limited to noting the equalising effect on wages of the 

mobility of labour between agricultural regions, and between agriculture and other 

sectors. Restrictions in the scope of such analyses have led to the overlooking of two very 
important consequences of technical progress for income distribution which will be 
highlighted in this chapter. They are (i) downward pressure on returns to fixed factors in 
non-booming sectors caused by the boom; and (ii) ambiguity over the real rise in factor 

rewards when general equilibrium changes in the prices of all consumption goods are 
taken into account. In agricultural production, the share of land in the value of 

agricultural production is large, especially in poorer agricultural areas. It is thus 

reasonable to expect that income from land makes up a large fraction of the total income 

of farm households; even small changes in relative returns to land are likely to have 

substantial effects on distribution. On the second point, while food expenditures are 

certainly a large proportion of total household expenditure in the Philippines, failure to 

account for changes in real agricultural wages and farm family incomes due to the effects 

of technical progress on the prices of goods produced outside the agricultural sector will - 

if the effects described in this model are at all significant - understate the true real 

changes following a period of rapid technical progress.

Such structural change as has occurred in the Philippine agricultural sector in recent 

decades has had two major sources within the domestic economy: government 

interventions aimed at promoting industrial growth, and technical progress in the 

agricultural sector itself. Empirical evidence on these influences was reviewed in 

Chapters 2 and 3.
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The analysis of Chapter Two pointed to some of the negative consequences for 
agricultural development of import-substituting industrial promotion as a development 

strategy in the Philippines. Subsequently, in Chapter Three it was argued that in addition 

to the penalty imposed by this strategy on the agricultural sector as a whole, the 

"irrigation bias" of compensating public investment in agriculture constituted a further 

impost on producers in poor agricultural environments. This "bias" was felt in agriculture 

both through the subsidisation of production in irrigated areas, and through the price 

effects of the more rapid pace of technical change experienced by irrigated agriculture. 

Empirically, it was observed that factor shares in the total value of production differed 

between poorly endowed areas and irrigated areas, even when such areas were 

geographically contiguous (David and Otsuka, 1987b). This raised the additional 
distributional question of the neutrality of new production technologies with respect to 

factor demand.

The effects of the industry-promoting economic policies (including the protection 
regime) on the profitability of agriculture and the distribution of income between 

agricultural and non-agricultural households are not addressed in this model. They have 
been studied in some detail in computable general equilibrium models constructed by 

Bautista (1986a), Clarete (1985), and Mendoza and Roumasset (1982). All of these 
studies simulate the effects on welfare and income distribution of changes in the tariff and 
export tax regimes. While they vary in their assumptions concerning factor mobility, price 

endogeneity and the form of sectoral production functions, it is broadly agreed that 

reductions in the level and dispersal of protection contribute to rises in income, both of 
the economy as a whole, and of households with predominantly agricultural incomes 

relative to households with incomes derived from non-agricultural activities.

The second source of structural change - technical progress in agriculture - has been 

the subject of numerous partial equilibrium quantitative analyses (many of which were 
referred to in Chapter 3) as well as some excellent analytical discussion, most especially 

by David (1983). Quantitative partial equilibrium studies have traced changes in factor 

shares in the value of production and extrapolated from these to the distribution of income 

between landowners, share tenants and labourers within the agricultural sector (Hayami 

1976; Hayami and Kikuchi 1981). Others have examined adjustments within the sector 

which have taken place as responses to technical change - in particular the paper by 

Kikuchi, Huysman and Res (1983) on rural-rural migration from upland to lowland areas
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of Laguna province consequent on rapid technical progress in the latter areas.1 In 

general, however, empirical studies of the within-agriculture distributional effects of 

technical progress have not made full allowance for both the factor market and the 
product market linkages between agriculture and the other sectors of the economy.

There are good reasons to conduct an analysis of technical progress and income 
distribution in a general equilibrium setting. Agriculture is the largest single sector in the 

Philippine economy. It employs about half of the labour force. About two thirds of the 
population is rural and derives most of its income from agricultural earnings - that is, the 

income paid to land and agricultural labour. The sector as a whole contributes about one 

third of gross domestic product, and two fifths of export earnings. Food expenditures still 

comprise the largest single item in the budget of most Filipino families, rural and urban. 
Clearly any change which affects agricultural production and/or prices in a substantial 
way also has an important impact on activities elsewhere in the Philippine economy. The 

reverse is also true. While the manufacturing sector has remained small in terms of 

employment (about 12 per cent of the labour force), it has contributed about one third of 
GDP. The provision of all types of services employs more than one third of the labour 

force and makes up about the same fraction of GDP. While a case could be made for 

regarding much of recent manufacturing sector growth as ‘enclave’ development, the 

factor and goods market linkages between the services sector (broadly defined) and 
agriculture have remained strong.

In addition to the effects of intersectoral linkages, asymmetry in technical progress 

and in subsectoral growth rates within the agricultural sector has had the potential for a 

significant redistributive impact on factor and household incomes. The comparison of 
factor returns and distributional outcomes between agricultural regions or subsectors 

experiencing different rates of technical progress has been studied analytically by 

Evenson (1975) and Quizon and Binswanger (1983). The model which follows takes 

account of changes due to agriculture’s linkages with other sectors, and also those due to 

differential growth rates in subsectors of agriculture, by dividing agriculture into stylised 

‘booming' and ‘lagging’ sectors. The class of trade-theoretic analyses known as 

‘booming sector’ models is employed to expose and analyse the general equilibrium 

distributional effects of unequal subsectoral rates of technical progress in agriculture. 

Although the model is set out in very general terms, its eventual application to the

]On labour force mobility and migration, see also Castillo (1976), Hayami and Kikuchi (1981), and 
Stretton (1981).
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Philippine experience guides its development. This will become apparent in Chapter 6, in 

which technical change simulations are conducted on an expanded form of the model 

using Philippine data.

4.2. The booming sector trade model

The booming sector trade model is best known for its applications to the intersectoral 

production, resource allocation and income distributional effects of rapid growth in 

minerals and mining sectors, whether due to price rises (the oil price boom of the early 

1970s) or the discovery of new supplies of a resource. For this reason it is also known as 

"Dutch disease" economics, a reference to the observed decline in Dutch manufacturing 

sector output following the discovery of oil and gas reserves in the North Sea.2 As the 
applications suggest, the analysis is primarily concerned with the structural effects of 

asymmetric growth in real (non-monetary) models. Its application is equally valid 

whether the source of the boom is the discovery of a new resource used in one sector, an 

exogenous increase in the price of that sector’s output, or sector-specific technical 
progress. Changes are explored through comparative static analysis, so the magnitude of 

the ‘boom’, in spite of its name, need not be large in order to have measurable effects.

Booming sector models have three distinguishing characteristics, (i) At least one 

sector employs a factor not used in any other sector (a fixed, or specific, factor); (ii) there 
are more factors than goods produced; and (iii) one sector is assumed to produce a non- 
traded good or goods. Assumption (i) frees the comparative static results obtained in 
booming sector models from the constraint of the factor price equalisation theorem. In the 

two factor, two commodity, Heckscher-Ohlin model, factor prices are determined solely 

by commodity prices, uninfluenced either by factor endowments or final demand (see 

Jones, 1971). In such a model with no comer solutions, changes in relative factor prices 

following an exogenous shock (such as technical change or a change in an exogenous 

commodity price) are determined only by sectoral factor proportions. When a specific 

factor is introduced - and when corner solutions are mied out by assumption (ii) - factor 

endowments as well as the substitutability of factors in production also influence their 

relative prices. The Heckscher-Ohlin model is by nature oriented to the long run; by 

contrast the specific factors model is more appropriate for analyses concerned with the 

short or medium term. Assumption (iii) - that one good is not traded internationally -

2Early analyses of the effects of a boom in one sector on resource allocation, the real exchange rate and 
income distribution may be found in Gregory (1976) and Snape (1977). A survey of the analytical and 
empirical literature on booming sector economics is contained in Corden (1985, Chapters 15 and 16).
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introduces the composition of domestic final demand as an additional influence on 

relative factor prices, and thereby on the distribution of income.

The above three premises - together with the more conventional simplifying 

assumptions of competitive markets and constant returns to scale - make possible a range 

of positive comparative static predictions about sectoral resource allocation and the 

functional distribution of income based on a few key variables and parameters. One is the 
relative price of non-traded to traded goods (the domestic terms of trade (ToT), often 

referred to as the real exchange rate). The others are parameters representing sector- 

specific factor intensities. In the diagrammatic example that follows it will become 

apparent that following an exogenous shock such as a technical change, the direction and 
magnitudes of intersectoral resource flows are determined by sectoral factor intensities, 

while movements in the ToT act to restore equilibrium following the shock.

The core booming sector model is as follows. Consider a simple economy 

consisting of three sectors producing one non-traded good (N) and two traded goods, B 
and C. The sectors share a single mobile factor of production L, and sector B also uses a 

specific factor, Z. The shock consists of a Hicks-neutral technical change which raises 
productivity in sector B. This shock affects the ToT and sectoral resource allocation in 

two ways, first through changes in the booming sector itself, and second through 
adjustments in the sector producing the non-traded good. Following Corden and Neary 

(1985), the first may be called the resource movement effect, and the second the spending 

effect.

The Salter diagram in figure 4-1 shows the production possibility frontier NT0 
between a Hicksian aggregate of the traded goods (on the horizontal axis) and nontraded 

goods (on the vertical axis).3 Technical progress in one of the sectors producing traded 

goods shifts this locus outwards along the traded goods axis, to NTh At constant product 

prices the commodity mix of production shifts from a on AT0 to b on NT1, an increase in 

traded goods production and a fall in that of the non-traded good. In the labour market 

(figure 4-2), the curve describing the value of labour’s marginal product (VMPLB) in the 

booming sector rises from VMPL°D to VMPL\ which raises the wage from vv° to w1. (The 

initial curve VMPLB is obtained by the horizontal addition of the marginal product curves 

in both traded goods sectors). The resource movement effect in the labour market takes 

the form of a rise in nominal wages. In the goods market it causes a rise in the price of the

3For this illustration the two traded goods are regarded as a Hicksian composite, i.e. their relative price 
ratio is fixed.
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Figure 4-1: Effect of a boom on commodity production and prices

non-traded good relative to the prices of traded goods. This can be seen in Figure 4-1 by 
assuming that demand for N does not change (i.e. that the income effect of the boom on N 
is zero), by drawing a line horizontally from a to the point on AT1 marked c. At constant 
prices production has shifted to point b, leaving excess demand for N. Output of N may 

remain constant or fall as a result of the resource movement effect, but it will not rise.

The reduction in C sector output - the "de-industrialisation" effect of the boom, as it is 
called by Corden and Neary - can be seen in Figure 4-2 from the reduction in labour 

demand in sector C - from L°c at wage vv°, to Llc at the higher wage rate w1.

The spending effect captures changes in the demand for N out of the additional 

income generated by the boom, and associated resource movements. If A is a normal 

good with a positive income elasticity of demand, then its income expansion path will 

look like the one marked 01 in figure 4-1. Point d, at the intersection of the income 

expansion path with the new production possibility frontier NT1, lies above point c, 

indicating that in order to satisfy excess demand, output of the non-traded good, and its 

price relative to the prices of traded goods, must rise again. The output rise appears in the 

labour market in figure 4-2 as a rise in in VMPLW from VMPL°W to VMPLlw, which raises 

wages to w2. This in turn further reduces labour use (and therefore output) in sector C, to
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Figure 4-2: Effect of a boom on the labour market

Lc. Since the resource movement effect depressed output in N  (towards b) and the 
spending effect raised it towards d, in final equilibrium the output of N  will lie between b 

and d. Thus output in N  may fall despite the real appreciation (Snape 1977).

Both the resource movement and spending effects increase labour demand and 

therefore bid up wages; however, the nominal rise is offset in real terms by the 

appreciation in Pn. Returns to the fixed factor in sector C are reduced by both effects; in 
sector B they are raised by the resource movement effect but lowered by the spending 

effect. If the latter effect is sufficiently large (price-inelastic demand for N  and a high 

income elasticity of demand for the same good), the net effect on profitability in sector B 

may be negative, although - as Corden and Neary point out - such a result requires a 

combination of extreme parameter values. When the source of growth is neutral technical 

progress, the model demonstrates that changes in relative factor rewards are influenced in 

a very significant way by sectoral factor intensities, especially in the case of more than 

one mobile factor. If technical change is biased in a labour-saving direction - that is, if 

the effect of technical change at constant prices is to reduce labour demand relative to the 

demand for other factors - the Corden-Neary model suggests that the resource 

movement’s positive effect on wages will be dampened, and may even be reversed. Since
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total income will still rise, the spending effect will remain, although less of the additional 
income generated will accrue to the owners of labour.

The booming sector model as expounded in Corden and Neary (1985) is primarily 

illustrative in nature, although it has been employed to good effect in some recent studies 

of asymmetric growth (Cassing and Warr 1985; Anderson and Warr 1987). However, the 

occurrence of technical progress in existing booming sector models is restricted to Hicks- 
neutrality. The model in this chapter demonstrates that the specification of technical 

change effects can be greatly improved by the use of duality theory to represent sectoral 

production as the outcome of a process of profit maximisation subject to a production 

function constraint. The restricted profit function - that in which one or more factors are 

held fixed - is a natural vehicle for empirical applications of the booming sector model 

with sector-specific factors.4 The model developed in section 4.4 below combines the 

analytical properties of the booming sector model with a one-sector, multi-region model 

of technical change in agriculture to derive the general equilibrium distributional 
outcomes of technical progress.

4.3. Technical progress, prices, and resource allocation

Asymmetric technical progress and the regional income distribution are the primary 

issues addressed in a partial equilibrium analytical model developed by Binswanger and 
Quizon (1980).5 They examine technical change in a model in which a single agricultural 

good is produced in two regions, with region-specific land and mobile labour. The price 

of the single output is assumed endogenous; since all factors are employed solely in the 

production of that output, the primary determinant of changes in nominal and real factor 
returns is the price elasticity of its demand.

The Binswanger and Quizon model (hereafter the BQ model) builds on a paper by 

Evenson (1975) in its analysis of the consequences of technical change in one agricultural 

region for the distribution of factor incomes when technology in other regions is static, or 

changing more slowly. It is important for two contributions: its use of the duality between 

cost and profit functions in distinguishing technical change effects from those due to price 

changes, and its rigorous modeling of biases in technical change. In analysing relative 

income changes between regions, between groups of factor owners, and between

ri'he duality between production and profit functions is explored more fully in Chapter 5.

5Most references below will be to a condensed version of their paper, published as Quizon and 
Binswanger (1983).
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producers and consumers of agricultural goods the Binswanger and Quizon paper 
provides - as its title claims - a unified approach to the distributional questions associated 

with technical progress in agriculture.

In describing a simple economy with asymmetric technical change, the analytical 

structure developed below draws heavily on the contribution made by Binswanger and 

Quizon. It differs from their model, however, in two important respects. It explicitly 
includes production and factor demand in a non-agricultural sector or sectors, and it 

incorporates a more complete modelling of consumer demand. These are the features 

which provide the model’s general equilibrium character.

In addition to two sectors producing the agricultural good, the model below 

incorporates a sector producing a composite non-agricultural good. The price of this 

good is endogenous (it is assumed to be non-traded). In contrast to the assumption of the 

BQ model, the price of the agricultural good is here assumed to be determined in world 

markets, the familiar characterisation of a small, open economy. The demand for 

agricultural produce is thus considered to be infinitely elastic at a fixed nominal price. 

Since in a real model only relative prices matter, an increase in the supply of the 

agricultural good (for example, from technical change), still has the potential to reduce 

agricultural prices relative to prices of other goods, through a rise in the price of the non- 
traded good. It is shown, however, that the explicit modeling of a non-agricultural sector 

introduces additional commodity and factor market responses to technical progress not 

captured by the BQ model.

The demand for consumption goods in the model developed below is derived from 
the maximisation of utility by households, which are the sole domestic consumers of 

output produced in the economy. The Binswanger and Quizon model represents 

consumer demand (for the agricultural good only) as a function only of its own price and 

an exogenous shifter:6
Y' = aP' + D*,  (4.1)

where Y' is growth in the demand for Y, P' is the rate of change in its price, D* is an 

exogenous demand shifter (representing, for example, population growth) and a  is the 

own-price elasticity of demand for Y. This expression says that changes in income play 

no role in determining the demand for Y. Booming sector economics shows, however, 

that the income effects of a change like technical progress induce potentially important

throughout this thesis, a prime (') after a variable denotes a proportional change in that variable. Thus 
for any variable X , X '  = dX/X.
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adjustments in factor and commodity markets - and thereby in relative incomes - through 

changes in consumer demand for endogenously priced commodities. Consider diagram

Figure 4-3: Goods Market Equilibrium

4-3, which shows (in partial equilibrium) the market for the non-traded commodity. In 
the BQ model, in which it is the agricultural good which is not traded, consumer demand 
for the non-traded good is a function only of its price and an exogenous shifter (equation 

(4.1)). A technical change increasing the supply of the good thus causes a fall in the 
equilibrium price of Pl -  P°, and a rise in the quantity demanded of Yl -  Y°. In general 

equilibrium, however, as long as the propensity to consume Y out of income is positive, 

the effect of the technical change and consequent fall in P will be offset (if Y is a normal 

good) by a rightward shift in the demand curve - for example from D° to D1 - yielding a 

new equilibrium price P2 and quantity Y2. This is the commodity market side of the 

spending effect in the booming sector model, not captured by equation (4.1).

In the model developed below it is the non-agricultural good which is assumed non- 

traded. In such a case the changes shown in Figure 4-1 operate in reverse. The resource 

movement effect of the boom in the agricultural sector initially reduces output of the non- 

traded good (imagine shifting from S1 to S°), and with no change in demand the price of 

the non-traded good rises, from Pl to P°. This is equivalent to the shift just discussed for 

the BQ case, in which it is the agricultural good which is non-traded. The spending effect 

of the agricultural boom, however, shifts the non-traded good’s demand curve to the right: 

final equilibrium at the intersection of S° and D1 is attained at an unambiguously higher
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relative price of non-agricultural to agricultural goods. P3. Incorporation of a spending 

effect thus increases the amount by which real agricultural prices are predicted to fall.

Construction of a general equilibrium model incorporating the two extensions to the 

BQ model just described - the explicit modelling of a non-agricultural sector and the 

incorporation of income effects on equilibrium prices - offers the potential for a rich 

analysis of technical change and income distribution in general equilibrium. Of course, if 

the non-agricultural sector is very small in relation to agriculture, and its product is not an 

important part of household expenditures, the distributional effects of a change in one 

agricultural subsector will be dominated by the movement of resources within agriculture. 

In such a case the BQ model provides an adequate analytical framework. The evidence on 
the structure of the Philippine economy presented in chapters 2 and 3 suggests however 

that agriculture, while certainly a major employer and contributor to national income, has 

strong linkages to other sectors and thus that the effects of changes in other sectors will 

exert a significant influence on the distribution of agricultural incomes.

The distribution of real income between households has three major determinants: 

the pattem of factor ownership, the functional income distribution, and consumer 

preferences. The functional distribution is in turn influenced by prices and technology.

The comparative static model developed in this chapter takes preferences and the pattern 
of asset ownership as given, and studies changes in the functional distribution caused by 
shifts in prices and technology. If asset ownership and consumption patterns are known, 

then the functional distribution can be mapped onto the household distribution. The 

development of a model for analysing changes in the functional distribution - and 
particularly those resulting from technical progress - is the objective of the following 

section.

4.4. Technical change in general equilibrium

Suppose that production in an economy comprising three sectors can be represented by a 

set of profit functions, expressed in their most general form as
TV = 7V(w, r, Pj, Zj, tj), /=  1,2,3 (4.2)

where w denotes wages, r the return to capital, P ■ the price of output j, Z . the quantity of a 

factor specific to sector j  (for example, land in the agricultural sectors), and r, an index of 

technical progress in sector j  J  Of the three sectors, the agricultural sectors 1 and 2 use

7For expositional purposes - and without reducing the generality of the results - the possibility of 
technical progress of the form discussed in the previous section can be restricted to occur in only one of the 
two agricultural sectors of the economy.
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the mobile factors labour (L) and capital (K) together with the sector-specific land 

endowments (Z{ and Z2 respectively) to produce a homogenous agricultural good. This 

good is internationally traded at a world price given by Pv Output in Sector 3 is 
produced using the mobile factors capital and labour, and a sector-specific factor Z3 

(which could include sector-specific skilled labour). It produces a Hicksian composite 

good (non-agriculture) which is not traded internationally. The price of the non-traded 

good, P3, is determined by supply and demand in domestic markets.

By Hotelling’s lemma, differentiation of the sectoral profit functions with respect to 

prices yields sectoral demand functions for labour and capital, and sectoral output supply 

functions. These are given below as equations (4.3) to (4.11). As above, variables in 

these equations have been converted into proportional rates of change, denoted by a prime 

('); for any variable X, X' = dXPC. The parameters ßf are thus elasticities of quantity i 
with respect to a changes in price (or quantity) j, with superscripts denoting sectors. For 

this illustrative analysis the occurrence of technical change has been restricted to sector 1 

only. The technical change shifters E '  and Eyl' (defined on page 79 below) thus measure 

the rate of technical progress in sector 1 relative to that in sector 2, assuming no technical 
change in the non-agricultural sector.

The factor demand equations are

(4.3)

(4.4)

(4.5)

(4.6)

(4.7)

(4.8)

and the output supply equations are

(4.10)

(4.11)

(4.9)

The signs of the elasticities are determined by assuming that there are no inferior factors
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of production (factors for which the output supply response to a factor price rise is 

positive). This implies ß*, > 0, ßf < 0, and ß*. < 0 for all sectors factors i and outputs y. 
The signs of the cross-price elasticities ß^ and ß^ are positive if capital and labour are 

substitutes, and negative if they are complements. The factor demand functions are 

homogeneous of degree zero in prices, which requires that

K  + ßj + ß ; = 0 and

p; , + p; + p; = ° .
for all mobile factors i, j  = K, L and sectors s. Lastly, assuming constant returns to scale 

in production restricts the values of the parameters ß*z (for i = L, K) and fisyz to unity.

The model assumes perfect competition among firms in each sector in addition to 

constant returns to scale, which implies that returns just equal costs. This condition is 

described by the sectoral "zero pure profit" equations
P { = snw + sk/ + s llz { -T ' (4.12)

Pi =sl2w'+sk2r'+sa z2' (4.13)

P3 =sßw'+sa r'+s!3z3 , (4.14)

where s- is the cost share of factor i in sector j, and z ' is the price of the fixed factor in 
sector j. The term T' measures the overall rate of unit cost reduction in sector 1 due to 
technical progress, at constant prices.

The rate of growth in the supply of each mobile factor Xi (i = L, K) depends on an

exogenous rate of growth X ' as well as on its own-price elasticity of supply £• weighted 
by the change in its price:

L' = £,w'+L' (4.15)

K' = e /+ K '. (4.16)

The labour supply specification permits the existence of a pool of voluntarily unemployed 

labour which will progressively enter the labour force as wages rise. Changes in 

involuntary unemployment occurring as the results of exogenous shocks are not possible, 

although the possibility that a constant proportion of the labour force may be 

‘structurally’ unemployed is not ruled out by the model.

There are six endogenous prices in the model: that of the non-traded good, and those 

of the two mobile and three specific factors. Since the supply of specific factors is
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exogenous, their prices are determined residually through equations (4.12) to (4.14). By 

equating supply and aggregate demand in factor markets, W and r can be expressed in 
terms of changes in the exogenous variables and P3'. The latter price is in turn determined 
by equilibrium in the market for good 3, which requires (in addition to the supply 

equation (4.11)) an expression for changes in demand for the good as well as a market 

clearing condition. These are given as equations (4.33) and (4.34) below. Finally, the 

closure of the model requires that the domestic price of foreign exchange be such that 

trade balance is achieved. As long as all consumers operate on their budget constraints 

(i.e. their income equals expenditure on all goods), trade balance is assumed by Walras’ 

law, which states that in an economy of n markets, if n - 1 markets are cleared, then the 

nth will also clear, provided consumers exactly satisfy their budget constraints.^ Which 

market is chosen to be the nth market is arbitrary: were the primary focus of the model to 

rest on the exchange rate rather than the domestic terms of trade between agriculture and 

the rest of the economy, trade balance and the exchange rate could be modeled explicitly 

and the clearing of the market for the non-traded good implicitly imposed, using Walras’ 

law.

Equations (4.3) to (4.16), (4.33) and (4.34) comprise a system of sixteen equations in 

the same number of endogenous variables: the quantities L (  to L3', K {  to K3, Y f  to Yf, 
C3 , and the prices w', r', z f, z f  z3 , and P3 . In later sections a household sector will be 
added to the model describing the mapping of factor returns onto household incomes. The 

additional equations of household-specific price indices and income do not, however, play 

an integral part in the determination of market-clearing price levels.

Technical Change

The analysis of technical change in this model employs the methodology developed by 

Binswanger and Quizon, which in turn relies on Binswanger’s (1978a) concept of the 

factoral rate of technical change. Prior to Binswanger’s work, the rate and bias of 
technical change were typically analysed using the rate of factor augmentation. In a 

production function, embodied factor augmenting technical change8 9 was written as 
Y = Y(aL,bK)

8Walras’ law is summarised by the identity ^ • / 3-(<2- -  £f) = 0, where Pit Qi , and Q\ are the price, 
demand for, and supply of good i respectively. If the expression after the summation is true for goods i =
1....n-1 then it is necessarily true for i = n as well.

9It is difficult to attach the concept of disembodied technical change to any empirically observable 
phenomenon. In general, technical progress is embodied in one or more factors of production. ‘Learning by 
doing’, a popular example of disembodied technical change in studies of agricultural growth, should 
properly be regarded as an improvement in the quality of labour.
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in which the parameters a and b measured the rate of improvement in the quality of 

labour and capital inputs (see, for example, Yotopoulos and Nugent, 1979). This 

construction imposes on the technology the assumption that at constant prices, an 

improvement in the productivity of (for example) capital can come about only as the

result of an improvement in the quality of capital itself. However,
...suppose...that the quality of a worker who operates a machine improves; he will be 

able to produce more output per machine-hour and per man-hour. Both the capital- 
output and the labour-output ratios are reduced, not just the latter. Both factors are 
augmented. Similarly, if a new machine that costs 10 per cent more (but which is still 
operated by one man) is used, and if output rises by more than 10 per cent per machine- 
hour, both the labour and machinery coefficients are reduced. If output per hour rises by 
only 10 per cent, the capital-output ratio is unaffected and only the labour-output ratio 
falls by 10 per cent. This would be an example of a technical change but [one] that 
augments only labour (Binswanger 1978a, p. 161).

Binswanger’s concept of the factoral rate of technical change was developed to take

account of the change in the productivity of any factor arising from the improvement of a

particular factor. It is defined as "the change in per-unit factor demand that results [at 

constant prices] from a technical change" (Binswanger 1978a, p.162). If A '  is the factoral 

rate of technical change for factor i, then at constant prices 

dXi dXi i

dt X;
(4.17)

for a unit change in a technology variable denoted by t. The rate of factor augmentation 

as defined above is thus a special case of the factoral rate of technical change in which a 

change in the quality of one factor leaves the demands for other factors unaffected. Since 

the factoral rate of technical change measures a change in factor proportions at constant 

prices and output, it can be estimated directly from a cost function, which describes the 

outcome of an optimisation exercise in which output is held constant.

Two important technical change measures depending on the factoral rates of 

technical change are employed in the BQ model as well as that developed below. (The 

definitions that follow are those given in Quizon and Binswanger (1983), and discussion 

of them paraphrases that in the same paper.) The first is the overall rate o f technical 

change, T ,  defined as the cost-share-weighted sum of all factoral rates of technical 

change. For a cost function in labour, capital and land (Z) (suppressing sectoral 

subscripts),

r  = yi,' + v '/ + .vV- (4-!8)
T  is thus the rate of reduction in the unit cost of producing a good attributable to 

technical change.

The second measure is the bias of technical change, which is simply the difference 

between the factoral rates of technical change for any two factors:
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f /-saving
Btj = A '  -  Aj — 0=> ■{ neutral

I/-using. (4.19)

Btj is a constant-price measure of the difference in the technology-induced changes in 

factor demands for factors / and j.

Any technical change can be decomposed into one component consisting of a factor- 

neutral reduction in unit cost and other components describing its bias between pairs of 

factors. This is illustrated for the two-factor case in Figure 4-4. Suppose producers

Figure 4-4: Technical change and factor bias

initially operating at the minimum-cost point a on unit isoquant Q° adopt a technological 

innovation which both moves the isocost schedule towards the origin and the unit 

isoquant to Q2. At constant prices this innovation moves the minimum-cost point to c. 
With capital (K) on the horizontal axis and labour (L) on the vertical, this is a technical 

change with a labour-saving, capital-using bias. By drawing a third unit isoquant Qx at the 

point of intersection of a ray of constant factor proportions (L/K)° from the origin through

a, it is clear that the factor-neutral reduction in unit cost T' is given by the shift from a to

b. A constant-price, constant-output measure of technical change bias BKL (defined in
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equation (4.19)) captures substitution of L for K along the new isocost schedule from b to 

c. Both T  and BLK are functions of the factoral rates of technical change A, and Ak, so 

once these are known the effect of the total change from a to c on the demand for each 

factor can be evaluated. The ability to so separate the overall rate of a technical change 

and its bias from changes in absolute and relative factor demands due to changing prices 

and output levels is vital in the assessment of the distributional outcomes of the technical 

change.

The restricted indirect profit function - the framework from which the structural 

equations in this chapter are derived - is the product of a maximisation in which output is 

variable and one factor (land) is held fixed. Therefore the technological shifters of factor 

demand E'  and of output supply £ ' in equations (4.3), (4.6), and (4.9) above cannot, 

therefore, be interpreted as factoral rates of technical change. In their 1980 paper, 

however, Binswanger and Quizon employ the duality relation linking cost and profit 

functions to show that the E'  can be expressed in terms of T  and the A 's as follows (for 
details see their 1980 paper):

If £•', £  ', ß. and ß can be estimated, then unique solution values exist for T  and the 
factoral rates of technical change. This means of identifying the rate and bias of technical 
change from empirical profit function parameters - which was not made explicit in the 

Binswanger and Quizon paper - will be employed to study the nature of technical changes 
in Philippine agriculture in Chapter 5.

If technical change is Hicks-neutral, all factoral rates of technical change are equal. 

Thus T  -  A- = A ' , which implies that the factor demand shifters £ /  = $iyT  and the 

output supply shifter £  ' = (1 + $yy)T' . These constructions are used in the neutral 

technical change model (Model la) developed below. An /-saving technical change occurs 

when A '  > A', and A - > T'. The ‘pure’ effect of a particular type of factor bias (such as 

labour-saving, capital-using) can be evaluated by assuming that the use of one factor is 

increased at the expense of the other, with no change in the factoral rates of technical 

change for other factors or in the overall rate of technical change. For example, the ‘pure’ 

factor bias of a labour-saving, capital-using technical change implies (from equation 

(4.18):

By substitution in (4.20) and (4.21), the factor demand and product supply shifters for this 

bias are:

(4.20)

(4.21)

s,
Ak = - —A '  + a constant, with A '  = T  = 0.

S u
(4.22)
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= ——A , ' , and E ' = 0.
h

The pure factor bias effect involves substitution of capital for labour with no increase in 

output.

As another example, the factor demand effect of a technical change which saves land 

and uses labour can be written

The sector-specificity of land means that any substitution of labour for land inevitably 

raises output, ceteris paribus. The consequences of various factor biases in technical 

change will be explored using these formulations in the second model (Model lb) below.

In the following sections several models are described. The simpler models I a and lb 

are illustrative of neutral and biased technical changes respectively. In order not to detract 
attention from purely technical change issues, in these models the growth rates of other 

exogenous variables (for example, specific factor endowments) are set to zero, and one of 

the mobile factors (capital) is assumed to be available in infinitely elastic supply at a 
constant price. In Models I a and lb it is convenient to think of the economy as one which 
imports capital and exports agricultural produce - a reasonable stylisation of many 

developing economies similar to that of the Philippines. In the more complex Model II, 

the price of capital is endogenously determined, and changes in all exogenous variables 

are permitted to be non-zero.

4.4.1. Model I a: neutral technical change

Models la and lb assume that the price of mobile capital is exogenous and constant. With 

labour the only endogenously priced mobile factor of production, equations (4.6) to (4.8) 

and equation (4.16) do not enter the equilibrium conditions of Model I, which reduces to a 

variant of the familiar Ricardo-Viner trade model (Caves and Jones, 1977). The five 

endogenous price changes w', P3', and z (  to z3' are found by solving a system of five 

equations consisting of three zero pure profit conditions ((4.12) to (4.14)) and market 

clearing conditions for labour and the non-traded good, which will be derived as (4.35) 

and (4.36) below.

(4.23)

In this case the E[ in equations (4.3), (4.6) and £ ' in (4.9) become
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Equilibrium

From equation (4.14), changes in endogenous wages depend on changes in the price of 

the non-traded good and of the factor specific to sector 3:

*/  = 4 ( /y - ' Sz3z3 ') - (4-24)

while from (4.12), (4.13) and (4.24), with no change in Pv returns to the fixed factors are 

given by
/

zi - ( T ' - s nw'), 
■Szl

/

Z2

=±(p3'-s,y).
■*z3

(4.25)

(4.26)

(4.27)

Since in this comparative statics exercise it is only small changes in exogenous 
variables that are under consideration, the factor shares stJ do not change. At constant 

wages and product prices the entire benefit of technical progress T  is captured by owners 

of land in Sector 1 through a change in z(. When wages and the price of the non-traded 

good are allowed to adjust, unit returns to fixed factors and labour are directly related to 
changes in P3 and w', which is itself a function of P3. A careful definition of the market

clearing level of P3 is therefore necessary; it is, as Cassing and Warr (1985) have noted, 
"pivotal" to the distribution of gains from the technological change.

The utility-maximising demand for the non-traded good is a function of prices and 
income, given as

C3 = C3(PV P3,Y ) (4.28)
where

y  = p x{y x+y2)+p 3y3 (4.29)

is the identity of national income, valued in terms of goods produced.10 The total 

differential of (4.29) (with dP 1 =0) yields an expression for the change in national 
income:

dY = Px(dYx +dY2) + P3dY3 + Y3dP3.

Since in this exercise the economy is disturbed from its initial equilibrium only by the 

technical change, the value T  must be equal to the value of the change in national income 

at constant prices. dY may thus be written as

10This definition of national income assumes that any exogenously priced intermediate goods are 
domestically owned.
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dY = dT+Y3dP3. (4.30)

This formulation of dY can be used to find the change in consumer demand for good 3, 

i.e. C3 . Differentiate (4.28), using (4.30):

dC,
dC3 dC3
— tdP~ + — l[dT + Y3dP3\, 
dP, 3 dY 3 3

(4.31)

and apply the Slutsky decomposition (Varian, 1984):

dCn
\ d P j

dPr
dC3 07
W d K

dP3 +
dC3
1 y

[dT + Y3dP3]

= [ - c 3
a c 3 

aF
]dP3 +

a c 3
— -[dT + Y,dP3] 
dY 3 3

,acfcO
dC3

dP3+— -dT + 
3 dY

dC3—̂[y3 - c3]dp3, 
Ö7

(4.32)

where the terms in bold parentheses are the constant-utility substitution effects. The last 

term in the last line equals zero since at the initial equilibrium Y3 = C3. Converted to 

proportional rates of change, (4.32) is written as
(4.33)

C 3 = 533̂ Y + T| 3T7T ' ,

where ^33 .< 0 is the compensated own-price elasticity of demand for good 3, rj3 > 0 is its 
income elasticity of demand, and x7 = T/Y > 0 is the magnitude of the value of the 

technical change relative to national income Y. By definition, the market for good 3 must 
clear; the rate of change in demand must equal that in supply. This is given by the 
condition

C3 - Y 3 = 0 . (4.34)

Together with equations (4.3) to (4.16), the last two equations comprise a self-contained 

model composed of sixteen equations in sixteen endogenous variables.

The equilibrium prices of mobile factors and the non-traded good are found when 
each of the markets (here, the labour market and that for good 3) is cleared. By Walras’ 

law, trade balance will be assured once every other market clearing condition has been 

satisfied. Beginning with the non-traded good, and substituting equations (4.11) and 

(4.33) into (4.34) (with Z3 held equal to zero)11 gives the expression for the equilibrium 
rate of change in P3:

n For clarity of analysis, in this section all exogenous effects except the technical change have been set

equal to zero, i.e. Zx' = Z9' = Z3 = L ' = 0. Since the equations are linear the dropping of these terms does 
not change the equilibrium conditions. They are restored in Model II for an analysis of the effects of 
changes in factor endowments.
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or

(ßjy " ^33)^3' + ß > '  = ^3 7̂r  • (4-35)
This expression shows that change in P f  is positively related both to changes in wages

and to the rate of technical progress. The coefficient (ß ^ -^ 33) is the elasticity of excess 

supply of the non-traded good, and indicates the difference in magnitude between the 
elasticities of supply and demand for good 3 in the region of equilibrium. The stability of 

the model requires that the elasticity of excess supply be positive: the slope of the supply 

curve must be greater than that of the demand curve. The magnitude of the term 

determines the responsiveness of the price of the non-traded good to changes elsewhere in 
the economy.

Turning to the labour market, the equilibrium wage is found by setting changes in 

labour supply (equation (4.15)) equal to the weighted sum of changes in the labour 

demand functions (4.3), (4.4), and (4.5), with the weights being the contribution of each 
sector to total employment, where Xtj = L^L for sector j:

-\-\pL,2 3 =  Eyv + T  .

Market equilibrium is obtained by substituting in the expressions for change in labour

demand (4.3) to (4.5), and noting that ß /z = X/^z/ß// represents the aggregate elasticity of 
labour demand with respect to its own price:

(Ffl -  e ,W  + (4-36)

The coefficient (ß //—£/) is the elasticity of excess demand for labour. The stability of 

the model requires that this term be negative: the slope of the labour supply curve must be 

greater than that of the aggregate labour demand curve. The simultaneous clearance of 

the markets for labour (4.36) and the non-traded good (4.35) differs from that of the BQ 

model in two ways. The income (spending) effect of the technical change on the non- 

traded goods sector is made explicit, and so is the propensity of that sector to absorb 

factors of production in response to changing prices.

Combining the equilibrium conditions given by equations (4.35) and (4.36), Model 

la ’s equilibrium conditions may be expressed in matrix form as QP = T, where

n
j” ß  // £ / ^73 ß/y ~|

l p; (4.37)
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p = [ W  p }'] T

T = [-X„ßJ/' Ti3xrn T

in which T denotes a transpose. The matrix Q. will be referred to as the excess elasticity 

matrix, since the elements on its principal diagonal are the elasticities of excess demand 
(for labour) and supply (for the non-traded good). These terms are negative and positive 

respectively, so their product is negative. The off-diagonal terms are the elasticity of 

output in sector 3 with respect to wages (ß^), and the elasticity of labour demand in the 

same sector with respect to output price (ß^), weighted by the employment share of sector 

3. Using the homogeneity condition and the assumption of noninferiority of factors, and 

taking capital and labour to be substitutes, £2 is shown in Appendix C to be negative 
semi-definite. Alternatively - and without the need to assume that mobile factors are 

substitutes - proofs in Appendix C demonstrate that Cl is the positively weighted sum of 

three matrices, each of which can be proven to be negative semi-definite. Therefore £2 is 

also negative semi-definite: the determinant |£2| is less than or equal to zero.

Technical change, prices, and the functional income distribution

The purpose of Model I a is to reveal changes in prices and in the functional income 
distribution resulting from a neutral increase in T\ the overall rate of technical change. 

Using Cramer’s rule, the following comparative static results follow directly from (4.37):

= IQ|-> ( ~ \ nß j/ß j ,- ^33) - Tl3't7XJ3ß?y)  > 0 ; (4.38)

j r  = IQl-1 A nßJA ; + l W ß «  ~ O  )  ä  0 ; (4.39)

{ w / P j _ ( v S - P 3' ) _

I O f 1 (-X „ßhßy  + C -^ 3 3 )]  -Tl3V[XGß?,+(ß«-e/)]) J  0. (4.40)

Equations (4.38) and (4.39) show that a neutral technical change raises numeraire 

wages (w'ages in terms of the price of the agricultural commodity), and brings about a real 

appreciation (a rise in the price of the non-traded good relative to that of the agricultural 

good). Equation (4.40) shows that wages relative to the price of the non-traded good may
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rise or fall, depending on whether the wage increase due to both resource movement and 
spending effects dominates, or is dominated by, the real appreciation from both effects.

As described in the discussion accompanying Figure 4-1, the resource movement effect 
on w and P3 may be isolated in the above expressions by setting the income elasticity of 

demand for good 3 (ri3) to zero (Corden and Neary 1985). It is positive for wages and P3, 

but ambiguous for wages relative to P3. The change in (w/P3) is likely to be positive if 

final demand for the non-traded good is price-elastic, i.e. if £,33 is large.

The pure spending effect is isolated by assuming that sector 1 employs no labour 

(kn = 0); it too is positive for changes in w and P3, but ambiguous for the change in w/P3. 

The change in w/P3 from the spending effect will tend to be negative if labour’s own-

price elasticity of demand (ßz/) is large in absolute terms, or if labour is elastically 

supplied (e/ large). It will tend to be positive if the non-traded goods sector is a major 

employer of labour (Xl3 large) or if the labour demand response to a rise in P3 is elastic 

(ßj5 large). In the BQ model, the sign of the change in wages in terms of the real 

exchange rate is ambiguous (their equation (40)), but its sign depends only on whether or 
not final demand for the agricultural good is price-elastic. Because in their model 

consumer demand is not influenced by income, there is no spending effect: their equation 

(40) is the equivalent of the, first of the two terms within the parentheses on the right hand 
side of equation (4.40).

Returns to Fixed factors

Surprisingly perhaps, the effect of the technical change on nominal returns to the fixed 
factor in sector 1 is not certain to be positive. From equation (4.25):

Owners of the specific factor in sector 1 benefit from the resource movement effect, but - 
since none of their factor is employed in sector 3 - not from the spending effect. Insofar 

as the neutral technical change raises the productivity of all factors employed in sector 1, 

at constant prices z f  rises (by 1 /szl). The rise in wages, however, spreads the gains from 

technical change away from the fixed factor - and this effect is larger if the sector is very 

labour-intensive (sn large). Ambiguity in the sign of the change in returns to the fixed 

factor in the booming sector reveals the possibility that growth could actually leave its 

owners worse off in relative or even absolute terms, since if the wage increase in response 

to the technical change is very large, profitability in sector 1 may actually fall rather than 

increase as a result of the technical change. The condition for profitability in the booming 

sector to fall is that the change in wages be very large: the nominal return to land will fall



86

only if sny  is greater than unity. Since 0 < sn < 1, the wage rise (relative to the rate of

technical progress) required actually to reduce profitability is greater than one hundred 

per cent.

By contrast, if the boom is restricted to sector 1 producers there is no ambiguity 

about the fall in returns to the fixed factor in sector 2. From equation (4.26),

= -J± 2 1  <  o .r sa r
Combining the expressions for changes in returns to land in sectors 1 and 2 reveals an 
important dimension of the within-agriculture change in the functional income 

distribution. Except in the unlikely event of the technical change causing nominal returns 

to sector l ’s fixed factor to fall, profitability in sector 2 must fall relative to that in sector 

1:

Lastly, from the definition of returns to the fixed factor in the non-traded goods 

sector (4.27), it can be seen that z3 will be raised by an increase in Pv and reduced by an 
increase in w:

Depending on the labour-intensity of production in sectors 1 and 3, and on the 
magnitude of the spending effect relative to the resource movement effect, owners of the 

factor specific to sector 3 could conceivably gain by more than landowners in the 
booming sector:

Changes in the functional distribution of income in Model la can be summarised as 

follows. Nominal and real returns to land in sector 1 will almost certainly rise; in sector 

two they will unambiguously fall. Landowners in sector 1 will thus gain relative to their 

sector 2 counterparts. Returns to the factor specific to sector 3 will tend to be positive if 

the real appreciation is large and the share of its specific factor is small; or if the change 

in wages is small and labour’s share is large. Whether sector 1 landowners gain by more 

than owners of any other factor depends very much on the wage change. A bigger 

increase in wages will reduce the incomes of landowners not only relative to those of 

labourers, but also relative to the incomes of owners of factors specific to sector 3.
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Numeraire wages will rise, but real wages will only rise given the right combination of 

inelasticity of labour supply and demand, and a substantial rise in sector 3 labour demand 

from the spending effect. Finally, as the price of capital is fixed in this version of the 

model, it is clear that j  will rise, and (since P3 has risen while Px has remained constant)

the real return to capital in terms of consumption goods will fall.

Household Income and Consumption

In this simple model there is no government, no taxation, and no savings. Incomes earned 

by households (the owners of domestically produced factors) are exhausted in the 

consumption of agricultural and non-agricultural goods. Changes in household income 

are derived from changes in factor prices as well as in the endowments and employment 

rates of the factors they own. Changes in real income are these changes deflated by shifts 

in the prices of the products making up each household’s consumption bundle, weighted 

by their relative importance in the bundle. Adapting slightly the notation used by Quizon 

and Binswanger, bhi represents the share in the income of group h comprised by returns to 

mobile factor i\ yhj is share in the income of group h earned by their ownership of the 
specific factor in sector j; zhi are the household-specific factor supply elasticities for 
capital and labour (the aggregate factor supply elasticities in equations (4.15) and (4.16) 
are in fact weighted averages of these); and \xhy is the expenditure share of group h on 
good y. Changes in the nominal incomes of factor-owning groups are given by

where Mh' is the change in group K s income, and Mh' is an exogenous income shifter. The 

group-specific price index is the prices of goods weighted by their group-specific 

expenditure shares:

and the change in the real group income is the change in nominal income deflated by this 

price index:

These changes may be compared across groups to find the distributional outcome of 

the technical change for different household groups:

Mh ~ Sw(! + Ehi)w' + +zhi)r' + X V z/ +Z/)  +

+ 8wL' + 5A* r  + M/l' (4.41)

(4.42)

RMh = Mh' -  Ph' . (4.43)

r
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From this equation and the comparative statics effects on factor returns derived above, the 

following functional distribution outcomes are obtained. Labourers’ incomes rise from 
increased wages and from their increased participation in the labour market. This gain is 
offset by the rise in P3 to the extent that the non-traded good is a major consumption item. 

The same applies to owners of land in sector 1, except in the unlikely event that the wage 
rise is so large as to bring about a fall in the returns to sector 1 land. Landowners in 

sector 2 lose from the fall in z2. To the extent that they are consumers of the non- 

agricultural good they also lose from the rise in P3.

If (as is likely) agricultural production in the less favoured sector is less highly 

commercialised, then it is conceivable that landowners in that sector spend a higher 
proportion of their incomes on their own produce - or on agricultural produce generally - 

than do their counterparts in the booming agricultural sector. Such a difference in 

consumption patterns will tend to reduce the wedge that is driven between landowners’ 

factor incomes by the technical progress. Nevertheless the reduction in output and returns 

to fixed factors in sector 2 as the result of technical change in sector 1 highlights an 

adverse distributional effect of technical progress in agriculture which many previous 

empirical studies either have overlooked or have been unable to evaluate because of 

limitations in their scope.

In this part of the analysis the distributional model has been shown in its simplest 

form in order to highlight the ways in which a neutral technical change affects nominal 

and real factor returns. In the following subsection the case of non-neutral technical 

change is evaluated in the same simple model. As might be expected, the results obtained 
are somewhat different.

4.4.2. Model lb: Technical change biases

The various possibilities for biases in technical change are considered by substituting the 

full specification of the technical change effect (4.20) into the market clearing condition 

for labour, (4.36). Continuing to set changes in all the exogenous variables except 

technology to zero, equilibrium is now described by the following two equations:

(ß„ -  e,)w' + = -  V ß T  + -  A, ') , and (4.44)

ß .y  + C  -  ^33)^3' = W '  • (4-45)
When this system is solved for exogenous changes, The excess elasticity matrix Q and the 

price vector P remain as for the neutral technical change case, but the vector T becomes
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-VP^r - +  xnAf
T = L V[3xt T  J

The ‘pure’ effects of factor biases are found by setting the overall rate of technical change 

T' to zero and altering the values of the factoral rates of technical change A ' in the ways 

exemplified by (4.22) and (4.23). There is no spending effect because the change 

involves only factor substitution at a constant level of output; national income is not 

augmented. Two relevant biases in technical change will be examined below: the 

substitutions first of capital, then of land, for labour.

‘Pure’ labour-saving, capital-using bias

The effect of a technical change bias which substitutes capital for labour may be 

calculated using (4.22) and the definition of T given immediately above as

(w /py  ,
-^HO|-M-V&+§ä3>] s o

Numeraire wages fall, and this drives down P2 since in the absence of a spending effect 
its price is determined by wages and the price of capital, which has not changed. Wages 
also fall in terms of Py  As expected, the magnitude of the fall in wages is determined 

primarily by sector l ’s share of total employment. With no change in output, labour 

demand in sector 1 falls as the result of the technical progress. The outcome for labour 

demand in the other two sectors is indeterminate.

‘Pure’ labour-saving, land-using bias

The second possible source of a labour-saving bias is the substitution of land for labour. 
In this case

and the vector of exogenous changes is

T = [X„(1 + -)-V  0]T;
*zl

hence
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^  = i a r « ( v ß i - <« x i + ^ ) )  2 0 ;

^  = 101-' (-X.nß^(l + J l ) )  < 0 ;

A land-using, labour-saving technical change bias reduces wages and P3, and wages 
deflated by Py Each effect is larger, the larger is the value share of labour in sector 1 (sn) 

relative to that of land. As before, only the pure bias of technical change is being 

considered, so there is no increase in national income from the change, and consequently 

no spending effect. The symmetry of the model ensures that both the expressions for 

technical change bias derived here will have their equivalents for capital-saving change; 

furthermore, the effects of biases which use labour relative to other factors will simply be 

the negatives of the above expressions.

The illustration of technical change biases in this part of the model employs the 
simplification that the overall rate of technical change T  is zero - the only aspect of the 

change considered is the substitution, at constant prices, between capital and labour. This 

nullifies the spending effect, which is driven only by a change in the total value of 

national income through the income elasticity of demand for the non-traded good, ti3 
scaled by the value of the overall rate of technical progress in relation to national income, 

xr. Restriction of the possibility of technical change to one sector only has been motivated 

purely by expositional convenience. If both agricultural sectors experience technical 

progress - which is empirically true for the Philippines - it can readily be shown that for 

most cases of technical progress the signs of the changes in relative factor rewards and 

sectoral outputs will remain unchanged as long as the rate of technical change in sector 1 

exceeds that in sector 2.

4.4.3. Model II: two endogenously priced mobile factors

In the second type of model to be considered, the domestic supply of capital is taken to be 

fixed in the short run and its price to be endogenous. All of the structural equations (4.3) 

to (4.16), (4.33) and (4.34) are now employed in deriving the Jacobian matrix describing 

equilibrium. As with Model I, factor and product market equilibria are obtained by 

equating the demand and supply functions for each endogenously priced good. In Model 

II this implies
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e y  + L ' = ß , y  + ß , /  + Xl3ß l f 3' + Xn ß]& ' + + W  (4.46)

e /  + r  = p HW  + P * /  + Xö ß J / 3' + X t.piz,' + Xa ßLz2' + Xtl V  (4.47)

W V + n 3xrr  = ß > '  + ß j /  + ß j / y  + ß’y / . (4.48)

For completeness, in these equations the exogenous growth rates of factor endowments

(L \ K', Z ( , Z2' and Z3') have been retained, and the full specification of the technical 

change effect (4.20) included. Collecting terms in w', / ,  and P3', and shifting the 

exogenous variables to the right hand side yields the new matrix system QP = T, where

r ß // e/ ß/* *oß* 1

i ßw r
1

1 CO *- (4.49)

L ßy ß i ßyy “  3̂3 J

w  / P 3']t

r - v ß i r  + v  -  Anr)-  -  x nß iz 2' i

T = I - K i ß ' j '  + V  -  V )  -  + r  I

L W '  -  ß j A '  J

From the proof in Appendix C, Q is positive semi-definite in Model II. The price 

effects of a neutral technical change are obtained by Cramer’s rule as:

— = |f^ | 1 ̂  “  (ß/bk- e i(:)(ßyy_(Ö33)]

+  ^ lß ^ y  t ^ ß »  ^33-^ß lk ^ öß fyß y iJ

+ W ^ ß l Ä * -  (ß*-E*)»oß£] )  ^  0 (4.50)

Y ' = I ^1 ' (  X/1 ßfy [ (ß,j,- ^33)ßü — ^-üßtyßy;]

+ Ĵfclßjy t^ ß /y ß y  “  ^ß // e/)(ß>y S33̂  ^

+ HjtrtXoßJF« -  ( ß , - e ß ^ ß l , ]  )  ^  0 (4.51)
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^  = | a | - i ^ nß;?[(ß tt- e t) ^ - ß ^ t ]

+ (ß«_e()ßyt — ß/*ßy]

+ Tl3̂ [ (ß« -e / ) (ß ii- e t) - ß « ß t / )  ä 0 - (4-52)

The effect of a neutral technical change on returns to mobile factors is ambiguous,

unless capital and labour are assumed to be substitutes (ß /A: and ß w positive), in which 

case it is positive for both factors. That there is a real appreciation in any event is shown 

in (4.52). Whether real factor rewards rise or fall in terms of the price of the non-traded 

good depends on whether the resource movement effect or the spending effect dominates, 

as is shown below for wages:

(w/P,)' , _  . _
j? -1^1 1 ^ 3̂3 t ~ ^*lß*yß/jJ

+ ßy* C ̂ *1 ß*/X ̂ /yß/y + “ 7̂1 ß//X ̂ /ßiy + ]
1 1

+ (ß>bk e*)(^^//ß/y + e/) — ß/jfe(Xf '̂ßiy + e )̂] ^ <0. (4.53)

The first two lines of (4.53) measure the resource movement effect on wages deflated by 

the price of the non-traded good. The first line is positive. The second is ambiguous in 
sign, but will be positive if the second term within the brackets is greater than the first, 
i.e. if capital is available in more elastic supply than labour, (ê  > eß, and/or if the 
booming sector (sector 1) is labour intensive (kn > Xkl). The third line, which is 

unambiguously negative, records the negative effect of the rise in P3' on real wages from 
the spending effect. The entire equation says that a sufficient condition for the effect of 

the technical change on real wages to be unambiguously positive is that the booming 

sector be relatively labour-intensive, the supply of labour be less elastic than that of 

capital, and the spending effect be dominated by the resource movement effect. The same 
analysis applies symmetrically to capital, so the equivalent expression for a change in 

P3-adjusted returns to that factor is not reproduced here.

In the analytical and empirical booming sector literature, much attention is paid to 

the effects of a boom on relative returns to capital and labour. The primary distributional 

result of the two mobile factor, two commodity Stolper-Samuelson model is that 

following any change in relative commodity prices, the real price of one factor rises and 

that of the other falls. Which price rises and which falls is determined by the factor- 

intensity of production of the commodity whose price has altered. Real commodity price 

changes, being weighted averages of factor price changes, are "trapped between" changes
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in the prices of factors used in their production. In specific factors models such as Model 

I with capital in infinitely elastic supply, any boom in a sector which employs both capital 

and labour will result in a greater relative rise in wages than in the price of capital. In 
Model II, however, with both mobile factors inelastically supplied to the economy, the 

distribution of gains from technical progress between capital and labour depends on the 

relative importance of the booming sector and the sector producing non-traded goods as 

employers of mobile factors. Subtracting equation (4.51) from (4.50) yields the following 
expression for the change in in wages relative to the return to mobile capital:

The first line of (4.54) is the resource movement effect, as can be seen by setting the 

expenditure elasticity of the non-traded good rj3  to zero. The second line is the spending 

effect (set Xn and Xkl equal to zero). If the parameters of factor demand and supply are 

roughly equal for capital and labour, the signs of both the resource movement and 
spending effects depend on relative factor intensities in sectors 1 and 3, as seen in Table 
4-1.

Table 4-1: Change in wages relative to capital price

> 7̂3 A7 3  < Xjg

7̂1 > ^ * 1
Positive ?

A./i < Xkl ? Negative

The intuition behind this result is straightforward. The boom in sector 1 causes two 

sectors to grow: the booming sector and the sector producing non-traded goods. If both 

are labour-intensive relative to their capital demands the sign of (w/r)' will 

unambiguously be positive. Conversely, if both are capital-intensive then (w/r)' will be 

negative. When the two sectors have opposed factor intensities the sign of (w/r)' depends 

on relative sectoral size, and on which sector grows the faster. This result - and its 

implications for the political economy of policies which alter relative commodity prices - 

differs from that found in Cassing and Warr (1985). In their model the only specific
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factors are found in the booming sector. Mobile factor returns are determined 

independently of events in the booming sector, which means that only the spending effect 

of the boom alters w' and r ,  in exactly the way predicted by Stolper and Samuelson.12 In 

their model the interests of labour and capital are opposed; in Model II the interests of the 

owners of the mobile factors are in harmony as long as they are both employed in sectors 

1 and 2 and their supply elasticities have similar values.

Changes in returns to fixed factors in Model II are given by the equations

z /  = — [ T ' - S nw’ - S klr ' l  (4.55)
5zl

z2' = ——w' -  — /  , and (4.56)
*z2 *z2

z3 = — [P3 -  sl3w ' -  s^r']  . (4.57)
ẑ3

The change in returns to the fixed factor in sector 1 relative to those in sector 2 is of 

particular distributional interest. This is given by

z ' -  z '  -  — T' + [ —  -  —  K  + [—  -  —  Y  . (4.58)
*zi s z2 s zl s z2 s zl

If the labour-land and capital-land ratios are about equal in each sector, the gain in 

relative income to landowners in sector 1 is determined by the size of the technical 

change. Recalling that T' is properly a relative rate of technical change (since technology

in sector 2 has been held constant), equation (4.58) makes it clear that
Whether landowners ultimately gain or lose from technical change, their position - 

relative to other regions - is better, the faster is their own rate of technical change. As 
long as landowners cannot stop technical change in other regions, they must attempt to 
achieve high rates of technical change in order to minimise their losses from technical 
change elsewhere (Quizon and Binswanger 1983, p.535).

In addition to the direct effect of the technical change in raising sector 1 land prices, the

gap between sector 1 and sector 2 changes in returns to land is widened, indirectly, if

production in sector 2 is relatively land-intensive (a large value of sz2) and mobile factor-

extensive (small s/2and % ).

Effects of Growth in Factor Endowments

The effect on wages of a growth in the economy’s endowment of labour is13

12See Cassing and Warr (1985), equations (1) to (3).

ljThe expression within parentheses is the minor Q.u, which is shown in Appendix C to be negative.
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----- |Q | EfcXßyy 3̂3) -  0 .

V
By the symmetry of the labour and capital markets the price of capital will fall in 

response to growth in the economy’s capital endowment, K'.

Discussion of exogenous shocks has so far considered only the effects of technical 

progress in sector 1, holding constant the endowment of land specific to that sector. 

Changing land endowments provides a first-order approximation to the effects of the 

other type of change canvassed earlier in this study: the development of irrigation 

systems. Recall that the two agriculture-specific factors are defined as irrigated (sector 1) 

and unirrigated land (sector 2). If the total land endowment of the economy is held 

constant, infrastructural investment which brings formerly rainfed agricultural land under 

irrigation involves the transfer of land from sector 2 to sector 1. The effect of such 
investment on variable factor returns clearly will depend on factor proportions and 

substitution possibilities in the sector which gains land relative to that which loses it.

From (4.49) and the vectors P and T (with ß/z = 1 for sectors j  and mobile factors i 
implied by the assumption of constant returns to scale), the change in wages from a 
change in the rate of growth of specific factor Z ' is given by

—  =\ Q.\ 1 • (ß Jk* EJk)(ßyy ^33) ~ ^JößjyßyjJ

+ V Pft(ß»-$33) -  )  • (4-59)
The first line is positive, since it is -Xtj times the minor Qu, which is negative (Appendix 
C); the second line is equal to \ kj times the the minor Q.lk, which is positive if labour and

capital are substitutes (ß/ik > 0), and ambiguous in sign otherwise. Subtracting (4.59) with 

j  = 2 from the same expression with j  = 1 yields the net change in wages growth from an 

irrigation project, holding technology constant between the two sectors:

Y~' ~ = 1^1 1 ' ^ ~ \ \ )  t (ßjbfc- e jfc)(ßyy""̂ 33) ~ ^üß*yß;yJ

-  ( h 2 -  *«) [ ß t t C - W  -  )• (4.60)
If sector 1, which gains new land, is a larger employer of both capital and labour than 

sector 2 then the wage effect is positive; it is negative if the reverse is true, and 

ambiguous otherwise. The same analysis will apply to changes in the price of capital.

The factor price effects will in their turn influence the prices of specific factors by 

transmitting the general equilibrium change in the real exchange rate through equations 

(4.55) and (4.56).
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4.5. An appraisal

The model presented in this chapter is a synthesis of the duality-based one-sector BQ 

model, with its detailed and rigorous specification of technical change, and the booming 
sector general equilibrium trade model as expounded in Corden and Neary (1985) and 

Cassing and Warr (1985). It is capable of a more complete analysis of the distributional 

effects of unbalanced growth than the BQ model without sacrificing any detail in the 

modelling of the rate and bias of technical change.

Two important points emerge from the comparative statics experiments performed. 

First, they demonstrate the need for careful definitions of agriculture’s market linkages to 

other sectors in the economy, of technology in those sectors, and of consumer demand 

patterns with respect to non-traded goods. Each of these elements of the analytical 

construct plays an important role in determining the distribution of the gains from 

technical progress among factors. Second, comparison of the results for neutral and 

biased technical changes highlights the significance of relative rates and biases for 

distributional outcomes. Simplifications of technical change - for example, the 

assumption of Hicks-neutrality - may result in quite misleading assessments of its 

implications for relative houshold incomes.

Clearly the general equilibrium effects of the types of changes which have been 
examined are important only if the expanding sector is large in relation to the rest of the 

economy, and if it competes for productive resources with other sectors. If not, then a 

partial equilibrium, exogenous price analysis may be adequate. It was shown in earlier 

chapters that agriculture in the Philippines contributes significantly to GDP and employs 

a substantial portion of the labour force, and that labour is freely mobile between sectors. 

The size of the agricultural subsector in which technical change has been most rapid - that 

is, for the purpose of this study, irrigated agriculture - is large in relation to the sector as a 
whole. Although substantive technical progress has in the main been restricted to the rice 

industry, that its impact has by no means been trivial was shown in Chapter Three.

The model has several disadvantages. It compares equilibria but cannot be used to 

trace the progress of the economy between equilibria. It ignores in particular the role of 

government in reallocating income between groups through taxation, macroeconomic 

policy, and investment. Its ‘length of run’ is short - perhaps two to five years. These 

limitations are the largely unavoidable costs associated with an analysis which highlights 

the skeletal structure of the economy and identifies the major parameters of resource 
allocation and income distribution in a way which aids intuitive understanding. Questions
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asked of the model should therefore be chosen with care, so as not to exceed its known 

limitations.

The major general equilibrium effects of technical progress in the model are 

transmitted between sectors through changes in the terms of trade between agriculture and 

non-traded goods. It may be argued that this overstates the role of the services (and other 

non-traded) sectors in the growth of the economy; it could also be that the technical 

change shock, once fed through this system, may be so diminished in magnitude as not to 

have a discernible effect on other sectors. An answer to this question requires empirical 

investigations. Previous CGE models of the Philippines have made note of the importance 

of the agriculture - non-agriculture terms of trade in determining distributional outcomes, 
in particular the economic-demographic model BACHUE-Philippines (Rodgers et al. 
1978).

Model II may be extended to include any number of non-agricultural sectors 

producing goods which are traded at world prices. The proof of in Appendix C shows 

that the sign of | 1 is unaffected by the number of output equations in the model. It may

also be extended on the factor market side by disaggregating agricultural agricultural 

capital into its component goods - distinguishing, for example, between fertilizer and 

machinery. As with the extension of the model to three goods, the inclusion of additional 
intermediate goods is not analytically complicated as long as their prices are set 

exogenously. However increases in the numbers of endogenously priced factors or 

commodities increase the ambiguity of the analytical results developed in this chapter. In 

models of higher dimensions than Model II the effects of a technical change on factor 

incomes (and thence on the household income distribution) can only be evaluated by 

empirical investigations.

The model developed here has another advantage relating to the material in Chapters 

2 and 3, which derives from its economy-wide approach. Although as it is presented it is 

capable of analysis only of the effects of technical change in agriculture, with little 

modification it could also incorporate a simultaneous analysis of the effects on agriculture 

of trade, exchange rate and factor pricing policies, whose importance to Philippine 

development has been demonstrated. Such an extension of the model is beyond the scope 
of the present analysis. By incorporating the BQ technical change formulation, however, 

it can be used provide a rigorous analysis of the overall rates and factor biases of 

technical progress as between irrigated and other agricultural areas.

Lastly, development of the model relies on several strong assumptions about factor



98

mobility and supply, and about the elasticity of demand for sectoral products. Empirical 

investigations should endeavor to test the realism of such assumptions. Perhaps the most 

controversial assumption, in a developing country context, is that of flexible wages with 
no changes in the level of involuntary unemployment. In Chapter 6 it is shown inter alia 

that a simulation model based on Model II can easily be altered to represent a labour 

market in which equilibrium is obtained through quantity rather than price adjustments. 

Prior to that, in Chapter 5 estimates of agricultural factor demand, supply response and 
technical progress are obtained from Philippine data.
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Appendix C 

The Sign of Q

Model II
For the case in which there are three endogenous prices, w', r,  and P3', the excess 

elasticity matrix £>, which is derived from the market clearing equations (4.46), (4.47) and 

(4.48), has the following form:

ß/jfc 7̂3 ßy 1

&  -  §33 j

where ß i; is the weighted sum of sectoral elasticities, for example:

ß u  ~  X  •
Q is thus the weighted sum of three sectoral elasticity matrices IV and one diagonal 
matrix of factor supply and output demand elasticities H, where

r ß i ßtt 0 i

B1 =
L

ß« ßL 0 i
j0 0 0

r ß« ß i 0 i

B2 =
L

ß* ßL 0 i
j0 0 0

r ß« ßtt ß/y i

B3 = i ß« ßL ß i i

L ßy & ß ^ j

r -6 / 0 0 i
H = i 0 -e* 0 i

and
L 0 0 “ ^33 j

Q = XtlXklB1 4 -  'hß'hjk2B- + XßXk3B3 + H .

r ß „ -
ß«
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Each of the Xt- is a positive scalar constant. Therefore Q is positive semi-definite if and 

only if H and each of the IT is positive semi-definite. The proof below extends that for a 

one-sector model in Binswanger and Quizon (1980) to the multisector case.

Each of the ßy elements of each matrix IT is an elasticity; for example ß, 

matrix B3, for example, can be written as

r

3L T rpi

Trl ■ The

dL3 w dL3 r dL3 P3

dw L 3 dr L3 dP31 3
dK3 w 3 K,r dK ,P ,

dw K3 dr K,

L
3 73 W dY.3 r
dw Y* dr Y,

dP3K3
dY .P ,

dP2Y3
J

Compare this with the Elessian matrix of second order derivatives with respect to prices of 

the sector 3 profit function IT3:

r

n3 =

dL3 dL3 dL3

dw "1)7 dP3
dK3 3 K3 3 K3
dw dr dP3

37, 373 3 73

dw dr dP3

1

u i 3 u i 3 J

Clearly B3 can be derived from f l3 by dividing the first row by -L v  the second row by 

—K3, and the third row by P3, and multiplying the first, second and third columns by 

w, r, and P3 respectively. The multiplication of any row or column of a matrix B by a 

constant k allows its determinant to be written k\B |. Thus 
w r P n

IB3 j I n3 1.
(-L ,)(-K 3)Y,

By the regularity conditions on the indirect profit function, the Hessian matrix n 3 is 

positive semi-definite; | IT31 is therefore non-negative, and the determinant of each of the 

principal minors of IT3 is also non-negative. Since B3 is the product of a positive scalar 

and a positive semi-definite matrix, B3 is also positive semi-definite.

Consider now the matrix B 1. By the same reasoning that applied in the case of B3, 

the complete sector 1 elasticity matrix is positive semi-definite, and all of its principal 

minors are positive semi-definite. B1 consists of the second principal minor of sector l ’s 

elasticity matrix, which is positive semi-definite, and a border of zeros. Since the border 

consists entirely of zeros, its addition does not alter the sign of the matrix. The positive 

semi-definiteness of B2 is proved by the same method.

Finally, the matrix H can be derived from a matrix of the slopes of the factor supply 

and output demand functions:
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dL
dw

0 0

0 dK
dr

0

0 0
dY3
dP3

J

which is positive semi-definite since each of the elements on the diagonal is positive. H 

can be obtained from © by dividing the first row by -L, the second by -K, and the third 

by Y3, and multiplying the first, second and third columns by w, r, and P3 respectively:

IHI
wrP-

|Q|.(-L)(-K)Y3
If all the elements of a diagonal matrix are non-negative (as they are in 0). then the 
matrix is positive semi-definite. Since H is a positive scalar multiplied by a positive semi- 

definite matrix, it too is positive semi-definite.

Models la and lb
The above proofs indicate that the condition for the sign of any IV to be the same as 

the sign of its corresponding IT is that the number of factors with endogenous prices be 

even. | IV | and | IP'| are of opposite sign if the number of factors in elastic supply is odd. 

The sign of | EV | is unaffected by the number of outputs. Accordingly, for the first model 

of technical change developed in the text - Model I, in which the price of capital is given 
exogenously - the matrix Q is negative semi-definite. An alternative proof, using the 
homogeneity property and the assumption of noninferiority, as well as the additional 

assumption that capital and labour are substitutes, is as follows:

1̂ 1 — (ß // £/)(ßyy ^33) n̂ß/yßy/

~ ß //ß» e/ß>7 (ß// e/)̂ 33 t̂tßtyßy

- (  ß/* ß/)X ßy/ ßy*) £/ßyy (ß// e/)̂ 33 ^ß/yßy

= ß/^ßy+ ß>)fe) + ßy/( /̂l ß/> + ̂ ßß/p + /̂3ß/>ß>/ +

ß/̂ ßyA: ~~ £/ß» ~ (ß//_e/)̂ 33 “ /̂3 ß/> ßy/

“ _ ß l lßyy + ß lyftyk + X  ̂ 7/ß/yßy/ ” £/ß» ^ß // £/)̂ 33 — ^ •
This proof serves another purpose for Model II: it shows that the minor of the 

Model II Jacobian is negative and, by exchanging / and k subscripts, that the minor | Qu \ is 
also negative.
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Chapter 5

Technical Change and Factor Demand 
in Philippine Agriculture

5.1. Introduction

Chapter Two of this study looked at the place of agriculture in the economy of a 
developing country, paying special attention to the linkages between agriculture and the 

other sectors of the economy. In Chapter Three it was suggested that for the purpose of 

analysing technical change and income distribution, agriculture should itself be 

considered as two sectors, distinguished by fixed land endowments but producing the 

same output. The possibility that agricultural sector may have unique factor proportions, 

factor substitution possibilities, and responses to technical change opportunities inspired a 
model of income distribution (Chapter Four) in which changes in one agricultural sector 
were traced, through the wider economy, to their impact on another agricultural sector. 

This analysis suggested that for many purposes it is misleading to discuss the effects of a 

particular change in prices or technology on "farmers" or "the farm sector", since the 

benefits of many such changes accrued to some agricultural industries only at the expense 

of profits in others.

In Chapter Three it was noted that the shortage of arable land has been a major 

feature of Philippine agricultural development. The physical land constraint has induced 

efforts on two fronts to push back the ‘internal frontier’: irrigation, and the development 
and adoption of land-saving production technologies such as hybrid and high-yielding 

varieties of cereals, and more efficient cultivation practices such as deep tillage in sugar. 

Using evidence drawn mainly from rice, the major crop and that for which changes have 

been most dramatic and best documented, it was shown that of these two types of 

technological change, irrigation has predominated in the alteration of factor productivity. 

It was argued, indeed, that the potential benefits from adoption of many productivity

enhancing technologies in annual crops increased commensurate with the degree of water 

control.
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Finally in Chapter Three, it was noted that despite evidence supporting the regional 

and sectoral mobility of labour, and in spite of the widespread adoption of new and 

improved inputs (HYVs, fertiliser) in all land types, available data point to the persistence 

of substantial differences between the relative and absolute incomes of rural producers 

and households in irrigated and rainfed areas (Otsuka, Cordova and David, 1987). While 

access to irrigated land was an important determinant of such differences, it became clear 

that government agricultural development programs had given preference to farmers in 

irrigated areas in the rationing of infrastructural development, extension, and the 

subsidisation of farm inputs.

Previous empirical studies of the factor demand effects of new agricultural 
technologies have concentrated their attention on irrigated and extremely favourable 

rainfed lands, primarily in the provinces close to Manila (Smith and Gascon, 1979;

Hayarni 1976; Hayami and Kikuchi 1981; Flinn, Kalirajan and Castillo 1983; Kalirajan 

and Flinn 1983; Rosegrant and Herdt 1981; and IRRI 1978). These studies are drawn 

mainly from the periodic survey of rice farms conducted in the Manila hinterland 

provinces since 1966 by the International Rice Research Institute. The areas covered by 

the survey are notable for their superior infrastructure and access to markets. They have 

received a disproportionate share of public investment, and extension programs (like 
Masagana.-99) have been concentrated there.

The empirical studies are in broad agreement on several points regarding their 

common subject, the new rice technology. The introduction of modern varieties 

increased labour input per hectare but reduced labour’s share in the value of farm 

production (Barker and Cordova 1978). The use of new and improved material inputs 

(fertiliser, herbicides and pesticides) has increased their share in the value of total product 

(Ranade and Herdt 1978); in addition fertiliser use has increased the input of labour per 

hectare (Kalirajan and Flinn 1983). Mechanisation of some farm operations has reduced 

labour use per hectare without significantly raising yields (Binswanger, 1978c; Sison, 

Herdt and Duff 1985). Although there have been no rigorous attempts to measure changes 

in factor demands per unit of output at constant prices in Philippine agriculture, it is 

generally inferred from empirical studies that technical progress in the better-favoured 
areas has had a land-saving bias relative to variable inputs and a fertiliser-using bias 

relative to other variable inputs. In addition, it is widely agreed that farmers are aware of 

a range of techniques and adopt these as appropriate in the face of changing relative factor 

prices, and that price responsiveness has increased over time as the range of technical 

choices has increased.
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Asymmetry in the distribution of yield gains due to new technologies suggest that a 

rapid increase in the supply of agricultural output due to yield-increasing technical change 

in some agricultural industries has penalised profitability in others, notably those for 
which the land constraint has not been relaxed by irrigation development. Producers in 

areas where the impact of modem technologies has been slight have been caught between 

rising variable input prices and falling relative output prices on the one hand, and - 

because the lack of irrigation has limited their range of technological choices - a tightly 

circumscribed set of responses on the other.

The general equilibrium consequences of asymmetry in the rate of technical progress 

in agriculture were explored in the model developed in Chapter 4. The purpose of this 

chapter is to obtain empirical estimates of the parameters in that model which govern 

agricultural factor demand and supply response, and to obtain rigorous measures of the 

rate of technical progress and its biases with respect to factors. An econometric study is 

conducted using Philippine data with the aim of identifying and comparing these 

parameters for stylised irrigated and non-irrigated farm production systems.

The estimation of these parameters is undertaken through the dual, using a 

normalised quadratic profit function. The data set used is that reported in Quizon (1980) 

and Evenson and Sardido (1986) on production, prices and inputs for each of the 
administrative regions of the Philippines between 1948 and 1984. This data set is 
discussed in the next section. Since the data set does not contain separate information on 

production in irrigated and non-irrigated farms, the two sets of parameters must be 

inferred by a process of decomposition. The proposed means of accomplishing this is set 
out in section 5.3. The methodology for profit function estimation is set out in section 5.4, 

and the results discussed in section 5.5. In addition to the requirement that an empirical 

econometric model be consistent with economic theory, the importance of ensuring the 

consistency of the model with the data used to estimate its parameters is becoming 
increasingly well recognised. Section 5.5, therefore, also reports the results of a number 

of investigations of the quality of the estimates, and the stability of the model with regard 

to changes in the data. In section 5.6 the decomposition methodology developed earlier 

in the chapter is employed to infer separate sets of factor demand and technology 

response elasticities for well-irrigated and poorly-irrigated agricultural areas. The overall 

rate and factor bias of technical progress at constant prices, for each area, can be inferred 

from these elasticity estimates; this is the subject of section 5.7. Section 5.8 summarises 

the material covered and concludes the findings of the chapter.
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5.2. Data

In the economic researcher’s ideal world a question is posed, a model and methodology 

are developed in which answers can be sought through hypothesis testing, and an 
appropriate data set is found to which the model can be fitted. The reality - especially in 

developing countries where data collection is expensive and difficult - is that the type of 

question asked and the models developed are constrained by the availability of data.

The data set used in this study is the product of efforts by several researchers over a 

number of years.1 For 1948-74 the data are aggregated by the original nine regions of the 

Philippines. In 1973-74 the number of regions was increased to 12, and the data reported 

for the new classification for 1975-84 has been collapsed back to the nine-region 

distribution.

It is rare for agricultural data series in developing countries either to be complete or 

to be made available in the form required for econometric exercises such as that to be 

undertaken here. Considerable interpolation and extrapolation is typically required to 

obtain complete series for individual variables. Three profit function studies have been 

previously carried out using this data set: by Quizon (1980, 1981) and by Bautista 

(1986b) spanning the years 1948-74, and one by Evenson (1986) using the entire series. 
These papers, along with Evenson and Sardido (1986) report in more detail the 
considerable computations involved in completing series and calculating aggregates from 

the raw data. In the following passage, descriptions of the means by which series of 

variables have been constructed are paraphrased from Evenson and Sardido, and some 
comments added. The reader seeking more detail is referred to their paper.

Sources

The major sources of primary data are the Census of Population (CP) of 1948, 1960, 1971 

and 1980 and the Census of Agriculture (CA) for the same years; the Philippine Statistical 

Survey of Households (PSSH), conducted annually by the Bureau of Census and Statistics 

since 1956; the annual Crop and Livestock Survey (CLS) of the Bureau of Agricultural 

Economics (BAEcon); annual Prices Received by Farmers (PRF), also collected by 

BAEcon; and the National Income Accounts (NIA), prepared annually by the National 
Economic and Development Authority (NEDA). Additional information is drawn from a 

wide variety of occasional official surveys and studies (e.g. the 1956 BAEcon Capital

Hhe author is grateful to Professor Evenson of the Economic Growth Center, Yale University for 
agreeing to make a copy of the data set available for this research.
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Formation Study), masters’ and doctoral dissertations (notably Crisostomo 1972, Lawas 

1965 and Paris 1971), and other published and unpublished research and data.

Land

Annual data on effective agricultural land area by crop and region were taken from the 

CLS and its forerunners. Effective crop area - the annual area harvested - includes the 

effects of multiple cropping, which is generally made possible only through some 

improvement in technology such as irrigation, drainage, or short-duration improved 

seeds. In order to remove their effects the data were deflated by cropping intensity indices 

constructed from information in CA 1948, 1960, 1971 and 1980 to obtain regional series 

of the physical land area devoted to each crop.

Labour

Labour inputs were measured in equivalent work days from annual PSSH data. Regional 

data on agricultural employment from 1967-84 were corrected by a 1969 breakdown of 

agricultural employment by age and sex, and a 1957 survey of the number of weeks 
worked per year by males, females and children. Equivalent work days w'ere then 

computed by applying a formula which weighted the labour of adults (males and females) 
and children by capacity (female and child work days were judged to be the equivalents, 
respectively, of 0.75 and 0.5 of an adult male work day) and weeks worked per year (23 
for adult males, 15 for females and children). Considerable extrapolation of labour figures 
to years earlier than 1967 has been necessary in order to obtain regional equivalent work 

days. Agricultural wages report the average daily wage without meals, and are drawn 

primarily from BAEcon survey data.

It is unfortunate that the labour data, in some respects the most crucial in the set, 

appear also to be among the weakest. For lack of data, changing work patterns are 

miscalculated in one very important way. Employment figures are taken only from the 

October rounds of the quarterly PSSH, and therefore fail to capture much of the change in 

labour use associated with altered land use intensity associated with changes like the 

introduction of irrigation. The measurement of weeks worked per year by age and sex is 

available for 1957 only; these figures could well have changed substantially in the 

intervening decades.

Farm Machinery

Construction of the farm machinery price and quantity series has involved considerable 

interpolation from CA and other data sources. Regional stocks of machinery (tractors and 

threshers) and implements (plows, harrows, etc) for 1948 and 1956 were extrapolated
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forward using an equation in which the growth of farm capital stocks were linked to 

growth in gross domestic capital formation, with constant regional rates of depreciation 

based on an interest rate of ten per cent. Implicit price indices (constant across regions in 

any year) were computed from the National Income Accounts.

As with the labour series, it is evident that the farm machinery series is severely 

compromised by the lack of data. In particular, any links that may exist between irrigation 

and other technological developments and the use of farm machinery could be obscured 

by the lack of detailed information on changes in regional machinery stocks and on 

region-specific prices and depreciation rates. The price indices can at best be considered 

as rough indicators of actual farm machinery prices. Until very recently most farm 

machinery used in Philippine agriculture was imported either entire, or in kits for local 

assembly; it is reasonable to expect that changes in the official foreign exchange rate as 

well as in tariffs and quantitative restrictions have greatly influenced the rate of 

agricultural mechanisation. Furthermore, trade policies have at times in the past singled 
out agricultural machinery imports for special exemptions from exchange and tariff 

controls (Baldwin, 1975), and there has been a variety of credit programs tied to 

purchases of agricultural machinery. Not all the effects of these instruments and programs 

will have been captured by the price and quantity series as constructed. The additional 
problem of the changing quality of agricultural machinery and implements over time will 
be discussed below (section 5.4.2).

Fertiliser

Fertiliser consumption for the years prior to 1975 is reported as having been computed 
from a variety of sources on fertiliser supply. For later years data was obtained from the 

Fertiliser and Pesticide Authority (FPA). Consumption by region was determined by 

allocating supply in proportion to the number of fertiliser distributors per region.

Output

The measure of aggregate agricultural output used is the gross value of production of 

agricultural crops and livestock products, drawn mainly from CLS. Crops comprised 

rough rice (palay), com, coconut, sugarcane, fruit, vegetables, root crops, commercial 

fibres, tobacco, and other crops. Livestock products included meat, milk and eggs and 

were adjusted for changes in herd inventories. Product prices were computed as the value 

of the output divided by the quantity produced in the cases of goods for which published 

price series are not available. Prices and quantities of individual products were 

aggregated into Fisher indices of a single agricultural output.
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Technology variables

Most researchers wishing to measure technological change are forced by the lack of data 

to employ a proxy for technical progress over time - most commonly a simple time trend 
variable. One of the strengths of the data set to be used in this study is that it contains 

information on the value of public expenditures on agricultural research and extension.

The use of such information to approximate rates of technical progress is not only more 

economically and intuitively appealing than use of a time trend: it also leads directly to 
meaningful policy conclusions concerning the returns to, and consequences of, research 

resource allocation.

The two variables representing national and regional agricultural research were 

constructed by Evenson (1986) so as to record stocks of research knowledge, with lags 
between the investment of research funds and payoffs from them. The value of either 

research variable in year t is composed of the sum of expenditures in years (t-2) to (t-q) 

(where q is the number of lags from t to 1948), with weights of less than unity attached to 

the more recent years to reflect the lag between technology development and diffusion. 

Expenditure on research at a national level was allocated to regions by matching the 

commodity orientation of the research with the output mix observed in each region. The 

procedure is set out in detail in Evenson’s 1986 paper.

A third technology variable, the rate of adoption of modem rice varieties, is 

introduced into the analysis presented in section 5.4 multiplicatively with the regional 

research variable. This interaction is intended to capture the effects of local adaptive 

research associated with HYV (high yielding variety) adoption (for example, the 

development of locality-specific modifications to nationally recommended cultivation 

practices). This means of including the HYV adoption rate among the explanatory 

variables is to be preferred over its inclusion as a variable in its own right for two reasons. 

First, the yield advantage of high-yielding varieties should be captured in the national 
research expenditure variable, since this development has taken place in national (and 

international) research. (At 0.833, the Pearson partial correlation coefficient between 

national research expenditures and HYV adoption by region and year is very high - see 

Table 5-1). Second, the decision to adopt modern rice varieties is strongly influenced by 

the agricultural environment, and in particular by the quality of farm land (see Table 3-4); 

the introduction of the HYV adoption rate only in association with research expenditures 

reduces the possibility of bias in estimators deriving from the simultaneous endogeneity 

of factor demands and HYV adoption.
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Table 5-1: Pearson correlation coefficientsa of ‘state’ variables

1 2 3 4 5 6 7 8 9

1 Irr 1.000 0.147 0.081 0.180 -0.482 0.569 0.263 0.386 0.277
2 RegRes 1.000 0.677 0.703 -0.178 0.413 0.185 0.556 0.904
3 NatRes 1.000 0.833 -0.260 0.161 0.376 0.568 0.477
4 HYV 1.000 -0.361 0.313 0.388 0.545 0.557
5 Size 1.000 -0.307 -0.454 -0.414 -0.165
6 Extn 1.000 0.181 0.435 0.551
7 Roads 1.000 0.539 0.157
8 Elec 1.000 0.498
9 ResExtn 1.000

Notes:
Full names of variables are (in order): irrigation, regional research, national research, 
high yielding varieties (of rice), farm size, extension expenditures per farm, kilometres of 
roads per unit of land area, electrification, and regional research/extension interaction. 
a The Pearson product-moment correlation coefficient between X and Y is defined as:

where x = (X—X)  andy = ( Y- Y)  (SAS Institute Inc., 1985).

In addition to the variables just discussed (all of which were computed either by 

Quizon (1980) or Evenson (1986)), additional information was obtained by this author 

from census data on the proportion of land irrigated, and on literacy of the adult 

population by region. The applications of these variables will be discussed in more detail 
in the following sections.

All quantity variables except those representing technology (i.e. national and 

regional research stocks, and adoption rate of HYV rice varieties) were computed on a per 

farm basis in the Evenson data set and expressed as Fischer indices. Price variables are 

also computed as Fischer indices. For the main part of the estimation in this study these 

figures have been recomputed, using the average regional farm size, to obtain per hectare 

figures. Table 5-2 reports the mean values of variables over all regions and years.
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Table 5-2: Means of Variables Used in Regression Analysis

Variable Mean Std. Dev.

Quantity Indices
Output 3.305 3.54
Labour -2.488 0.79
Fertiliser -0.398 0.45
Draught Animals -1.550 0.57
Farm Machinery -0.198 0.17

Price Indices
Output 1.175 0.46
Labour 1.227 0.37
Fertiliser 1.381 0.51
Draught Animals 1.328 0.68
Farm Machinery 1.711 0.46

Other Variables
Agric. Land Area (’000 ha) 943.330 479.76
Irrigated Area (%) 16.826 13.98
Farm Size (ha) 3.572 2.16
Regional Research (P000) 6.874 10.55
National Research (P000) 8.832 14.77
HYV Area (% crop area) 25.670 32.16

Note: For'variable descriptions see Section 5.2.

5.3. Aggregation and decomposition

An ideal data set for the purpose of this study would hold information on inputs, prices, 

production, profits and such ‘state’ variables as education, irrigation, weather and soil 
type, for individual farms over a span of several years. The comparison of production 

technologies could then be carried out by aggregating farms into homogeneous groups 
according to the perceived determinants of (or constraints to) technology adoption. The 

irrigation regime would be one such determinant. The only well-known data set which 

fulfils most of these requirements in the Philippines is that collected by the International 

Rice Research Institute since 1966 on Central Luzon and Laguna province rice farms. 

While there is a great deal that can be learned from this so-called ‘Loop Survey’ data, its 

sample comprises producers in the most advanced agricultural areas of the country and 

cannot be said to be representative of the conditions faced by the majority of agricultural 

producers.

The Evenson data set provides an unusually rich source of information by
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comparison with that available in many other developing countries. For the purpose of 

this study it does, however, have one limitation. Because of the form in which data are 

usually made available by government agencies, the observational units of the data set are 

not individual farms, but aggregates over the administrative regions of the Philippines, 

each of which is heterogeneous in terms of irrigation as well as infrastructure and even 

climate.2-3 Input use levels, outputs and technology by any specific land type (let alone 

by any more complex set of criteria) cannot thus be measured directly from the data. 

Empirical evidence was presented in Chapter Three in support of the argument that 

among the various changes which have taken place in Philippine agriculture, the 

introduction of irrigation is pre-eminent in explaining variation in input use and 

productivity (David and Barker 1978; Wickham et al. 1978; Hsieh and Ruttan 1967). 

Accordingly it is intended in the following analysis to maintain the hypothesis that access 

(or the lack of it) to irrigated land defines two separate agricultural industries.4 The 

differences between irrigated and non-irrigated technologies will then be inferred from 

observed changes correlated with the extent of changes in irrigation between regions and 

over time. The identification of the two technologies from the undifferentiated data set is 

obtained by the following method.

Each agricultural industry - irrigated (/) and non-irrigated (AO - is hypothesised to 
have a production function

Q} = Q\X\ Z‘), i = I,N  (5.1)
where Q is a scalar representing output; A is a vector of the quantities of variable inputs 
(labour, fertiliser, and power), and Z is a vector of other influences, comprising the 

quantity of fixed inputs (land) and technology shifters represented by research 

expenditures. The data set contains observations for years for each of r=l,..., R
regions, making a total of RT data points. The data provide no means by which to 

distinguish irrigated and non-irrigated output or input use (reporting only the totals Q, X

2Some insights into the nature of within-region variation in climate, geography and agricultural 
infrastructure in the Philippines may be gleaned from a discriminant analysis study by Antiporta (1976) 
which uses province-level data.

3The aggregation problem has been addressed in detail by Chambers (1988).

^ h is  maintained hypothesis incorporates two important assumptions. First, changes in the area irrigated 
are exogenous to the agricultural sector. This is reasonable, given the "lumpiness" of most irrigation 
investments together with the fact that the estimates to be obtained are short-run in nature. Second, as was 
acknowledged at the beginning of Chapter 3, there is at least one other important division in the agricultural 
sector, between the production of crops for export and for the domestic market. The division of agriculture 
only into irrigated and non-irrigated industries regardless of the crops produced is a simplification which, 
although less comprehensive, maintains analytical tractability and preserves technical progress as the 
primary subject of study.
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and Z in each region and year), so response funcdons for both industries must be 

estimated together. The proportion of the physical land area irrigated by region and year 

can be computed from census data, and used to weight the contributions of industries / 

and N to total supply and factor demand. Since quantities in the data set are reported on a 

per-farm basis, it is first necessary to convert all input and output quantities to per hectare 

values by dividing by the average farm size in each region and year. Let Y stand for per 

hectare output, and redefine X  and Z as per hectare values of variable and fixed inputs.
The division of agricultural production into irrigated and non-irrigated groups requires the 

assumptions that all farms in all regions in any year operate on the same production 

function, and that the extent of irrigation development signifies the only non-neutral 

division between irrigated and non-irrigated technologies. These allow Y to be written as 
the 0-weighted sum of production in irrigated and unirrigated areas:

Y (X,Z) = QY1 (Xr,Zl) + (1 -Q)YN(XN,ZN), (5.2)

where 0 is the (RTx 1) vector of observations of the percentage of total farm area which is 

irrigated.5 Like (5.1), equation (5.2) cannot be estimated directly due to the lack of data 

on the X1 and Z‘. The problem can, however, be circumvented and the analysis enriched 

by using the profit function dual to Y(X,Z) , the arguments of which are prices common to 
producers in both irrigated and non-irrigated areas. The method is shown below in 
section 5.4.

Of course irrigation is not the only source of variation in production functions either 
between cross-sectional units or through the time series, so the proposed aggregation 

must be defended. Since some form of aggregation across time and regions is necessary if 

any estimates of technology and of technical change are to be obtained, it is worthwhile to 

consider the assumptions behind the use of irrigation to define industries against 

alternative assumptions leading to different aggregations. Recall that the data set is made 

up of a series of 37 annual observations on 9 administrative regions. The use of the 

irrigation/non-irrigation criterion to divide the data requires aggregation within each 

environmental category, across all regions in each cross section, and over time. As noted 
above, two assumptions are implied:

5In total quantities Y - Y l + YN. Let A represent total agricultural land area, A1 irrigated land area and A'v 
non-irrigated land area. Then

Y _ Y i Yw _ A1 Y1 An f  v
Ä  “  a  +  X  ”  +  '

A1 ANNow let 0 = — be the fraction of land area which is irrigated, and (1 -  0) = — the fraction which is not
irrigated. Equation (5.2) follows from this.
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(i) Within each of the irrigated and non-irrigated groups, all farms in all regions in any 

year operate on the same production function (albeit at different points on the response 

surface); and
(ii) The extent of irrigation development signifies the only non-neutral division between 

technologies, although either technology (irrigated or non-irrigated) may of course change 

over time independently of the other.

Compare now two alternative sets of assumptions on aggregation. The first is that all 
production from both irrigated and non-irrigated lands in any year uses the same 

technology, but that the irrigation variable allows for their intercepts to vary:
Q = Q ( X , Z ; 0) (5.3)

This amounts to imposing the assumption that the entire agricultural sector comprises just 

one homogeneous industry. The irrigation variable enters each factor demand and the 

output supply equation as a fixed factor, i.e. changes in irrigation shift the intercept of the 

function but not the price response parameters, or the parameters describing the effects of 

changes in other fixed factors on the dependent variable. Any non-neutral technological 

changes from a variety of sources (including irrigation) have the same effect on factor 
demand and output supply for agricultural producers in all environments. This set of 

assumptions is implicit in the earlier study of factor demand in Philippine agriculture by 
Quizon (1981).

Both the proposed decomposition model (5.2) and the ‘one industry’ aggregated 
model (5.3) may be altered to allow for neutral variation in inputs and outputs between 

regions by the inclusion of the appropriate set of regional intercept dummy variables, but 

preclude any other type of regional variation. The second alternative aggregation 

assumption is that administrative regions are internally homogenous with respect to 

technology, but that production functions may vary in non-neutral ways between regions. 

Thus each region has a unique production function:
&  =  Q X X r, Z r ; Q  0 , r = l , (5.4)

This form of aggregation calls for separate regional estimates of the parameters of factor 

demand and output supply over time, and thus allows for considerably more between- 

region variation in technology than the first alternative discussed. It relies, however, on 

the maintained hypothesis of a single agricultural technology within any given region, 

since it requires aggregation of all farms, irrigated and non-irrigated, in each region. The 

irrigation variable enters the functional relationship independently of price variables, as 

was the case in (5.3).
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The use of administrative regions as the units of analysis amounts to the assertion 

that technological and economic differences between regions are more important than 

those within any region, despite the fact that regional boundaries are determined at least 
as much by political as by economic or geographic considerations. Such an assumption 

may seem reasonable in a country as geographically disparate as the Philippines. It is, 

however, doubtful whether the informational gains of disaggregation by region, once 

balanced against both the efficiency loss entailed by the small sample size (the time series 

consists of 37 years) and the constriction on within-region variation, would be sufficient 

to merit a preference for a formulation such as (5.4) over either (5.2) or (5.3). Another 

constraint to the use of separate regional estimates is found in the construction of the data 

series, particularly those for labour and farm machinery. As the discussion in Section 5.2 

showed, substantial fractions of the regional series on these variables have been computed 
by the allocation of national figures to individual regions by criteria based on information 

from quite short sub-periods of the data series. For any individual region the reliability of 

labour and machinery demand figures is thus of doubtful value.

In introducing the discussion of the data set to be used in the quantitative part of this 

study it was observed that data availability often places a constraint on the type of 

question which may be asked and/or the models which can be used in analysis. In this 
section three alternative models have been presented, each with different assumptions 
about the uniformity of technology between and within regions, given that a data set with 
separate observations on irrigated and rainfed farms is not available. Of the two 

alternatives to (5.2), the "one industry" aggregation (5.3) uses all available data but 

restricts the differences between irrigated and rainfed technologies to neutrality with 

respect to factors. As a model it does not maximise the potential information to be gained 

from the data. The region-specific model (5.4), by contrast, appears to require more 

information than is readily available. It may be thought of as falling outside the constraint 

imposed by data availability. The preferred model (5.2) employs all available data in a 

way which allows for the identification of distinct parameters between irrigated and 

rainfed agricultural production.

5.4. Profit function methodology

The analysis of technical change in production can be conducted using any procedure 

capable of defining the isoquants of a particular technology and distinguishing them from 

those of a different technology on a factor-by-factor basis, at constant prices. The 

parameters of technologies may be measured directly from the parameters of the primal,
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or production function. The use of a production function is, however, rendered 

undesirable by several methodological considerations. Its arguments are the quantities of 

inputs, which cannot be considered to be truly exogenous to producers except in the 

consideration of an entire economy, or of a sector characterised by complete factor 

immobility. Moreover, estimation of the parameters of a production function requires the 

inversion of the Hessian matrix of its second partial derivatives, which (when quantities 

are large and their inverses correspondingly small) may result in a substantial loss of 

accuracy.

5.4.1. Duality

Duality theory has been shown to be capable of revealing all the parameters of the 

technology available from production function estimates.6 The dual (profit or cost 
function) approach thus presents an attractive alternative to the use of production 

functions. Empirical profit function studies typically represent farmers’ behaviour by an 

indirect variable profit function, the arguments of which are the prices of factors and 

output and the quantities of fixed factors. Analytically it is derived from the optimisation 
of a direct profit function, which expresses profits as the difference between gross returns 
and variable costs subject to a production function:

L = mcixY X {PY+WX + X(Y - f (X,Z))} , (5.5)
where

P is the price of output;

W is a vector of input prices;
Y is the quantity of output;

X is a vector of inputs, defined as negative quantities;

X is the Lagrangian multiplier; and

f(X, Z) is a production function in variable inputs X, and fixed inputs and technology 

variables, Z.

The maximisation of L in the vector of choice variables Y and X yields the profit- 

maximising (i.e. economically optimal) level of output Y{P,W,Z), and of inputs 

X(P,W,Z), the optimum being determined by the equality of the value of each factor’s 

marginal product with its price. The substitution of these optimum conditions into (5.5) 

yields the indirect profit function, which has the same arguments, i.e. the prices of output 

and of the variable factors, the quantities of fixed factors, and technology:

6For a succinct exposition of duality theory see Varian (1984).
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TZ = n(P, W, ,Z). Yet since k incorporates the production function constraint in (5.5) it 

contains the same information as that expression; the parameters of the production 

function can also be found from the indirect profit function.

The foundations of the duality between the production and indirect profit functions 

comprise two maintained hypotheses. Prices are regarded as exogenous to the firm, being 

determined in atomistic, competitive markets; and producers’ behaviour in the choice of 

input levels and output supply is set by the common objective of maximisation of profits. 

These are not trivial assumptions despite the frequency with which they are maintained in 

analytical models.

The first assumption requires that variable factors are freely mobile between 
producers and regions, and that changes in their prices are determined by changes in 

demand and supply in markets comprising many price-taking actors. This means that the 

price of any mobile factor varies between regions only by the cost of its relocation 

(broadly defined to include marketing margins as well as such elements as risk in the 

labour migration decision). Markets, in this context, may be rendered uncompetitive 

either by the exercise by one (or a few) producers of monopsonistic (oligopsonistic) 
power in factor markets, or of monopolistic (oligopolistic) power in product markets, or 
by forms of market segmentation or quantity restrictions not reflected in market prices.7 
The assumption that markets are competitive makes variable factor prices, rather than 
their quantities, the logical exogenous variables in estimation of technological 

relationships. This increases the appeal of the indirect profit (or cost) functional approach 

since, unlike factor quantities, the prices of agricultural inputs usually exhibit low levels 

of multicollinearity.

The second necessary assumption is that all producers share the same objective 

function, which is to maximise profits. Profit-maximising behaviour is, of course, implied 

by the use of a maximum profit function to represent farmers’ decisions on input use and 

output supply. That all producers should share the same behavioural function is necessary 

in order that data on individual farms may be considered in the aggregate (Lopez 1985, 

p.597).

Whether farmers do indeed maximise profit in the narrow economic sense implied

Government price controls (for example price stabilisation schemes), which have at times been features 
of the Philippine agricultural produce and intermediate goods markets do not affect the competitiveness of 
markets from the point of view of producers as long as the the government or suppliers do not 
simultaneously control both the price and the marketed quantity of a good.
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by the neoclassical schema normally employed (and set out above) has been questioned. 
Junankar (1980, 1989), for example, argues that both impersonal competitive price 

determination and profit maximising behaviour in developing country agriculture are 
constrained by a variety of phenomena not normally captured in econometric models. 

These comprise political and social factors arising from the socio-economic structure of 

small rural communities. That such a critique contains important truths is readily 

recognised by anyone with first-hand knowledge of social relations and of the systems of 
production and exchange in small developing-country communities.8 In choosing to 

proceed within the neoclassical paradigm it is not the intention of this study to deny or to 

trivialise the role of non-market forces in influencing farmers’ production decisions. In 

the absence of suitable data it can only be hoped that such forces are not of such a 

magnitude or bias as to invalidate the generalisation of behaviour implied by the profit 

maximisation assumption. The phenomena referred to by Junankar are unlikely to be 

reflected in the aggregate data on Philippine agriculture, since (like the comparable 

sectors of all developing countries) it is characterised by a great many small-scale 

producers competing in the same factor and product markets.

5.4.2. Technical change

The use of the maintained hypotheses just set out facilitates an inquiry into the nature of 
the technological variation between regions and over time. The theory of induced 
innovation (Hicks 1932; Binswanger and Ruttan 1978) suggests that new technologies are 

developed and adopted which save (relative to other factors) those factors available in 

least elastic supply.9 The development and adoption of new technologies should reflect 

changes in relative factor prices. If this is so then given a substantial shift in relative 
factor prices it is likely that any new technologies developed and adopted will tend to 

reduce the share of expenditure devoted to the relatively more expensive factor(s). If 

factor prices remain constant then any shift in technology should, ceteris paribus, be 

factor-neutral, meaning that factor shares (and thus factor proportions) should remain 

unaltered. The bias of the new technology is the extent to which a factor is ‘saved’ (i.e. 

the extent to which its share in the total cost or the value of output is changed) by 

technical progress, when evaluated at constant prices.

8A well-known study by Hayami and Kikuchi (1981) represents one attempt to incorporate the "moral 
economy" of the village into empirical analysis of small farmer behaviour in the Philippine context.

9"A change in the relative prices of the factors of production is itself a spur to invention, and to invention 
of a particular kind - directed to economising the use of a factor which has become relatively scarce" (Hicks 
1932, p.124).
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In Hicks’ original definition, the bias of technical change referred to the extent to 

which technical progress altered the ratio in which two factors were employed, when 

evaluated at constant relative factor prices. A change which increased the ratio of labour 

to capital was labour-saving and one which reduced the same ratio was labour-using, 

relative to capital, i.e.

Bi d(L/K) 1
dt UK <

-  0 .

Hans Binswanger, who pioneered the dual approach to measurement of technical change 

biases, pointed out that Hicks’ definition could readily be generalised to the case of more 

than two factors by measuring the constant-price change in factor cost shares (Si) rather 

than factor quantity ratios. This led to a single measure of technical change bias for each

factor employed in production (Binswanger 1974b): 
dSL 1

B: dtSi <
-  0

which is a more general form of the definition shown in equation (4.19).

In Binswanger’s early empirical work any change in a factor’s cost share derives 
from one of two sources: changes in relative prices measured at constant technology, or 

changes in technology measured at constant prices (Binswanger 1974a). These represent, 
respectively, factor substitution around an isoquant, and the jump to a new isoquant at the 
same relative factor prices. Using appropriate estimational techniques, an indication can 
in principle be gained of how much of the observed change in a factor’s share in total 

costs may be attributed to technical change, and how much to price-induced substitution 

within the parameters of a given technology.

Duality theory provides a convenient basis for the measurement of technological 

change. Consider a time series of data on only one region, or on several regions which 

differ only in factor-neutral ways. Changes in factor quantities and prices as well in as the 

price and quantity of output over time can be observed, and the cost and profit shares of 

variable factors computed from this information. Suppose that factor demand and output 

supply equations are estimated from the first order conditions of a profit or cost function, 

and that a measure of technical progress (for example, a time trend) is included. The 

significance of the coefficient of the time trend in some or all of the equations indicates 

technological progress. The same method may be applied not only to a single time series 

but also to data comprising observations on several regions which differ in factor-neutral 

ways,1̂  since factor-neutral variation within such a cross section affects only the 

intercepts of factor demand functions and not their slope parameters (Binswanger 1974a).

10Factor-neutrality across regions requires that all regions initially use the same technology, and trace the 
same path of technical progress.
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In recent years much of the literature on technical change has been concerned with 

several important qualifications and extensions to the simple tests of the type shown in 
Binswanger’s (1974a) paper. These concern the identification of shifts in factor shares 
arising from sources other than than changes in prices and technology which, if not taken 

into account, may produce misleading estimates of the non-factor neutral features of 

technical change. Among the alternative sources of observed changes in factor shares are 

non-homotheticity of the production function; changes in factor quality over time; 

endogeneity of factor prices; and bias arising from errors in the pooling of cross section

time series data. In the following paragraphs each of these issues will be briefly reviewed 

and related to the estimation methodology to be set out in section 5.4.3.

Homotheticity

A homothetic production function has the property that the slope of the isoquants (the rate 

of technical substitution of factors for one another) is constant along any ray from the 

origin, implying that the expansion path is linear. This means that factor shares and factor 
ratios are independent of the scale of production. The approximation of a true 

relationship which is non-homothetic by a functional form which maintains homotheticity 

raises the possibility that changes in factor shares due purely to shifts along the expansion 

path at constant prices could be misinterpreted as being caused by biases in technological 
change.

Empirical exercises by Bemdt and Khaled (1979), Lopez (1980) and Antle (1984) 
have all tested and rejected the assumption of a homothetic expansion path in North 

American agricultural data. In the latter two studies the parameters of technical change 

rate and bias differed between restricted (homothetic) and unrestricted model 

specifications. Lopez’ estimates of the technical change biases in Canadian agriculture 

were significant only in the model in which homotheticity was imposed, leading him to 

the conclusion that
...the observed decrease in agriculture labor demand and increased capitalisation 

would reflect changes in relative prices and a non-homothetic production function 
(which would bend the expansion path towards a higher capital/labor ratio as output is 
expanded) rather than (biased) technological change (1980, p.43.).

Antle’s estimates of the direction of technical change biases in U.S. agriculture with

homotheticity imposed had the same sign as his unrestricted estimates, but were of greater

magnitude. The values of the unrestricted estimates suggested that increases in scale led,

ceteris paribus, to greater factor shares for land and chemicals, and reduced shares for

labour and machinery. It appears from the Antle and Lopez studies that the relaxation of

the homotheticity restriction leads to a reduction in the magnitude of the measured bias of
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technical change: in one case the measures become insignificantly different from zero, 

and in the other they are greatly reduced in magnitude.11

If a functional relationship is suspected to be non-homothetic then its approximation 

by a homothetic functional form (e.g. the Cobb-Douglas) is inappropriate. In fact, the 

decision to test rather than impose homotheticity restricts the choice of functional forms 

which may be employed in empirical researches to the range known as flexible functional 

forms (FFFs). Of the class of FFFs, well-known examples of which include the 

generalised Leontief, normalised quadratic and translog, only the translog is characterised 

by non-linear expansion paths. The expansion paths of the others are linear, but need not 

pass through the origin. They are described as quasi-homothetic: at constant prices any 

increase in output above that produced by a certain minimum (and necessary) 

combination of inputs will follow a linear expansion path (Lopez, 1985). The normalised 

quadratic is the functional form assumed appropriate in this study.

Changes in Factor Quality

A second possible source of observed changes in factor shares other than from technology 
or prices lies in the mis-measurement of changes in factor quality over time. For primary 

factors such changes are known as product innovations.12 In Binswanger’s (1974b) study 

of U.S. agriculture he found that in spite of rises in the real price of farm machinery, its 
cost share had risen over time. Binswanger concluded that the source of this apparent 
anomaly was that the direction of agricultural research had been biased towards the use of 

machinery in spite of contrary price movements: "fundamental biases in innovation 
possibilities were an important source of machinery-using bias in US agriculture" (1974b, 

p.975). This apparent contradiction to the induced innovation hypothesis was addressed 

by Kislev and Peterson (1980).13 They argued that if technical change is being measured 

in one sector (say agriculture) which uses inputs from another (e.g. manufacturing), then 

an identification problem arises when data used to measure biases in the agricultural 

sector do not accurately reflect changes in the quality of inputs as a result of product 
innovations in the manufacturing sector. A product innovation may raise the price as well 

as the productivity of an input like machinery - for example, by the addition of functions

n The results of the Bemdt and Khaled study are indecisive on this point.

l2Process innovations - the development of better ways of producing an unaltered product - reduce the 
cost of producing intermediate goods and are reflected in the sector in which the goods are consumed by 
changing prices.

13The problem of changing factor quality over time is discussed in general terms by Binswanger (1978b), 
although he does not address not the particular issues raised here.
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to a tractor. The use of price and quantity data unadjusted for such quality change may, as 

Kislev and Peterson pointed out, lead to the conclusion that agricultural producers are 

demanding more machinery at a higher price, which falsely attributes a machinery-using 

bias to the process of agricultural technical change when the change actually took place 

outside agriculture. Hence
It is inconsistent to leave new or improved inputs created by product innovations in 

manufacturing unadjusted for quality, calling this technical change in agriculture, while 
treating process innovations which result in lower-priced inputs as a market 
phenomenon. As far as agriculture is concerned, both types of innovations are the same.
Both result in lower effective prices of purchased inputs to farmers. Purchased inputs 
should therefore be adjusted for quality (Kislev and Peterson 1981, p.563).

To illustrate their argument Kislev and Peterson recomputed Binswanger’s farm 

machinery price series using custom hiring rates, which they argued better reflected the 

price of machinery measured in efficiency units rather than simply in physical quantities. 

Relative to the prices of all other inputs, the custom rate fell over the period under study, 

whereas the indices used by Binswanger had showed a rise. Use of the quality-adjusted 
price series obviated the need for Binswanger’s conclusion that U.S. agricultural 

development had been characterised by a fundamental technical change bias towards 

using machinery despite rises in its relative price.

Accounting for changes in factor quality poses a problem in that it demands more 
detailed information on inputs than may be available - especially in developing country 
data sets. The problem applies particularly to two inputs: labour, and agricultural 
machinery and equipment. For the latter, the most appropriate summary measure of 

quality is the horsepower rate. Unfortunately there are no data available to indicate 
changes in effective horsepower rates of farm machinery for the Philippines; nor is there 

any strong reason to believe that such horsepower data as are available for other countries 

- primarily the United States (see Hayami and Ruttan 1971, pp.336-7) - could also be 

applicable to Philippine farm machinery stocks. Rather than make an inappropriate 

adjustment, the available farm machinery data have been retained and used in their 

original form.

Data for the adjustment of labour quality (by literacy rates, for example, or school 

leaving ages), are more readily available. Census data reproduced in table 5-3 shows 

considerable regional variation in the rate of change of literacy rates in the Philippines 

over the period covered by the data set.14 For this study ‘effective’ labour quantity and

14For a study of labour quality issues in the Philippines, see Patalinghug (1984).
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price series were constructed by adjusting the labour data to reflect literacy changes, on 

the assumption that the literacy rate is a reasonable guide to changes in labour force 

quality. Series of regional literacy rates were constructed by linear interpolation of the 
census figures for 1948, 1960 and 1980. These series were transformed into indices with 

1948 as the base year, and were used to adjust the Evenson and Sardido price series 

(which were divided by the literacy index) and quantity series (multiplied by the literacy 

index).15

Table 5-3: Regional Literacy Rates3 1948-80 (per cent)

Region 1948 1960 1980

I Ilocos 61.2 73.9 85.1
II Cagayan 52.1 66.5 79.3
m C. Luzon 66.8 81.0 88.5
IV S. Tagalog 68 .6 79.3 85.8
V Bicol 60 .4 76.7 83.4
V I W. Visayas 55.3 66.0 81.1
V II C. Visayas 76.1
vin E. Visayas 53.7 65.7 76 .4
IX W. Mindanao 42.9 51.9 64.9
X N. Mindanao 57.7 72.7 83.1
X I S. Mindanao 80.0
X II C. Mindanao 64.6

Philippines average 59.3 71.8 82.7

Notes: Population 10 years old and over. The 1970 Census is not directly comparable 
since it reports literacy for the population six years old and over. It has been excluded. 
Source: Census of Population and Housing, 1948, 1960 and 1980.

Factor Price Endogeneity

The assumption of exogeneity of factor prices in the dual approach is a third source of 

potential errors in estimating factor demands. It requires that the supply curves of 

variable factors be infinitely elastic , i.e. horizontal, in any year and region. If factor 

prices are affected by shifts in demand then the demand for factors cannot be identified 

unless estimated simultaneously with factor supply functions. Land, as is well known, is

15The methodology used here follows that employed for machinery quality adjustments in Hayami and 
Ruttan (1971, Appendix C).
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a major input to agricultural production but plays only a small part as a factor in the 
production of other goods. Even in industrialised countries the assumption that land 

prices are determined entirely outside the agricultural sector is difficult to defend, let 
alone in a developing country in which agriculture makes a leading contribution to 

national income and to aggregate factor demand. The cost function approach to the 

measurement of agricultural price parameters, however, requires just this assumption 

(agricultural cost function studies using this assumption include Binswanger 1974a, Kako 

1978, Lopez 1980, and Ray 1982). One alternative assumption is to regard the 

endowment of land as specific to the sector under consideration (its supply curve is 

vertical) with its price determined as a residual after the deduction of variable costs. This 

is the approach of most profit function-based studies of technical change (for example 
Sidhu and Baanante 1981, Weaver 1983, and Antle 1984), including that reported in this 

chapter. A second alternative, and one which produces long-run rather than short-run 

estimates of factor demand elasticities, can be employed if land price data series are 

available. Mackay, Vlastuin and Lawrence (1985), Squires (1987), and Wall and Fisher 
(1987) all employ estimation procedures which treat land and some other factors as 

‘quasi-fixed’, that is fixed only in the short run. By Hotelling’s lemma the first derivative 

of the profit function with respect to the quantities of quasi-fixed factors yields shadow 

price functions. These functions may be estimated together with the demands for variable 
factors. Profit maximisation requires the assumption that the market and shadow prices of 
quasi-fixed factors be equal; implementation of the methodology thus requires price 

series for such factors. The construction of a regional time series of agricultural land 

prices (or an appropriate proxy) for the Philippines - and of ensuring that such a series 
adequately separates changes in land quality from changes in the value of crops grown on 

it - would be a formidable task.16 In this study land is considered as fixed in supply in the 

short to medium term. Estimates of factor demand elasticities and other parameters thus 

refer to the short-medium run.

In developing countries like the Philippines the exogeneity of wages is also a 

questionable assumption, since agriculture usually employs a large fraction of the total 

labour force (see Table 2-5) and price-fixing mechanisms such as minimum wage 

legislation have no discernible effect on a largely unorganised labour force. Endogeneity

16Land prices have been approximated in some studies by use of the value of crop shares paid to 
landlords by tenant farmers. The success of land reform in the Philippines in altering these shares (or at 
least their declared values) away from their "free market" values - especially in irrigated rice lands - 
introduces a significant bias into land prices imputed by this method. See Unnevehr (1986) and David 
(1983).
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is testable as long as there is a suitable instrumental variable (IV) available (Beggs, 1987). 
For this study the wages of unskilled urban workers might be an appropriate instrument 

for agricultural wages provided they exhibited the required quality of correlation with 
agricultural wages. In the Philippines, however, such wages series are available only for 

the labour force in the Metro Manila region; their use for the estimation of regional labour 

demand functions would impose the unlikely hypothesis of no cross-regional variation in 

nominal wages.

Lastly, the profit function model requires that the price of output be exogenous to 

the agricultural sector, i.e. that individual producers face a horizontal demand curve. For 

products produced mainly for export (like sugar and coconuts) it is reasonable to assume 

that their prices have reflected world market demand and that the volume of Philippine 

production is insufficient to influence their price. Rice, corn, fruit, vegetables and root 

crops, however,- are produced primarily for domestic consumption, and being staples, 

their markets are probably characterised by relatively inelastic demand. Furthermore, for 

a variety of reasons ranging from perishability to import/export bans aimed at promoting 

food self-sufficiency, Philippine trade in these goods in the postwar years has comprised 

only a small fraction of total consumption (see Chapter Three). Small changes in 

domestic supply may thus be expected to have resulted in significant price shifts for these 
products. The consequence of the assumption that the price of aggregate output (the 
variable to be used in estimation) is exogenously determined is likely to be poor 

identification of the elasticities of factor demand with respect to output price and their 

converses, the elasticities of output supply with respect to factor prices.

Regional Variation and Data Pooling

The pooling of time series and cross section data when errors are correlated in both 

dimensions causes a loss of efficiency in the standard errors of estimates, unless a 

correction is made for the correlation of errors across units within each year, and across 

years within each unit.17The efficiency loss in ordinary least squares (OLS) arises 

because the error terms of stochastic equations - which represent what Maddala (1977) 

has called "general ignorance" about the relationship being estimated - also capture 

"specific ignorance" about the nature of variations through time and between units in a 

cross-section.

17The literature on pooling of time series-cross section data sets is reviewed by Bantilan (1986) and 
Dielman (1983); discussions of correction techniques can be found in Wallace and Hussein (1969) and 
Maddala and Mount (1973).



125

Several methods have been developed which aim to increase efficiency by 

separating "specific" from "general" ignorance. Analysis of covariance, the simplest, 

involves the inclusion in estimated equations of dummy variables representing individual 
time periods and cross-sectional units. (For this reason it is commonly known as the least 

squares dummy variables method, or LSDV). Error components models achieve a similar 

result by incorporating the information captured by such dummy variables into a 

compound stochastic error term. Error components models specify an error term 

consisting of three elements: errors associated with unexplained variation within each 

cross-section; those associated with variation across time periods, and those associated 

with all other unexplained variation (Wallace and Hussain 1969).18

On practical grounds the error components model is often preferred when few 

observations are available, since the inclusion of time-specific and cross-section-specific 

dummy variables requires the sacrifice of many degrees of freedom. When sample size is 

large, however, the difference in efficiency gains between LSDV and error components 
methods is small (Maddala 1977, p.328). When estimated functions display evidence of 

additional problems such as autocorrelation and/or heteroskedasticity, the error 

components model becomes complex and unwieldy. In such cases the relative 
transparency and simplicity of the LSDV method is usually preferred.

Quizon’s (1980, 1981) estimates of factor demand parameters from the data used in 
this study were obtained using the error components method. Evenson (1986) employed 

regional dummy variables and one time-period dummy, included to account for the 

joining of two sets of data indices in 1974. The system of equations estimated in this 

study includes cross-sectional dummy variables and, as in Evenson’s study, a dummy 

variable representing the period prior to 1974. This does not constitute a complete LSDV 

specification since dummy variables for individual years are not fitted. Instead, a 

correction was made for observed first-order serial correlation of the residuals of the 

equations making up the system (see Section 5.4.3 and Appendix D).19

18LSDV and error components methods allow for variation in intercepts but constrain slope parameters to 
be equal across all observations. The variable coefficients class of models is a methodology in which both 
intercepts and slope parameters are permitted to vary, at the expense of considerable computational 
complexity. See Johnston (1984, Chapter 10) and Maddala (1977, Chapter 14).

19Neither the Quizon nor the Evenson study reports the results of diagnostic tests (for example Durbin- 
Watson ^-statistics) for autocorrelation in estimated factor demand and output supply functions.
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5.4.3. Estimation of the profit function model

The development of duality theory linking production and profit functions enables the use 

of the latter to obtain estimates of production parameters under assumptions which are 

economically reasonable and which are less restrictive than those required by the 

production function approach. The foundations of the duality between production 

functions and indirect profit functions comprise two maintained hypotheses: prices are 

exogenous, and all producers maximise profits subject to the same prices and production 

function. Apart from weak regularity conditions, the use of the dual requires no formal 

specification of the underlying production function, yet all the information about a 

technology obtainable from production function estimates can also be found in the 

parameters of the profit function. Prices, which are assumed to be exogenous to the firm, 

are common to all producers in any given region and year and appear in the dual as 

explanatory (choice) variables, with the aggregate quantities of inputs and outputs as 
dependent (decision) variables. The dual approach thus provides a means of inferring the 

parameters of interest in equation (5.2) using only the aggregate data available.

The maximisation of profits subject to a production function yields an indirect 

variable profit function n(P, W, Z), where P is the price of output, W a vector of the prices 

of variable inputs, and Z a vector of land area, farm size, and technology variables. This 
statement holds as long as n satisfies the following regularity conditions (Lau 1974):

(i) k is continuous and twice differentiable in P and W\
(ii) 7t is monotonically increasing in P and decreasing in W\

(iii) k is convex in P and W (the Hessian matrix of second partial derivatives is 

positive semi-definite);

(iv) 7t is linearly homogenous in P and W.
A normalised profit function satisfying these conditions is the unique dual of a production 

function; the parameters of one can be derived from those of the other since the Hessian 

matrix of second partial derivatives is the inverse of the Hessian of the production 

function. By Hotelling’s lemma (Lau 1974), the first derivatives of k with respect to 

prices yield profit-maximising supply functions for output and demand functions for the 

variable factors of production:

W,Z)= Y(P,W,Z) ; and

3it (P,W,Z)
3 W;

= K,(P,W,Z)=X,(P,W,Z) for all (5.6)

in which the Xi are (negative-valued) elements of the vector of input quantities, and Y is 

the quantity of output.
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Together with the regularity conditions above, the assumption of profit 
maximisation implies three important characteristics of the supply and demand equations. 

Symmetry of the second partial derivatives requires that the change in the quantity of 

good i from a change in the price of j  is the same as the response of j  from a change in 

price i, i.e.
Tt-j = kjl for all i j  = 1 n.

Second, linear homogeneity of the profit function imposes homogeneity of degree zero on 

the output supply and factor demand functions. The multiplication of all prices by a 

constant k will leave the quantity of the factor demanded (or of output supplied) 

unchanged. Third, quasi-convexity requires that as long as no factors are inferior their 

demands will increase with a rise in the price of output, and conversely the supply of 

output will respond negatively to an increase in the price of any factor.

In order to be able to infer the characteristics of irrigated and non-irrigated 

agricultural technologies from the aggregate data, profit per hectare of agricultural land is 

represented as a weighted average of profits in irrigated and non-irrigated areas, the 

weights being the proportion of land under each cultivation system as described by 

equation (5.2). Writing n as per hectare profit, 0 as the ratio of irrigated to total land area, 

and using superscripts I and N to denote irrigated and non-irrigated functions respectively 
yields

n(P,W,Z) = dn'(P,W,ZI) + (1 -  Q)kn(P, W,Zn) , (5.7)
in which each term including 0 is a vector of observations on each cross-section of 

regions from time t=l,...,T. Applying Hotelling’s lemma to each k term in this 
expression permits the derivation of per-hectare factor demand and output supply 
equations of the form

Y{P, W,Z) = 0W(P, VT,Z0 + (1 -  Q)YN(P,W,ZN)

Xi(P,W,Z) = ex'i(P,W,Z') + ( l - Q ) ^ ( P ,W ,Z N) i = (5.8)

By collecting terms in 0, (5.8) may be written as an estimable system of equations
Y =YN + 0(H -  YN)

X; = X f+ 0 (X '-X f) ( = 1,...,«, (5.9)

from which the differences between the parameters of irrigated and non-irrigated 

technologies can be inferred (so long as there is sufficient variation in the values of 0) by 

the following reasoning. X!l and Xy, which are unobservable, are both functions of the 

common prices P and W, the environment-specific quantities of land Z! and ZN, and of the 

other variables common to both land types (research, farm size and regional HYV 

adoption rates). If 0 is known then Zl and ZN can be computed: Z7, for example, is Z (total
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land area) times 9, the proportion of total area under irrigation. Substituting their 

arguments for X\ and Xf in (5.9) yields n equations entirely in the vectors of observable 

variables X, P, Zl and ZN20 The set of equations (5.9) thus provides a means for 
recovering separate estimates of the parameters of the output supply and factor demand 

parameters of irrigated and non-irrigated areas from aggregate data.21

The purpose of the regression analysis is to obtain estimates of the own- and cross
price elasticities of factor demand, and to evaluate the overall rate and factor biases of 

technical change. For the estimation of the profit function parameters, a normalised 

quadratic (NQ) functional form has been selected for this study. The normalised quadratic 

profit function has the property that it is self-dual (its underlying production function is 

also normalised quadratic). Like other flexible functional forms (e.g. translog, generalised 

Leontief) it imposes few a priori restrictions on the underlying production function; in 

particular, it does not impose homogeneity and thus allows for variable elasticities of 

substitution. Unlike those forms such properties implied by economic theory as symmetry 
and convexity can be shown to hold globally for the normalised quadratic, rather than 

merely in the region of the point of approximation.22

Normalising by the price of good n and defining qi = (WJP), the general form of the 

NQ profit function in n - 1 prices, K non-price variables and the parameter vectors a and b 
is written as

*=a0+X a i i ‘+  °-5X X b ‘j q ‘qj + X X + Z ¥ i +
1=1 1=1 7= 1 1=1 k £=1

+ 0 .5 y f > , tZ,Z*. (5.10)
1=1 k=  1

from which the demand equations for factors i to ( n - 1) are derived by Hotelling’s lemma 

as

~ x i = ai + X v ) + X bikz t  <5-'1D7=1 fc=l

20The use of land area to construct weights implies that research expenditures are allocated to irrigated 
and non-irrigated areas in direct proportion to their share of total farm land.This simplification is 
unavoidable in the absence of more complete data on the distribution of research spending.

21 Since the quantities of factors demanded and output supplied are expressed in per hectare terms, 
observed shifts in functional intercepts may be due either to irrigation or to expansion of total farm area. 
The ceteris paribus effects of the two types of land expansion - at the internal and external frontiers - 
therefore cannot be separated.

“ Prominent and recent examples of the use of the NQ functional form for analysis of agricultural factor 
demand and product supply include Quizon (1981); Shumway (1983); Evenson and Binswanger (1984); 
Evenson (1986); Shumway et al. (1987); and Wall and Fisher (1987).
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The equation for the numeraire, output, is derived by the substitution of (5.11) into (5.10)
o c 23

K n— 1 ft—1 K K

X n = a 0 +  E A Z, -  °-5E  X  + 0-51 %  ZAi= 1 1=1 7=1
(5.12)

i=l k=\

The irrigation-weighted vector of decomposed demand functions to be used in 
estimation is obtained by substituting (5.11) into total, irrigated and non-irrigated factor 

demands in equation (5.9):
4 4

-x:=4- + a 'e  + + LM ,9
j=i j=i

+ i ^ z * + + £  4 A .  (5.13)
k— 6 ^=6 r= 10

for factors z = 7, 2, 5, 4, z 4- n. In (5.13) the aand bcoefficients refer to the non-irrigated 

technology (9=0) and a*, b* (which will be referred to as the interaction terms) represent 

the difference between irrigated and non-irrigated coefficients, for example 

ai = (ai -  c0. Similarly, the decomposition of the supply function for output, the z-zth 

good, is found by substitution into (5.9) of equation (5.12), yielding

x n =  +  a0e -  0.5 Y X h flf lj  ~ °-5'L 'Lb\pafi
Z= 1 7=1 t= 1 7=1

+ £i>Ä + £ö*z,e + 0.5 £ £
1=6 i=6 i=6 Zc=6

+ o.5£ £ t e e + £d„A (5.14)
1=6 /k=6 r=10

Numerical subscripts in (5.13) and (5.14) refer to variable factors (1 to 4); output 

(5); technology and farm size variables (6 to 9), and regional and time dummy variables 

(10 to 14). Factor quantities are defined as negative numbers. The dependent variables 

X x to X5 are Fisher quantity indices for labour, fertiliser, animal power, farm machinery

23Normalised variable profit tc can be written as
n— 1 

1=1
hence

n— 1 

1=1
Equation (5.12) is derived by substituting for n  and in this expression from (5.10) and (5.11) (Evenson 
and Binswanger, 1984; Shumway, Jegasothy and Alexander, 1987).
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and aggregate output respectively. The explanatory variables are Fisher price indices of 

the variable factors labour, fertiliser, animal power and farm machinery, all normalised by 

the price of aggregate output and denoted as qx, ...,#4 respectively; average regional farm 
size (in hectares), denoted by Z6; regional and national agricultural research stocks Z7 and 

Z8, and a term representing the interaction between the rate of HYV adoption in rice and 

the regional research stock, Z9 (as discussed above in section 5.2). Dummy variables 

have been added to the estimating equations to capture factor-neutral regional variation in 

factor demand. The binary dummies D l0 to Z)13 represent regions grouped in 

geographically contiguous pairs.24 A time dummy, Z)14, represents the years 1950-74 and 

was included to account for the joining of the two data subsets, as discussed in section 

5.2. The need for time-specific dummy variables implied by the LSDV correction 
(discussed in the previous section of this chapter) is obviated by correcting the data for 

serial correlation as discussed below.

The equations (5.13) and (5.14) form an /r-equation system. Their parameters 
measure the per-hectare response of decision variables to changes in choice variables, and 

may be interpreted as follows. The a parameters indicate the functional intercepts in an 

unirrigated environment. The a*s measure shifts in those intercepts due to land expansion 
at the internal margin (i.e. irrigation) as well as at the external land frontier, holding all 
prices and-technology constant. They thus capture the net effect on factor demand and 
output supply of improved water control within each season, the increase in cropping 

intensity (number of crops per hectare per year) due solely to irrigation, and the ceteris 

paribus change in the dependent variables due to expansion of physical farm area. If, as 
expected, irrigation increases yields and factor use and its effect dominates any other 

changes in the quality of land, then a\ to a*4 will have negative signs (factors are defined 

as negative quantities), and a*0 will be positive.

The same reasoning applies to the interpretation of the slope parameters b and b*. 
Each ~bVj measures the influence of the yth explanatory variable on the slope of the z'th 

function without irrigation, and each captures the difference in the effect of the yth 

variable between rainfed and irrigated environments. As an example, bll records the

24Each pair represents one of the four major geographical zones of the country - northern and southern 
Luzon, the Visayas islands, and Mindanao island - as follows:
D 10 = 1 for Regions 1 (Ilocos) and 2 (Cagayan Valley);
D n  = 1 for Regions 3 (Central Luzon) and 4 (Southern Tagalog);
D 12 = 1 for Regions 5 (Bicol) and 6 (Eastern Visayas);
D 13 = 1 for Regions 8 (Northern Mindanao) and 9 (Southern Mindanao).
Region 7 (Central Visayas) is not associated with a dummy variable.
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effect of national agricultural research on the slope of the labour demand function in 

rainfed areas, while bxl takes into account further shifts due to the complementarity 

between national research and irrigation. If both \ 1 and bxl are negative in sign, national 

research increases labour demand in all environments, and by more in irrigated than in 

rainfed areas. If b\7 < 0 and b*xl > 0, national research increases labour demand at a higher 

rate in rainfed than in irrigated areas. If b\n is positive and sufficiently large, national 

research leads to di fall in labour demand in irrigated areas at the same time as it causes it 

to rise in rainfed areas.

From this system of n equations the parameters of a ‘completely’ non-irrigated 

technology (0 = 0) could be found directly, and those of a ‘completely’ irrigated 

technology (0 = 1) derived as (for example) btj  = bL* + Zr. There is little information to 

be gained, however, from evaluating these polar cases: in practical terms many areas 

classed as ‘irrigated’ have only nominal water control, and many ‘non-irrigated’ areas 

often have quite complex structures for the retention and distribution of water. At the 
level of the farm, the idea of a plot of land being ‘completely’ irrigated or unirrigated 

begins to lose its meaning. In the census data for 1948-80 the range of observations of 0 
lies between 0.05 and 0.5: no one region in any year is completely irrigated or completely 
rainfed. Predictions made using values of 0 equal to zero or unity are thus extrapolations 
outside the sample contained in the data set. A more useful comparison of the two areas 
may be achieved by redefining ‘irrigated’ and ‘non-irrigated’ as ‘well irrigated’ and 

‘poorly irrigated’ respectively, and computing factor demand elasticities for values of 0 

within the observed range. The method is discussed below in section 5.6.

The system of equations (5.13) and (5.14) consists of four factor demand relations 

(for labour, fertiliser, draught animals and farm machinery), and one output supply 

relation. These five equations are not independent. First, the maintained symmetry 

hypothesis requires cross-equation restrictions on parameter estimates.25 Second, 
unaccounted exogenous changes in the demand for one factor - due, for example, to 

weather - are likely to affect the demand functions for other factors. This implies the 

existence of contemporaneous correlation among the disturbance terms of all five

25 The symmetry condition requires of the demand and supply functions that

\  + e V  = \  + 0 V  •
This condition may be satisfied by requiring that ~bt- = b- together with b* = b-*. Note that each of the bLJ 
terms corresponding to all qi and q-appears three umes: once each in the zth and yth demand equations in 
(5.13), and once again in the nth equation, (5.14). Obviously the symmetry restriction applies across all 
three occurrences.
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equations. Zellner’s two-stage Seemingly Unrelated Regression (SUR) method (Zellner 

1962) is employed in this analysis as a means of obtaining efficient and unbiased 
estimators in the presence of such cross-equation correlation. The decomposed analogue 

of the profit function (5.10) is not included since it contributes no information of interest 

to the present analysis which cannot be obtained from the demand and supply functions 

(Shumway et al. 1987).

Homogeneity is automatically imposed on the equations by the normalisation of all 

prices by the output price index. Symmetry of the cross-partial derivatives was imposed 

by constraining the appropriate cross-price parameters to equality. Quasi-convexity of 

the profit function (which requires constraining the Hessian matrix of second partial 

derivatives to be positive semi-definite) was not imposed.26 Monotonicity in prices 

requires that the predicted values of factor demands be nonpositive, and those of output 

nonnegative, at all data points.

Data used in estimation were for the years 1950 to 1984. Thirteen observations on 

individual regions were identified as containing obvious outliers (the values of variables 

differed from those of the immediately preceding and subsequent years by a multiple of 

two or greater) and were omitted.

Before turning to discussion of the estimates, two modifications made to the model 
set out in equations (5.13) and (5.14) should be noted. The specification of the 
decomposition model calls for each explanatory variable to enter twice in each equation: 
once alone, and once interacted with 9. In practice the estimation of the fully-specified 

numeraire equation (5.14) proved infeasible due to the incidence of severe levels of 
multicollinearity between most pairs of non-price interaction terms. It was found that the 

stability of the system and the efficiency of the estimates (as indicated by r-statistics) 

improved dramatically with the omission of the second-order terms in non-price variables 

in equation (5.14), that is the quadratic terms ZtZk. The estimates presented include this 

restriction.

26Several recent studies (Chalfant and White 1987; Diewert and Wales 1987) have argued that the 
imposition of curvature constraints on the Hessian leads - if the constraints are binding - to biased elasticity 
estimates (overestimation of own-price elasticities and underestimation of cross-price elasticities). 
Furthermore, the satisfaction of the constraints is achievable only by setting some of the cross-price 
parameters equal to zero. In Jorgenson and Fraumeni’s well-known 1981 paper, for example, curvature 
restrictions on the Hessian of a translog demand system were satisfied only by setting nearly sixty per cent 
of second-order parameters equal to zero (Diewert and Wales, 1987, fn.4, p.43). The significance of the 
constraining of second-order parameters may be grasped by considering that in the limiting case (all second 
order derivatives equal to zero) the translog functional form loses its flexibility and collapses to the 
Cobb-Douglas. It has long been recognised that the Cobb-Douglas functional form is overly simplistic for 
the derivation of meaningful parameter estimates in agricultural systems (Sidhu and Baanante 1981).
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A second modification to the original functional specification was required to 

compensate for the loss in efficiency caused by serial correlation. Like most relationships 

between variables which are growing over time, those in the data set exhibit evidence of 

positive autocorrelation. It appears that this is primarily the product not of dynamic 

misspecification, but of the omission of relevant variables (especially weather patterns) 

not available for this research. The most common means of correcting for autocorrelation 

- the Cochrane-Orcutt correction - involves augmenting the regressors in each equation 
with their lagged values and the lagged value of the dependent variable, all multiplied by 

the coefficient of serial correlation p. In order to keep the number of parameters to be 

estimated within reasonable bounds while still accounting for serial correlation, a 

procedure has been used which is algebraically identical to the Cochrane-Orcutt, but 

computationally more parsimonious. This correction required first fitting each equation 

by OLS and estimating the coefficients of autocorrelation. These estimates, multiplied by 

the corresponding vectors of the lagged estimates of the OLS residuals, were then 

included as regressors (denoted G-) in the Zellner estimation. The first and second stages 
of the Zellner estimation thus become the second and third stages of the entire procedure. 

Full details of the transformation and the results of tests of its efficacy are presented in 
Appendix .

5.5. Results

Of the 100 third-stage estimates (reported in Appendix Table E-l), f-tests indicate that 76 

are significantly different from zero at the 90% level of significance or better. Adjusted R2 

over the system of equations is 0.94. Of the predicted values of the dependent variables,

31 - or 10% - indicated a violation of monotonicity of the demand functions. Since most 
of these values are very close to zero they do not seem a cause for great concern.

Elasticity estimates for all environment types are presented in Table 5-4. These 

elasticities are computed at the means of the regional time series of prices, quantities and 

9 and then averaged over all regions. Price elasticities are given by the following 

formulae. For all variable factors i, j,

(5.15)

Xi

for factor i with respect to the numeraire, output,
n- 1

n ,„ = - X v (5.16)
J

for the numeraire with respect to price j,
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\ i=l  1=1 / _

and for the own-price response of the numeraire,
n— 1

(5.17)

r inn =  - J J r in j ' (5.18)

Elasticities with respect to the non-price variables Zk are given for all equations27 as

(5.19)

The own-price elasticities of factor demand are all negative as expected. Negative 

signs of cross-price elasticities indicate complementarity between pairs of inputs: labour 
and fertiliser can be seen to be (weakly) complementary, which accords with expectations 

and parallels the results obtained by Bautista (1986b). Positive cross-price elasticities 

between pairs of inputs imply their substitutability for one another. The r-tests on the 

cross price elasticities indicate complementarity between labour and fertiliser demands 

(significant at the 90% level) and substitutability between fertiliser and animal power.

The signs of factor demand elasticities with respect to the numeraire output price are 
positive as expected. A ten per cent increase in agricultural commodity prices induces a 
relatively large rise (5%) in fertiliser demand, and lesser rises in the demand for labour 
(2.2%), machinery (2%) and animal power (0.07%). Agricultural supply is reduced very 
slightly by factor price rises, with wage rises invoking the largest response: a ten per cent 

increase in wages spurs a 1.9% reduction in output. Supply response to a rise in the price 

of output is positive, with an elasticity value of 0.31. The coefficients of factor (output) 

response to changing output (factor) prices are not estimated directly: the elasticities are 

derived residually from the requirement that the sum of price elasticities in a linear 

homogeneous function be zero. The variances of the implicit coefficients used in 

computing these elasticities can in principle be derived from the partial derivatives of 
equations (5.13) and (5.14) with respect to the appropriate prices. In practice, however, 

the expressions for these variances are very complex. For each factor XL, for example, the 

variance of dXi/dPn has 36 terms, of which 28 are covariance terms between the 

estimators. Even after the numerical expressions for covariances were evaluated out to 8 

decimal places, rounding errors produced some variance estimates with negative values.

27This includes the numeraire equation, due to the parameter restrictions imposed on second-order terms. 
See section 5.2.
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Table 5-4: Point Elasticity Estimates From Third-Stage Regression

Labour Fertiliser Animal Machinery Output

Price variables:

Labour -9.2196 -0.1204 0.0116 0.0688 -0.1940
(4.238) ( 1.814) ( 1.247) (0.114)

Fertiliser -9.0268 -0.6847 0.0809 0.0603 -0.0669
(1.814) ( 6.003) (-3.806) (2.321)

Animal 0.0177 0.2863 -0.1740 0.0767 -0.0284
( 1.247) (-3.806) (4.831) (-1.408)

Machinery 0.0045 -0.0096 0.0115 -0.4131 -0.0171
(0.114) (2.321) (-1.408) (4.189)

Output 0.2242 0.5092 0.0701 0.2071 0.3065
Price

Non-price variables:

Regional 0.1279 0.0262 -0.0675 0.1714 0.1529
research (-3.066) (0.739) (6.427) (-8.739) (17.324)

National 0.0398 0.3296 -0.0211 0.0282 0.2100
research (-0.478) (-9.856) (-2.065) (8.768) (14.823)

Farm size -1.1733 -0.5657 -0.7376 -0.5432 -0.2658
(26.185) (9.286) (17.614) ( 8.248) (-7.581)

Notes:
Elasticities are the national averages of values computed at regional meansusing 
equations (5.15) to (5.18) and the parameter estimates in Appendix , table E-l. 
f-values (in parentheses) are those for the corresponding b parameters. They are 
computed at the mean value of 9 by the formula:

r--------------------------------------------

var(b-) + 9 2 var(b*j) + 29 cov(lb* )

Factor elasticities with respect to numeraire output price are computed as residuals to 
satisfy the homogeneity constraint. The variances of the implicit coefficients of 
factor demand with respect to the numeraire price each have 36 terms (8 variances and 28 
covariances). Even at at a very high degree of accuracy of measurement the values of 
these covariances are dominated by rounding errors. Rather than report misleading 
values they have been omitted from this table.
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Rather than report variances of such doubtful value, they have been omitted from Table 

5-4.

Table 5-5 reports, for comparison, price elasticity estimates obtained in the previous 

profit function studies on this data set by Quizon (1981), Evenson (1986), and Bautista 

(1986b). Only own-price estimates are compared since almost none of the cross-price 

estimates in the other studies differ significantly from zero. As may be seen from the

Table 5-5: Own-Price Elasticity Estimates from Other Studies

Elasticity Evenson
(1986)

Quizon
(1981)

Bautista
(1986b)

This Study

Labour -0.1160 -0.1742 -0.439 -0.2196
(ty (2.20) (3.50) (2.67) (3.21)

Fertiliser -0.1916 -0.2975 c -0.6847
(1.69) (0.44) (2.59)

Animal -0.1675 b c -0.1740
(2.89) (2.53)

Machinery -0.0311 0.0841 c -0.4131
(0.15) (0.51) (1.68)

Output 0.1640 0.1037 0.251 -0.302 0.3065
(2.17) (3.45) (2.16) (3.60)

*  t values (in parentheses) are those of the corresponding parameter estimates. 
b Animal draught power was not included as a variable by Quizon. 
c Not estimated or not reported.

table, low absolute values of the elasticity estimates obtained for aggregate agricultural 

production in this study conform broadly to those found in the earlier work, despite 

variations in functional form and in the corrections employed for data pooling (Quizon 
used analysis of covariance, and Evenson the LSDV procedure, as discussed above). The 

estimated own-price elasticity of labour demand is somewhat larger than the Quizon or 

Evenson estimates, although it is only half the value of Bautista’s estimate of -0.44. Own- 

price fertiliser and machinery elasticities are much higher (in absolute value) than those 

reported in previous studies, and conform more closely to the expectation that the demand 

for such intermediate inputs is substantially more elastic than that for animal and labour 

power in developing countries. The elasticity of output with respect to its own price is 

more than double that of either the Evenson or the Quizon estimate. It is, however, 

comparable to Bautista’s estimates of 0.30 for food crops and 0.25 for export crops.
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Table 5-4 also reports the elasticities of factor demand with respect to changes in the 

non-price variables. An increase in average farm size reduces the per-hectare application 

of all inputs, and the quantity of output produced per unit of land, which indicates 
diseconomies of size. If returns to size were constant, a unit increase in farm size would 

leave per-hectare quantities of inputs and output unaltered - i.e. the elasticities with 

respect to farm size would all be zero. Less than proportionate increases in input use as 

farm size increases are also consistent with the observation made in the Philippines and 

elsewhere that better-quality lands tend to be subdivided into smaller parcels and worked 

more intensively. Elasticities with respect to the variables used as proxies for technical 

progress will be discussed below, in section 5.7.

5.6. Inference of environment-specific elasticities

The purpose of the model specification used in this estimation was to enable a 

comparison of the factor demand and substitution parameters of agricultural production 

technologies in well irrigated and poorly irrigated areas. As noted above, significant 
differences between the two environments are reflected in the coefficients of the 

interaction terms in the demand funcdons (the asterisked parameter estimates in Table 

E-l), since these are the coefficients of the 9-weighted difference between parameters of 

irrigated and non-irrigated areas. Significance of-an interaction term indicates that the 
associated elasticity changes in a non-trivial way when the irrigation rate increases.

^  34*

The intercept terms ax to a4 measure the ceteris paribus shift in the intercept of the 
respective factor demand functions due to irrigation (increased cropping intensity and 

improved water control) and expansion of total farm area. The latter probably offsets the 

former since new land brought under cultivation is generally of poor quality. All the 

intercept shifters in Table E-l have the expected signs (negative for factors and positive 
for output), and are different from zero at a high degree of significance, which suggests 

that the effects of irrigation expansion on factor demands and yields dominate those from 

growth in land area. Expressed in proportional changes the estimates indicate that a ten 

per cent increase in land area from both sources will result in a 19% jump in labour use, 

while fertiliser, animal power and farm machinery demands will grow by 14%, 7%, and 

11% respectively; yields will increase by a smaller margin of about 3.5%. Increases in 

land area are thus strongly labour-using relative to other factor demands. Although the 

decomposition method employed prevents separate identification of the factor demand 

effects of irrigation expansion and expansion of cultivated area, Evenson’s estimates of 

the elasticities of factor demand with respect to expansion in cultivated area (exclusive of
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irrigation) suggest that expansion of agriculture at the cultivated margin is strongly 
tractor-using and labour-saving - as might be expected in the more sparsely populated 

‘frontier’ areas of the country. If this is so then it follows that the large increases in 
labour use from expansion at both internal and external frontiers observed above must be 

due solely to the effect of irrigation.

Of the ten price price interaction parameters bn , bn , ...fc44, eight are significantly 

different from zero at the 90% level or better. Their signs indicate that with an increase in 

9, own-price elasticities increase in absolute magnitude (i.e. become more elastic) and 

that with two exceptions the cross-price terms between factors become more positive.

Pairs of factors thus become more readily substitutable for one another as irrigation 
increases. The exceptions are the pairs labour-fertiliser and labour-machinery, although 

the change in the latter pair is not significant at conventional levels. The increased 

complementarity of labour and fertiliser is statistically significant, however, and reflects 

greater labour use in crop establishment and care - as well as in harvesting - which 
accompany increased fertiliser use.

By varying the value of 0 away from its mean (0.168, or a 17% irrigation rate) in the 

computation of elasticities it is possible to infer separate values for typical poorly

irrigated and well irrigated areas. The relevant values of 9 were set at 9"v = 0.50 (8%

irrigation), and Q/ = 20 (34% irrigation), chosen to correspond approximately to the 
average observed percentage of irrigated land in the Philippines’ six most poorly irrigated 

regions and three well-irrigated regions (Table 3-1). The values of the two sets of price 

elasticities computed by this means (Table 5-6) indicate how the two agricultural 

industries differ in their response to exogenous price changes.

The elasticities computed by this means confirm both expectations and empirically 

established facts about the changes that take place in factor substitution relationships as 

agricultural production intensifies. The simulation exercise confirms the increasing 

substitutability of most pairs of factors for one another as the irrigation regime improves 

(with the notable exception of the labour-fertiliser pair). An increase in the price of 

animal power appears to reduce labour demand in poorly irrigated areas but to raise it in 

better favoured areas. Own-price factor demand elasticities are considerably greater in 

magnitude in irrigated areas. Those for labour (-0.44) and animal power (-0.42) remain 

inelastic, however, while fertiliser and machinery demands become elastic, with values of 

-1.4 and -1.1 respectively.
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Table 5-6: Price Elasticities for Non-irrigated, and Irrigated Areas

Elasticity Mean t *a Nonirrigatedf Irrigatedc

Own Price

L ab o u r -0 .2 1 9 6 4 .02 -0 .1 0 8 6 -0 .4416
F ertilise r -0 .6 8 4 7 4 .8 2 -0 .3223 -1 .4097
A nim al P o w er -0 .1 7 4 0 5.69 -0 .0 4 9 4 -0 .4233
F arm  M ach in e ry -0 .4131 4 .6 4 -0 .0 6 5 6 -1 .1078
O utp u t 0 .3065 0 .1796 0 .5602

Cross Price

L ab -F ert -0 .0 2 6 8 2 .2 2 -0 .0019 -0 .0843
L ab -A n i 0 .0177 -2 .60 -0 .0 2 3 0 0.0991
L ab -M ach 0 .0045 1.09 0 .0108 -0.0081
L ab -O u tp u t 0 .2 2 4 2 0 .1189 0 .4349

F ert-L ab -0 .1 2 0 4 2 .22 0 .0622 -0 .4857
F ert-A n i 0 .2863 -3 .63 0 .0705 0 .7179
F ert-M ach -0 .0 0 9 6 -3 .55 -0 .1019 0 .2328
F ert-O u tp u t 0 .5 0 9 2 0.2915 0 .9446

A ni-L ab 0 .0 1 1 6 -2 .60 -0 .0558 0 .1463
A n i-F ert - 0 .0 8 0 9 -3 .63 0.0223 0 .1979
A ni-M ach 0 .0115 -1 .56 -0 .0 1 9 4 0 .0318
A n i-O u tp u t 0 .0701 0.0815 0 .0473

M ach -L ab 0 .0688 1.09 0 .1385 -0 .0703
M ach -F ert 0 .0603 -3 .55 -0 .1 3 6 0 0.4531
M ach -A n i 0 .0767 -1 .56 0.0107 0 .2088
M ach -O u tp u t 0 .2071 0 .0525 0 .5163

O u tp u t-L ab -0 .1 9 4 0 -0 .1025 -0.3771
O u tp u t-F ert -0 .0 6 6 9 -0 .0377 -0 .1255
O utp u t-A n i -0 .0 2 8 4 -0 .0 3 4 4 -0 .0163
O u tp u t-M ach -0 .0171 -0 .0 0 4 9 -0 .0413

cont’d...
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Table 5-6 (continued)

Elasticity Mean t a%j) N  onirrigatedh Irrigatedc

Non-Price

Lab-size -1.1733 24.89 -0.2522 -3.0156
Fert-size -0.5657 9.58 0.0654 -1.8280
Ani-size -0.7376 10.38 -0.4563 -1.3001
Mach-size -0.5432 4.87 -0.3331 -0.9633
Output-size -0.2658 -4.72 -0.1562 -0.4849

Lab-Natres 0.0398 4.01 0.0776 -0.0358
Fert-Natres 0.3296 -8.91 0.1519 0.6851
Ani-Natres -0.0211 -8.34 -0.0871 0.1108
Mach-Natres 0.0282 3.75 0.0825 -0.0803
Output-Natres 0.2100 9.73 0.1502 0.3296

Lab-Regres 0.1279 5.07 0.1820 0.0197
Fert-Regres 0.0262 0.44 0.0384 0.0018
Ani-Regres -0.0675 3.86 -0.0038 -0.1950
Mach-Regres 0.1714 -6.97 0.0425 0.4292
Output-Regres 0.1529 6.18 0.0761 0.3065

Notes:
a r-value of the interaction term ^.Significance of this term indicates 
a significant difference in the value of the parameter concerned between irrigated and 
rainfed technologies.
b Means of regional values computed at O.5x0r. 
c Means of regional values computed at 2.0x9r.



141

As expected, output supply response becomes more elastic as irrigation improves 

(the own-price elasticity of output increases from 0.18 to 0.56). Well-irrigated areas also 
display greater flexibility of factor demand in response to increases in output price. 
Between poorly and well irrigated environments, the response of labour demand to a 10% 

rise in output price climbs from 0.1 to 0.4; for fertiliser from 0.3 to 0.9, and for machinery 

from a negligible 0.05 to 0.5. Supply response to factor price changes also increases - 

notably for labour - although the responses remain generally inelastic.

The preoccupation of previous Philippine econometric studies using other data sets 

with favourable environments (and in particular with irrigated rice lands) precludes the 

comparison of the inferred elasticity estimates for poorly irrigated areas with other 
empirical results. The estimates for well-irrigated areas, however, appear to be in close 

correspondence with those obtained in earlier studies of comparable environments. In a 

1978 sample of 73 irrigated rice farms in Laguna province in the Manila hinterland, 

Kalirajan and Flinn (1983) obtained the following values of own-price elasticities from 
the share equations of a translog profit function:

Labour -0.48
Animal power -0.49 

Output 0.95

These estimates display a striking degree of similarity with those for irrigated areas 
reported in Table 5-6. The correspondence is even more surprising given the differences 

between the two data sets from which estimates were obtained. Factor demand responses 

to changes in output price in the same study ranged between 0.54 (animal power) and 

1.23 (labour), slightly higher than the range 0.05 to 0.95 obtained in this study. The 

elasticities of supply response with respect to factor price changes in the Kalirajan and 

Flinn estimates (with those of this study in parentheses) were -0.11 (-0.02) for animal 

power; -0.63 (-0.38) for labour; -0.29 (-0.13) for fertiliser; and -0.31 (-0.04) for 
machinery.

Table 5-6 also reports simulated values of factor demand responses to increases in 

average farm size. The effect of raising average farm size in well-irrigated farms is to 

reduce the per hectare application of all inputs, but to differing degrees. A ten per cent 

size increase reduces labour demand per hectare by 30% as opposed to a fall of only 10% 

for machinery; fertiliser and animal demands are reduced by about 18% and 13%. In 

poorly irrigated areas, by contrast, the same change in average farm size has much

Fertiliser -1.31
Machinery -1.16
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smaller effects overall, and reduces machinery demand relative to labour. A land reform 

program which set a ceiling on farm size would reduce average farm sizes in the 

Philippines. These results show that the ‘pure’ effect of the ceiling would be to encourage 

much greater labour intensity of technique in irrigated environments. Some supporting 

evidence for this interpretation was reported by Hayami and Kikuchi (1981). Their 

research found a close causal link between land redistribution in Central Luzon rice farms 

and the abandonment of the use of large, twin-axle rice threshing machines in favour of 

more labour-intensive techniques. Interestingly, this change (in the mid-1970s) ran 

counter to a contemporary trend towards mechanisation of other rice production 

operations in the same region.

5.7. The rate and bias of technical progress

The overall and factoral rates of technical change T', A', and A '  defined in equations

(4.17) and (4.18) provide measures of technical progress and factor bias when prices and 

output are constant, and all factors are variable. They cannot be estimated directly from 

the equations of a normalised restricted profit function, in which output is variable and 
land is treated as a fixed factor. They can however be inferred by solving equations
(4.18) , (4.20) and (4.21) in terms of the elasticities from the factor demand and output 

supply functions. For convenience those equations are reproduced below as (5.20) to 
(5.22):

In these equations the unknown variables are the overall rate of technical change T; the 

factoral rates of technical change A', for variable factors f, and the factoral rate of 

technical change for the fixed factor Z (land), A'.  The terms ß(T and ß ^  are elasticities of 

the response of factor demands and output supply to a change in product price. The E'  
and Ey' terms are technology shifters of the factor demand and output supply functions, 

defined (for a unit change in technology) as the percentage change in a variable divided 

by the percentage change in technology. In this study regional and national agricultural 

research stocks are employed as proxies for technological change in preference to the 

simple time trend used in many comparable studies. Assuming the effects of both types of

n

r  = y*A '+ *A ' (5.20)
/= !

(5.21)

(5.22)
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research to be additive the E'  and E ' are, respectively, the sums of the elasticities of 

factor demand and product supply with respect to the research variables.

Solving (5.21) and (5.22) for the A '  and Az' yields

for all variable factors Xi and land, Z. Once estimates of the A- and of Az' in terms of T  

and the elasticity estimates have been obtained, the value of T  can be found from 

equation (5.20). Positive A- or A '  imply that technical progress increases the 

productivity of the factor or factors concerned. At constant output, the use of the factor is 

reduced (‘saved’) by technical progress. Negative values indicate that technical progress 

is biased towards the use of the factor(s).

The bias of technical change between pairs of factors was defined in equation (4.19) 

as the difference between factoral rates of technical change:

Solution values for the A', A ' ,  T  and B~ using elasticities evaluated at mean prices 

and quantities are shown in Table 5-7.28 The column headed ‘Aggregate’ shows factoral 

rates of technical change averaged over all years and both environments. The values of 
the aggregate factoral rates of technical change indicate that technical progress has 

economised on land and animal power per unit of output produced, has been nearly 

neutral with respect to labour and machinery, and fertiliser-using. In irrigated 

environments technical progress has been fertiliser-using, and strongly land, labour and 
animal power saving per unit of output. The overall rate of technical progress in irrigated 

areas has been many times greater than in non-irrigated environments,29 where factor

28There is no means to identify the values of the factor shares s -  required by the definition of T  
separately for irrigated and non-irrigated areas from the data set used to obtain the elasticity estimates. The 
share parameters were derived from David and Otsuka (1987b) and Habito (1985) and took the following 
values. For irrigated areas: labour 0.35; fertiliser 0.15; animal power 0.05; farm machinery 0.05, and land 
0.40. For non-irrigated areas: labour 0.40; fertiliser 0.03; animal power 0.04; farm machinery 0.03; and land

29 Although some technical progress can be observed in rice production, yields of other major crops 
grown in rainfed environments have remained constant - or fallen - over the period covered by the data set: 
see Chapter 3.

A '  = (Ey' - E ') + (ß-y-ßyy)^' for all variable factors / ,and

a ;  = Er’-  ß „ r

f /-saving 
{ neutral

l /-using.

0.50.
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Table 5-7: Estimated technical change parameters

Parameter Irrigated. Rainfed Aggregate

V 0.627 -0.116 0.046
V -0.883 -0.121 -0.124
A / 1.404 0.102 0.209
A j 0.291 -0.022 0.036
N 1.483 0.103 0.199

r 0.765 0.027 0.112

BLF 1.510 0.005 0.170
B l a -0.777 -0.219 -0.164
B l t

0.335 -0.094 0.010
B u . -0.856 -0.219 -0.154
BFA -2.287 -0.224 -0.334
BfT -1.175 -0.099 -0.160
BPz -2.366 -0.224 -0.324
b a t 1.113 0.124 0.174
& A Z 0.079 -0.001 0.010
B-rz -1.192 -0.125 -0.164

Notes: Subscripts denote labour (L); fertiliser (F); animal power (A); farm machinery (T); 
and land (Z).

biases were also less pronounced. Technical change in non-irrigated environments has 
been weakly fertiliser- and labour-using, neutral with respect to machinery, and animal- 

and land-saving.

Technical change biases between pairs of factors (indicated below by B]-, where s =
1 for irrigated and s = 2 for non-irrigated) show a strong fertiliser-using bias relative to all 

other factors in irrigated areas. The same bias is evident in non-irrigated areas, only there 

it is less pronounced. Some interesting contrasts between the two areas appear when 

considering the biases between land, labour and machinery. Relative to land, in irrigated 

areas technical progress has been strongly labour-using {BlLZ = -0.856), but even more 

strongly machinery-using {BlTZ= -\.\92), and thus has had a noticeable labour-saving bias 

relative to machinery (BlLT=0.335). In non-irrigated environments technical progress has 

saved land relative to both labour (B2LZ = - 0.219) and machinery (B2̂  = -0.125), but the 
bias between labour and machinery has been weakly labour-using (52r=_0-094).

A very important point is highlighted by this variation in the factor biases of 

technical change between environments. If producers in both irrigated and non-irrigated 

areas purchase agricultural inputs in the same competitive markets, the trend of technical
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change biases in both areas might be expected to respond in the same way to long-term 

changes in relative factor prices. However, if initial production technology in one area 

was strongly labour-intensive relative to machinery, and in the other strongly machinery

intensive relative to labour, the adoption in both areas of a new technology which 

required an intermediate machinery-labour ratio would appear - at constant prices - as a 

labour-saving change in the first area and as a machinery-saving change in the second. 

Moreover, the overall rate of technical progress would not not need to be equal in both 
areas as they converged on the factor proportions represented by the new technology. The 

conclusion to be drawn from this observation is that sponsoring the wider adoption of a 

new technology known to be labour-using in one set of environmental conditions does not 

guarantee that it will also be labour-using when adopted under different environmental 

conditions.

The results shown in Table 5-7 support the view that the new rice technology - the 

major single technical change to take place in the postwar era - incorporated an inherent 
land-saving bias relative to labour and fertiliser in irrigated areas. They also suggest, 

however, that technical progress has been labour-saving relative to both fertiliser and 

farm machinery. The expansion of irrigated area has had a positive effect on labour 

demand, but technical progress within irrigated areas has caused labour demand to grow 
at a rate much slower than the growth in demand for intermediate inputs, in spite of 
sustained falls in real wages through much of the postwar era.

5.8. Conclusion

The environment-specific demand elasticities estimated in this chapter illustrate the 

complementarities between irrigation, technology adoption and factor demand in 

Philippine agriculture. They display important differences between well-irrigated and 

poorly irrigated areas - differences which are glossed over in models focussing only on 

the relative effects of pricing policy between producers of traded and non-traded 
agricultural products. Given the importance of the food crop subsector to agriculture as a 

whole, the results presented here are relevant to any evaluation of possible distributional 

outcomes from future changes in policy on irrigation development or factor pricing.

Within agriculture, irrigation development has increased the demand for labour 

through higher cropping intensity. Over time, however, labour’s share in total cost and in 

the value of output produced has declined steadily, with the most marked declines 

occurring in irrigated areas (Tables 3-6 and 3-7). Estimates of technical change biases
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suggest that in irrigated areas labour’s cost share has risen relative to that of land (and 
animal power), but fallen relative to the shares of fertiliser and machinery. In non- 

irrigated areas - where most of the agricultural labour force is employed - technical 
change, ceteris paribus, has raised labour’s share in total income relative to all factors 

except fertiliser. It therefore seems unlikely that the pure bias effects of technical change 

have contributed to observed falls in the share of labour in the value of agricultural 

production.

In addition, the results help to shed some light on the apparent paradox of declining 

labour-intensity of agricultural production simultaneously with falling real wages 

observed in the Philippines over several decades (Coxhead and Jayasuriya, 1986). 
Macroeconomic and trade policy has promoted growth in sectors which are capital 

intensive relative to agriculture, and in doing so have penalised or discouraged growth in 

the more labour-intensive sectors, including agriculture (see Chapter Two). Some 

industrialisation policies have had ‘spillover’ effects on agricultural input prices: 
exchange rate overvaluation, for example, has cheapened the landed prices of agricultural 

machinery. The estimates in this chapter show agricultural production to be highly 

responsive to small changes in farm machinery prices. On the other hand, labour 

absorption in the non-agricultural sectors has fallen far short of their output growth rates, 
and this has contributed to downward pressure on real wages, which should have 
benefited producers in labour-intensive sectors like agriculture. With a rapidly growing 

population, one can only assume that behind the policy decisions to promote capital- 

intensive sectors lay a belief that agriculture could adapt in such a way as to absorb most 
of the increment in the labour force. The estimates reported here show that such a belief 

is unfounded. Labour demand in agriculture is very inelastic both in the progressive and 

the lagging areas. In the short to medium term represented by the estimates, a rightward 

shift in the labour supply curve requires a large fall in wages if existing unemployment 

and underemployment rates are not to rise. Conversely, a leftward shift might bid up 

wages, but such a shift presumes the rapid expansion of a highly labour-intensive non- 

agricultural sector - an unlikely event in the prevailing policy environment up to the early 

1980s.

Some of the specific policies directed at agricultural growth discussed in Chapter 

Three have encouraged capital-intensive development. Agricultural machinery, for 

example, has for long periods been awarded exemptions from tariff and quota restrictions, 

and has been the target of several major credit subsidy and loan programs (Baldwin, 

1975). Conversely, the major thrust of fertiliser policy has been to protect domestic
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fertiliser producers at the expense of domestic users of fertiliser (David and Balisacan 

1981). The estimates in this study show that fertiliser is complementary with labour in all 

agricultural environments, so higher fertiliser prices would have inhibited growth in the 
rate of agricultural labour absorption.

In this chapter the effects of technical progress have been studied in partial 

equilibrium. In particular, prices have been assumed to be exogenous in the profit 

function model. Whether the impact of technical progress in agriculture has had a 

progressive or regressive impact on income distribution is a question properly posed in a 

general equilibrium analysis, and is the subject of the following chapter.
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Appendix D

Derivation of the autocorrelation transformation

Consider a relationship between two vectors of variables, Y and X, of the form
Yt = pxt + un (D. 1)

in which the disturbance term follows a first-order autoregressive (AR(1)) process:
w, = pwM + e,, (D. 2)

with E t assumed to have the classical properties of normality, zero mean and constant 

variance. The Cochrane-Orcutt two-step correction for autocorrelation involves 

estimating (D.l) by ordinary least squares (OLS), calculating the estimated residuals et, 

finding the estimate r of the autocorrelation coefficient p by regressing et on its own value 
lagged one period, and using r to construct the transformed equation

(Y,-rY,_l) = $(X,-rXl_1) + vn 3)

in which vr ( = et — ret_x) satisfies the usual classical assumptions of normal distribution, 
zero mean and constant variance. The method followed in this study employs a 
transformation algebraically identical to the Cochrane-Orcutt, but which results in a 

somewhat different estimating equation. Note from (D.l) that 
u = Y , -  ßX,.

Lag this expression by one period and multiply through by p to obtain

P = pF,-i -  pßx,-i-
Since from (D.2) ut = pwM + et, it is clear that using the estimates r for p and et_x for ut_x , 
the equation

Yt = ßX, + ret_x + v, (DA)
is identical to (D.3). For convenience we will refer to the multiple (reM) as Gr The 

relationship between the vector Y and the vector G is deterministic, and the correct 

specification of the autoregressive process may be tested by a t-test on the null hypothesis 

that its coefficient is unity. Acceptance of the null hypothesis implies that the correction 
for serial correlation has been effective. Since TM is implicitly a regressor in equation 

(D.4), any restrictions on the applicability of statistical tests (such as the Durbin-Watson) 

to equations having lagged dependent variables as regressors also hold for this form of the 

equation.
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Applying this autocorrelation correction to a linear SUR model involved three stages 

of estimation. Prior to obtaining the usual OLS estimates from which the seemingly- 

unrelated regression estimators are computed, OLS was applied separately to each 
equation. The residuals from these estimates were regressed on their own lagged values 

to obtain estimates of r, and these together with the lagged residual estimates et_x were 

used to construct a vector of Gs for each equation. The Gs were then incorporated as 

additional explanatory variables in each expression for estimation by the Zellner method.

If the hypothesis of a first-order autoregressive process is correct, then the estimated 

coefficients of the G variables - the r-weighted lagged residual estimates - in each 

equation will not differ significantly from unity. The estimates of the Gi are reported 

along with estimates of the other parameters in Table E-l. The f-values reported there, 

however, are computed for the null hypothesis that G- = 0. Table D-l shows the G 

estimates from the third-stage SUR regression along with their estimated standard errors 

and f-values for the hypothesis that G = 1.

Table D-l: Hypothesis Tests on the Estimates of G

Equation
A

G
A

s.e.(Q t for H0:G=1

1. Labour 1.0512 0.0527 0.9715
2. Fertiliser 1.0257 0.0704 0.3651
3. Draught Animals 1.0955 0.0656 1.4558
4. Farm Machinery 0.9657 0.0547 -0.6271
5. Output 1.2347 0.0609 3.8539

Note: Critical t is 1.645 for a  = 0.10 and 1.96 for a  = 0.05.

The supply equation is the only one for which the null hypothesis is rejected. The 

f-values for all other equations are comfortably within the required limits. We may 

conclude that except in the case of output, that the AR(1) error structure is appropriate 

and that the error correction method has successfully accounted for autocorrelation.
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Appendix E



151

Table E-l: SUR Estimates of Factor Demand and Output Supply

Parameter Estimate Parameter Estimate Parameter Estimate

% 2.5024
(25.230)

^ 1 3 0.0510
(1.601)

^44 -0.0101
(-1.208)

a l 2.9857
(8.262)

b \ 3 -0.4695
(-2.600)

b » 0.2073
(4.645)

A -0.3938
(-3.436)

\ a
-0.0102
(-1.238)

-0.1571
(-9.257)

*
-12.7278
(-26.204)

b u 0.0564
(1.092)

b \ e 3.7356
(24.888)

-0.1343
(-3.683)

-0.0033
(-0.176)

-0.0197
(-4.419)

★
-1.3198
(-8.295)

b '2  2 0.5592
(4.818)

b '2 6 0.3658
(9.577)

-0.6814
(-12.941)

\?> 0.0136
(0.679)

0.0216
(2.960)

*
-2.7075
(-10.990)

b a -0.3686
(-3.631)

b \ 6 0.6523
(10.386)

^ 4 -0.0888
(-6.758)

^ 4 0.0144
(1.862)

\ e 0.0018
(1.310)

a \ -0.5163
(-9.044)

b 24 -0.1420
(-3.553)

b *46 0.0585
(4.875)

b n -0.0018
(-0.072)

Ö 33 -0.0312
(-1.315)

b 56 -0.0158
(-1.050)

b ' u 1.3115
(4.015)

b '33 0.8310
(5.688)

b S6 -0.6107
(-4.721)

\ l -0.0222
(-0.977)

0.0027
(0.400)

\ l -0.0444
(-6.541)

b \2 0.3121
(2.221)

b 'u -0.0525
(-1.565)

b '„ 0.1868
(5.074)

cont’d...
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Table E -l (continued)

Parameter Estimate Parameter Estimate Parameter Estimate

-0.0015
(-0.857)

^48 -0.0009
(-3.306)

^111 0.1173
(1.483)

b'21 0.0044
(0.444)

b \ % 0.0062
(3.746)

^111 0.0585
(2.935)

0.0007
(0.252)

^58 0.0129
(4.571)

^310 -0.0899
(-2.750)

b .;7 0.0621
(3.861)

b's s 0.1276
(9.734)

^410 0.0791
(12.618)

\ i 0.0009
(1.543)

bl9 0.0972
(3.246)

^510 -0.9730
(-14.470)

b \ i -0.0223
(-6.975)

b ’29 -0.4193
(-4.943)

^111 0.3516
(3.886)

0.0306
(5.148)

^19 0.0042
(0.561)

^211 -0.0049
(-0.216)

^57 0.1974
(6.181)

b l * -0.0027
(-0.122)

^311 -0.0525
(-1.407)

-0.1158
(-3.605)

-0.0309
(-2.496)

^411 0.0690
(9.669)

b ’u 0.0614
(4.009)

b39 -0.0068
(-0.187)

^511 -0.9475
(-12.187)

oo 0.0003
(0.356)

\ 9 -0.0008
(-0.367)

^112 0.1504
(2.761)

b ‘i% -0.0412E-05
(-8.912)

b‘49 0.0193
(2.756)

^212 0.1061
(7.892)

0.0081
(5.847)

b59 -0.1912
(-6.999)

^312 0.0056
(0.248)

b 'it -0.0616
(-8.341)

^59 -0.0064
(-0.085)

^412 0.0649
(15.734)

cont’d...
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Table E-l (concluded)

Parameter Estimate Parameter Estimate Parameter Estimate

d-512 -0.7830
(-16.434)

d\i4 -0.2441
(-3.254)

G, 1.0512
(19.943)

^ 1 1 3 0.3910
(6.573)

^ 2 1 4 0.0411
(2.131)

g 2 1.0257
(14.576)

di 13 0.0997
(6.794)

^ 3 1 4 0.2048
(6.542)

g 3 1.0955
(16.698)

^ 3 1 3 -0.0156
(-0.634)

^ 4 1 4 0.0152
(2.467)

g4 0.9658
(17.666)

d4l3 0.0374
(8.334)

^ 5 1 4 -1.4976
(-22.627)

g5 1.2348
(20.270)

d5l3 -0.6854
(-13.193)

Notes:
Figures in parentheses are f-statistics. System MSE=1.169 with 1395 degrees of freedom. 

System weighted R 2 = 0.9498.

The parameters are defined in the text of the chapter and Appendix A. The first integer 
of each subscript refers to the dependent variable: 1: Labour; 2: Fertiliser; 3: Animal 
Power; 4: Farm Machinery; 5: Output. The second and (where applicable) third integers 
refer to these variables and the other explanatory variables as: 6: Land area; 7: HYV 
adoption rate; 8: Regional research; 9: National research; 10: Food/commercial crop 
area; 11-14: Regional dummies; and 15: 1950-74 dummy.
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Chapter 6

A Simulation Model of Technical Change 
and Income Distribution

6.1. Introduction

In Chapter Four a three-sector, two mobile factor general equilibrium model of technical 

change and the distribution of income was developed and some comparative static results 

derived. The model employed the neoclassical assumptions of competitive markets and 

profit-maximising behaviour. The income distributional consequences of asymmetric 

sectoral growth in a small open economy were examined by applying exogenous 

technical change shocks to one of two sectors producing the same tradeable agricultural 

good.

The model’s structure drew attention to the importance of quantity and price 
adjustments in markets for primary factors and non-traded goods in determining changes 
in the functional distribution of income following an exogenous technical change shock.

It was shown that the sources of these changes can be divided between the exogenous 

shock itself, and the subsequent disposal of new income generated by the shock. Since a 
neutral technical improvement is analogous to a rise in the price of the commodity to 

which it applies, the resource movement effect captures the Stolper-Samuelson prediction 

that a rise in the price of a tradeable commodity increases (relative to all other prices) the 

reward paid to the factor used most intensively in production of that good. In addition, the 

reallocation of factors among sectors reduces the output of the non-traded good - but 

raises its price relative to those of traded goods. The resource movement effect also 

induces a reduction in the output of the sector or sectors using other factors intensively. 

This takes place directly through rising factor prices, and indirectly through the rise in the 

‘real exchange rate’.

A second round of adjustments, the spending effect, takes account of changes in 

consumer demand arising from the extra income generated by technical progress. 

Disposal of the new income earned by factor owners raises their demand for all (normal)
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goods. Since in this model the only commodity price which changes is that of the non- 

traded good, the spending effect causes a real appreciation, and a rise in output and factor 

demand in the non-traded goods sector. In this second round of resource reallocation, 

changes in relative factor prices depend on factor intensities in the non-traded goods 

sector. At least one factor price will rise in terms of the non-traded good’s price, and at 

least one will fall. If factor supply elasticities are equal then the combined impact of the 

resource movement and spending effects on the functional distribution of income is 

largely determined by relative factor intensities in the booming and non-traded goods 
sectors.

Analysis of the impact of a technical change shock went on to explore the extent to 
which non-neutral technical progress would alter the distribution of changes in factor 

returns. It also showed how, given patterns of factor ownership, changes in the functional 

income distribution can be mapped onto the factor incomes of household groups, and if 

their preferences as consumers are also known, onto changes in the real incomes of these 
groups.

The analysis conducted in this chapter is motivated by a point made in assessing the 

usefulness of the analytical model of Chapter Four. The degree of realism of a general 

equilibrium model is directly related to its dimensions. As the number of factors and 
sectors modeled increase, however, analytical comparative static predictions become 

increasingly ambiguous as to the signs and magnitudes of changes in prices and 

quantities. In higher-dimension models, given a particular structure of production 

relationships and intersectoral linkages, distributional results depend crucially on the 

actual values of the parameters describing those relationships - the elasticities of demand 

and supply for factors and commodities; sectoral factor intensities, and the shares of 

factors in the value of sectoral production. For both analytical and empirical reasons it is 

thus desirable to employ a simulation model for the assessment of distributional outcomes 

from technical change shocks in models of dimensions higher than two commodities and 

two mobile factors.

In this chapter a computable general equilibrium (CGE) model structurally similar to 

that described in Chapter Four is used to simulate the impact of technology-related 

exogenous shocks in the agricultural sector on prices and income distribution in a simple, 

stylised economy. The construction of a model of sufficient complexity as to provide 

detailed policy conclusions is not the first aim of the exercise. The binding constraint on 

construction of a more complex model is the lack of suitable data rather than in the
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model’s structure, since its dimensions can readily be expanded without significantly 
increasing its complexity. The model used and the results obtained, therefore, should be 

regarded as illustrative rather than descriptive of actual events in the Philippine economy. 

Despite this, considerable effort has been expended to employ parameter values which are 

either estimated from Philippine data (in Chapter Five) or, where no estimates or data are 

available, deemed appropriate to the structure of an economy such as that of the 

Philippines. Moreover, in considering agriculture as two sectors with specific 

endowments of land, the model captures the variation in technology and technical 

progress observed between well-irrigated and poorly irrigated environments in Chapter 5. 

In addition to a range of hypothetical technology shocks, the technical change and factor 

bias results obtained in Chapter 5 are used to simulate observed patterns of technical 
progress in Philippine agriculture. It may therefore be claimed for the model and 

experiments on it that they are at least indicative of the likely pattern of changes in the 

Philippine economy ensuing from the shocks described.

6.2. The model and solution procedure

Empirical general equilibrium analysis owes its existence to comparatively recent 

theoretical and computational advances. The basis for existence of neoclassical 
equilibrium was described in a set of theorems by Debreu (1959). The computation of 
Walrasian equilibria began with the development of Scarf’s algorithm (Scarf 1973). Many 
economists - theorists and practitioners alike - still entertain doubts as to the usefulness or 
even the validity of comparative static exercises conducted on economy-wide models. 

Criticisms specific to such analyses (excluding, that is, criticisms made of the neoclassical 
paradigm in general) tend to focus on the high degree of aggregation and simplification of 

economic relationships that is commonly required for effective modeling. The costs (in 

reduced analytical power) of the degree of stylisation required to construct an 

understandable model of general equilibrium must ultimately be weighed against those 
incurred in examining one section of an economy in partial equilibrium, albeit in 

considerably greater detail. With few exceptions (notably Bautista 1986a) the empirical 

study of technical change in Philippine agriculture has been conducted in isolation from 

events in - and linkages to - other sectors, even other agricultural sectors. The present 

study represents a step in the other direction.

The model belongs to the Johansen class of general equilibrium models.1 All

1 After the work of Johansen (1960).
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models of this type are linear in percentage changes of variables, i.e. they are linear in 

logarithms. This feature imbues them with great flexibility in the evaluation of 

comparative statics results from exogenous shocks. One advantage of particular relevance 
is that changes in variables deriving from two or more separate shocks are simply the 

sums of changes due to individual shocks. In the experiments that follow this property is 

used to decompose total changes in variables into their components derived from 

adjustments in individual factor and commodity markets, and to examine the factor- 

neutral and bias components of technical change shocks in isolation. The linearity 

property of Johansen-type models has the acknowledged disadvantage that solutions 

produced are approximations with unknown standard errors. The magnitudes of errors 

due to the log-linearity property are asymptotically zero as the size of the exogenous 
shock becomes very small (Dixon et al., 1982).

The distinguishing feature of general equilibrium (as opposed to partial equilibrium) 

analysis is that it incorporates linkages between markets. As with any CGE algorithm, use 
of the Johansen linearisation does not carry any implications about the nature of market 

linkages. All information about economic behaviour (other than the requirement that 

returns to scale be constant) is provided by the modeler through the specification of the 

equations describing the model. Johansen’s algorithmis the basis for many CGE models, 
most notably the ORANI model of the Australian economy (Dixon et al., 1982).

The model studied in this chapter is of a small open economy with four sectors. Two 

of these (sectors 1 and 2) produce the agricultural good, one (sector 3) produces services, 
and one manufactures (sector 4). The output of sector 3 is assumed to be the only product 
which is not internationally traded; its price is thus the only commodity price to be 

determined within the model. Each sector employs the mobile factors labour and capital, 

and a specific factor. The specific factors in the agricultural sectors are endowments of 

land; those in services and manufacturing may be thought of as plant, buildings and other 

‘bolted down’ capital. The structure of this model differs from that of Chapter 4 in the 

inclusion of a sector producing manufactures; with the exception of its characterisation of 

agriculture as two sectors, it parallels that employed in a three-sector CGE study of trade 

taxes by Mendoza, Roumasset and Clarete (1983). Like most existing Johansen-type CGE 

models, this model incorporates the assumptions of constant returns to scale and perfect
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competition among industries.2

Factor Supplies Functional 
Distribution 
of IncomeFactor  Payments

Factor
Supplies

Factor
Payments

Asset
Distribution

Consumer Demand HousehoId 
> Distribution 

of IncomeCommodities

Households

Firms

F actor  
Supp I ier s

Figure 6-1: The circular flow of goods and payments

The model traces the circular flow of goods, services and payments between firms 

and households in a real Walrasian economy, illustrated in Figure 6-1. Since all factors 

are owned by households, the distinction in the figure between households and factor 

suppliers is purely expository. It serves to draw attention to the difference between the 
functional and household distributions of income. The latter depends greatly on the 

pattern of asset ownership, which cannot be ignored despite its being held constant in the 

experiments below.

2Recent general equilibrium modeling has been oriented in part towards relaxation of these assumptions 
(Harris 1984; Gunasekara and Tyers 1989). An appropriate model for the study of issues of returns to scale 
and imperfect competition would identify individual industries within each sector in order to capture 
industry-specific returns to scale and the entry (and exit) of firms within each industry. Such an extension of 
the model specified in this study would substantially widen its scope from the present emphasis on technical 
progress.
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The equations of the model are set out in Table 6-1, while its variables and 

parameters are described in Table 6-2. The equations fall into four groups. The first three 

groups describe, in turn, the activities of firms, factor suppliers and households 
(consumers). Each household category contributes to the aggregate supply of factors and 

receives income commensurate with the returns on those assets. Household incomes are 

exhausted in the purchase of goods produced by firms, which employ factors from the 

aggregate pools of mobile labour and capital as well as using sec tor-specific factors.

The fourth group of equations determines the prices of factors and of the non-traded 

commodity. It comprises four sectoral zero pure profit conditions based on the 

assumption of constant returns to scale, and market clearing conditions for the three 

endogenously priced goods, namely labour, capital and "services", the non-traded good 

produced in sector 3. These seven equations simultaneously determine changes in the 

model’s seven endogenous prices. Although some goods are traded in world markets, 

there is no explicitly modeled external sector. The level of the trade deficit or surplus is 

held constant: as was discussed in Chapter 4, Walras’ law implies that any change in the 

value of imports must be matched by an equal and opposite change in the value of 

exports. In principle foreign trade, the macroeconomy (savings, investment, and 
government expenditures and revenues) and market interventions such as taxes and tariffs 
could readily be incorporated in the model’s structure. They are excluded in order to 
retain a tight focus on the central theme of the analysis, which is the distribution of gains 

and losses from technical progress.3

6.2.1. Solution procedure

The model is implemented using the GEMPACK software package (Codsi and Pearson 

1988). GEMPACK employs the Johansen procedure to approximate nonlinear 

relationships as a set of linear equations in variables which are percentage changes of the 

variables in the underlying model. The model solved by GEMPACK is exactly that 

specified by the user, since equations are entered in algebraic form. This feature of 
GEMPACK yields an attractive level of interpretive transparency: all comparative static 

solutions arrived at are readily explained in terms of relationships between the variables 

in the model. GEMPACK forms the basis of the well-known ORANI model of the 

Australian economy (see Dixon et al. 1982).

3The omission of government expenditures from the model is not to deny the actual and potential role of 
the state in redirecting income flows. Studies cited in Mangahas and Barros (1980) indicate that the pattern 
of government expenditures has had a small positive effect on income distribution. None of those studies, 
however, incorporate the value of implicit subsidies to the industry sector in their calculations.
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Table 6-1: Equations in the Model

Expressiona Number o f Equations

1 . Factor demand and product supply

V  = ß > ' + f t / + f t / Y + K A '+ V (s)

k ; = ß > '+ ß i / /+ ß i/>;+ ß Itaz ;+ £ fa' (s)

* v = ß > '+ ß ; /+ ß ; / /+ ß ; Ä '+ E / (s)

2. Factor supply 

L '  = epv'+L' (1)

K' = E / + K ' (1)

3 .  Household income and expenditure

M h = 5 * a + e > /  + sAJk( i + e hky  + 2 X ( z /+ z / )
5=1

+ 5a/L ' + (h)

( h )

RM„' =  Mh' - P h' ( h )

C h i  ~  ^>hl^l + ^ h l ^ h (h )

C"l -  X  W-013
h

(1)

4. Price setting and market clearing

P s = S l s W '  +V +  Szsz s' -  = 1,2)r

■P3 = sl3w +sk3r +sz3z3 1 (ri

P i’ = s l4w '+sk4r '+ sl4z4 l

U) 1 o II o (i)

o
5

(i)

k' - L V C '  = o
s

(i)

Total number o f equations 4 5+4 /2+6

a Variable and parameter definitions are listed in Table 6-2. Sectors are indexed by s , 
households by h. The subscripts l, k, and y denote labour, capital and output respect
ively. Numerical subscripts refer to individual sectors.
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Table 6-2: Variables and Parameters in the Model

Symbol Definition

Endogenous Variables

Ls Labour demand in sector 5 (s)
Capital demand in sector s ( S )

y. Product supply in sector 5 ( S )

L Aggregate labour supply (1)
K Aggregate capital supply (1)

Mh Income of household group h (h)
Pk Expenditure share-weighted price index

of household group h (h)
RMh Real income of household group h (M JPh) (h)
C h 3 Demand for good 3 by household group h (h)
c, Aggregate demand for good 3 (1)

W Price of labour (1)
r Price of capital (1)
Zs Return to specific factor in sector s (s)
p , Price of non-traded good (good 3) (1)

Total endogenous variables 4s + Ah + 6

Exogenous variables

z . Endowment of fixed factor specific to sector s (s)

L Aggregate labour endowment (1)

K Aggregate capital endowment (1)
P , s Technical change shifter* for labour

in agricultural sector s (2)
P y s Technical change shifter* for capital

in agricultural sector 5 (2)
E s Technical change shifter* for output

in agricultural sector s (2)
Ts Overall rate of technical change* in

agricultural sector s (2)
P* Price of manufactured good (1)

Total exogenous variables s + 12

Total number o f variables 5s + 4/z +18

Numeraire price
p  i Price of agricultural good

continued...

* For definitions see Chapter 4, and section 6.2.2 below.
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Table 6-2 (continued)

Symbol Definition

Parameters

ßf Elasticity of demand for factor i with respect to factor price j  in sector s

ß* Elasticity of demand for factor i with respect to output price y in sector s

ß̂ z Elasticity of demand for factor i with respect to fixed factor z in sector 5

ß*f Elasticity of supply of good y with respect to factor price i in sector s

ß* Elasticity of supply of good y with respect to own price in sector s
psyz Elasticity of supply of good y with respect to specific factor z in sector 5

Xis Employment share of factor i in sector s
sis Distributive share of factor i in sector s

Ehi Own-price elasticity of supply of factor i from household group h

£• Aggregate own-price supply elasticity of factor i

bhi Share of income of household group h derived from earnings
of mobile factor i
Share of income of household group h derived from earnings 
of specific factor Zs

Expenditure share of household group h on good 3 
r\h3 Expenditure elasticity of demand for good 3 by household group h

<j)Ai Share of household group h in ownership of factor i

\j/A3 Share of household group h in consumer demand for good 3

5/,3 Price elasticity of demand for good 3 by household group h
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GEMPACK employs the familiar principle that equations linearised by Johansen’s 
method (i.e. expressed in percentage changes of the variables) can be written in the form 

Cz = 0 ,
where C is an nxm matrix (in n equations and m variables, with m > n), and z is an mxl 

vector of variables in percentage change form. Closure is achieved by selecting any m - n  

variables to be exogenous, yielding a system in which the number of equations equals that 

of endogenous variables. The equation system can then be rewritten in the form 
Azl + D z2 = 0 ,

where zx and z2 are the vectors of endogenous and exogenous variables respectively, and 

A and D are the corresponding columns of the matrix C. As long as A is invertible, the 

elements of zx can be expressed in terms of the parameters and exogenous variables of the 

model as
zx = -A~lDz2 .

The effects of shocks to the values of exogenous variables in z2 on z1 can then be 

evaluated as long as the matrix A~lD is not singular (Codsi and Pearson 1988).

In Table 6-1 the complete model is shown to consist of (4s + 4/z + 6) equations and 

(5s + 4h+ 18) variables. Closure is achieved by specifying as exogenous the technical 
change shifters E ' and E \  the price of the manufactured commodity P4', and the

endowments of capital, labour and fixed factors K \  L', and Zx to Z4'. This leaves 
(45 + 4/2 + 6) = 50 endogenous variables and the same number of equations, ensuring that 

the model’s solutions are just identified. The closure is exactly that employed in the 

analytical model of Chapter Four, with the addition of one sector and one specific factor.

6.2.2. Technical change shocks

Three hypothetical components of technical progress are simulated in the analysis: (i) 
factor-neutral; (ii) labour-saving, capital-using; and (iii) labour-using, land-saving. The 

nature and magnitudes of these shocks are not intended to be exactly representative of 

individual technical innovations in recent Philippine agricultural development. The 
analytical interest in these hypothetical shocks lies less in their magnitude or in the types 

of technologies they may represent, than in the fact that they may be applied either 

uniformly in both agricultural sectors, or to only one of the two. This property permits 

examination of the phenomena discussed in Chapter 4 - the differences in actual and 

potential productivity and technology between irrigated and non-irrigated agricultural 

areas. Experiments based on the technical change parameters estimated in Chapter 5 are 

performed later in this chapter.



164

Technical change alters product supply and factor demand directly in the sector to 

which the shock applies, and indirectly in all sectors through price and quantity 

adjustments in factor and product markets. The values of these changes are obtained by 
the requirement that changes in supply equal changes in demand in the markets for 

labour, capital and the non-traded good. Since the model is oriented to the short run, in 

most experiments changes in mobile factor supplies are constrained to zero; thus any 

change in the functional distribution of income can be read directly from changes in 

factor prices. Upon relaxation of this restriction, changes in mobile factors’ incomes are 

given by the sum of changes in both price and quantity supplied, once market clearing 

conditions are satisfied.

The three hypothetical technical change shocks are simulated by altering the values 

of the appropriate terms in the compound variables Ei and EY (defined in equations (4.20) 

and (4.21)) in the way described in Chapter Four. As was shown there, factor-neutral 

technical progress in sector 1 is characterised by equality of each of the factoral rates of 
technical change An' and the overall rate of technical change Tx\  This equality implies the 

following changes in factor demand and output in sector 1 (suppressing sectoral 

subscripts):

Because the demand for agricultural produce is infinitely elastic in this model, neutral 
technical change increases both output and the demands for mobile factors, as long as the 

relevant ß elasticities are non-zero.

Technical progress which substitutes capital for labour with no change in output or 

in the productivity of land {A ' = T  = 0) yields

The ceteris paribus effect of the capital-using bias of technical change is to reduce labour 

demand and raise capital demand. Reversal of k and / subscripts will yield expressions for 

the effects of a capital-saving, labour-using bias.

£/ = ß;>r>0;
£ /  = ß^T' > 0 ; and

£/ = (ßw+i)r>°.

(6 . 1)

( 6.2)

The third illustrative technical change involves the substitution of labour for land.
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with no change in the rate of technical progress or in its bias with respect to capital 

(Ak = T  = 0). Since land is a specific factor and constant returns to scale have been 

imposed, at constant prices any increase in land productivity automatically ensures an 

increase in output even though the physical land area remains unchanged. In this case the 

technical change shifters are

As the above definitions reveal, the individual components of any technical change 
which both increases output and alters factor proportions can be isolated by applying 

shocks to individual variables: Tx' for factor neutrality, An' for labour-capital bias, and 

AzX' for land-saving, labour using bias. The non-neutral changes (6.2) and (6.3) impart 

only pure factor substitution effects, but since the model is linear in percentage changes, 
either or both may be combined with the results for neutral change to simulate the effects 

of progress which both raises output and alters the proportions in which factors are 

demanded at constant prices. Any combination of technical progress and factor bias can 
be represented in the manner just described so long as the number of technical change 
variables (T  and A 's) in each sector is equal to the number of factors employed in that 
sector.

The effects of other combinations of factor bias and output increase could readily be 

specified; for the illustrative purpose served by this model, however, the three just 

described are adequate. In the experiments hypothesising asymmetric growth in 

agriculture, technical changes in sector 1 only have been simulated, but an equivalent 

methodology applies to sector 2, since technical change mechanisms are algebraically 

identical in both sectors. The effects of a constant rate and bias of technical progress 

across both agricultural sectors are also presented and discussed below.

6.3. Data

All variables enter the model only in percentage change form, so it is not necessary to 

specify their actual magnitudes or to calibrate solution values by assigning a real-valued 

intercept to each equation. Only the relative magnitudes of variables are used, expressed 

as sectoral shares in GDP and factor demand, sectoral distributive shares of factors, and 

household shares in consumption and factor supply. The values of these shares are 

presented in the Tables 6-3 to 6-7, and discussed in the following paragraphs.

Ek' = AZ'> 0 ; and (6.3)
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The contribution of each sector to the employment of mobile factors in about 1980 is 

shown in table 6-3. The sectoral shares of labour employment reported in column 1 of the

Table 6-3: Sector shares in the allocation of mobile factors

Sector Labour ( \ ls) Capital (XfJ ^ k s ^ ls

1. Agriculture 1 0.126 0.100 0.794
2. Agriculture 2 0.400 0.044 0.110
3. Services 0.292 0.362 1.239
4. Manufacturing 0.202 0.494 2.445

Sources: See text.

table were drawn from averages for the years 1971-78 reported in Tidalgo and Esguerra 

(1984, Table 5.5, p.97). From the same source it was calculated that of the 50.6% of the 

labour force employed in agriculture, one quarter (12.6%) were employed in sector 1, and 

the remainder in sector 2.

The NEDA Statistical Yearbook series records loans granted by the formal financial 
sector (banks and non-bank financial institutions) to broad industry groupings. These data 
(for 1978)'were used to approximate the sectoral shares of employment of mobile capital. 
Each industry group was classified as belonging to one of the four broad sectors of the 
present model. The sectoral shares of the mobile capital stock reported in the third 

column of Table 6-3 were then calculated as the value of loans granted to individual 

sectors divided by the total value of loans granted.4 Some of the official loan data cannot 

be classified by sector, for example loans described as having been granted for 
consumption. These data were not used in the computation of sectoral capital shares. 

Because much lending activity in the agricultural sector goes unrecorded, it is reasonable 

to assume that the omission of formal credit for consumption and ‘other’ loans leads to 

underestimation of capital shares in the non-agricultural sectors. This bias may be offset 

by the lack of data on the extension of informal loans, which probably results in an 

underestimation of the agriculture sector capital shares. The capital share of agriculture

4This method of calculating capital shares relies on the assumption that capital flows provide a good 
indicator of stocks. Circumstantial support for the figures obtained by this method is provided by noting that 
sectoral capital shares of almost identical magnitudes were obtained by calculating gross domestic capital 
formation (GDCF) on a sectoral basis from national accounts data presented in the NEDA Statistical 
Yearbook. Mendoza et al. (1983) also used national accounts data to compute sectoral capital shares, 
although the exact means by which their figures were derived is unclear. Their study reported the following 
values of X^: agriculture 0.132; services 0.488, and manufacturing 0.380.
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was calculated at 14.4%, and was divided between sectors 1 and 2 by assuming that two 

thirds of the value of loans made to agriculture were directed towards farms in more 

favoured areas - i.e. in sector 1 - and the remainder to sector 2.

Relative sectoral factor intensities were shown in Chapter Four to hold considerable 

importance for the factor price outcomes of technical change shocks. The ratio of its 

capital and labour shares provides a measure of the capital intensity of a sector relative to 
labour. From the third column in Table 6-3 it can be seen that sector 2 (agriculture in the 

less well-endowed areas) holds an extreme position of labour-intensity, while the 

manufacturing sector is the most capital-intensive. Both the favoured agriculture and 

services sectors hold intermediate rankings, with the capital intensity of the latter greater 

than that of the former by a factor of about 1.5. Although derived in a slightly different 

manner, this ranking of factor intensities is very similar to that implied by the 1979 three 

sector input-output table for the Philippines (NEDA/NCSO, n.d.), and to that in the data 

presented by Mendoza et al. (1983, Table 1).

Elasticities of factor demand and product supply for the two agricultural sectors are 

taken from the table of simulated values for well-irrigated and poorly-irrigated areas 

(Table 5-6) reported in Chapter 5. These are shown in Table 6-4. Since there is only one 

form of mobile capital used in this model, the capital demand elasticities in the table are 
share-weighted averages of the animal, fertiliser and machinery elasticities reported in 
Table 5-6. For the non-agricultural sectors it appears that no empirical estimates of factor 
demand or product supply elasticities are available. The values chosen are based on such 
limited information as has been reported on the elasticity of substitution (Medalla 1979) 

and on supply responsiveness in the manufacturing and service sectors (Arroyo 1984). 

Elasticities of factor demand with respect to the quantities of the specific factor in each 

sector are constrained to unity by the assumption of constant returns to scale.

Like the elasticities of factor demand, the values of the distributive shares sV] 
reported in Table 6-5 are based on empirical studies of Philippine agriculture, and on the 

best information available for other sectors. In sector 1, the values of the shares are based 

on the estimates of David and Otsuka (1987b) for rice farms in "favourable" (i.e. 

irrigated) agronomic environments. The sector 2 shares are guided by the David and 

Otsuka estimates for what they term "unfavourable" - upland - rice farms, as well as on 

shares for coconut production reported in Clarete (1985). It is assumed that factor shares 

for com, the other major non-irrigated crop, are the same as for "unfavourable" rice.5

5Rice, com and coconuts together account for 82% of all agricultural land use in the Philippines. See 
Table 3-2.
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Table 6-4: Factor demand and product supply elasticities

Elasticity1 Sector 1 Sector 2 Sector 3 Sector 4

Elasticity of labour demand with respect to:
Labour price -0.4416 -0.1086 - 1.0000 -1.5000
Capital price 0.0067 -0.0103 0.5000 0.9000
Output price 0.4349 0.1189 0.5000 0.5000
Fixed Factor 1.0000 1.0000 1.0000 1.0000

Elasticity of capital demand with respect to:
Labour price -0.0703 0.1385 0.5000 0.9000
Capital price -0.4460 -0.1910 -1.5000 -2.0000
Output price 0.5163 0.0525 0.5000 0.5000
Fixed Factor 1.0000 1.0000 1.0000 1.0000

Elasticity of product supply with respect to:
Labour price -0.3771 -0.1025 -0.5000 -0.5000
Capital price -0.1831 -0.0771 -0.5000 -0.5000
Output price 0.5602 0.1796 1.0000 1.0000
Fixed Factor 1.0000 1.0000 1.0000 1.0000

a ßy for sectors s, factor and commodity quantities i, and prices and fixed factor 
quantities j.
Source: (sectors 1 and 2): Table 5-6; for other sectors see text.

Table 6-5: Distributive shares of factors (s~) by sector

Sector Labour Capital Fixed factor

Agriculture 1 0.35 0.25 0.40
Agriculture 2 0.40 0.10 0.50
Services 0.40 0.30 0.30
Manufacturing 0.30 0.40 0.30

Source: See text.

There are assumed to be seven groups of households in the economy. They are 

distinguished both by asset ownership and by their consumption behaviour. Landless 

labourers (group 1) own only mobile labour. Urban capitalists and skilled labourers 

(groups 2 and 3) own the specific factors in sectors 3 (manufacturing) and 4 (services); 

each group also owns some mobile capital. Agricultural households are divided into two 

stylised groups of factor owners, summarising broad patterns of factor ownership in the
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rural Philippines. Landlords own most of agricultural land and some capital, but no 

labour. Small farmers own the remainder of the land, some capital, and some labour. This 

category includes tenant farmers, since they also derive benefits from increased land 
productivity when output rises. Sector 1 landlords and small farmers are indexed 4 and 6 

respectively; their counterparts in sector 2 are identified as groups 5 and 7. Table 6-6 
displays the assumed distribution of ownership of the economy’s endowment of each 

factor by households as values of §hi for all factors i and households h.

Table 6-6: Factor ownership and factor shares in household income

H’ hold 

Group* 5« Y*2 \ 3 Ya4

Si § h i +
S,Yhi

1 1.0 0.0 0.0 0.0 0.0 0.0 1.0
("V (0.4)b (0.0) (0.0) (0.0) (0.0) (0.0)

2 0.0 0.3 0.0 0.0 0.7 0.0 1.0
(V (0.0) (0.2) (0.0) (0.0) (1.0) (0.0)

3 0.0 0.3 0.0 0.0 0.0 0.7 1.0
(0.0) (0.5) (0.0) (0.0) (0.0) (1.0)

4 0.0 0.5 0.5 0.0 0.0 0.0 1.0
c<t>j (0.0) (0.1) (0.7) (0.0) (0.0) (0.0)

5 0.0 0.4 0.0 0.6 0.0 0.0 1.0
(0.0) (0.1) (0.0) (0.7) (0.0) (0.0)

6 0.3 0.4 0.3 0.0 0.0 0.0 1.0
(0.3) (0.05) (0.3) (0.0) (0.0) (0.0)

7 0.4 0.2 0.0 0.4 0.0 0.0 1.0
< * ,  i ) (0.3) (0.05) (0.0) (0.3) (0.0) (0.0)

^ h ^ h i (1.0) (1.0) (1.0) (1.0) (1.0) (1.0)

Notes:
a Household groups (defined in text) are 1: labourers; 2: urban 3; 3: urban 4; 4: land
lords 1; 5: farmers 1; 6: landlords 2; and 7: farmers 2.
b Figures in parentheses indicate §hl, the proportion of the economy’s endowment of 
each factor i owned by household group h.

The share of total household income contributed by each factor owned by the /z’th 

household group (8hi and yhz for mobile and specific factors respectively) is also shown in 

Table 6-6. The extent to which the incomes of farmers and landlords are derived from the
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earnings of land reflects in part their sectoral immobility in the short or medium term. 

These groups are considered to own or to lease farm land in which they have made some 

long-term investment; for this reason their fortunes are closely tied to profitability in the 
sector in which their land belongs. The sector-specificity of farmers’ incomes from land is 

not contradicted by their also deriving income from each of the mobile factors: then- 

endowments of labour, for example, may be switched between on-farm and off-farm 

employment as changes in sectoral profitability dictate. Labourers are unencumbered by 

(or, alternatively, denied access to) the ownership of fixed assets; their incomes are 

affected by a change in a particular sector only insofar as it affects the economy-wide 

demand for their services. Owners of specific factors outside agriculture - in services 

(Urban 3) and manufacturing (Urban 4) occupy roughly the same asset ownership 

position as landlords. Although they derive some income from their ownership of mobile 

capital, the greater portion comes from returns to specific factors. Changes in sectoral 

profitability are thus weathervanes for the prosperity of these household groups.

By definition, the supply of the sector-specific factors is not responsive to price in 

the short to medium run. Mobile factors, however, may in principle be introduced to or 

withdrawn from the market in response to price changes - as indicated by equations (4.15) 

and (4.16) in Chapter 4. Although no estimates of the elasticity of labour supply with 
respect to .wages are available for the Philippines, several studies have been conducted on 
Indian agricultural labour force data. Rosenzweig (1984) estimated a value 

(insignificantly different from zero) of -0.16 for male agricultural labourers. Bardhan 

(1984) obtained estimates of the elasticity of labour supply with respect to wages of 0.20 
to 0.29. Again, however, the statistical significance of the estimates was low, leading 

Bardhan to conclude that
In general, it seems that labour supply is not highly responsive to the wage rate but is

primarily determined by other economic, social and demographic constraints (p.252).

In contrast, Ryan and Wallace (forthcoming) obtained labour supply elasticity estimates 

of 1.08 (women) and 1.52 (men) using data from India’s semi-arid tropical zone. 

Although the latter estimates indicate a considerably more elastic labour supply response 

to wages than those of either Rosenzweig or Bardhan, they are still so small as to lend 

little empirical support to the argument that poor countries characteristically have a pool 
of unemployed ‘surplus’ labour available at low (and constant) wage rates (Lewis 1955; 

Lipton, 1977). In order to reflect the short-run nature of the model, the value of labour’s 

own-price elasticity is constrained to be zero for the main experiments conducted below. 

In recognition of the lack of theoretical or empirical unanimity on labour supply, 

however, alternative values of the elasticity of labour supply - and the assumptions of
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labour market clearing at fixed nominal and real wages - are evaluated in section 6.4.6 

below.

It is equally difficult to form a priori expectations as to the elasticity of supply of 

mobile capital with respect to its own price. Whether either polar value (zero or infinity) 

or some intermediate value is chosen depends (among other things) on the length of run 

considered, the macroeconomic environment, and in particular on the international 
mobility of the factor. As for labour, in most technical change experiments the short-run 

aggregate supply elasticity of mobile capital is set to zero, representing short-term 
international immobility and full employment of the domestic capital endowment. The 

sensitivity of the model with regard to the supply elasticity of capital is evaluated through 

experimentation with alternative values in section 6.4.6.

In addition to being suppliers of factors, households are consumers. Each household 

group is taken to have its own pattem of expenditure. Since the only endogenous 

commodity price in the model is that of services, elasticities and budget shares with 
respect to other commodities do not appear in the household demand equations (recall 

that the demand equations are expressed linearly in percentage changes with prices as 

their arguments: if a price is held constant then its percentage change is zero). Household 

budget shares and elasticities of demand for the non-traded good with respect both to 
income and to the price of the good are shown in Table 6-7. The assumed budget shares 
and elasticity values reflect comparable figures either derived or imputed in other 

empirical studies of developing country consumption behaviour (Pante 1979; Lluch, 

Powell and Williams 1977; Summers 1985; and Kravis, Heston and Summers 1983). 
These studies are in broad agreement that the value of the income elasticity of demand for 

services is insignificantly different from unity. Their estimates of the price elasticity of 

demand for services range from zero to -0.3. In the absence of strong a priori 

information on household differences in the demand for services, the income and price 

elasticities and have been assumed equal for all h.

6.4. Results

The first four parts of this section report and discuss the results of hypothetical technical 
progress shocks conducted under a variety of assumptions concerning sectoral access to 

new technologies and factor biases. The purpose of these counterfactual experiments is to 

expose the mechanisms by which functional and household income distributions are 

altered by a shock. Subsections 6.4.1 to 6.4.3 decompose factor-neutral shocks into their
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Table 6-7: Expenditure patterns of household groups

Household
Group V « P / i3

1 0.1 0.2 1.0 -0.2

2 0.3 0.6 1.0 -0.2

3 0.2 0.6 1.0 -0.2

4 0.1 0.5 1.0 -0.2

5 0.1 0.4 1.0 -0.2

6 0.1 0.3 1.0 -0.2

7 0.1 0.2 1.0 -0.2

Totals 1.0

Weighted averages 0.460 1.0 -0.2

Note: \j/A3 = share of household h in consumer demand for services; 
pw = h’lh household’s budget share of services;
T|^3 - K th household’s income elasticity of demand for services;
5« = own:price elasticity of demand for services by the K th household. 
Sources: See text.

economic components, the resource movement and spending effects. In subsection 6.4.4 

the impacts of factor biases in technical change are studied in isolation from one another. 

In subsections 6.4.5 and 6.4.6 the model’s sensitivity to parameter values and to 

alternative assumptions on factor market clearing is evaluated and discussed. Finally in 
6.4.7 the actual values of the technical change parameters T , A ' and A '  estimated in 

Chapter Five, section 5.7 are used to assess the distributional implications of technical 

progress in Philippine agriculture.

6.4.1. Balanced technical progress

Although the main focus of the experimental work in this chapter is on asymmetric 

technical progress - that is, a change occurring in only one of the two agricultural sectors - 

an intuitive grasp of the results is made easier by first considering the case in which a 

uniform, factor-neutral technical change occurs in sectors 1 and 2 together. Percentage 

changes in endogenous variables resulting from a uniform ten per cent change in the
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productivity of all factors in agriculture are reported in Tables 6-8 and 6-9. In these tables 
the total change in each variable is disaggregated into a component derived from the 

spending effect and a component derived from the resource movement effect. The latter is 
further divided between changes due to factor market adjustments and those caused by the 

real appreciation (the rise in P3). The subdivision of each total change in this model 

exposes the relative importance of factor market and consumption linkages, and of the 

agriculture-non-agriculture terms of trade, in determining the distributional outcomes of 
technical change shocks. In a more complete model (i.e. one with many more sectors), 

results disaggregated in this way would provide valuable guidance in policy formation for 

two reasons. Firstly, they would permit the identification of important cross-sector 

linkages. Secondly, by laying bare the major adjustment mechanisms disaggregated 

results would reduce substantially the "black box" nature of CGE experiments, thus 

helping non-technical users of such models to gain an intuitive understanding of the 

results obtained.

The first column in Table 6-8 (headed ‘factor markets’) shows the effect of resource 

movements net of the appreciation in the real exchange rate. It is calculated by setting the 

expenditure elasticity of demand for the non-traded good ri3 to zero and holding constant 

the price of the non-traded service sector output. It therefore measures the effect of the 

boom in agriculture as transmitted through adjustments in factor markets only. In the 
agricultural sectors, output and factor demands rise as the result of technical progress. As 
was shown in Chapter 4, the effect of a neutral technical change on output supply is 

closely related to the effect of a rise in output price. Moreover, the empirical study of 

chapter 5 showed that producers in sector 1 (the stylised ‘well-irrigated’ area) are more 

price-responsive than their counterparts in sector 2, the ‘poorly irrigated’ area. 
Accordingly, their output and associated factor demands rise by somewhat more. At 

constant output prices, the additional factor demand in agriculture is met by drawing 

capital and labour out of services and manufacturing. Numeraire prices of the mobile 

factors rise accordingly, with the greater increase accruing to labour, since that is the 

mobile factor used relatively intensively in agriculture.

Returns to fixed factors in the booming agricultural sectors rise by more than the 

amount of the technical change (as predicted for lower-dimensional models in Jones 

1971), while returns to fixed factors in other sectors fall as increases in mobile factor 

prices reduce profitability. Numeraire GDP - defined as the sum of price and quantity 

changes for each commodity produced - rises by one-fifth of the rate of the technical 
change shock, i.e. by two per cent.
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Table 6-8: Production and price effects of neutral technical progress
shocks in both agricultural sectors

CT/ = T {  = 10.00)

R e s o u r c e  M o v e m e n t  E f f e  c t
Endogenous Factor Real Total RM Spending Total
Variable Markets Apprec’n Effect Effect Change

(1) (2) (3)=(l)+(2) (4) (5)=(3)+(4)

Labour demand
Agriculture 1 3.53 -0.31 3.23 -2.00 1.23
Agriculture 2 0.76 -0.08 0.68 -0.55 0.14
Services -1.32 0.54 -0.79 3.49 2.70
M ’facturing -1.88 -0.39 -2.27 -2.92 -5.19

Capital demand
Agriculture 1 4.55 -0.35 4.12 -2.30 1.90
Agriculture 2 0.58 -0.03 0.55 -0.21 0.34
Services -0.69 1.14 0.45 7.32 7.78
M ’facturing -0.49 -0.72 -1.21 -4.71 -5.92

Product supply
Agriculture 1 14.86 -0.29 14.56 -1.92 12.64
Agriculture 2 11.60 -0.08 11.52 -0.49 11.03
Services -1.47 1.11 -0.36 7.24 6.88
M ’facturing -1.47 -0.69 -2.16 -4.51 -6.68

Numeraire prices
Labour 1.86 0.71 2.57 4.60 7.17
Capital 1.08 0.68 1.76 4.43 6.19
Services 0.00 1.80 1.80 11.75 13.56

F. factor 1 22.69 -1.04 21.65 -6.79 14.86
F. factor 1 18.29 -0.70 17.59 -4.56 13.03
F. factor 3 -3.57 4.39 0.83 28.62 29.45
F. factor 4 -3.30 -1.61 -4.92 -10.50 -15.41

GDP 2.11 0.79 2.90 5.11 8.01

Real Prices
Labour 1.86 -0.05 1.81 -0.34 1.47
Capital 1.08 -0.08 1.00 -0.51 0.49
Services 0.00 1.05 1.05 6.82 7.86

F. factor 1 22.69 -1.80 20.89 -11.73 9.17
F. factor 2 18.29 -1.46 16.84 -9.50 7.34
F. factor 3 -3.57 3.63 0.07 23.68 23.75
F. factor 4 -3.30 -2.37 -5.67 -15.43 -21.11

Real GDP 2.11 0.03 2.14 0.17 2.32

Totals may not be exact due to rounding errors.
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Table 6-9: Household income effects of neutral technical progress
shocks in both agricultural sectors

(7y = 7 / =  lo.oo)

Endogenous
Variable

R e s o u r c e
Factor

Markets
(1)

M o v e m e n 
Real 

Apprec’n 
(2)

:t E f f e  c t 
Total RM 

Effect 
(3)=(l)+(2)

Spending
Effect
(4)

Total
Change

(5)=(3)+(4)

Numeraire household incomes
Labourers 1.86 0.71 2.57 4.60 7.17
Urban 3 -2.17 3.28 1.11 21.36 22.47
Urban 4 -1.99 -0.92 -2.91 -6.02 -8.93
Landlords 1 11.89 -0.18 11.71 -1.18 10.52
Landlords 2 11.41 -0.15 11.26 -0.97 10.29
Farmers 1 7.80 0.17 7.97 1.11 9.08
Farmers 2 8.28 0.14 8.42 0.90 9.32

Household price indices
Labourers 0.00 0.36 0.36 2.35 2.71
Urban 3 0.00 1.08 1.08 7.05 8.13
Urban 4 0.00 1.08 1.08 7.05 8.13
Landlords 1 0.00 0.91 0.91 5.87 6.78
Landlords 2 0.00 0.72 0.72 4.70 5.42
Farmers 1 0.00 0.54 0.54 3.53 4.07
Farmers 2, 0.00 0.36 0.36 2.35 2.71

Real household incomes
Labourers 1.86 0.35 2.21 2.25 4.46
Urban 3 -2.17 2.20 0.03 14.31 14.33
Urban 4 -1.99 -2.01 -3.99 -13.07 -17.07
Landlords 1 11.89 -1.08 10.80 -7.06 3.75
Landlords 2 11.41 -0.87 10.54 -5.67 4.87
Farmers 1 7.80 -0.37 7.43 -2.41 5.02
Farmers 2 8.28 -0.22 8.06 -1.45 6.60

Totals may not be exact due to rounding errors.

Factor price changes are reflected in the incomes of the various household groups. 

Column 1 of Table 6-9 shows that the effects of factor market adjustments in isolation are 

to raise incomes of owners of the factors used more intensively in agriculture - labour and 

land. The greatest increases are won by landlords, with lesser increases to farmers (who 

own some land, some labour and some capital), and considerably lower gains accruing to 

labourers. Since commodity prices are held constant, numeraire and real income changes 

are the same for each group.

The second component of the resource movement effect is the real appreciation (the
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rise in the price of the non-traded good) which occurs because output in the services 

sector has fallen while demand has remained constant (recall that the resource movement 

effect is isolated by setting the income elasticity of demand r\3 to zero). Column 2 of each 
table shows the effect of the real appreciation net of the effects of changes in factor 

prices, while column 3 of each table shows the total resource movement effect, inclusive 

of both factor and product price changes. At 1.8%, the extent of the real appreciation 

(Pf) is substantial. As expected, the real appreciation raises profitability in the services 

sector, drawing mobile factors away from other sectors - and thereby bidding up their 

prices by a further 0.71% (labour) and 0.68% (capital). As a result, the output of the 

services sector recovers about half of the ground lost due to the initial boom in 

agriculture: having fallen by 1.47%, the rise in P3 reduces the decline in output to -0.36%. 
Returns to the specific factor in sector 3, which were cut by 3.56% by the factor market 
adjustments, rise due to the real appreciation by 4.39%: the net impact of the resource 

movement effect on returns to this factor is positive, although small, at 0.83%. The 

largest falls in factor demand and output are found in the manufacturing sector. "De
industrialisation" takes place both directly - through the movement of factors into 

agriculture - and indirectly through the real appreciation. The reallocation of resources 

due to the real appreciation raises GDP by another 0.79% - about one-third of its initial 
rise.

Real factor and commodity price changes are defined as nominal changes deflated 
by the GDP-share-weighted change in the price of services. In real terms the rise in 
services’ price due to the resource movement effect lowers wages and returns to mobile 
capital very slightly, and raises the return to the factor specific to the services sector. As 

the zero pure profit conditions require, the real change in P3 is "trapped between" - i.e. is 

a weighted average of - changes in the prices of factors used in the production of services.

Real changes in household income are obtained by deflating numeraire incomes by 
household-specific commodity price indices. On its own, the real appreciation 

component of the resource movement effect redistributes some of the incremental income 

from the initial boom away from agriculturalists towards the owners of the factor specific 

to services: the real incomes of households in the group ‘Urban 3’ (who own all of sector 

3’s specific factor) rise by 2.2%. Labourers also gain, but the rise in returns to their 

endowments of mobile capital is insufficient to offset the losses experienced by landlords 

and the owners of the specific factor in manufacturing.

The boom in agriculture generates new income in the economy. As services are a
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normal good, some of the additional income is spent in sector 3. Columns 4 and 5 in 

Tables 6-8 and 6-9 display - respectively - the changes in quantities, prices and incomes 

due to the spending effect of the boom, and the total changes in those variables due to 

both resource movement and spending effects. Since the numeraire prices of traded goods 

do not change, the spending effect measures the consequences of increased demand for 

services as transmitted through changes in the price of services, and thence to changes in 

wages and in the returns to mobile capital. For mobile and agriculture-specific factors, the 
magnitude of the real spending effect is much smaller than that of the resource movement 

effect; the reverse is true for the prices of non-agricultural factors.

The spending effect strengthens the recovery of output and factor demand in the 

services sector primarily at the expense of the manufacturing sector. Increased demand 

for services raises the numeraire price of services P3 by 11.75% - considerably faster than 

the rises in returns to mobile factors, and about six times faster than the equivalent rise 

associated with the resource movement effect. This contributes to a final outcome for 

real factor returns (factor returns less the change in the price of the non-traded good, 

weighted by its share in GDP) which confirms a rise in wages (1.47%) about treble that in 
returns to mobile capital (0.49%). A large rise in the return to the factor specific to 

services from the spending effect (23.68%) yields an overall rise in that factor’s real price 
of 23.75%. Real returns to manufacturing’s specific factor fall by 21.11%. Falls in returns 
to agriculture’s specific factors from the spending effect are much lower at -11.72% 

(sector 1) and -9.5% (sector 2). Finally, the spending effect has a small positive effect on 

real GDP, raising it by a further 0.17% above the change due to the resource movement 
effect alone; the total rise in real GDP is 2.32%. In Bautista’s (1986a) CGE model of the 

Philippines, a ten per cent increase in total agricultural productivity raised real GDP by 

the comparable figure of 2.17%.

In addition to the negative impact of the spending effect on real wages (and therefore 

on the incomes of labourers and small farmers), the larger share of services in the total 

expenditure of wealthy urban and (to a lesser extent) landlord households (Table 6-7, 

column 2) means that the real appreciation has a small equalising effect on the real 

incomes of household groups. The price indices of the Urban 3 and Urban 4 groups, as 
well as those of landlords, rise by about twice as much as do those of farmers and 

labourers. In addition, the spending effect brings no additional income to owners of 

specific factors except in the non-traded goods sector. As a result labourers - whose 

income gain from the resource movement effect was only one quarter to one fifth that of 

owners of agriculture-specific factors - finally enjoy an income rise larger than that of
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landlords, and nearly as great as that of farmers. In their analysis of the redistributive 

effects of a boom, Corden and Neary (1985) noted that the likelihood that growth in the 

booming sector could actually reduce returns to that sector’s specific factors is greater, 
the larger is the spending effect relative to the resource movement effect. The results of 

this analysis appear to confirm their addendum that such an outcome requires "a rather 

implausible set of parameter values" (p.233). In this experiment, even what appears to be 

a strong spending effect is dominated by the resource movement effect’s impact on fixed 
factor returns, making the possibility of a fall in the returns to landowners remote. This 

conclusion can be drawn with some confidence given the robustness of the model to 

changes in parameter values (see section 6.4.5).

6.4.2. Asymmetric technical progress

Having examined a more general form of technical progress, the focus of analysis now 

returns to the main subject of the study, asymmetric growth in agriculture. In this section 

exogenous shocks are applied only to sector 1 technical change variables. Tables 6-10 

and 6-11 report the percentage changes in endogenous variables resulting from the first of 

the three types of shock discussed in section 6.2.2 above, namely, factor-neutral technical 

change. As before, these simulation results employ "default" values of some parameters, 
namely: zero elasticity of supply of labour and capital with respect to their own prices; 
uniform expenditure elasticities of demand for the non-traded good (̂ ^3 = 1 for all 
households h), and similarly, uniform values of the own-price elasticities of demand for 

the same good (£,w = -0.2 for all households). The entries in each table show the 

percentage change in the variables listed down the left hand margin deriving from a ten 

per cent change in the neutral technology shifter variable, Tx\  as derived in equations 
(6.1). As before, the components of the resource movement effect are reported separately 

for constant commodity prices (column 1) and the real appreciation (column 2). The total 

resource movement effect is shown in column 3; the spending effect in column 4, and the 

total change in each variable in column 5.

In the non-agricultural sectors, the impact of a boom in only one agricultural sector 

is similar to that of the boom in sectors 1 and 2 together, except that the magnitudes of 

changes are reduced. Factor market adjustments at constant commodity prices (column 1) 

caused by the rise in sector 1 profitability attract capital and labour from both sectors 3 

and 4. Output in those sectors falls as a consequence. Most of the additional income 

generated by the boom is captured by landowners in sector 1 - especially by landlords, 

who own the lion’s share of that specific factor. Real GDP rises by 1.11% - about half of
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Table 6-10: Production and price effects of a neutral technical progress
shock in sector 1

(7Y = 10.00)

Endogenous
Variable

R e s o u r c e  
Factor 

Markets 
(1)

M o v e m e n 
Real 

Apprec’n 
(2)

t E f f e  ct  
Total RM 

Effect 
(3)=(l)+(2)

Spending
Effect
(4)

Total
Change

(5)=(3)+(4)

Labour demand
Agriculture 1 3.85 -0.20 3.65 -1.01 2.65
Agriculture 2 -0.13 -0.05 -0.19 -0.27 -0.46
Services -0.75 0.35 -0.40 1.75 1.35
M ’facturing -1.01 -0.29 -1.30 -1.46 -2.77

Capital demand
Agriculture 1 4.74 -0.23 4.51 -1.15 3.35
Agriculture 2 0.01 -0.02 -0.01 -0.10 -0.12
Services -0.60 0.74 0.14 3.72 3.87
M ’facturing -0.53 -0.47 -1.00 -2.37 -3.34

Product supply
Agriculture 1 15.14 -0.19 14.95 -0.96 13.99
Agriculture 2 -0.12 -0.05 -0.17 -0.25 -0.42
Services -0.96 0.72 -0.24 3.64 3.40
M ’facturing -0.96 -0.45 -1.41 -2.27 -3.68

Numeraire Prices
Labour 1.14 0.46 1.60 2.31 3.91
Capital 0.78 0.44 1.22 2.22 3.44
Services 0.00 1.18 1.18 5.90 7.08

F. factor 1 23.52 -0.68 22.84 -3.41 19.43
F. factor 2 -1.07 -0.46 -1.52 -2.29 -3.82
F. factor 3 -2.30 2.86 0.56 14.37 14.94
F. factor 4 -2.18 -1.08 -3.26 -5.24 -8.50

GDP 1.11 0.51 1.62 2.57 4.18

Real Prices
Labour 1.14 -0.03 1.11 -0.17 0.94
Capital 0.78 -0.05 0.73 -0.26 0.47
Services 0.00 0.68 0.68 3.42 4.10

F. factor 1 23.52 -1.17 22.34 -5.89 16.46
F. factor 2 -1.07 -1.04 -2.11 -4.77 -6.88
F. factor 3 -2.30 2.37 0.07 11.89 11.96
F. factor 4 -2.18 -1.54 -3.72 -7.75 -11.47

Real GDP 1.11 0.02 1.12 0.09 1.21

Totals may not be exact due to rounding errors.
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Table 6-11: Household income effects of a neutral technical progress
shock in sector 1

(7 /  = 10.00)

Endogenous
Variable

R e s o u r c e  M o v e m e n 
Factor Real

Markets Apprec’ n
(1) (2)

: f E f f e c t  
Total RM 

Effect 
(3)=(l)+(2)

Spending
Effect
(4)

Total
Change

(5)=(3)+(4)

Numeraire household incomes
Labourers 1.14 0.46 1.60 2.31 3.91
Urban 3 -1.38 2.14 0.76 10.73 11.49
Urban 4 -1.29 -0.60 -1.89 -3.02 -4.92
Landlords 1 12.15 -0.12 12.03 -0.59 11.44
Landlords 2 -0.33 -0.10 -0.43 -0.49 -0.91
Farmers 1 7.71 0.11 7.82 0.55 8.38
Farmers 2 0.18 0.09 0.27 0.45 0.73

Household price indices
Labourers 0.00 0.24 0.24 1.18 1.42
Urban 3 0.00 0.71 0.71 3.54 4.25
Urban 4 0.00 0.71 0.71 3.54 4.25
Landlords 1 0.00 0.59 0.59 2.96 3.54
Landlords 2 0.00 0.47 0.47 2.36 2.83
Farmers 1 0.00 0.35 0.35 1.77 2.12
Farmers 2 0.00 0.24 0.24 1.18 1.42

Real household incomes
Labourers 1.14 0.23 1.36 1.13 2.49
Urban 3 -1.38 1.43 0.06 7.19 7.24
Urban 4 -1.29 -1.31 -2.60 -6.56 -9.16
Landlords 1 12.15 -0.71 11.44 -3.55 7.90
Landlords 2 -0.33 -0.57 -0.90 -2.85 -3.74
Farmers 1 7.71 -0.24 7.47 -1.21 6.26
Farmers 2 0.18 -0.15 0.04 -0.73 -0.69

Totals may not be exact due to rounding errors.

its rise when technical progress occurs in both sectors. Real returns to mobile factors also 

rise; wages by 1.14%, and real returns to mobile capital by 0.78%.

Owners of specific factors in non-agricultural sectors lose in income. Households 

owning the sector 3 factor, however, are more than compensated for this loss by the real 

appreciation (column 2). As in the balanced agricultural growth experiment, the rise in the 

price of the non-traded good slightly reduces real mobile factor prices, and raises the real 

price of the factor specific to services, but reduces returns to other fixed factors.

Predictably, an asymmetric boom affects sector 2 - and the owners of its specific
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factor - in a very different manner compared to the balanced growth case. Equally 

predictably, asymmetric technical progress leads to a dramatically different distribution of 

household income. Discussion of the latter topic is reserved for section 6.4.3 below.

In sector 2 the effect of the sector 1 boom is similar to its effect on the 

manufacturing sector. Rising factor prices reduce profitability, driving down output and 

the rents paid to sector-specific land. The real appreciation - the indirect component of the 
resource movement effect - appears to agricultural producers as a fall in the price of their 

output relative to the general commodity price level. This further reduces profits and 

output in the lagging agricultural sector. Finally, the spending effect increases the demand 

for - and the output of - the non-traded good. This spurs a second round of factor price 

rises and another reduction in the relative price of farm produce, and so further penalises 

profits in sector 2. As seen in Table 6-10, the total effect of asymmetric growth on sector 

2 output is a drop of -0.42%. Real returns to its land decline by -3.82%. These losses 

inflicted on sector 2 by its inability to participate in agricultural growth are not captured 
in most empirical partial equilibrium analyses.

The boom in sector 1 also induces an increase in the factor-intensity of production in 

sector 2. The boom draws capital and labour from other sectors in the proportion in 
which they are used in the booming sector, and the price of mobile capital thus falls 
relative to wages. Within the limits imposed by static technology, producers in sector 2 

respond by substituting capital for labour in production. In column 5 of Table 6-10, the 

factor substitution appears as a smaller proportional decline in sector 2 capital demand 

than takes place in labour demand. This result sheds light on the impact of technical 
progress in one agricultural sector on production and factor proportions in another. In the 

Philippines case, it may help to explain the finding that expansion of agricultural 

production at the arable margin is relatively intensive in the use of purchased inputs and 

machinery, and economises on the use of labour (Evenson 1986).

6.4.3. Asymmetric growth and the distribution of income

The analysis of asymmetric technical progress is extended in this section to changes in the 

functional and household income distributions. The change in the functional distribution 

can be seen by comparing real factor price changes in column 5 of Table 6-10; its 

resource movement and spending effect components are shown in columns 3 and 4. 

Changes in the distribution of real household income can be found in the same columns 

of Table 6-11. As trade-theoretic models predict, the factor prices most strongly affected 

by the boom are those of the sector-specific factors (Jones and Easton 1984), which



182

makes it clear that the distribution of ownership of sectorally fixed factors is the main 

determinant of relative income gains and losses by household groups. This is an inherent 

feature of any model in which some factors are specific to sectors, and one which is 
especially relevant in the Philippine context, where land tenure reform has long been a 

major political issue.

The functional income distribution

The resource movement effect raises returns to the factor specific to the booming sector 

and lowers them in the sector producing the non-traded good. The spending effect has the 
opposite effect, raising fixed factor returns in sector 3 and reducing them in sector 1. The 

two effects have uniformly negative impacts on the prices of specific factors in sectors 2 

and 4. For mobile factors, the real price effects of each component of the boom may be 

positive or negative, but at least one mobile factor price always falls relative to the price 
of the good produced in the booming sector. This can be seen from Table 6-10 by noting 

that the hypothesised technical change is equivalent to a 10% rise in sector 1 ’s output 

price. The resource movement effect (column 3) raises fixed factor returns in sector 1 by 

much more than 10%, and mobile factor returns by much less. The spending effect raises 

the real price of services by 3.4%: this change is "trapped between" the 11.9% rise in the 

real price of sector 3’s specific factor, and real falls of 0.17% and 0.26% respectively in 
wages and returns to mobile capital.

How do assumptions on the sector-specificity of technical progress affect the 
functional distribution of income? Table 6-12 compares factor incomes under balanced 
agricultural growth (a boom in both sectors) and a boom in sector 1 only. The 

comparisons of greatest interest to this study are those (i) between the incomes of owners 

of sector-specific land endowments, and (ii) between the income of labour and the 

aggregate return to land. Since labour is mobile, it is appropriate to compare the change in 

its income relative to that in returns to all agricultural land, rather than to land in a single 

sector. Changes in the aggregate return to land are calculated as the weighted average of 

changes in land prices in sector 1 and sector 2. As in the previous two chapters, the 

weight used is 0, the proportion of agricultural land which is irrigated. To conform to the 

reference period of the data used in simulations, the 1980 value 0 = 0.2087 is that 

employed.

When both agricultural sectors grow, the difference in the changes in real returns to 

land between sectors 1 and 2 is small - about 1.8% (Table 6-12). The 0-weighted average 

of these changes - the change in the aggregate return to land - is calculated as
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Table 6-12: Comparative changes in factor returns 
from neutral technical progress (per cent)

C h a n g e  in: B a la n ced  gro w th A sy m m e tr ic  g ro w th

Land price ratio { z (  — z2') 1.83 23.34

Wages relative to aggregate land prices -6.24 2.95
w -
Wages relative to capital price (v/ —/ ) 0.98 0.47

z°ss = ®«>9.17 + ( l - 9 80)7.34 = 7.72.
Under asymmetric growth the gap is naturally much wider, being composed not only of 

an increase in the real return to land in sector 1 of 16.46%, but also of a 6.79% fall in the 

real return to land in sector 2. Consequently, if growth is asymmetric the change in 
aggregate returns to land is actually negative: 

zagg' = e8016.46 + (1 - 0 8O)(-6.88) = -2.01.
When the rate of technical progress is uniform in both sectors, owners of land clearly gain 

relative to owners of labour, whose real income has risen by only 1.47%. When technical 
progress occurs only in sector 1, however, labour gains relative to landowners: 

subtracting the aggregate landowners’ loss from the 0.94% rise in labour income yields a 
margin of 2.95%. The mobility of labour from stagnating or declining to growing sectors, 

combined with the fact that labour gains from both the factor and product price 

components of the resource movement effect as well as from the spending effect, ensures 

that among factors employed in agriculture, labour captures a substantial share of the total 
gains from the boom. Whether labour gains relative to capital depends on the factor- 

intensities of the booming sector and of the sector producing non-traded goods, and on the 

extent to which each sector grows. Under balanced growth in the labour-intensive 

agricultural sectors, the increase in labour demand is much faster than that of capital, and 

wages rise relative to capital’s price. When only sector 1 experiences technical progress 

the relative wage rise is halved, to 0.47%.

The household distribution

The household distribution of income is found by mapping the functional distribution 

onto the pattern of asset ownership by which household groups are defined. Under 

balanced growth in agriculture, landlords in sector 1 and sector 2 experience similar rises
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in real income, as do the two farmer groups (Table 6-9). In the asymmetric growth case, 

sector 2’s landlords and farmers lose in real income due to the fall in returns to sector 2 

land (Table 6-11). As with factor returns, it is relevant to contrast the household income 

changes experienced by labourers against those of landlords and farmers in sectors 1 and 

2 together. The change in the real income of equivalent groups in both agricultural 

sectors is computed as the weighted sum of changes in real income of each household 

group. These comparisons are shown in Table 6-13.

Table 6-13: Comparative changes in household incomes 
from neutral technical progress (per cent)

Income gains of: Relative to: Balanced growth Asymmetric growth

Labourers landlords 1 0.71 -5.40

Labourers landlords 2 -0.41 6.23

Labourers all landlords -0.18 3.80

Labourers farmers 1 -0.56 -3.77

Labourers farmers 2 -2.14 3.18

Labourers- all farmers -1.81 1.73

Farmers 1 landlords 1 1.27 -1.64

Farmers 2 landlords 2 1.73 3.05

All farmers all landlords 1.63 2.07

In the balanced technical progress experiment real returns to land, labour and capital 

all rise. Table 6-13 shows that farmer households, who own some of each factor, gain 

income relative to labourers, and also relative to landlords, who own land and mobile 

capital. Landlords gain income relative to labourers, but the difference is very small. 

When technical progress is restricted to sector 1, labourers gain relative to farmers and 

landlords in the aggregate, even though they lose relative to landlords and farmers in the 

booming sector, because of the losses incurred by landlords and farmers in sector 2.

The household distribution of income between owners of factors employed in 

agriculture appears to be quite stable when rates of (neutral) technical progress are equal 

in both agricultural sectors. The relative gains of landowners from the resource
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movement effect of the boom are offset by gains accruing to owners of mobile factors 

when the spending effect is taken into account. Under asymmetric growth, disparities in 

income changes within each sector are greater: for example, labourers lose substantially 
relative to landlords in sector 1. This is so at least partly because the spending effect - and 

consequent increases in labour demand and reductions in agriculture’s relative price - is 

much smaller relative to the balanced growth case. In aggregate, however, labourers’ 

incomes rise relative to the incomes of the owners of agriculture-specific factors, even 

when the boom is restricted to one sector.

These distributional results highlight an important feature of the general equilibrium 

approach to the distribution of gains from technical progress. It is not necessary that 

demand for the good produced in the booming sector be inelastic in order for the greater 

part of the gains from growth to be captured by groups other than owners of factors 

specific to the booming sector. It is sufficient that the mobile factors used in the booming 

sector are also used to produce another endogenously-priced commodity for which 
domestic demand is price-inelastic. The inflation of this price by factor market 

adjustments and income effects arising from the boom is sufficient to reduce the real price 

of the good produced in the booming sector.

6.4.4. Biased technical changes

Equations (6.2) describe the constant-price effects of a technical change which substitutes 
capital for labour with no increase in output. Recent Philippine examples of this type of 

change include the mechanisation of land preparation (Sison, Herdt and Duff 1985; 

McCoy 1983) and of rice threshing (Hayami and Kikuchi, 1981; Smith and Duff 19846); 

and ‘direct seeding’, which is the substitution of herbicides for crop establishment and 

weeding labour when the rice crop is established by broadcasting seed instead of 

transplanting (Coxhead 1984; Moody and Cordova 1985; Erguiza etal. 1989).

Table 6-14, column 2 summarises the total change in each variable from both the 

resource movement and spending effects for a labour-saving, capital-using shock. The 

substitution of capital for labour in sector 1 results in a real wage decline of 1.69%, in 
spite of the substitution of labour for capital in all other sectors. Sectors facing elastic 

demand for their output (1,2 and 4) benefit from falling wages and their outputs rise

6Smiih and Duff’s study claims that the switch from hand to machine threshing in rice results in an 
increase in output per farm. What their data actually show, however, is a redistribution of gross rice output 
away from hired threshing labour and "gleaners" (who collect residual grain from hand-threshed rice stalks) 
and towards the farm operators themselves.
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Table 6-14: Production and price effects of neutral and non-neutral
technical change shocks in sector 1

Endogenous
Variable

Factor- 
N eutra l 

( 7 / =  10.0) 
(1)

Labour-saving, 
Capital-using  

(A / = 10.0) 
(2)

Labour-using, 
Land-saving  

( A /= 10.0) 
(3)

Labour dem and
A griculture 1 2.65 -9.21 18.51
A griculture 2 -0.46 0.19 -0.77
Services 1.35 1.71 -2.51
M anufacturing -2.77 2.80 -6.24

C apital dem and
A griculture 1 3.35 14.08 7.66
A griculture 2 -0.12 -0.27 0.12
Services 3.87 -1.35 1.18
M anufacturing -3.34 -1.84 -2.37

O utput
A griculture 1 11.99 0.67 7.31
A griculture 2 -0.42 0.18 -0.70
Services 3.40 0.59 -1.30
M anufacturing -3.68 0.84 -5.43

R eal P ricesa
Labour 0.94 -1.69 5.12
Capital 0.47 0.22 2.64
Services 4.10 -0.18 2.58

Fixed factor 1 16.46 1.61 -10.00
Fixed factor 2 -6.79 1.52 -7.72
Fixed factor 3 11.96 1.44 -0.88
Fixed factor 4 -11.47 1.75 -13.80

R eal G DP 1.21 0.63 -1.75

R eal househo ld  incom es
Labourers 2.49 -1.74 5.85
U rban 3 7.24 1.14 -0.75
U rban 4 -9.16 1.14 -9.80
Landlords 1 7.90 0.95 -4.20
Landlords 2 -3 .74 1.01 -3.68
Farm ers 1 6.26 0.04 -0.10
Farm ers 2 -0.69 -0.07 0.21
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slightly. Sector 3’s output rises by a similarly small amount (0.59%), but the price of its 

output falls - a real depreciation. In spite of this the spending effect ensures that real 

returns to the services-specific factor rise almost as fast as returns to other specific 

factors.

Households owning only labour lose from the labour-saving change: their real 

incomes fall by 1.74%. Farmers in sector 2 also derive much of their income from 
labour, and - since they do not benefit as landowners from the boom in sector 1 - their real 

incomes fall slightly. Households not dependent on labour experience small rises in real 

income. For sector 1 farmers, the gains from rises in land returns just offset losses in their 

labour incomes. Since labourers and small farmers comprise most of the low-income 

families in the Philippines, a labour-saving, capital-using technical change bias must lead 

to a worsening of income distribution. The testing of this result on actual household data - 

in a general equilibrium framework - is a topic for further research.

The second non-neutral component of technical progress considered in Table 6-14 is 
that in which labour is substituted for land. Declining per capita availability of arable land 

in the Philippines has spurred the adoption of a range of technologies which economise 

on its use. Irrigation and high-yielding grain varieties rely on substantial increases in the 

per hectare inputs of both labour and intermediate goods. The Philippines’ recent 
economic circumstances have generated considerable interest in innovations which tend 

to increase the input of labour per unit of land by much more than any other input: 

primary among these are multiple cropping and intercropping (IRRI 1983).

Column 3 of Table 6-14 reports total changes in price and quantity variables 

following the labour-using, land-saving shock described by equations (6.3). The results 

show a large increase in sector 1 labour demand. Since both mobile factors are 

complementary with land and the effective land area has been increased by the shock, 

capital demand in sector 1 also rises. Real wages increase greatly relative to capital’s 
price (the difference is 2.48%), and real returns to fixed factors are greatly reduced. 

Together, these results ensure a strongly positive effect on the distribution of income, 

given that labourers and small farmers are the poorest household groups in the economy. 

Labourers’ real incomes rise by 5.85%, and those of small farmers in the lagging sector 
by 0.21%. (By implication many farmers in sector 2 derive considerable additional 

income as labourers in sector 1 farms.) The incomes of urban households and landlords 

fall by up to 10%. An increase in the endowment of any specific factor reduces the returns 

to all specific factors.
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The redistribution of income from landlords to labourers within sector 1 following 

land-saving, labour-using technical progress is predicted by most single-sector or partial 

equilibrium models of agricultural growth in which demand for agricultural goods was 
inelastic (for an example, see Ahammed and Herdt 1983). An important side-effect of the 

sector 1 changes would not, however, be captured without explicit modelling of distinct 

agricultural regions and/or intersectoral linkages. This is the dramatic fall in returns to 

land in sector 2, which results in a real income decline of 3.68% for landlords in that 
sector.

Parenthetically, the negative change in real GDP (-1.75%) from a labour-using, land
saving technical change bias implies immiserising growth, which may appear paradoxical 

in a "textbook" neoclassical economy with no market distortions (Bhagwati 1968; Corden 

and Neary 1985, p.227). It is important to remember that the technical change shock in 

this experiment involves the substitution of one factor (land) for another (labour) with no 

change in the overall sectoral rate of technical change, Tx\  Since the model is linear in 

percentage changes, the combined effects of growth and land-saving bias can be obtained 

by adding the values of changes in variables from a neutral technical progress shock to 

those from the land-labour substitution shock. Naturally the actual figures obtained in 

this as in other experiments reflect the assumptions made on factor supply, product 
demand, factor substitution and length of run.

6.4.5. Sensitivity analysis

Each of the parameters obtained in the econometric analysis of Chapter 5 is estimated 

with error due to random variations in the data. Many other parameters of the model are 

derived not from econometric estimates, but from independent information such as 

national accounts data. Considerable uncertainty over the values of these parameters is 
justified.

The possibility of errors in parameter values raises two issues. One is that the means 

by which some values have been obtained leaves open the possibility that they could be 

substantially different from their ‘true’ values. The second is that the model may be 

extremely sensitive even to small changes in some parameter values. An empirical 

investigation of the second issue provides guidance as to the importance of the first. If the 

solution values of the model’s dependent variables are very insensitive to changes in 

parameter values, then uncertainty about the exact value of a parameter need not greatly 

reduce confidence in the outcomes of simulation experiments.
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Pagan and Shannon (1985) proposed a useful means of evaluating the sensitivity of a 

model to changes in parameter values. Their "sensitivity elasticity" is defined as the 

percentage change in a solution value given a one per cent change in the value of a 

parameter or parameter group. As an example, for the ‘base’ solution value of a variable 

X*, a 10% change in one parameter may produce an alternative solution value X**. The 

sensitivity elasticity is calculated from these as
(X*-X**)/X*xl00 

x 10

Sensitivity elasticities were computed for each variable with respect to a 10% 

change in each parameter for the case of a neutral technical change shock in sector 1.

With 43 variables and 197 parameters in the model, 8471 such elasticities could in 

principle have been calculated. The actual number computed was much reduced (5,461) 
for two reasons. First, some parameters - for example, some elasticities of response to 

changes in the prices of traded goods - were not employed in the model, due to the nature 

of the shocks applied. Second, some other parameters had initial values of zero and thus 

were unchanged by a 10% increment. Parameters with initial values of zero were of two 
types. Those describing the pattem of factor ownership and factor incomes of households 

(Table 6-6) included some zero values because, by definition, the distribution of factor 
ownership is skewed. Labourers, for example, own only labour, so the parameters 
describing their shares in ownership of (and income from) capital and specific factors are 
zero. The other group of parameters with zero values were the elasticities of factor 

supply. The sensitivity of the model’s results with respect to large changes in the values 

of those parameters is evaluated separately in section 6.4.6 below.

Given the approximate nature of the parameters obtained from sources other than the 

estimates presented in Chapter 5, it is comforting to find that the solutions obtained for 

the ‘base’ (neutral technical progress) simulation run are insensitive to large changes in 

both estimated and ‘guesstimated’ parameter values. Of the 5,461 sensitivity elasticities 

computed, only 93 (1.7%) exceeded 1.0 in absolute value; among these, the modal value 

was less than 2.0. These results indicate that the model is robust with respect to its 

parameters.



190

6.4.6. Alternative assumptions on factor supply

It was noted earlier in this chapter that the defensible range of values for mobile factor 

supply elasticities is very wide. Estimates from Indian data yielded short-medium run 

labour supply elasticities with values of 0 to 1.5. In the experiments conducted so far, 

capital has been assumed to have a zero supply elasticity - but it has been observed that 

there is little empirical support for this or any other value. In this section a range of 
alternative assumptions on mobile factor supply is evaluated for their impact on prices, 

output and incomes when an exogenous neutral technical change shock is applied to 

sector 1. These assumptions include the classical cases of constant nominal factor prices 
(Lewis, 1955), and constant real wages (Lipton, 1977). In all, five sets of factor market 

assumptions are tested. As reported in Table 6-15 these assumptions are:

- Column 1: ez = 0 and zk = 0;

- Column 2: ez = 1.5 and ek = 0;

- Column 3: ez = 0 and E k = 1.5;

- Column 4: e, = 1.5 and ek = 1.5;

- Column 5: constant numeraire w and r;

- Column 6: constant real w and r.

Columns 2 and 4 employ Ryan and Wallace’s highest estimate of labour’s supply 
elasticity with capital in inelastic and elastic supply. Column 3 tests the case of capital in 

elastic supply with £,=(). Columns 5 and 6 maintain the classical assumption that there is 

very large pool of surplus labour available to the economy; in these experiments factor 

markets clear through quantity rather than price adjustments. Column 5 imposes the 

assumption of fixed nominal wages and returns to mobile capital with unlimited supplies 

of each factor. In column 6 it is assumed that labour and capital are available in elastic 

supply at prices which are fixed in terms of all goods prices.7

The most striking feature of the results in Table 6-15 is their similarity. Increasing 
the elasticity with which factors are supplied increases the output and factor demand 

effects of technical change in the booming sector, and reduces the amount by which they

7Readers should note the distinction between the supply of mobile factors to a single sector and that to 
the economy as a whole. The alternative assumptions examined in this section refer to the latter concept. 
Evenson (1975) has analysed cases of agricultural growth when labour is immobile between sectors. 
Experiments with labour intersectorally immobile (or only partially mobile) have not been performed in this 
study because empirical evidence from the Philippines suggests that at the margin there is considerable 
labour mobility between sectors, especially within rural areas. That there may be inframarginal immobility 
of labour is recognised when evaluating changes in household incomes by making the incomes of farmers 
dependent on sector-specific land as well as on labour.



191

Table 6-15: Effects of a neutral technical change shock in sector 1 
under alternative factor market assumptions

ooÖt—
HIIb

E n d o g en o u s e, =  0 e / = 1 .5  ez =  0 E t  = 1.5 C o n sta n t C onstan t
va ria b le e t = 0 e* = 0 1.5 e t = 1.5 nom . p r . rea l pr.

(1) (2) (3) (4) (5) (6)

L a b o u r  d em a n d
A gric. 1 2.65 3.95 3.01 4 .00 4.35 3.38
A gric . 2 -0 .46 -0 .1 2 -0 .35 -0 .10 0 .00 -0 .26
S erv ices 1.35 3 .09 1.30 2.81 2 .00 1.85
M ’fac tu rin g -2.77 0 .43 -3 .15 -0.27 0 .00 -1.33

C a p ita l d em a n d
A gric . 1 3.35 4 .19 4 .24 4.65 5 .16 4.02
A gric . 2 -0 .12 -0 .2 6 0 .12 -0 .09 0 .00 -0 .12
S erv ices 3.87 3 .44 6.25 5 .04 4 .00 3.70
M ’fac tu rin g -3 .34 -3 .2 2 -0 .44 -1.35 0 .00 -2 .44

P ro d u c t su p p ly
A gric . 1 11.99 15.17 14.38 15.26 15.60 14.67
A gric . 2 -0 .42 -0.11 -0 .32 -0 .09 0 .00 -0 .24
S erv ices 3.40 4 .54 4 .79 5.27 4 .00 3.70
M ’fac tu rin g -3 .68 -1 .48 -2 .33 -0 .92 0 .00 -2 .22

F a c to r  su p p ly
L ab o u r 0 .00 1.40 0 .0 0 1.20 1.10 0.58
C ap ita l 0 .00 0 .00 2 .40 1.55 1.92 0.47

R e a l P rices
L ab o u r 0 .94 -1 .60 0 .07 -1 .80 -1 .68 0.00
C ap ita l 0.47 -0 .5 0 -1 .39 -1 .57 -1 .68 0.00
S erv ices 4 .10 3 .49 4 .13 3.59 2 .32 3.44

F. fac to r 1 16.46 20 .39 18.34 21.05 23 .32 19.18
F. fac to r 2 -6 .79 -3 .68 -5 .75 -3 .45 -1 .68 -4.71
F. fac to r 3 11.96 14.25 15.05 15.93 11.65 12.08
F. fac to r 4 -11 .47 -6 .17 -8 .17 -4 .78 -1 .68 -7.67

R ea l G D P 1.21 2 .70 2 .30 3.20 3.22 2.31

R e a l h o u seh o ld  incom es  
L ab o u re rs  2 .49 1.13 1.63 0.77 -0 .80 1.04
U rban  3 7 .24 8.75 9 .56 10.03 6.93 7.31
U rban  4 -9 .16 -5 .55 -6 .70 -4 .46 -2 .40 -6 .52
L an d lo rd s  1 7 .90 9 .4 6 9 .10 10.02 10.50 8.98
L an d lo rd s  2 -3 .74 -2 .29 -2.91 -1.95 -1 .60 -2 .82
F arm ers 1 6.26 6.58 6.78 6.87 6.30 6.28
F arm ers  2 -0 .69 -0 .32 -0.51 -0 .26 -0 .80 -0 .74
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fall in other sectors as might be expected, but the changes are small. Real factor price 

changes are weakly negative when factors are elastically supplied (columns 2-4) and 

when factor prices are fixed in nominal terms (column 5). Comparing columns 4 and 5, it 

is evident that setting factor supply elasticities to values of 1.5 is roughly equivalent to 

imposing a fix-price assumption and allowing markets to clear through quantity 

adjustments. Because supplies of specific factors remains perfectly inelastic, the 

magnitude of the change in each endogenous variable due to an increase in the elasticities 

of mobile factor supply increases at an exponentially decreasing rate. For this reason 

experiments (not reported in Table 6-15) in which factor supply elasticities were set to 

values of 10, 20 and 50 produced results hardly different from those shown in column 4.

Real factor price changes decrease - and even become negative - as their supply 

becomes more elastic, but factor incomes - which take increased employment into 

account - do not change by as much. This dampens fluctuations in the functional and 

household income distribution results. Although the magnitudes of relative income 

changes differ according to factor supply conditions, the ranking of households according 

to their income changes is almost the same in all experiments. The implication of the lack 

of substantial variation in distributional outcomes is that they are not greatly altered by 

the assumpdons made regarding the operation of factor markets.

6.4.7. Empirical technical change shocks

The experiments conducted so far have been counterfactual in that they have analysed 
factor-neutral and factor biased components of technical change shocks in isolation from 

one another. In Chapter 5, Table 5-7, it was shown that technical change in Philippine 

agriculture has not been neutral with respect to factors; nor has the overall rate of 

technical change been constant between sectors 1 and 2. Values of the technical change 

parameters reported in that table form the basis for the empirical technical change shocks 

evaluated in this section. From the estimates in Table 5-7, weighted averages of the 
factoral rates of technical change A', for i = fertiliser, animal power and farm machinery, 

were used to construct an aggregate factoral rate Ak' for mobile capital. An exogenous ten 

per cent increase in the rate of technical change was then applied to the model by 

increasing each technical change variable by a factor of 10. The values of the shocks are 

shown in Table 6-16. The results are shown disaggregated by adjustment mechanisms in 

Table 6-17, and by their component technical change shocks in Table 6-18. These results 

are thus an attempt to simulate the ceteris paribus, constant price distributional effects of 

technical change and factor biases in the recent history of the Philippines.
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Table 6-16: Values of empirical technical change shocks

Sector V V r

Agriculture 1 14.826 6.265 -1.911 7.645

Agriculture 2 1.031 -1.164 -0.019 0.267

The technical change shocks are dominated by sector 1 changes, and in particular by 
the land-saving bias. This bias, together with the rapid overall rate of technical progress 

experienced in sector 1, more than offsets the labour-saving bias evident in the same 

sector (Table 6-18). The results thus bear a close resemblance to the hypothethical case 

of a neutral shock in sector 1: the spending effect and the real appreciation component of 

the resource movement effect are less important to distributional outcomes than are the 

factor market adjustments associated with the booms (Table 6-17). Because the overall 

rate of technical progress in sector 2 is so low, real returns to owners of sector 2 land fall 
dramatically. Real mobile factor prices rise, with w' exceeding r by 1.8%. The magnitude 
of the land-saving bias ensures that the real incomes even of sector 1 landlords fall 

relative to labourers’ incomes. Labourers’ incomes rise by 10.9% relative to aggregate 
landlords’ incomes, and by 6.0% relative to all farmers’ incomes. Considered in isolation 
from contemporary changes in relative prices and factor endowments, the direction of 
technical change appears to have brought relatively greater benefits to poorer groups 

(farmers and labourers), having a positive effect on income distribution. This is so in 

spite of a clear worsening in the profitability of production in sector 2: the losses in that 

sector are absorbed by households owning sector 2-specific land in proportion to then- 

ownership of it. Sector 2’s landlords lose heavily, and the incomes of farmers in poor 

agricultural areas fall relative to those of labourers, and of farmers in well-irrigated areas.

6.5. Appraisal

In the Stolper-Samuelson world of two (mobile) factors and two traded goods, a small 

change in relative commodity prices raises the real return (in terms of both goods 

produced) of one factor, and reduces that of the other. The interests of capital and labour 

are fundamentally opposed, since gains by the owners of one factor can be achieved only 

at the expense of owners of the other. The same results occur in models (such as that in 

Cassing and Warr 1985) in which mobile factor prices are determined independently of 

changes in the booming sector. In such models only the spending effect alters the returns
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Table 6-17: Effects of a technology shock with empirically estimated
technology response parameters

Endogenous
Variable

R e s o u r c e  
Factor 

Markets 
(1)

M o v e m e n 
Real 

Apprec’n 
(2)

t E f f e c t  
Total RM 

Effect 
(3)=(l)+(2)

Spending
Effect
(4)

Total
Change

(5)=(3)+(4)

Labour demand -

A gric. 1 9 .7 0 -0 .87 8.84 -0 .75 8.08
A gric . 2 1.65 -0 .2 4 1.41 -0.21 1.20
S erv ices -3 .33 1.51 -1 .82 1.31 -0.51
M ’fac tu rin g -4 .5 0 -1 .26 -5 .77 -1 .10 -6 .86

Capital demand
A gric. 1 18.85 -1 .00 17.86 -0 .86 17.00
A gric . 2 1.12 -0 .19 0.93 -0 .08 0 .86
S erv ices -2 .48 3.21 0.73 2.78 3.51
M ’fac tu rin g -2 .15 -2 .04 -4 .19 -1 .77 -5 .96

Product supply
A gric. 1 17.09 -0 .83 16.26 -0 .72 15.54
A gric . 2 0 .55 -0.21 0 .34 -0 .19 0.15
S erv ices -4 .1 6 3 .14 -1 .02 2 .72 1.70
M ’fac tu rin g -4 .1 6 -1 .96 -6 .12 -1 .69 -7.81

Real Prices
L ab o u r 4 .99 0.08 5.08 0 .07 5.15
C ap ita l 3 .3 2 0.01 3.33 0.01 3.33
S erv ices 0 .0 0 3.18 3.18 2 .76 5 .94

F ixed  fac to r 1 12.76 -4 .85 7.91 -4.21 3.70
F ixed  fac to r 2 -4 .13 -3 .89 -8.01 -3 .37 -11 .38
F ixed  fac to r 3 -9 .98 10.49 0 .52 9 .09 9.61
F ixed  fac to r 4 -9 .4 2 -6 .46 -15 .88 -5 .6 0 -21 .48

Real GDP 0 .38 0 .30 0 .69 0 .26 0.95

Real household incomes
L abourers 4 .99 0.98 5.97 0 .84 6.81
U rban  3 -6 .0 0 6.19 0.21 5.37 5.58
U rban  4 -5 .6 0 -5 .67 -11 .2 6 -4.91 -16 .17
L and lo rds 1 8 .00 -3 .06 4 .94 -2 .65 2.29
L and lo rds 2 -1 .15 -2 .46 -3 .60 -2 .13 -5 .73
F arm ers 1 6.63 -1 .05 5.58 -0.91 4.68
F arm ers 2 1.01 -0 .69 0 .32 -0 .55 -0 .22

Totals may not be exact due to rounding errors.
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Table 6-18: Individual effects of technology shocks with empirically estimated
technology response parameters

Endogenous
Variable

AZI'= 1 4 .8 2 6
A22'= 1 .031

Technical change shocks

ALl'=6.265 AKl'= -1.911 
AL2' = - 1 .164 AK2'=-0 .019

Tx'= 7 .6 4 5  
T2'=0.267

Total
Change

Labour demand
A gric. 1 12.13 -5 .97 -0 .06 1.99 8.08
A gric . 2 0 .32 1.24 -0 .02 -0 .34 1.20
S erv ices -1 .95 0.31 0 .06 1.07 -0.51
M ’fac tu rin g -5 .36 0 .69 -0.01 -2 .18 -6 .86

Capital demand
A gric . 1 12.46 0 .20 1.81 2.53 17.00
A gric . 2 1.06 -0 .03 -0 .00 -0 .08 0.95
S erv ices 0.71 -0 .18 -0 .08 3.06 3.52
M ’fac tu rin g -3 .10 0 .09 -0 .30 -2 .64 -5 .96

Product supply
A gric . 1 12.32 0.27 -0 .06 3.01 15.54
A gric . 2 0 .38 0.07 -0 .02 -0 .28 0.15
S erv ices -1 .13 0 .14 -0.01 2.69 1.70
M ’fac tu rin g -5 .25 0 .50 -0 .17 -2 .89 -7.81

Real Pricesa
L ab o u r 4 .62 -0 .53 0.07 0.98 5.15
C ap ita l 2 .78 -0.21 0 .15 0.61 3.33
S erv ices 2.57 0 .96 0.11 3.49 7.13

F ix ed  fac to r 1 -9 .64 0 .22 -0 .32 12.64 2 .90
F ix ed  fac to r 2 -7 .3 4 0 .02 -0 .22 -4 .56 -12 .10
F ix ed  fac to r 3 -1 .37 -0 .55 0 .10 9.71 7.89
F ix ed  fac to r 4 -13 .48 0 .54 -0 .48 -8 .78 -22.19

Real GDP 0 .20 0 .06 -0.01 0 .82 1.07

Real household incomes
L ab o u re rs 5 .34 -0 .59 0 .10 1.96 6.81
U rb an  3 -0 .35 0.13 0.08 5.73 6.07
U rb an  4 -9 .88 1.00 -0 .33 -7 .22 -16 .52
L an d lo rd s  1 -3 .95 0.41 -0 .10 5.93 2.29
L an d lo rd s  2 -3 .40 0.37 -0 .07 -2 .63 -5.73
F arm ers  1 -0 .09 0.01 -0 .00 4.75 4.68
F arm ers  2 0 .12 -0 .09 -0 .00 -0 .33 -0.31

Totals may not be exact due to rounding errors.
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to capital and labour, and Stolper and Samuelson’s prediction that one factor price must 

fall in real terms holds true.

In Table 6-10, however, the real prices of both mobile factors are seen to rise. Table 

4-1 summarised the preconditions for such a result to be possible. If factor supply 

elasticities are equal, then for the change in w'-r '  to be unambiguously positive 

(negative) requires that both the booming sector and the sector producing non-traded 

goods - which grows as a result of the spending effect - be labour-intensive (capital- 

intensive) in terms of the two mobile factors. In this simulation model sector 1 - the 

booming sector - is labour-intensive relative to capital. The resource movement effect of 

the boom thus raises w ' - r .  Sector 3, however, is capital-intensive relative to labour, so 

the spending effect lowers w '- r  . When the general equilibrium effects of the boom are 

taken into account, the interests of owners of the mobile factors are not opposed. Rather, 

their combined interests are in opposition to those of the owners of specific factors, since 

any rise in specific factor endowments raises w and r relative to all specific factor prices, 

and vice versa. The harmony of interests of labour and capital exhibited in this model8 

stands in sharp contrast to the conflict implied in models with fewer specific factors, such 

as that of Cassing and Warr (1985). The contrast serves to highlight the influence exerted 
by assumptions concerning the sector-specificity of factors in determining distributional 

outcomes..

The real income decline experienced by owners of specific factors in sectors 2 and 4 
when technical progress is restricted to sector 1 draws attention to the fact that the 

interests of all owners of fixed factors are not bound to coincide. It is well-known, of 

course, that the interests of farmers are hurt by increases in manufacturing protection, so 

to find the converse result is not surprising. In the case of landowners in sector 2, their 

losses due to technical progress in sector 1 will prompt efforts to appropriate the same 

technological innovations for their own farms. Quizon and Binswanger described this 

imperative in succinct form:
Whether landowners ultimately gain or lose from regional technical changes, their 

position - relative to other regions - is better, the faster is their own rate of technical 
change. As long as landowners cannot stop technical change investment in other 
regions, they must attempt to achieve high rates of technical change in order to 
minimise their losses from technical change elsewhere (1983, p.535).

The simulation exercises reported in this chapter highlight the distributional

8A similar coincidence of interests is implicit, under some assumptions, in the specific factors model 
explored by Jones and Easton (1984).
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outcomes between groups of producers with and without access to new technology, and 

between owners of fixed and of mobile factors. In spite of a fundamentally different 

structure and assumptions, the results are in broad agreement with the main conclusions 

obtained in a prominent paper by Hayami and Herdt (1977) which compares changes in 

the incomes of small and large farmers, consumers and producers, and landlords and 

tenants, in a single sector rice production model with skewed ownership of land and a 

bimodal farm size distribution. Producers in their model face inelastic demand for their 

output and fixed prices for mobile factors. Their focus is on the proportion of output sold 

by different classes of producers (small and large farmers, landlords and tenants), because 

this is seen as an important determinant of the distributional consequences of technical 

progress:
If demand is price inelastic and prices are permitted to adjust to market forces, the 

degree of consumers’ surplus internalised by farm producers is inversely related to the 
proportion of output sold (pp.245-246).

Hayami and Herdt’s simulation study suggests that the decline in rice prices caused by 

technical progress spreads the income gains towards net consumers of rice - non
producers, and small farmers for whom marketed surpluses are very small - and away 

from net producers, i.e. large farmers and landlords whose marketed surplus is large, and 

in whose consumption expenditures the share of rice is small. The authors conclude that 

"improved technology is a force tending to equalise incomes among rice producers"
(p.252), arid that modern rice technology

...benefits both consumers and producers...it tends to transfer income from large 
commercial farmers and landlords to the urban poor and rural landless classes (p.255).

The experiments conducted in this chapter reveal that the conclusion reached by 

Hayami and Herdt can be arrived at independently of a great many of their assumptions, 

and in particular without the need to assume infinitely elastic mobile factor supplies or 

inelastic demand for agricultural produce.

6.6. Summary and conclusions

In this chapter the analytical results of Chapter 4 and the empirical findings of Chapter 5 

were combined in a simple general computable general equilibrium (CGE) model for the 

analysis first of hypothetical, then of actual technical change shocks. The counterfactual 

shocks included balanced growth in both agricultural sectors, asymmetric growth 

(technical progress in one agricultural sector only), and two types of factor-biased 

technical changes. Results were evaluated for their sensitivity to changes in all parameter 

values, with detailed analysis of the influence of alternative assumptions on some crucial 

parameters, the elasticities of supply of mobile factors. Seven representative households,
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distinguished both by their resource endowments and their consumption patterns, were 

defined, and the effects of the technical change shocks on their incomes studied.

Econometric analysis in Chapter 5 showed that in well-irrigated areas of agricultural 

production in the Philippines, technical change has been rapid, and at constant output 
biased towards saving both land and labour - and land relative to labour. Both the rate of 

technical progress and the biases of changes in poorly irrigated areas have been very 

small by comparison. Incorporated in the model, empirically estimated parameters of 

technical change and factor bias altered the functional income distribution in favour of 

owners of mobile factors, and especially labour. Changes in the household income 

distribution thus saw relatively large benefits accruing to landless labourers, with small 

gains to farmers and landlords in the well-irrigated sector, and losses to farmers and 

landlords in the poorly irrigated sector.

Two major features of changes in the distribution of income not readily captured in 

partial equilibrium models were noted. One was the loss inflicted upon owners of the 
specific factor in the Tagging’ agricultural sector when overall rates of technical progress 

varied between sectors. The other was the gain enjoyed by owners of the specific factor in 
the sector producing the non-traded good, which expanded to the extent that additional 

income created by the agricultural boom was spent in that sector. In spite of elastic 
demand for the agricultural commodity, the size of the spending effect was sufficient for 
households other than landowners in the well-irrigated sector to capture substantial 
benefits from technical progress.

Most experiments were conducted under the assumption that domestic mobile factor 

endowments are fixed in the short run. In the later part of the chapter this assumption was 

relaxed, and the case of neutral, asymmetric technical change re-assessed with a range of 

values of the supply elasticities of labour and capital. More elastic factor supplies had 

predictable results on factor prices: the more elastic the supply, the more likely was a fall 

in the real factor return. Lower real factor returns, however, were found to be offset by 

increased factor employment when supply was elastic. Thus real factor incomes were 

little changed even when factor markets were assumed to clear through quantity rather 

than price adjustments.

The results obtained confirm the prediction, made in Chapter 4, that when factor 

prices are influenced both by the boom in a tradeables-producing sector and by the 

consequent spending effect in the non-traded goods sector, it is not necessarily the case 

that the price of one mobile factor must rise in real terms and the other fall. If these two
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sectors have opposed factor intensities - as they do in this model - then whether or not one 

factor price falls in real terms will be determined by the relative size of the sectors and of 

the two components of the boom - the resource movement effect and the spending effect; 

factor substitution relationships; and the relative values of factor supply elasticities. In 

this model the resource movement effect dominated the spending effect in the magnitude 

of most changes. Since the agricultural sectors are relatively capital-intensive, this caused 

real wages to rise relative to the returns to mobile capital; however the real returns to both 

capital and labour rose in all the experiments in which mobile factors were inelastically 

supplied.
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Chapter 7

Summary and Conclusions

7.1. Summary

This thesis examines technical change in Philippine agriculture and its general 

equilibrium effects on the distribution of income. The historical and economic context of 

the study is established in Chapter 2 with a review of postwar economic development in 

which special emphasis is placed on the the role of agriculture in the development 

process, and on attempts by the state to achieve economic growth through import- 

substituting industrialisation. Between 1950 and 1980, domestic capital for industry was 

raised from agriculture by means both direct - the taxation of the agricultural surplus - 
and indirect, especially through currency overvaluation and industrial investment 
subsidies. However, industrial employment failed to grow at a rate equal to that in the 
labour force for most of the period under study. It has been argued that industrial 
promotion contributed to a widening of existing inequalities in the distribution of income 

- primarily through a decline in the ratio of rural to urban incomes.

Agricultural policy was dominated by the twin goals of food self-sufficiency and the 
provision of cheap wage goods to the urban/industrial labour force. In the 1950s 

agricultural growth was achieved through expansion of the area cultivated, but the supply 

of new cultivable land began to diminish around the end of that decade. Subsequent 

growth was achieved by intensifying the use of intermediate agricultural inputs, 
expansion of the effective land area through irrigation works, and technical change. The 

state was active in the promotion of all of these highly complementary sources of growth. 

Evidence presented in Chapter 3, however, shows that agricultural development policies 

led to a concentration of public investment, extension, input subsidy programs and 

research in irrigated agricultural areas. For example, major public programs aimed at 

promoting output growth through rapid technical change - notably the rice sector 

Masagana-99 program - were directed almost exclusively at farmers in irrigated or 

otherwise very well-endowed agricultural areas.
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Chapter 3 also argues that the technical and economic differences in agricultural 

production between irrigated and other areas justifies an analysis of the distributional 

effects of technical progress based on this environmental division. The analysis seeks to 
complement, rather than compete with, the more usual analytical division of agriculture 

on the basis of production primarily for export or for the domestic market.

The large size of the agricultural sector in relation to the Philippine economy 

suggests that partial equilibrium analysis would be inappropriate. Chapter 4, therefore, 

presents a simple general equilibrium model in which irrigated and other agriculture are 

represented as two distinct sectors producing the same good, linked through factor and 

commodity markets to a third sector producing a non-traded good. The effects of factor- 
neutral and factor-biased technical change ‘booms’ in the irrigated agricultural sector are 

evaluated for their effects on sectoral factor demand and supply response, prices, and the 

functional and household distributions of income. It is shown that in general equilibrium, 

the distribution of income among owners of factors employed in agriculture can be 

expected to depend on technology in non-agricultural sectors as well as on the form of 

technical progress taking place in agriculture.

In Chapter 5 aggregate regional data on prices, production and factor demand in 
Philippine agriculture are used to obtain econometric estimates of the parameters of 
agricultural technology required by the general equilibrium model. Information about the 

extent of irrigation by region and year is used to infer separate sets of factor demand and 

product supply parameters for typical ‘well irrigated’ and ‘poorly irrigated’ areas 

corresponding to the two agricultural sectors of the model in Chapter 4. A feature of the 
analysis is the use of national and regional research expenditures and the adoption rate of 

modem rice varieties (instead of the more usual time trend variable) as proxies for 

technical change. Estimates of factor demand and product supply response to these 

variables are then used to quantify overall and factoral rates of technical change, and 
factor biases, in each agroeconomic environment.

The analytical model of Chapter 4 and the empirical parameter estimates of Chapter 

5 are combined in Chapter 6 in a Johansen-type computable general equilibrium model to 

analyse technical change shocks and their income distributional consequences. 

Hypothetical changes in functional and household income distributions are generated by 

applying a range of technical change and factor bias shocks to both agricultural sectors 

(balanced agricultural growth) and to the ‘well irrigated’ sector alone (asymmetric 

growth). These counterfactual technical change shocks provide a controlled environment
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in which to study distributional outcomes and to evaluate the model’s performance 
against theoretical predictions. The results are disaggregated in two ways. First, the 

resource movement and spending effects of technical changes are isolated in order to 
evaluate their relative importance in determining changes in prices and incomes. Second, 

the effects of illustrative technical change biases are studied in isolation from the overall 

rate of technical progress. The model is tested for its sensitivity to parameter values, and 

in particular the elasticities of factor supply. In addition to the finding that the model’s 
predictions are robust with respect to parameter values, these tests indicate that altering 

the assumed values of factor supply elasticities - and even requiring factor markets to 

clear through quantity rather than price adjustments - affects the functional but not the 

household income distribution. Subsequently, the actual values of technical change 

parameters, computed from econometric estimates in Chapter 5, are employed in a 

simulation aimed at discovering the ceteris paribus effects of technical change on income 

distribution in Philippine agriculture.

7.2. Conclusions

The model used in this thesis combines two branches of economic analysis. The Corden- 

Neary booming sector trade model presents a rigorous specification of general 
equilibrium, but deals with technical progress in a summary manner, restricting it to 
Hicks-neutrality. The Quizon-Binswanger income distribution model has a detailed 

characterisation of technical progress, but only a cursory description of agriculture’s 

market linkages to other sectors. The methodological contribution made in this thesis is 

to incorporate the detailed specification of agricultural technical change of the latter 

model into the general equilibrium framework of the former. Analytical investigation of 

the properties of this model yields several conclusions.

(1) General equilibrium mechanisms do matter in assessing changes which take 

place within the agricultural sector. It is shown analytically (in Chapter 4) and through 

simulation experiments (in Chapter 6) that the distribution of a technical change boom 

among owners of factors employed in agriculture depends greatly on factor intensities not 
only within the booming sector but also in the sector producing non-traded goods. 

Independently of its income effect, the boom reduces the real price of agricultural 

products by raising the price ratio of non-traded to traded goods. This decline in 

agriculture’s terms of trade with the rest of the economy takes place regardless of whether 

demand for agricultural goods is elastic or inelastic.
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(2) The income (spending) effect of the boom produces a secondary ‘boom’ in the 

sector producing non-traded goods. The impact of the spending effect is further to reduce 

real agricultural prices, and to transfer some of the gains of the boom away from owners 
of fixed factors in the booming sector, towards owners of factors specific to the non- 

traded goods sector, and the owners of mobile factors employed in both sectors. Whether 

the real incomes of owners of labour ultimately rise or fall relative to those of agricultural 

landowners depends on the magnitude of the spending effect, and on relative factor 

intensities in the sector producing non-traded goods. An important outcome is that 

analytical constructs which do not specify intersectoral income effects and factor market 

linkages are thus likely to fail to capture some significant distributional effects of 

technical progress.

(3) Both analytical and experimental results demonstrate that changes in factor 

demand, output and the functional distribution of income among agricultural sectors 

depend greatly on the relative sectoral rates, and factor biases, of technical change. Trade 
theory predicts that movements in fixed factor prices are always magnifications of 

movements in the prices of the products they are used to produce. In the Philippine 

agricultural sector, where the share of sector-specific land in the value of production is 
large, variations in the rate and bias of technical change among agricultural sectors are 
found to produce dramatic changes in factor incomes.

(4) The thesis offers empirical estimates of the parameters governing agricultural 

factor demand, supply response and technical change separately for the well-irrigated and 

poorly irrigated areas of the Philippines. Most previous estimates of these parameters 

have either imposed the hypothesis of a single technology for all agricultural production, 

or have derived estimates from data collected mainly in the most advanced agricultural 

environments. Imposing such an assumption may produce quite misleading estimates of 

the relevant parameters. This study finds, for example, that the own-price elasticity of 
labour demand in relatively favourable agricultural environments is four times greater 

than that in relatively less favourable areas; for other agricultural inputs the difference is 

even greater. In the Philippines, where only about one quarter of agricultural land is 

irrigated and only slightly more is regularly capable of producing two crops per year, the 

environmental difference in factor demand and output responses to changing prices is 

important.

(5) The overall rate of technical progress in well-irrigated environments has greatly 

exceeded that in other areas. This has contributed to a downturn in agriculture’s terms of
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trade with the rest of the economy which has reduced the incomes of those whose 

livelihoods depend on agricultural production in areas of lower land quality. Previous 

empirical evaluations of the total benefits - and of the distributional implications - of 
growth based on data from well-irrigated areas have failed to identify separately losses 

suffered by agricultural producers in areas not deriving the same level of benefits from 

state programs, and having more tightly restricted access to new technologies oriented 

towards irrigated farm production.

(6) In addition to the overall rate, the biases of technical change have been quite 

different between the two environments. Technical progress in well-irrigated areas has 

been biased towards the use of fertiliser and farm machinery relative to labour and animal 

power. Doubtless the strength of the fertiliser-using bias is in part due to fundamental 

biases in the major technological innovations adopted in recent decades - primarily high- 

yielding varieties of rice. But the biases of new technologies also reflect relative factor 

prices. In the Philippines, programs for the promotion of agricultural growth through 

provision of marketing and financial infrastructure, research, extension and subsidies on 

the use of fertiliser and machinery have all been concentrated in irrigated areas.

Technical progress in those areas displays a marked labour-saving bias relative to farm 
machinery. This is not evident in poorly irrigated areas, where such technical progress as 
has occurred has been labour-using, and neutral with respect to machinery.

(7) The observation that technical progress in irrigated areas saves labour relative to 
farm machinery and fertiliser does not imply that irrigation per se reduces labour demand 

per hectare, only per unit of output. In fact, the results show that the provision of 
irrigation causes labour demand per hectare to rise dramatically. At constant prices 

irrigation increases the incomes of owners of labour absolutely, but reduces them relative 

to the earnings of owners of other variable factors.

Policy, technology and growth: an overview

Industrial promotion policies followed in the Philippines have penalised the profitability 

of farming in all regions. They have encouraged the development of an industrial 

structure characterised by high and increasing capital-intensity relative to labour. Returns 

to all agricultural production have been depressed by taxation and negative rates of 

protection. Concerned about food security and the political consequences of high urban 

food prices governments have compensated for reduced agricultural profitability by 

sponsoring a high rate of agricultural growth in irrigated areas through price incentives 

and technological support. Producers in areas not targeted by subsidy programs or
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varietal research, penalised once by the backwash from industrial promotion, have had 

profitability further lowered relative to their more favoured counterparts by the negative 

impact of rising production on relative agricultural prices.

Because labour is intersectorally mobile, the promotion of a capital-intensive 

industrial sector exerted downward pressure on real wages in all sectors. The expansion 

of irrigation raised labour demand by increasing the intensity of production on irrigated 

farmlands. Irrigation works would thus have had a positive impact on nominal wages, and 

possibly even on real wages through falling food prices. Technical progress in irrigated 

areas also raised labour incomes - as was shown in Table 6-17. In poorly-irrigated 

environments, however, the combination of policy-induced disincentives and a lack of 

significant technological progress have inhibited a major opportunity for substantial 

labour demand growth. Yields of upland rice, com and coconut, the major crops grown in 

poorly irrigated areas, have risen much more slowly than yields of irrigated rice. This has 

contributed to the persistence of inequality between rural and urban incomes.

The failure of industrial promotion policies in the Philippines has been made 

manifest by repeated crises on the trade account. Over several decades these crises 

formed a vicious circle with economic and political instability, infeasible public 

investment projects and capital flight, culminating in the economic collapse of 1983-86 

and political upheavals leading to the fall of the Marcos regime in February of 1986. The 

economic and political watershed of the early 1980s forced the new regime to conduct a 

searching reappraisal of the country’s entire development strategy and sparked a search 

for new sources of growth. Current policies for economy recovery and future growth 

appear to be oriented to the production of high value-added commodities for domestic 

markets and to raising the purchasing power of those with the greatest propensity to 

consume such goods, the poorest among the rural and agricultural population. Ironically 

perhaps, those members of the Filipino community most heavily penalised by past 

policies are now identified as the potential heroes of growth into the 1990s. In the words

of the Aquino administration’s review of agricultural policy:
The current state of the Philippine economy assures the complementarity between 

growth and equity as simultaneous objectives of a development strategy based on 
agriculture. The strong economic potential in agriculture remains largely unrealized. 
Moreover, rapid increases in agricultural incomes have powerful growth linkage effects 
in employment and income multipliers through the economy. Increased rural incomes 
are heavily oriented to food and relatively labor-intensive industrial consumer goods 
and services...[A] strong economic potential exists for agriculture not only to lead in the 
economic recovery of the Philippines, but also to contribute substantially to the 
upliftment of the living conditions of the rural populations (Agricultural Policy and 
Strategy Team 1987, p.3).
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Suggestions for future research

The availability of suitable data is a major constraint to rigorous quantitative 

investigations of developing country problems. In the past, many empirical questions 
concerning Philippine agricultural development have been addressed by the conduct of 

field surveys which, due to the considerable time and expense they require, tend to be 

limited in scope and geographical range. This study has been fortunate in gaining access 

to what is almost certainly the only data set of its type in the Philippines, one with cross- 

sectional breadth as well as time depth. Several research projects could profitably be 

devoted each to a subset of the variables in this data set. For example, the computation of 

accurate measures of changes in the quality of agricultural inputs over time (and between 

regions) would enable the more accurate isolation of price and technology effects in the 

course of agricultural development. This in turn would allow for a more accurate analysis 

of the effects of economy-wide policies and agricultural development programs on the 

technological choices faced by farmers.

The research in this thesis has striven to maximise the quality of analytical 

information to be gained from the data available, in a manner consistent with its known 

limitations. The results obtained from a small, stylised general equilibrium model are 

promising indicators of the potential of more complex models supported by appropriate 

data on household income and expenditures, non-agricultural production sectors, 
government revenues, expenditures and transfers, and foreign trade. Research projects of 
the type reported here - modeling some activities in detail but maintaining the broader 

general equilibrium perspective - could ultimately be combined in a rich analytical 

construct, capable of being used for the analysis of a wide variety and combination of 
exogenous shocks and endogenous growth mechanisms.
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