Triangular rogue wave cascades
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By numerically applying the recursive Darboux transformation technique, we study high-order rational solutions of the nonlinear Schrödinger equation that appear spatiotemporally as triangular arrays of Peregrine solitons. These can be considered as rogue wave cascades and complement previously discovered circular cluster forms. In this analysis, we reveal a general parametric restriction for their existence and investigate the interplay between cascade and cluster forms. As a result, we demonstrate how to generate many more hybrid rogue wave solutions, including semicircular clusters that resemble claws.
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I. INTRODUCTION

An unfortunate fact of life is that extreme events have a tendency to arrive in bunches. This concept is reflected in the well-known proverb “bad things come in threes” and its equivalent, “misfortunes never come singly.” Indeed, where one occurrence may be labeled a minor disaster, successive incidents can compound a situation into a complete catastrophe. Furthermore, each event is normally unexpected and always appears “from nowhere.” So, given the notorious unpredictability of extreme events, due consideration must be given to any scientific approach that explains how these incidents arise.

Archetypically, the serial nature of rogue waves is exemplified by the oceanic “three sisters” phenomenon, where three large waves appear as successive events. This is no longer merely legend but is now actively discussed in the literature [1–4]. Furthermore, many natural disasters potentially modelled as rogue waves show a repetitive or correlated nature. Hence, the issue naturally arises whether groups of extreme events can be described mathematically and whether they are arranged in a specific pattern. Of course, these are generally complicated questions to answer. Nevertheless, if we start with a certain simple model, such as one involving deep ocean wave evolution, we can write a partial differential equation that describes rogue wave phenomena in the lowest approximation. With this, we can give fundamental solutions that portray a group of distinct rogue waves as sequences of extreme events.

In particular, this approach can be applied to the nonlinear Schrödinger equation (NLSE) [5–7]. This is a well-justified model for deep ocean waves [8–10] as well as many other phenomena in physics [11–14]. The basic Peregrine soliton, a spatiotemporally localized solution of the NLSE, has been considered as a prototype of a first-order rogue wave. It has been studied both theoretically [15,16] and experimentally [17,18]. Furthermore, despite being a rough approximation of reality, the NLSE accurately describes physical rogue waves of relatively high order [19].

From this model, it is apparent that second-order rogue waves may appear as a single event [20] or as triplets [21] in space and time. Remarkably, there are no solutions that describe rogue waves appearing as doublets. This fact alone tells us that only certain patterns of rogue waves represent legitimate solutions to the NLSE [22]. This interesting observation poses the general question of what patterns are possible when we deal with extreme events of even higher order. Clearly, if we try to explain rogue waves based on linear theory [23–25], the concept of interference should allow any imaginable configuration, including a double peak. However, taking into account the rarity of a single high peak wave, two of them occurring in conjunction would be exceptionally improbable within the constraints of linear theory.

Thus, we utilize nonlinear analysis [8], which has been fruitful in describing not only single events but even higher-order solutions [6,22,26,27]. This approach recently led to the discovery of sophisticated circular “atomlike” structures [28], as well as higher-order triangular patterns [29] as an alternative arrangement. Each of these cases is nontrivial and requires special techniques for investigation, such as Wronskian methodology [26,27,30], Schur polynomials [29], or Darboux transformations [31–33]. Even so, the rapid increase of complexity with respect to solution order means that the analytic forms of these rogue wave arrangements become unwieldy beyond the case of a simple rogue wave triplet [21]. It is becoming clear that none of the techniques mentioned above can provide a complete understanding of all the structures that may exist in higher orders.

Nonetheless, in the present work, we have made a further step forward and found a systematic way to generate rogue wave patterns in the form of triangular arrays. Although glimpsed as a special case by Ohta and Yang [29], these structures not only complement previously discovered circular cluster forms [28] but can even be “hybridized” with them to produce new solutions of the NLSE, acting almost like primary elements of a structural basis set. To show this, we use the Darboux transformation method [31–33], which was specifically designed for constructing higher-order solutions of a certain class. The main difficulty here is to find the parameters that control the pattern. Unlike eigenvalues from the inverse scattering transform, these parameters do not automatically arise from standard techniques. They are buried deep within the methodology. Although implicitly related to translations along the spatiotemporal axes, they are not simple and describe the structure as a whole rather than the positioning of individual peaks. Thus, they have to be carefully detailed in the theory to be associated with a certain pattern.
Here, we show how triangularly arrayed cascade solutions appear in our scheme and prescribe the way they can be generated numerically for any order. The first time these complicated structures become pertinent is at third order, which already offers several patterns, in contrast to the simple triplet at second order. This is because the latter solution can be considered as either a triangular or circular array, while the distinction between the two forms must be made clear in the third-order case. By additionally hybridizing the circular cluster and triangular cascade forms, we can find new legitimate solutions of the NLSE, such as a “claw” structure. Thus, our work opens up another range of possible structures to encounter in nature or to produce in experimental works.

II. THE THEORY

We, first, establish the key concepts from the Darboux process [31], modified here to operate on the NLSE. In dimensionless form, the target equation is written as

\[ i \frac{\partial \psi}{\partial x} + \frac{1}{2} \frac{\partial^2 \psi}{\partial t^2} + |\psi|^2 \psi = 0, \tag{1} \]

where the wave function \( |\psi(x,t)| \) in Eq. (1) commonly describes the wave envelope. Variables \( x \) and \( t \) have different physical meanings, depending on traditions in each field. For example, in fiber optic applications [17], the variable \( x \) is the distance along the fiber while \( t \) is the retarded time in the frame moving with the pulse group velocity. On the other hand, in water wave applications [18,34], \( x \) is the dimensionless time while \( t \) is the distance in the frame moving with the group velocity. Nevertheless, this difference is largely unimportant, as simple linear transformation involving the group velocity allows us to change the equation and variables from one form to another. However, the choice of scaling factors in front of each term in Eq. (1) is unusually prescient; it is because of this particular choice that rogue wave clusters are spatiotemporally circular [28] and, likewise, the cascades we present below are essentially equilateral.

Applied to the NLSE, the Darboux method allows complicated solutions to be generated as nonlinear superpositions of lower-order forms. This procedure is well established in the literature and detailed specifics can be found elsewhere [28,33]. As a conceptual summary, the process creates \( n \) independent first-order components, the basic structure of which is uniformly determined by a zeroth-order seeding solution, and these are recursively combined into an \( n \) wave function. For example, a zero-background seeding input, \( \psi_0 = 0 \), generates simple solitons as individual first-order components, which then can be combined into multisolitonic structures [32].

More relevant to this work is the case when a plane wave, \( \psi_0 = e^{iT} \), is used as the seeding solution. The resulting first-order “building blocks” produced by the Darboux method are breather solutions, each with an identifying number \( j \) and three unique parameters. Two are simply regarded as shifts from a common origin along the \( x \) and \( t \) axes, which we label as \( x_j \) and \( t_j \), respectively. The third is the eigenvalue \( \lambda_j \), which controls the shape of the first-order component. As the real part of \( \lambda_j \) only affects the angle a solution makes with respect to the \( x \) and \( t \) axes, it can be omitted without loss of generality. However, the imaginary part is important for tuning the modulation period of the breather solution, as well as deciding to which axis the wave train is parallel.

For purely imaginary \( \lambda_j \), we can define the modulation frequency of a component as \( \kappa_j = 2 \sqrt{1 + \lambda_j^2} \). In the case when \( 0 < \text{Im}(\lambda_j) < 1 \) (\( \kappa_j \) is real), the solution is an Akhmediev breather (AB), which is localized in \( x \) but periodic in \( t \). When \( \text{Im}(\lambda_j) > 1 \) (\( \kappa_j \) is imaginary), the component is a Kuznetsov-Ma(KM) soliton, which is localized in \( t \) but periodic in \( x \). In the limit of \( \lambda_j \to i (\kappa_j \to 0) \), the period of each solution goes to infinity and, in the first-order scenario, a solitary peak remains. This quasirational solution is named the Peregrine soliton and has gained traction as a prototypical rogue wave. The three structures have been individually displayed previously [28]. In contrast, Fig. 1 here shows the result of the Darboux process for a third-order superposition involving a Peregrine soliton, an AB and a KM soliton, all in a single solution. For long periods, both the AB and KM soliton can be treated as chains of Peregrine soliton peaks. Indeed, in this limit (\( \kappa_j \to 0 \) for all \( j \)), every well-separated peak appears identical to a Peregrine soliton [17]. Thus, we shall henceforth refer to these as “rogue wave quanta” for convenience.

For the most part, higher-order multibreather solutions of the NLSE are intuitive and easy to comprehend. Although the recursive Darboux method is highly involved, the nonlinear superpositions of individual components are relatively recognizable, as in Fig. 1. However, there are a couple of exceptions to this rule. One is in the limit of two component eigenvalues becoming equal, called the degenerate case, and has been previously investigated in detail [35]. The other is the aforementioned higher-order rogue wave limit, when all component eigenvalues approach \( i \). If \( x_j \) and \( t_j \) have been left alone, all components are located at the same origin, and the overall wave function appears as a complicated but solitary peak, exemplified by Fig. 2(a). The analytic expression for this solution of eighth order can be written in explicit form [36]. To give an idea of its complexity, we only mention here that it occupies 60 printed pages. When the shift parameters enter.

FIG. 1. (Color online) A third-order NLSE solution. Component 1 is an AB (aligned with the \( t \) axis) with parameters \( l_1 = 0.8i, x_1 = 5, \) and \( t_1 = 0 \). Component 2 is a Peregrine soliton with \( l_2 \approx i \) located at \( x_2 = -5 \) and \( t_2 = -5 \). Component 3 is a KM soliton (aligned with the \( x \) axis) with parameters \( l_3 = 1.2i, x_3 = 0, \) and \( t_3 = 5 \).
the shift parameters is to spatiotemporally separate components with the use of NLSE breather solutions, as it indicates that two identical components cannot exist in the same domain without enforcing some asymmetry, essentially by way of contributing unequal component modulation frequencies are ordered by index and

The simplest consequence of this property is that no rogue doublet can exist in the same domain without enforcing a unique form of dissemination into the solution. The result is that, by changing $X_{j1}$ (or $T_{j1}$) alone, a second-order rogue wave becomes a rogue triplet with three quanta pulled apart [21]. Furthermore, for an order $n$ rogue wave, $X_{1n}$ pulls out a ring of $2n - 1$ quanta, leaving behind a central rogue wave of order $n - 2$. This is demonstrated by an unshifted eighth-order rogue wave in Fig. 2(a) becoming a circular rogue wave cluster in Fig. 2(b), with 15 peaks arrayed in a ring. Thus, for convenience, we henceforth refer to $X_{jn}$ (or $T_{jn}$) as a shift of order $n$.

In previous work [28], only one component was shifted with respect to the others, which meant the structures were relatively easy to predict. With this restriction, an order $n$ circular cluster forms only if $X_{jn}$ or $T_{jn}$ is nonzero. A higher-order shift does nothing to perturb a rogue wave, while a lower-order shift strips the ring entirely, leaving behind a rogue wave of order $n - 2$. We now extend the investigation to include manipulations of several components at the same time.

General solutions of up to order 2 are analytically attainable with symbolic software, but those of higher order become computationally intractable and cumbersome to express. Instead, we numerically employ the Darboux method as a recursive algorithm. Although technically we can present exact rogue wave solutions explicitly, in reality these solutions are much too oversized to be printed in journal pages. On the other hand, the shifts can be defined as functions of $\kappa$ such that, if the structure of a certain wave function remains unchanged as $\kappa$ becomes arbitrarily small, the numerical solution can be considered to approximate a rogue wave with the shifts as free parameters of the solution. This is an efficient way of revealing the new higher-order rogue wave structures.

We emphasize here that all the results presented in the next section use the exact same method as in previous work [28]. The new physics lies instead in an updated appreciation of Eq. (2). Prior thought assumed that each component shift was equivalent to one additional degree of freedom in the rogue wave limit. Correspondingly, an order $n$ wave function only depended on $X_{jn}$ (and $T_{jn}$) to transform into a nontrivial circular cluster structure, while all other terms in the shift expansion were considered unimportant due to complicated cancellations in the mathematics of the Darboux procedure. It is now understood, guided by numerics, that each shift order relates to its own degree of freedom in the rogue wave limit, and the structures presented in the following section differ intrinsically from circular clusters.

$$x_j = \sum_{m=1}^{\infty} \kappa^{2(m-1)} X_{jm} = X_{j1} + X_{j2} \kappa^2 + X_{j3} \kappa^4 + \cdots,$$

$$t_j = \sum_{m=1}^{\infty} \kappa^{2(m-1)} T_{jm} = T_{j1} + T_{j2} \kappa^2 + T_{j3} \kappa^4 + \cdots,$$

where $X_{jm}$ and $T_{jm}$ are “shift expansion” coefficients that are independent of $\kappa$, then it is possible to generate new structures by carefully selecting which coefficients to make nonzero. This is a fundamentally difficult concept to understand due to the intricacies of limit theory; all total shifts are technically zero for $\kappa \to 0$, provided that $X_{j1} = T_{j1} = 0$, but the coefficients still survive by a unique form of dissemination into the solution.
III. THE GENERAL PRESCRIPTION FOR CASCADE SOLUTIONS

With component shifts defined as in Eq. (2), first-order rogue waves are easy to understand. They are represented by a single Peregrine soliton that can be translated anywhere in the \((x,t)\) plane using our parameters \(X_{11}\) and \(T_{11}\). Second-order rogue waves also appear to be fully understood; the first-order shifts \(X_{j1}\) and \(T_{j1}\) translate the global structure, provided they are the same across the components, while the second-order shifts \(X_{j2}\) and \(T_{j2}\) break the structure apart into a triplet [21].

Complications start with the third-order rogue waves. These have three pertinent orders of shift, namely \(X_{j1}\), \(X_{j2}\), and \(X_{j3}\), as well as three components to move around. First-order shifts remain important only as translation variables for the global structure, and the third-order shifts appear to only separate a circular ring of five quanta from the main structure. As for the second-order shifts, they appear irrelevant when applied to one component alone [28] and, in most cases, equally unimportant when applied to multiple components. In the \(\kappa \to 0\) limit, nonzero \(X_{j2}\) and \(T_{j2}\) values generally appear to expel five quanta to the infinity boundary of the \((x,t)\) plane.

However, there is a nontrivial exception to the rule for these second-order shifts. Certain combinations of values can in fact arrange the solution into a stable structure with finite circumradius, where all six quanta are visible in the domain. For simplicity, we work only with shifts along the \(x\) axis and assume \(X_{12} < X_{22} < X_{32}\), although the following results are easily generalized. If the three components are equally and sufficiently “spaced apart,” such that \(\|X_{12} - X_{22}\| = \|X_{32} - X_{22}\| \gg 0\), and the frequency ratio adheres to the rule \(\kappa_1 : \kappa_2 : \kappa_3 = 0\), and the frequency ratio \(\kappa_1 : \kappa_2 : \kappa_3 = \sqrt{(k_1^2 + k_2^2)/2} : k_3\), the third-order rogue wave becomes arrayed in triangular fashion, as seen in Fig. 3(a). The six constituent quanta are well separated and the distances between the adjacent peaks are the same. We call this a rogue wave cascade as, in this typical arrangement, an observer would witness an increasing number of rogue waves over time, beginning with one solitary peak and ending with \(n\) Peregrine solitons for an order \(n\) structure. Of course, “cascade” is merely a convenient label. As we show later in Sec. IV, this structure can be freely rotated. This means that the progression of incidents can occur in reverse or even that the most dangerous time to experience this event may be midway between the first and last quanta observed.

With regard to structural control, varying the value of “differential shifts” tunes the spacing between the peaks. Knowing that a value of zero for all these second-order shifts results in a typical third-order rogue wave, structurally similar to Fig. 2(a) with one central high-amplitude peak, it is evident that small differential shifts will result in transitional wave functions, such as in Fig. 3(b). The triangular array is still evident in this case, but the quanta are deforming from perfect Peregrine solitons as they nonlinearly interact and merge. However, it is clear from the numerics that shifts alone do not control the interpeak spacing. As the difference between \(k_1\) and \(k_3\) increases, the cascade becomes more spatiotemporally compressed. Likewise, the cascade expands in the domain as the frequencies become more similar in value. The reason for this is likely to be that an AB with higher frequency contains more peaks within a set length than a lower-frequency AB. Even though the rogue wave limit leaves behind only a small number of peaks, depending on component number, the proportions of the frequency ratio are still reflected in the spatiotemporal length of a cascade edge.

Remarking, the differences \(\|X_{12} - X_{22}\|\) and \(\|X_{32} - X_{22}\|\) do not have to be one to one for a rogue wave cascade to arise, despite the regularity in interpeak spacing. If \(d_j\) denotes the second-order differential shift between the components \(j\) and \(j + 1\), then it is possible to generalize the frequency ratio required for such a structure as

\[
\kappa_1 : \kappa_2 : \kappa_3 = k_1 : \sqrt{d_1k_1^2 + d_2k_2^2} : \sqrt{d_1 + d_2} : k_3. \tag{3}
\]

For a rogue wave cascade to exist, there must be a perfect balance between shift parameters and the frequency ratio. Thus, for example, the set of parameters \(X_{12} = -300, X_{22} = 0, X_{32} = 500, \kappa_1 : \kappa_2 : \kappa_3 = 3 : \sqrt{15} : 5\) produces a rogue wave cascade in the \(\kappa \to 0\) limit, appearing no different from Fig. 3(a) except in spatiotemporal size. But any deviation from...
this prescription results in a structural transition from cascade to cluster, which is instantaneous in the $\kappa \to 0$ limit. As previously recognized [28], maintaining nonzero second-order shifts in this case forces a cluster ring to expand to the infinity horizon of the $x$ and $t$ axis, leaving behind one central Peregrine soliton. Therefore each rogue wave cascade is a specific case in parameter space and is highly unstable to general perturbation.

As mentioned by Ohta and Yang [29], higher-order cascades are also possible. For the Darboux method, this requires nothing more than a minor extension of the third-order prescription in Eq. (3). For simplicity, we continue to work only with $x$ shifts and the ordering $X_{12} < X_{22} < \cdots < X_{n2}$, noting that the results can be generalized to include $t$ shifts and rewritten for unorthodox orderings. Recalling that $d_j$ is the second-order differential shift between components $j$ and $j + 1$, a rogue wave cascade is always produced in the $\kappa \to 0$ limit, provided that

$$
\kappa_j : \kappa_{j+1} : \kappa_{j+2} = k_j : k_{j+1} : \sqrt{\frac{(d_j + d_{j+1})k_{j+1}^2 - d_{j+1}k_j^2}{d_j}}.
$$

(4)

for all $j$ ranging from 1 to $n - 2$. This is the exact same ratio as given for the third-order case, only expressed in terms of the first two component frequencies. This recursive relation also indicates that the structural stability of a rogue wave cascade depends only on how the frequency and position of a component relates to its nearest neighbors. Provided this constraint holds, cascades are generated instead of clusters, such as the fifth-order example in Fig. 4(a) and the seventh-order example in Fig. 4(b). Curiously, the sides of the triangular arrays hint at some degree of curvature.

IV. CASCADE PERTURBATIONS AND “CLAWLIKE” STRUCTURES

So far we have established that, modified in isolation, shifts of order $n$ generate circular clusters and second-order shifts are responsible for cascade solutions, provided a perfect balance is achieved with component frequency ratios. This is consistent with a second-order rogue wave, as a rogue triplet can be considered as both a cluster and cascade simultaneously. However, new third-order rogue wave structures, previously unreported in the literature, can be produced by manipulating shifts of second and third order simultaneously. For example, beginning with the cascade in Fig. 3(a), adding a third-order

FIG. 4. (Color online) Higher-order rogue wave cascades generated recursively with Eq. (4). (a) Cascade of order 5 with $X_{12} = 25j^2$ and $\kappa_1 : \kappa_2 = 1 : \sqrt{3}$. (b) Cascade of order 7 with $X_{12} = 25(j - 4)$ and $\kappa_1 : \kappa_2 = 1 : \sqrt{2}$.
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shift to a component can deform the triangular array into an “arrow” arrangement, shown in Fig. 5(a), where three rogue wave pairs are arranged in parallel. Continuing to increase this third-order shift eventually draws one of the rogue wave quanta into the center, forming the familiar cluster shown in Fig. 5(b). In fact, larger values beyond this point will simply expand the ring of the cluster as if there were never a rogue wave cascade. This implies that structures produced by shifts of different order can coexist, but one will dominate the NLSE solution, depending on parameter values. In our previous work [28], we did not generate rogue wave cascades, so a cluster was free to grow from a central high-order peak. However, if a rogue wave cascade has been successfully produced by the right ratio of modulation frequencies and second-order shifts, then a third-order shift must be sufficiently large in order to perturb the cascade into a cluster.

The structures shown in Fig. 5 indicate how a cascade transforms into a cluster when both are “pointed” in the same direction. This requires nothing more unintuitive than a minor rearrangement of rogue wave quanta in the domain. However, if the third-order shift applied to the solution in Fig. 3(a) is reversed in sign, the three peaks located in the $x < 0$ half-plane must eventually flip with respect to the $t$ axis in order to form a cluster that is a reflection of the one in Fig. 5(b). To achieve this, the three rogue wave quanta must merge into a second-order rogue wave, as shown in Fig. 6(a). We caution that the shift value at which this transition occurs is critically dependent on the proximity of $\kappa$ to zero in the numerical process. Thus, we provide the value of $\kappa$ used whenever detailing this transitional structure, which is unnecessary in all other cases. Nonetheless, this is a legitimate new solution of the NLSE, and we refer to it as a “claw” structure due to its spatiotemporal appearance. Furthermore, in some respects this solution is also a semicircular cluster; it has three peaks more than a solitary second-order rogue wave, all provided by the third component, but is four peaks short of a fourth-order cluster, which would be introduced by a fourth component. It is, thus, to be expected that claw structures of higher order also exist, albeit with more numerous “digits.” Regardless, a sufficiently large third-order shift once again completely converts the cascade into a circular cluster, shown in Fig. 6(b), at which point any increase of shift magnitude will extend the radius of the ring.
As previously mentioned, the cascade solution is precariously dependent on the ratio of second-order shifts. It is possible to include $t$ axis shifts of this order as well, but the vectorial directions of all second-order shifts must be aligned. If this is done, the rogue wave cascade can be spatiotemporally rotated to point in any direction, as shown in Fig. 7(a). However, no such restriction exists for third-order shifts. Hence, a cascade formed by second-order $x$-axis shifts can be perturbed by third-order $t$-axis shifts. This opens up a new range of asymmetrical rogue wave solutions, such as is shown in Fig. 7(b). As usual, a sufficiently large third-order shift will expand the structure into a circular cluster, neutralizing the effect of any second-order shifts.

By this stage, the possible variety of third-order rogue wave solutions is reasonably well understood. However, each additional increase of solution order introduces a greater degree of complexity. From the examples in Fig. 4, it is evident that second-order shifts can produce cascade solutions of any order. It also follows that a shift of order $n$ applied to any component can perturb the structure and still produce a $\kappa \to 0$ rogue wave solution of the NLSE. However, the intermediate orders of shift are also expected to produce novel and elegantly arranged structures. Even without cataloguing all these solutions, we can still show numerically that the results of the Darboux process adhere to certain patterns.

Recognizing that the clawlike structure in Fig. 6(a) was generated by applying a third-order shift to the middle component so it approached the first, the middle two components of a fourth-order cascade can similarly be pushed towards the apex. In this process, three quanta belonging to two components merge and form a second-order rogue wave. The entire solution, shown in Fig. 8(a), looks identical to the claw in Fig. 6(a), except for an additional four rogue wave quanta that form a second row. Furthermore, by applying a fourth-order shift to the structure, specifically pushing the third component towards the first two, it is possible to construct a claw with only one row of quanta, shown in Fig. 8(b). The trade-off is that the focal peak transforms from a second-order to a third-order rogue wave, due to fusion with three extra rogue wave quanta. Thus, we show that rogue claw structures are generic across all orders of nonlinear superposition and display predictable features.

V. CONCLUSION

In summary, our main results are as follows:

(1) We have shown the existence of a third-order triangularly arrayed multi-rogue-wave solution, generated numerically with the recursive Darboux method. These have recently been found as particular examples by Ohta and Yang [29], although we have further identified a general prescription for these “cascade” solutions, which involves prelimit component frequencies and second-order shifts.

(2) We have extended the prescription such that the Darboux method allows us to produce rogue wave cascades of any order. In all such cases, the shifts required are still of second order. Furthermore, as shifts of order $n$ produce circular clusters for an order $n$ solution, this suggests that shift orders between 2 and $n$ may be responsible for their own as-yet-undiscovered unique structures.

(3) We have further explored third-order rogue wave cascades and presented new solutions of the NLSE by including third-order terms in shifts. While the cascade prescription rigidly restricts the choice of second-order terms in shifts, the third-order terms are independent and can generate a myriad of perturbed forms. The relative strength of second-order shifts with respect to third-order shifts determines how similar the hybrid structure is to a cascade or cluster.

(4) We have shown that the new forms are not trivial and that Peregrine soliton peaks can merge to produce rather unexpected arrangements. In particular, we reveal new clawlike structures. These can also be considered as “semicircular” clusters and are indicative of an alternative class in the cluster hierarchy.

From a geometrical perspective, rogue wave cascades enrich the pattern of higher-order NLSE solutions. It is remarkable that the particular choice of NLSE in Eq. (1) produces limiting breather solutions that include not only circularly symmetric arrangements, but arrays in the shape...
of equilateral triangles as well. Furthermore, these structures are all associated with certain orders of shift in Eq. (2). This allows us to speculate that other elegant arrangements may also be possible for rogue waves of order 4 and beyond, simply by constraining relative component frequencies and other orders of shift in some manner. These prescriptions can only be proved beyond doubt by analytics, but the fact that these relations and their effect on structure are numerically well evident implies that a good understanding has been achieved already.

With regard to experiment, cascade solutions are important as the first theorized rogue wave structures beyond order 3 that do not contain any substructures other than Peregrine solitons. This means that experimentalists can produce higher-order arrangements without facing unduly large amplitudes. This is particularly beneficial in water wave tanks [18,19] as it is thought that wave breaking may limit the crest height with respect to the pulse width [37]. The scaling transform [20] can alleviate some of the pressure from breaking by decreasing the solution amplitude, but this comes at the cost of increasing the spatiotemporal width, which is not ideal in a tank of finite length. For this reason, it is expected that it will be easier to produce cascades than circular clusters in water.

The triangular arrangement of first-order rogue waves in a cascade may also be important in optics. In one sense, such a structure has already been seen in fibre, arising from a perturbed plane wave due to beating laser frequencies [38]. Despite minor variations in shape and the unavoidable periodicity of experimental pulse sequences, the triangular nature of the observed arrays is unmistakable. These observations are naturally linked to higher-order modulation instability. However, it will not be surprising if an ideal cascade emerges from increasing the beat period, much as an Akhmediev breather served as a pragmatic forerunner of an ideal rogue wave [17]. Furthermore, this triangular symmetry may be far more fundamental to nonlinear optics in general, with similar shapes produced experimentally from wave interactions in transverse pattern systems [39,40].

In any case, the increased number of peaks in a rogue wave cascade relative to that of circular cluster could prove relevant to the real world in its own way. If encountered in the ocean, an order \( n \) rogue wave cascade has \( n(n + 1)/2 \) chances to impact a vessel, as opposed to \( 2n \) chances for a circular cluster (where \( n > 2 \)). Worse yet, if the event is first encountered at a spatiotemporal vertex, the sea will only become rougher. Furthermore, considering that the possibility of peaks arising stochastically becomes smaller for higher orders, a cascade may be the typical form of complex rogue wave encountered in the ocean, much like the ubiquitous “three sisters” phenomenon. As for photonics, producing a cascade may be a way to transmit signals produced by the same initial conditions to different locations along the fiber. Alternatively, rogue wave cascades could be used to load-test materials in progressive steps with intense pulses. Whatever the eventual application, a detailed knowledge of possible rogue wave superpositions is no less important than that of multi-soliton solutions. While we have a complete understanding of the latter, conveniently aided by solitonic persistence in the time domain, multi-rogue-wave solutions are far more diverse and still require significant efforts to both comprehend and categorize.

In conclusion, we have studied a subset of higher-order NLSE rogue wave solutions that manifests itself as a triangular array of first-order rogue waves. We have also shown that the free real parameters that govern these structures are independent from those that produce circular rogue wave clusters. With particular emphasis on third-order structures, we have shown that careful modification of all parameters can produce cluster, claw-like and cascade structures, with a wide variety of intermediate patterns included. In this way, we move yet another step closer to understanding the full hierarchy of NLSE rogue wave solutions, which progressively appears to be much more complicated than the painfully familiar world of NLSE solitons.
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