Mathematical models for respiratory syncytial virus (RSV) transmission

Alexandra B. Hogan
Research School of Population Health

A thesis submitted for the degree of
Doctor of Philosophy
of The Australian National University
June 2017

© Alexandra Barratt Hogan 2017, All Rights Reserved
Declaration

Candidate

I declare that the work contained in this thesis is the result of original research and has not been submitted to any other University or Institution.

This thesis by compilation is based on the following papers to which I made a significant contribution as first author:


I also include a paper for which I was the third author. In this paper I assisted with the mathematical modelling and fitting models to data, conducted the sensitivity analysis and contributed to the manuscript:


In Appendix B I include an additional paper. While this paper is not related to the research work this thesis, I contributed to the manuscript, and it describes my role in establishing a new international mathematics society during my PhD candidature:


My specific contribution to each of the six papers for which I was first author is as follows:

1. I took part in planning the research and reviewing the literature. I wrote the MATLAB code for the mathematical model, ran the simulations, and produced the numerical output and figures. I contributed to interpretation of the results. I drafted the manuscript, coordinated co-author input and undertook revisions as requested by the reviewers.

2. I contributed to the research design and surveyed the literature. I wrote the MATLAB and XPP-AUTO code, performed the analysis, and produced the numerical output, figures and tables. I drafted the manuscript, coordinated co-author input and undertook revisions as requested by the reviewer.
3. I contributed to the research design and surveyed the literature. I wrote the MATLAB code for the mathematical model, ran the simulations, and produced the numerical output and figures. I wrote the XPP-AUTO code for the bifurcation analysis, and created the relevant figures. For the sensitivity analysis, I adapted existing sensitivity analysis code for my model, and produced the figures. I drafted the manuscript and coordinated co-author input, including interpretation of the results. I undertook revisions to the manuscript based on the peer review feedback, and managed the submission process.

4. I initiated the research plan and review of the literature. I wrote the MATLAB code for the time series analysis, ran the simulations, and produced the numerical output and figures. All authors interpreted the results. I drafted the manuscript and coordinated co-author input. I undertook revisions as requested by the reviewers.

5. I contributed to the research design and assisted with analysing the existing literature. I wrote the MATLAB code for the time series analysis, ran the simulations, and produced the numerical output and figures. All authors interpreted the results. I drafted the manuscript, coordinated co-author input and managed the submission process.

6. I led the process of planning the model development and analysis. I wrote the MATLAB code for the mathematical models with assistance from PTC, ran the simulations, and produced the numerical output and figures. All authors interpreted the results. I drafted the manuscript, coordinated co-author input and managed the submission process.

The word count for this thesis is approximately 53,000, excluding the front matter, abstract, tables and figures, references, appendices, and numerical code.

Name: Alexandra Barratt Hogan
Date: 12 June 2017
Signature: [signature]
Collaborating authors

I agree that Alexandra Barratt Hogan made the contribution to the authorship and research of paper(s) on which I am a co-author, as stated in the preceding pages.

Name: Kathryn Glass  
Date: 6 Oct 2016  
Signature: [Signature]

Name: Faye J. Lim  
Date: 2 Aug 2016  
Signature: [Signature]

Name: Hannah C. Moore  
Date: 2 Aug 2016  
Signature: [Signature]

Name: Parveen Fathima  
Date: 2 Aug 2016  
Signature: [Signature]

Name: Stephanie Davis  
Date: 18/10/2016  
Signature: [Signature]

Name: Peter Jacoby  
Date: 2/8/16  
Signature: [Signature]

Name: Robert S. Anderssen  
Date: 2016/10/07  
Signature: [Signature]

Name: Christopher C. Blyth  
Date: 16/10/16  
Signature: [Signature]

Name: Patricia T. Campbell  
Date: 14 October 2016  
Signature: [Signature]
Acknowledgements

I thoroughly enjoyed my PhD candidature and am very grateful for the wonderful supervision I received. I would first like to thank the chair of my panel, Katie Glass, for her intellectual guidance and mentorship. I really appreciate the time Katie took to meet with me every week, to assist me with both the technical aspects of my research and my writing. Thank you for making my PhD experience such a fulfilling one.

I would also like to acknowledge the contribution made by Geoff Mercer, who sadly passed away in April 2014. Geoff was a wonderful supervisor and mathematician, and a valued member of the academic community. I will always be grateful for how Geoff introduced me to the Australia and New Zealand Industrial and Applied Mathematics (ANZIAM) community. I have since come to know many supportive friends and colleagues in ANZIAM, and attending the society’s conference each year has been a highlight of my PhD.

I thank my supervisor Hannah Moore, particularly for her assistance in relation to the data used in this thesis. I am grateful to have had access to a high quality dataset for my PhD research, and thank PathWest Laboratory Medicine, the Linkage and Client Services Teams at the Western Australian Data Linkage Branch, and the custodians of all datasets used in this thesis. I also thank my supervisor Stephanie Davis for her advice, particularly in relation to the clinical aspects of RSV.

I give special thanks to my PhD adviser Bob Anderssen. I learned many things from our robust discussions at the Little Pickle cafe, and greatly value our shared experience in establishing APCMII. I look forward to more collaborations in the future.
Embarking on a PhD would not be possible without funding support. For this, I thank the ANU, the Research School of Population Health (RSPH) and the National Centre for Epidemiology and Population Health, for my scholarship and additional support. I feel particularly honoured to have received the Peter Baume Travel Grant and the Geoff Mercer Travel Endowment. I also thank the societies from which I have received travel funding, including ANZIAM.

I feel very fortunate to have been part of such a wonderful student group at RSPH. Our morning coffees and afternoon runs provided thesis motivation and created lasting friendships. In particular, I thank Katherine Thurber, Ellie Paige, Cimo Chen, Tanya Muller, Jenny Welsh, Naomi Clarke, Laura Ford, and Angus McLure. I also thank my family, especially Mum, Dad, Micaela, and Dominic, for their encouragement and enthusiasm for my research.

Finally I thank my fiancé, Nick, for his unwavering support. Nick became somewhat of an extra adviser during my PhD, always keeping on top of where paper submissions were up to, reviewing presentations, and keen to hear about the latest research developments. I’m looking forward to our next journey together.
Abstract

Respiratory syncytial virus (RSV) causes respiratory tract infections in infants and young children. Almost all children experience an RSV infection within the first two years of life, and while mortality due to RSV infection is low in developed countries, the virus presents a significant burden in Australia and internationally. In temperate regions, RSV displays strong seasonal patterns. In Perth, Western Australia, RSV detections show a distinct biennial cycle, and similar patterns have been observed in other temperate locations. While there is no licensed vaccine for RSV, there are several candidates in clinical trials. Understanding the seasonal patterns of RSV, and developing mathematical models that capture key transmission characteristics, can assist with planning the future rollout of an RSV vaccine.

This thesis focusses on three themes: age structure and immunity; seasonality and climate; and vaccination. For the first theme, I present age-structured compartmental mathematical models with waning immunity and seasonal forcing. I fit these models to RSV data for Perth and explore the parameter space and bifurcation structures. The models help explain the different patterns in RSV detections observed globally. In particular, both the seasonality and immunity parameters must exceed certain thresholds for the model to produce biennial patterns, which aligns with observed data. Further, I identify a window of birth rate parameters that produces biennial patterns, showing that RSV seasonality may not be only driven by weather and climatic factors as was previously thought.

The second research theme involves a time series analysis of both RSV and bronchiolitis data, as approximately 70% of bronchiolitis hospitalisations are linked to RSV infection. First, I identify a clear shift in seasonality for both RSV
and bronchiolitis, from the temperate to tropical regions of Western Australia. I then apply a mathematical time series analysis method, complex demodulation, to assess the validity of using bronchiolitis hospitalisations as a proxy for RSV cases. I find bronchiolitis and RSV are similar in terms of timing, but that epidemic magnitudes differ.

To address the third research theme, I adapt the compartmental model to incorporate a finer age structure, contact patterns and naturally-derived maternal immunity, to assess the potential impact of a maternal vaccination strategy for RSV in Perth. I find that the introduction of a maternal vaccine is unlikely to alter the regular biennial RSV pattern, but that the vaccine would be effective in reducing hospitalisations due to RSV in children younger than six months of age.

This thesis adopts both mathematical modelling and data analysis approaches to improve our understanding of RSV dynamics. Developing mathematical models for RSV transmission in the Australian context allows a better understanding of the relative importance of age cohorts, immunity, climatic factors, and demography, in driving different RSV epidemic patterns. Further, data analysis shows the extent to which bronchiolitis hospitalisations are representative of RSV detections, and that different approaches to interventions must be considered in temperate versus tropical Western Australia. These findings will be instrumental in planning an effective vaccine rollout strategy for Western Australia.
Conference presentations and invited talks arising from this thesis
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Introduction

1.1 Background

Respiratory syncytial virus (RSV) causes respiratory tract infections and is a significant cause of hospitalisations in the very young. Globally, RSV is responsible for about 70% of bronchiolitis hospitalisations and 40% of pneumonia hospitalisations in infants less than one year of age (Haynes, 2013; Mansbach et al., 2012), and the burden of RSV surpasses that of influenza in young children (Bourgeois et al., 2009). There is currently no licensed vaccine for RSV, but vaccine development has been gaining momentum over the past decade, with several pharmaceutical companies reporting RSV vaccine candidates in various stages of clinical trials (Broadbent et al., 2015).

In temperate climates, the available data shows seasonal patterns of RSV infection, with peaks of infection incidence in the winter months. Highly regular annual and biennial (two year) dynamics are often observed in temperate regions, although the seasonal behaviour is less defined in the tropics. While various hypotheses have been put forward to explain this seasonality, including higher rainfall and cooler temperatures in the winter months, the observed patterns in the available data have yet to be fully documented and explained.
1.2 Research motivation

The health care and economic burden of RSV is substantial, yet the transmission characteristics of RSV are not well understood, and little is known about the drivers of the seasonal patterns of incidence. The complexities of the transmission dynamics relate to age-dependent susceptibility and force of infection, the role of adults in transmission, the nature of immunity to RSV following an infection, and the particular temporal patterns of the virus.

In epidemiology, mathematical modelling has provided an improved understanding of the behaviour of seasonal infections (Altizer et al., 2006; Grassly and Fraser, 2006; Keeling and Rohani, 2008). Mathematical models are tools that can be used by researchers, health care planners and policy practitioners to help understand the causes of epidemics, and identify the groups in a population who are driving transmission. Models have been used to predict the outcomes of different epidemic intervention strategies, identify the key elements of past outbreaks, and inform future epidemic planning, for diseases such as measles (Roberts and Tobias, 2000) and hepatitis E (Mercer and Siddiqui, 2011). However, because the dynamics of infection are complex, and because RSV has received relatively little attention compared to other infectious diseases such as influenza, there is a paucity of representative transmission models for RSV in the literature. In light of the potential future introduction of an RSV vaccine, such models are needed to determine optimal vaccine rollout strategies for different jurisdictions.

The state of Western Australia is a particularly suitable region for which to investigate the characteristics of RSV transmission, because of its climatic diversity, and the availability of high quality population-based linked data that is not readily accessible elsewhere. Western Australia spans a range of climatic zones, including temperate and tropical, and is also divided into different administrative health regions. In Western Australia, population-based laboratory data is collected through a state-wide public pathology provider, and data may be linked through the Western Australia Data Linkage System (WADLS). For this research, I accessed data relating to RSV laboratory detections and acute lower respiratory illness hospitalisations, derived from a broader birth cohort data linkage study (Moore et al., 2011). Access to this data enabled me to investigate RSV dynamics for the setting of Western Australia.
In this thesis, mathematical modelling and data analysis techniques were applied to explore the transmission dynamics of RSV, to better understand and document RSV’s seasonal patterns, and to investigate the impact of an RSV vaccination strategy, with a particular focus on RSV in Western Australia.

1.3 Research themes

The goal of this thesis is to obtain a better understanding of the transmission dynamics of RSV by developing mathematical models that capture the RSV infection process. Three research topics form the basis for the grouping of chapters:

1. Age structure and immunity;
2. Seasonality and climate; and
3. Vaccination.

Research theme 1: Age structure and immunity

The aim of this research theme was to investigate strategies for incorporating age structures into RSV transmission models, and to identify the key parameters that influence the model outcomes, with a particular focus on immunity and demography. Age-structured compartmental models were fitted to the population-based linked laboratory dataset of RSV positive identifications in metropolitan Western Australia, and this fitting process allowed validation of the model. A preliminary sensitivity analysis indicated plausible ranges for different parameters, and the fitted model provided baseline parameter values for subsequent model analysis.

Research theme 2: Seasonality and climate

The goal for this theme was to explore and document the differences in seasonal patterns for RSV in different climatic zones. This was approached from two perspectives: a bifurcation and parameter space analysis of the dynamic model, and time series analysis of the RSV data. For the modelling component, the fitted model parameters from research theme 1 were used as a baseline for quantitative numerical analysis. I undertook several analyses to determine the ranges of parameter values that produce different qualitative outputs. In the analysis, I focussed on the seasonal forcing function parameters, waning immunity, and the
birth rate, with the objective of determining the relative contribution of these parameters to the seasonal dynamics produced by the model.

The second component centered on an analysis of data for Western Australia from eight different health regions. These health regions cover a range of climatic zones, including temperate and tropical. Mathematical time series analysis methods (Fourier analysis and complex demodulation) were used to investigate the changing patterns of both RSV and bronchiolitis over time.

Research theme 3: Vaccination
The goal for this research theme was to build on the model development and data analysis undertaken for research themes 1 and 2, in order to consider a vaccination strategy for RSV. I extended the compartmental model to incorporate a more detailed age structure and contact patterns between different age groups, and validated the model using hospitalised RSV cases. I then incorporated a maternal vaccine into the model, and varied the vaccine coverage, effectiveness, and duration parameters in order to evaluate the potential impact of a maternal RSV vaccine on the number of RSV-related hospitalisations in Perth.
2

Literature review

2.1 Introduction

Respiratory syncytial virus (RSV) is a major cause of respiratory tract infections in young children, and annual epidemics occur globally in many countries. First identified in chimpanzees in the 1950s, RSV was shortly thereafter found in infants with respiratory illness (Fields et al., 2013; Hall, 1981). The burden of RSV is significant. One recent analysis estimated that in 2005, 33.8 million new episodes of RSV occurred worldwide in children younger than five years of age (Nair et al., 2010).

This literature review is in two parts. In the first part, I discuss the known epidemiology of RSV, the available treatment options, the progress towards vaccine development, and the data on RSV detections in different climatic zones. In the second part, I provide a brief summary of the mathematics of infectious disease modelling, before discussing the mathematical modelling of RSV published in the literature to date.

2.2 The clinical nature and epidemiology of RSV

2.2.1 The virus and the clinical picture

Human RSV belongs to the Paramyxoviridae family of viruses, and is more specifically in the Pneumovirus subfamily (Domachowske and Rosenberg, 1999; González et al., 2012).
RSV is a single-stranded enveloped RNA virus with a genome that encodes 11 proteins, with the F and G proteins the most important surface glycoproteins (Ren et al., 2014) (see Figure 2.1). Isolates of RSV can be divided into two broad serological subgroups: RSV-A and RSV-B. Within these two major serotypes, 11 RSV-A and 23 RSV-B genotypes have been identified (although typing at the genotype level is not discussed further in this thesis) (Esposito et al., 2015).

RSV is spread through direct exposure to droplet secretions from the nose and mouth (from coughing and sneezing), and also through contact with contaminated fomites (Hall and Douglas, 1981; Paes, 2003). Symptoms of RSV are typically those of a cold, such as coughing, wheezing, hoarseness and fever. In its more severe form, it can cause conditions such as bronchiolitis, laryngotracheobronchitis, croup or pneumonia (Hall, 1981; Ismail and Reisner, 2001; Sorce, 2009). Severe disease is most likely to develop in the first few months of life, due to immunological and physiological immaturity (particularly small airway size) (Ruckwardt et al., 2016). Severe RSV infection has also been associated with the development of asthma and recurrent wheeze in later childhood (Borchers et al., 2013; Sigurs et al., 2000; Tregoning and Schwarze, 2010). Some children are at greater risk of
having a severe RSV infection, including children born prematurely, and those with existing lung conditions (such as cystic fibrosis), congenital heart disease or immunosuppression (González et al., 2012; Ismail and Reisner, 2001; Sorce, 2009). Birth during the first half of the RSV season is also reported to place a child at greater risk of developing a severe RSV infection, possibly due to lower maternal antibody levels or allowing a longer period for virus exposure in the early months of life (Simoes, 2003).

The latent period is the time between contracting an infection and becoming infectious. For RSV, this is generally reported as between four and five days (Fields et al., 2013; Hall, 1981; Lessler et al., 2009; Sorce, 2009). In terms of the duration of infectiousness, a study of hospitalised infants by Hall et al. (1976a) found that the mean duration of shedding was 6.7 days with a range of 1 to 21 days. The study also found that infants younger than one month of age shed a greater quantity of virus, and that RSV shedding tended to be greater and more prolonged in infants with a more severe infection, suggesting that the duration and quantity of shedding may be related to both age and severity of illness. A study by Okiro et al. (2010) of 193 children from 151 families, with a median age of 21 months, found that the mean duration of shedding was 4.5 days, and that children with a history of RSV infection had a 40% increased rate of recovery, which may be translated to a reduced period of infectiousness.

While it is widely accepted that immunity to RSV after an infection is short, the duration of immunity is not well understood. In a ten year prospective longitudinal study of children followed in a research day-care program, the attack rates for the first, second and third RSV infections were found to be 98%, 75% and 65%, respectively (Henderson et al., 1979). In a study by Hall et al. (1991), 15 adults with previous RSV infection were challenged with a safety-tested RSV virus of the same strain group, at two, four, eight, 14, 20 and 26 months after the initial natural infection. Reinfection was measured by nasal washes and immunofluorescence testing. The study found that by two months after the first challenge, about half of the subjects had been reinfected, and by eight months, two thirds had become reinfected. Within 26 months, 73% had had two or more RSV infections and 47% had had three or more.
2.2.2 The burden of disease

Mortality due to RSV infection in developed countries is low, occurring in less than 0.1% of cases (Wang and Law, 1998), while little data have been published about RSV morbidity and mortality in developing countries (Weber et al., 1998). However, hospitalisation costs in both developed and developing regions are estimated to be substantial (Haynes, 2013; Leader and Kohlhase, 2003; Tregoning and Schwarze, 2010; Yorita et al., 2007), making RSV a significant economic and health care system burden and a current priority for vaccine development (Broadbent et al., 2015; Cheon et al., 2014; Keener, 2014; Nyiro et al., 2015).

RSV is mainly observed in children younger than two years and studies suggest that almost every child will have contracted RSV by the time they reach this age (Hall, 1981; Sorce, 2009), with an estimated 0.5–2% of infants requiring hospitalisation due to severity of the symptoms (McNamara and Smyth, 2002). Newborn infants are typically protected from RSV infection by maternal antibodies until about six weeks of age (although infection can still occur in this early phase of life) (Cane, 2001; Domachowske and Rosenberg, 1999), and the highest numbers of observed RSV cases occur in children aged six weeks to six months (Brandenburg et al., 1997; Sullender, 2000). It is unclear whether RSV is mainly transmitted by children or adults (Weber et al., 2001), although introduction into a family is thought to often occur through a school-aged child (Hall, 1981; Hall et al., 1976b).

RSV is the leading cause of hospitalisation in young children (González et al., 2012) and an estimated 1% of all primary RSV infections lead to hospital admission for bronchiolitis (Hall, 1981). In a global meta-analysis, Nair and colleagues estimated that in 2005, 3.4 (2.8–3.4) million young children were hospitalised for RSV-related illness, and found that developing countries bear the largest RSV disease burden (Nair et al., 2010). Estimates of the hospitalisation rate for RSV-related illness vary substantially, although it is unclear whether this is due to methodological differences or true geographic differences in the burden of respiratory illness (Borchers et al., 2013; Hall et al., 2013). As RSV is not a notifiable disease, there is a lack of systematic surveillance data, making worldwide comparisons difficult (Ranmuthugala et al., 2011). A recent study in the United States estimated the RSV hospitalisation rate to be 5.2 per 1,000 children under 24 months of age. Research published in Australia estimated hospitalisation rates between 8.7 and 10.6 per 1,000 children under 12 months of age (Ranmuthugala et al., 2011).
While RSV is mainly a disease of young children, it is thought that repeat infections can occur throughout life (Cane, 2001; Henderson et al., 1979), and that RSV presents as a common cold in older children and adults (Hall, 1981; Smyth and Openshaw, 2006). Several studies have reported on outbreaks of RSV in aged care facilities and estimated the mortality caused by RSV in these older age groups (Hardelid et al., 2013; van Asten et al., 2012). One such study found that up to 18% of pneumonia hospitalisations in adults aged above 65 years are due to RSV infection (Han et al., 1999).

The healthcare system cost due to RSV is substantial. An Australian study found that RSV hospitalisations cost AU $9 million per year in New South Wales alone, and that the mean cost per episode in children aged less than five years is AU $6350 (Homaira et al., 2015). Another Australian study estimated the total direct healthcare cost as between AU $24–50 million annually (Ranmuthugala et al., 2011). One study estimated that in the United States, the total hospital charges for RSV-coded primary diagnoses between 1997–2000 exceeded US $2.6 billion (Leader and Kohlhase, 2003) and another study estimated the medical cost associated with children under five years of age to be US $652 million (Paramore et al., 2004). Note that these estimates do not account for indirect costs, such as those associated with carers’ time away from work.

### 2.2.3 Treatments and vaccine development

Treatment for RSV is usually in the form of supportive care. For hospitalised infants, depending on the severity of the infection, treatment may include oxygen therapy, ventilatory support, fever reduction, fluid intake, nutrition and rest (Sorce, 2009). The antiviral drug Ribavirin is approved by some international bodies to treat RSV-associated illness, but is not widely used in Australia. The use of Ribavirin is somewhat controversial due to questions about its efficacy, occupational risks (with it being administered through an aerosol spray), and high cost (Cane, 2001; Ventre and Randolph, 2007).

Many national guidelines recommend passive immunoprophylaxis for high risk children with the humanised monoclonal antibody palivizumab (Resch, 2014). While palivizumab is ineffective as a treatment for established RSV infection (Haynes, 2013), it has been found to be a safe and effective prophylaxis for premature and other high-risk children (The IMpact-RSV Study Group, 1998). High risk children include premature infants,
those with chronic lung disease, and those with congenital heart disease. Prophylaxis does not prevent RSV infection, yet monthly intramuscular injections of palivizumab lessen the severity of symptoms once an individual is infected and reduce hospitalisation rates (Bolisetty et al., 2005). While palivizumab is licensed in Australia to be administered to children at high risk of RSV disease and for the prevention of serious lower respiratory tract disease caused by RSV, there is no formal recommendation regarding palivizumab administration for RSV in Australia (Alexander et al., 2012; Australian Technical Advisory Group on Immunisation, 2013). Additionally, the use of palivizumab for prophylaxis is expensive, costing approximately AUD $7,500 per course (Fitzgerald et al., 2012), and the timing of the RSV season must be understood for effective prophylaxis scheduling (Moore et al., 2009a,b).

There is currently no licensed vaccine for RSV, despite about 50 years of vaccine research. An earlier formalin inactivated RSV vaccine, known as FI-RSV, reached clinical trials in the 1960s, but caused serious adverse reactions in young children upon being infected with RSV (Fields et al., 2013; Haynes, 2013). This disease enhancement, as well as the lack of a suitable animal model and an incomplete understanding of the RSV immune response mechanism, hampered subsequent efforts to produce an RSV vaccine (Saso and Kampmann, 2016). However, RSV vaccine development has recently gained momentum, and a range of vaccine types – protein-based, gene-based and live-attenuated – are now in preclinical development or being evaluated in clinical trials (Fields et al., 2013; Haynes, 2013; Polack, 2015; Roberts et al., 2016). Several distinct target populations have been identified for RSV vaccine administration: infants under six months of age, who are at the highest risk of severe disease; children over six months of age; pregnant women; and the elderly (Anderson et al., 2013). Different vaccines for each of these target groups are being developed and tested separately (PATH, 2017).

Maternal vaccination, where infants are protected via antibody transfer through the placenta, has been successful for other diseases, such as influenza, pertussis and tetanus in a range of jurisdictions (Saso and Kampmann, 2016). Vaccination of women in their third trimester of pregnancy is now being considered for RSV, and could form a viable strategy (Polack, 2015). Novavax commenced phase 3 trials for a RSV F nanoparticle vaccine for pregnant women in late 2015 (NCT02624947) and other candidates are in the vaccine pipeline (ClinicalTrials.gov, 2016; PATH, 2017). Given the known short duration
of immunity following infection with RSV, protection from a vaccine will be temporary, and for a maternal vaccine, the protection in infants would likely only persist for up to the first six months of life. However, the objective of a maternal vaccination strategy would be to delay the onset of an infant’s first RSV infection, so as to reduce the incidence of RSV disease in infants in their first few months of life, at the time when a child is more likely to develop serious symptoms (Hall et al., 1991; Saso and Kampmann, 2016). There is also some evidence that reducing the burden of severe RSV in young children may also reduce the impact of secondary conditions, such as asthma and wheezing in later childhood (Moore et al., 2015; Polack, 2015; Roche et al., 2003).

2.2.4 The seasonal patterns of RSV

In this section of the literature review, I describe the observed seasonal patterns of RSV. I review the available longitudinal datasets for RSV detections at the global level, and examine in more detail six datasets for RSV in countries other than Australia.

The distinct seasonal pattern exhibited by RSV infections in temperate climates is widely acknowledged (Dowell, 2001; Haynes, 2013; Tang and Loh, 2014). Similarly to influenza, most RSV infections occur during the winter months, with very low levels of infection during the summer. Unique, however, is the consistent pattern of infection, in both timing and magnitude of the number of infections, that is not typical of influenza.

RSV activity in temperate climates tends to be associated with the cooler months, whether wet or dry (Weber et al., 1998). Outbreaks of RSV usually occur between early winter and late spring (Sorce, 2009), and persist for between two and five months (Hall, 2001; Kim et al., 1973; Panozzo et al., 2007). RSV infections often exhibit a biennial, or two year, seasonal pattern. This is where a year of high RSV incidence is followed by a year of low RSV activity, with the next year returning to a year of high incidence, and so on. In some such regions, the low incidence RSV epidemic starts later in the year compared to the high incidence epidemic; this pattern may be characterised as a ‘delayed biennial’ pattern. Simplistic examples of annual, biennial and delayed biennial patterns are shown in Figure 2.2.
RSV in tropical climates exhibits different seasonal patterns, with cases occurring throughout the year and less pronounced seasonal peaks. This is likely because the climates in these regions display less extreme differences in temperature and moisture between the summer and winter months, compared to temperate regions (Chan et al., 2002; Reese and Marchette, 1991). In the tropics, the onset of the RSV season is typically associated with the rainy season (Stensballe et al., 2003; Weber et al., 1998).

The causes of seasonality in RSV transmission are not well understood. A review of the scientific literature on the causes of infectious disease seasonality identified four groups of mechanisms: (a) survival of pathogen outside host; (b) host behaviour; (c) host immune function; and (d) abundance of vectors and non-human hosts (Grassly and Fraser, 2006). As RSV is not vector-borne, the abundance of vectors and non-human hosts are not a contributing factor. Excluding this last group, all other mechanisms are plausible for RSV and are discussed below.

**Survival of pathogen outside host:** The ability of a pathogen to survive outside a host organism is affected by changes in environmental conditions such as humidity, temperature and exposure to sunlight, which vary seasonally. Humidity has been shown to affect the survival of RSV in experimental conditions, but it is unknown whether it is important for transmission (Weber et al., 2001). In a Singapore-based study, Chew et al. (1998) found that higher incidence of RSV correlated with low humidity in the tropics, but other studies have shown a correlation between RSV activity and high humidity (Yusuf et al., 2007). Increased RSV activity has been found to correlate with lower temperatures in a number of temperate locations, but this relationship is less consistent in tropical regions (Noyola and Mandeville, 2008; Tang and Loh, 2014; Vandini et al., 2013; Welliver, 2009).
Host behaviour: Social factors, such as indoor crowding during the cold or wet months of the year, have been proposed as potential drivers of seasonal incidence of infectious diseases. A study by Waris (1991) suggested that the timing of the school vacation in Finland contributes to the biennial pattern. However, a study by Acedo et al. (2011) showed that linking the school term with RSV’s seasonal fluctuations in Valencia, Spain, is difficult because of the delay of several months between the beginning of the school period and the maximum RSV peak.

Host immune function: Some research suggests a relationship between vitamin D deficiency and RSV infection in childhood, with reduced vitamin D levels thought to impair wintertime host immune function (Belderbos et al., 2011; Yusuf et al., 2007). However, this link remains contested in the literature. A study by Beigelman et al. (2015) examined infants hospitalised with bronchiolitis, who were then tested positive for RSV, and found no link between RSV severity and vitamin D levels.

Another possible reason for RSV’s distinct seasonal pattern is the circulation of the two serotypes, RSV-A and RSV-B. There is no firm consensus in the scientific literature about the predominance of one subgroup over the other (Paes, 2003), and no significant difference in the severity of symptoms between the two serotypes has been identified (Hirsh et al., 2014). Studies have shown that the two serotypes generally co-circulate within epidemics (Cane, 2001; Esposito et al., 2015). White et al. (2005) implemented a mathematical modelling approach to investigate RSV transmission, incorporating the two serotypes, and found that strain circulation could help explain patterns observed in England and Wales, and Turku, Finland. However, a study in Zagreb, Croatia, over two calendar years, suggested that the biennial pattern occurs independently of virus subtype (Mlinaric-Galinovic et al., 2009). The latter finding has been supported in other studies. In some regions, one serotype has been found to dominate for two years (Hall et al., 1990; Waris, 1991), and in other regions, the relative proportions of RSV-A and RSV-B vary from year to year (Cane et al., 1994). Zlateva et al. (2007) identified a regular three year cycle of serotype dominance in Belgium, with two years of RSV-A dominance followed by one year of RSV-B dominance. Serotype circulation could be a contributing factor, but is unlikely to be the main driver of biennial patterns of RSV in temperate regions (Pitzer et al., 2015), and due to the nature of the data available for Western Australia, investigating the dynamics of the two strains is beyond the scope of this thesis.
Table 2.1: This table shows selected published data for RSV detections for a range of locations and latitudes. The observed qualitative pattern in the data is described for each location. In cases where the data could not be described as either annual or biennial, I have used the term 'odd/even years' to refer to a northern hemisphere winter that begins at the end of an odd year and continues into the beginning of an even year (and vice versa for the term even/odd).

<table>
<thead>
<tr>
<th>Location</th>
<th>Latitude</th>
<th>Study data</th>
<th>Pattern</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finland</td>
<td>60.158° N</td>
<td>Monthly detections, lab confirmed, for 1981–1990</td>
<td>Markedly delayed biennial, high years peaking in Nov–Dec–Jan odd/even years</td>
<td>Waris (1991)</td>
</tr>
<tr>
<td>Oslo, Norway</td>
<td>59.959° N</td>
<td>Monthly detections, hospitalised cases, for 1972–1978</td>
<td>Delayed biennial pattern, high years peaking in Dec–Feb odd/even years</td>
<td>Ørstavik et al. (1980)</td>
</tr>
<tr>
<td>Stockholm, Sweden</td>
<td>59.329° N</td>
<td>Biweekly detections, hospitalised cases, for 1984–1993</td>
<td>Biennial (small delay), high years peaking in Dec–Feb odd/even years</td>
<td>Reyes et al. (1997)</td>
</tr>
<tr>
<td>Leuven, Belgium</td>
<td>50.883° N</td>
<td>Monthly detections, lab confirmed, for 1988–1999</td>
<td>Biennial (small delay), high years peaking in Dec–Feb odd/even years</td>
<td>Teitelbais-Ladwig et al. (2006)</td>
</tr>
<tr>
<td>Stuttgart, Germany</td>
<td>50.783° N</td>
<td>Monthly detections, hospitalised cases, lab confirmed, 1990–2004</td>
<td>Biennial (small delay), high years peaking in Dec–Feb odd/even years</td>
<td>Duppenhaken et al. (2003)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>46.833° N</td>
<td>Monthly detections, lab confirmed, for 1993–2001</td>
<td>Biennial (small delay), high years peaking in Dec–Jan odd/even years</td>
<td>Minina-Calinovic et al. (2008)</td>
</tr>
<tr>
<td>Bern, Switzerland</td>
<td>46.930° N</td>
<td>Monthly detections, hospitalised cases, lab confirmed, 1994–2004</td>
<td>Biennial (small delay), high years peaking in Dec–Jan odd/even years</td>
<td>Tsutsumi et al. (1988)</td>
</tr>
<tr>
<td>Zagreb region, Croatia</td>
<td>45.408° N</td>
<td>Monthly detections, hospitalised cases, lab confirmed, 1993–1998</td>
<td>Biennial (small delay), high years peaking in Dec–Jan odd/even years</td>
<td>Lee et al. (2001)</td>
</tr>
<tr>
<td>Valencia, Spain</td>
<td>39.467° N</td>
<td>Monthly detections, hospitalised cases, children ≤ 2, for 2001–2004</td>
<td>Single epidemic peak each year in the winter months</td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td>Latitude</td>
<td>Study data</td>
<td>Pattern</td>
<td>Reference</td>
</tr>
<tr>
<td>---------------------------</td>
<td>---------------</td>
<td>----------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>Fukuoka, Japan</td>
<td>33.5833° N</td>
<td>Weekly cases from 120 medical institutions, not all lab confirmed, 2006–2012</td>
<td>Single epidemic peak each year in the winter months</td>
<td>Onozuka (2015)</td>
</tr>
<tr>
<td>Israel</td>
<td>32.0667° N</td>
<td>Monthly detections, hospitalised cases, lab confirmed, 2005–2012, A &amp; B subtypes</td>
<td>Single epidemic peak each year in the winter months</td>
<td>Hirsh et al. (2014)</td>
</tr>
<tr>
<td>Taiwan</td>
<td>23.5000° N</td>
<td>Monthly RSV hospitalisations, children ≤ 5, detections based on hospital coding, 2004–2007</td>
<td>Biannual, with peaks each spring and autumn</td>
<td>Chi et al. (2011)</td>
</tr>
<tr>
<td>The Gambia</td>
<td>13.4667° N</td>
<td>Monthly detections, hospitalised cases, 1993–2002</td>
<td>Outbreaks in rainy season in first six years, followed by two irregular outbreaks, then two regular outbreaks</td>
<td>van der Sande et al. (2004)</td>
</tr>
<tr>
<td>Santiago, Chile</td>
<td>33.4500° S</td>
<td>Monthly detections, lab confirmed, hospitalised cases, 1989–2000</td>
<td>Biennial, with two high years in 1993 and 1994 and high peaks in even year winters thereafter</td>
<td>Avendaño et al. (2003)</td>
</tr>
<tr>
<td>Sydney, Australia</td>
<td>33.8650° S</td>
<td>Monthly detections, lab confirmed, hospitalised cases, 1979–1983</td>
<td>Single epidemic peak each year in the winter months</td>
<td>de Silva and Hanlon (1986)</td>
</tr>
</tbody>
</table>
2.2.5 The global seasonality of RSV infection

I reviewed the available literature to identify the dominant RSV seasonal pattern (particularly whether annual or biennial) in a range of countries and regions. This summary, while not exhaustive, indicates how RSV dynamics vary with latitude, and is shown in Table 2.1. An important caveat is that RSV is not a notifiable disease, and that testing practices vary in different countries. Here, I also present six datasets in greater detail: these are for Santiago, Finland, Stuttgart, Switzerland, Croatia and Salt Lake City. These datasets were chosen because they all represent at least six consecutive years, show a clear seasonal pattern, and correspond to a range of different latitudes. It should be noted that for the studies reviewed here, there is no consistent empirical test used to determine whether a dataset displays an annual or biennial pattern; this assessment is typically made by human judgement.

**Santiago, Chile**

In a surveillance study in Santiago, Chile, over 12 years (January 1989 to December 2000), 4,618 hospitalised infants under two years of age were tested for RSV (Avendaño et al., 2003). The positive detection data (Figure 2.3) indicates a clear biennial epidemic pattern, with the exception of 1993 and 1994, where two consecutive high activity RSV seasons were observed. Interestingly, from 1994 onwards, a pattern of high-early then low-late epidemics became evident. That is, a major RSV epidemic occurred in mid-winter, and was followed by a minor RSV epidemic with a late winter peak the following year. The next major epidemic would again peak at the same time as that two years prior. Avendaño et al. (2003) found that the mean duration of RSV epidemics was 4.5 months, with a range of 3.5 to 6 months, where a detection rate of more than 20% in hospitalised infants tested for RSV was used as the definition for an epidemic.

**Finland**

A study conducted in Finland between January 1981 and March 1990 collected laboratory-verified positive RSV identifications from 3,285 patients (Waris, 1991). These data (Figure 2.4) show a clear biennial pattern, with high-early and low-late epidemics in alternate years. The high-incidence epidemics began in December or January every second year, and were followed by a minor peak in spring the following year. The delay between major and minor epidemic peaks appears to be longer than for the Chilean dataset in the previous section.
Figure 2.3: RSV data, Santiago, Chile - Acute lower respiratory illness visits (dashed line) and the percentage of those in which RSV was detected (solid line), for hospitalised infants and outpatient visits at the Roberto del Rio Children’s Hospital, between 1989 and 2000 inclusive (Avendaño et al., 2003).

Figure 2.4: RSV data, Finland - RSV positive laboratory diagnoses by month in Finland, between January 1991 and March 1990 (Waris, 1991).
Figure 2.5: RSV data, Stuttgart, Germany - Absolute number of total RSV investigations and positive results by month, from January 1996 to May 2004 (Terletskaiia-Ladwig et al., 2005).

Figure 2.6: RSV data, Switzerland - The main plot shows the number of positive RSV detections per week from 1988 to 1999, where each datapoint is a moving three week average. The inset plot in the top right shows the RSV detections per week at the University Children’s Hospital of Bern, between July 1997 and June 2001 (Duppenthaler et al., 2003).
There were very few positive RSV cases between epidemics. The authors suggested that the school vacation, which occurs in Finland from the beginning of June until mid-August, interrupts the epidemic spread after the smaller peak every second year (Waris, 1991).

**Stuggart, Germany**

A study by Terletskaia-Ladwig et al. (2005) in southern Germany sought to identify the timing of RSV outbreaks. The study found that RSV seasons presented a regular biennial rhythm, where the season with high RSV activity occurred earlier than the subsequent season of low RSV activity. The authors also found that the RSV epidemics in southern Germany oscillated in antiphase with the epidemics in Finland and Sweden. A plot depicting the total number of RSV investigations and number of positive RSV results is shown in Figure 2.5. An earlier study by Weigl et al. (2002) in Kiel, Germany, over a seven year period, did not identify such a clear biennial pattern. However this may be due to the low number of samples tested in that instance.

![Figure 2.7: RSV data, Croatia](image)

**Switzerland**

A regional study of RSV hospitalisations in Bern, Switzerland, was conducted over a four year period (Duppenthaler et al., 2001), and later complemented by a broader study
of national laboratory notifications for RSV positive test results over a 12 year period (Duppenthaler et al., 2003). The latter study confirms this biennial periodicity in both the magnitude of seasonal peaks and the timing of RSV epidemics, shown in Figure 2.6. The authors suggest that the increase in the number of RSV detections in the twelve year dataset is likely due to widening availability and use of commercial RSV detection kits, rather than an increase in RSV infections.

Croatia

A biennial cycle of RSV infections was observed in north-west Croatia (Mlinar-Galinovic et al., 2008), in a study over 11 years of hospitalised children who tested positive for RSV. The study data are shown in Figure 2.7. Again, a two year pattern was observed, with a major RSV epidemic occurring in December or January each year, and a delayed minor RSV epidemic peak occurring up to 16 months later.
Salt Lake City, Utah

In a study in Salt Lake City, Utah (Lee caster et al., 2011), RSV testing data from the Primary Children’s Medical Center (the major pediatric health care facility in Utah) were collected for children under two years of age. The authors described a biennial seasonal pattern in the size of the epidemic each year, shown in Figure 2.8, however this biennial pattern is not immediately apparent as the magnitude of the peaks in alternate years is not as regular as observed in other datasets. Another study comprising eight counties in Utah (Lyon et al., 1996) also identified a biennial epidemic pattern, with major RSV epidemic peaks in even-year winters between 1985 and 1992.

2.3 Mathematical modelling of RSV

Mathematical models are important tools for analysing, understanding and predicting outbreaks of infectious diseases (Hethcote, 2007). In this section I first provide some background on mathematical tools used to model infectious disease epidemics, focusing on compartmental ordinary differential equation models. I then present an overview of the mathematical models for RSV in the literature to date.

2.3.1 Background to infectious disease modelling

There are several distinct approaches to the mathematical modelling of epidemics. These approaches may be categorised as deterministic, stochastic, or time series, or some combination of these forms. Within these categories, different types of models include individual-based models, models on networks, compartmental models, household models, and Bayesian models. In this thesis I focus on a type of deterministic, ordinary differential equation (ODE) model using the ‘Susceptible-Infectious-Recovered’ (SIR) paradigm, and provide a brief introduction to this model. In 1927, Kermack and McKendrick (1927) published the first paper in a series of three articles on the theory of mathematical epidemiology. This paper presented the important Threshold Theorem and is regarded as a classic in the field. The SIR formulation is a special case of the general Kermack-McKendrick model, first described in the 1927 paper, and has since been widely applied in the modelling of infectious disease dynamics. For a more comprehensive explanation of other types of epidemic models,
there are a number of excellent resources that may be consulted, including the widely-referenced book by Anderson and May (1991) and the more recent texts by Keeling and Rohani (2008) and Diekmann et al. (2013).

The approach of the compartmental framework is to divide a population into different compartments that correspond to the stages of an infection. Each compartment corresponds to a proportion of, or number of people in, a defined population. These compartments describe whether individuals are susceptible to infection $S$, infectious $I$, or recovered from infection and immune $R$. Here the SIR framework is discussed further in the context of compartmental ODE models. In this type of SIR model, demography is represented by the inclusion of a birth rate $\mu$, which corresponds to an average life expectancy of $1/\mu$. In the example discussed here, the birth and death rates are equal, therefore the total population $N$ remains constant over time $t$. Such an assumption is suitable for infectious diseases where the infection life cycle is relatively short compared to the average individual lifespan, and the death rate due to the disease is negligible. The transmission rate is represented by $\beta$ and the recovery rate is represented by $\gamma$, where $1/\gamma$ is the average period of infectiousness. The differential equation model representing this process is

\[
\begin{align*}
\frac{dS}{dt} &= \mu N - \beta S \frac{I}{N} - \mu S \\
\frac{dI}{dt} &= \beta S \frac{I}{N} - \gamma I - \mu I \\
\frac{dR}{dt} &= \gamma I - \mu R \\
N &= S + I + R.
\end{align*}
\]

In this thesis, in Chapters 4–6, where I present an extension of Equations (2.1)–(2.4), I formulate the modelled compartments in terms of proportions. This means that I set $N = 1$ and treat the compartments as proportions of the total population, rather than numbers of individuals. In Chapter 7, where I parametrise the model for a fixed population size, I instead model the number of individuals in each compartment, and $N$ is set as the total population. A schematic diagram for the ordinary differential equation SIR model described by equations (2.1)–(2.4) is presented in Figure 2.9.

A limitation of the ODE model is that its formulation assumes a spatially and socially homo-
Figure 2.9: Schematic diagram of the SIR model, where $\mu$ is the birth and death rate, $1/\gamma$ is the average infectious period and $\beta$ is the transmission rate.

geneous population, where every susceptible individual has the same risk of being infected by an infectious individual. However, these type of deterministic models have a history of providing useful insights and predictions (Bansal et al., 2007; Burr and Chowell, 2008), and adaptations of the SIR compartmental ODE framework allow some of these heterogeneities (such as age structures) to be included. Several such adaptations are addressed in this thesis. A further consideration is that in employing deterministic models, stochastic events inherent in any population are disregarded. However, deterministic models are more analytically tractable and computationally efficient, and suitable for sufficiently large populations, such as those considered in this thesis. Another drawback of the compartmental ODE approach is that, due to the model formulation, the time spent in each compartment is exponentially distributed (Keeling and Rohani, 2008). However, there are model adaptations that can be used to address this limitation, and the SIR compartmental ODE framework remains widely used (Keeling and Rohani, 2008, pp. 93–102).

Some infectious diseases, including RSV, may be characterised by their seasonality, where the incidence varies at different times of the year. Seasonal dynamics may be incorporated into the model by replacing the parameter $\beta$ with a time-varying sinusoidal forcing function, such as

$$\beta(t) = b_0[1 + b_1 \sin(2\pi t + \phi)].$$  \hspace{1cm} (2.5)

In Equation (2.5), the parameter $b_0$ represents the mean transmission rate, $b_1$ represents the amplitude of seasonal forcing which must be in the range $[0,1]$, and $\phi$ is a phase shift.
parameter, enabling peak disease incidence to be fitted to data.

2.3.2 Mathematical models for RSV

Despite the significant health and economic burden of RSV, few mathematical models for RSV transmission have been published to date. Here I review several RSV models presented in the literature, categorising papers according to model type: deterministic compartmental models, stochastic models and time series models. I then review the published models for the future rollout of a RSV vaccine. I did not identify any papers using an individual-based approach to model population-level RSV transmission, although this approach has been applied in modelling a RSV vaccine (Poletti et al., 2015).

**Deterministic compartmental models**

Several compartmental ODE models have been developed for RSV, and some of these have been expanded to include a latent class and age-structuring. Sinusoidal functions are typically used to replicate seasonality in RSV transmission, and Nelder Mead or Markov Chain Monte Carlo methods may be used for parameter estimation.

One of the most comprehensive and widely referenced mathematical modelling papers for RSV published to date is that by Weber et al. (2001). The authors first considered a simple compartmental ODE model for RSV infection. The transmission was modelled by a cosine seasonal forcing function. The authors then developed a more complex model that incorporated a latent period, maternally derived immunity, and gradual reduction in susceptibility to reinfection. In order to incorporate reduced susceptibility, the authors assumed that the reduced risk is 50% after one infection, 35% after two infections and 25% after three infections. Additional $S$, $E$ (exposed or latent), $I$ and $R$ classes were introduced with a corresponding scaled transmission function for each transmission event. Weber et al. (2001) fitted the models to data from four regions: The Gambia; Florida; Finland; and Singapore. The authors found that both the simple and complex models fit the datasets almost equally well, noting that RSV epidemics can be modelled surprisingly well using relatively simple ODE models. The biennial seasonal pattern was replicated by both models. The authors showed that the fitted values of the relative amplitude (i.e. the magnitude of seasonal forcing) were greater in temperate regions that displayed a biennial pattern, and lower in tropical regions.
Leecaster et al. (2011) developed models to predict the characteristics (such as peak epidemic timing and total size) of future RSV epidemics. The authors presented a Susceptible-Exposed-Infectious-Detected-Recovered (SEIDR) model for RSV detections and fitted this model to a dataset from Salt Lake City, Utah, over seven years (the dataset is discussed in Subsection 2.2.5). The $S$, $E$ and $I$ classes were split into two compartments: children less than two years of age; and those aged two years and above. Transmission was modelled using a seasonal forcing function, with the seasonality parameter, as described in Equation (2.5), assumed to be $b_1 = 1$. The schematic representation of the model is shown in Figure 2.10. Limitations of this modelling approach include the omission of waning immunity, and the amplitude of seasonal forcing being fixed at the maximum value. It is also unclear whether the extent of variation in the transmission parameters estimated for the model is epidemiologically realistic.

In the Leecaster et al. (2011) study, linear regression modelling was also used to estimate relationships between the final epidemic size, days to epidemic peak, and the length of the epidemic. Leecaster et al. (2011) found that exponential growth was correlated with epidemic characteristics, and that the epidemic start time and the transmission parameter co-varied with the epidemic season. While these results are useful for health policy-makers, further work is required to understand the underlying drivers of variation in epidemic dynamics.

White et al. (2005) presented a differential equation model that accounted for infection with the two main RSV subtypes: RSV-A and RSV-B, in England/Wales and Finland.
The authors noted that the models reproduced the overall pattern in the data, as well as the dominance of the RSV-A subtype, and that the fitted seasonal transmission terms (overall transmission, amplitude and phase) varied between the two locations. As discussed in the paper, further work is required to model RSV vaccination strategies that take account of antigenic diversity (White et al., 2005), but without A/B strain data for different regions, this is difficult.

White et al. (2007) identified the important role of RSV immunity in its transmission dynamics, described nested differential equation models for RSV transmission, and fitted these models to RSV case data for eight different regions. Four different post-infection immunity scenarios were examined: partial susceptibility; altered infection duration; reduced infectiousness; and temporary immunity. For this model, lifelong partial immunity produced the best fit to the data.

Capistrán et al. (2009) outlined a SIRS model with seasonal forcing and proposed a method to estimate the model parameters, which they used to fit the model to data for The Gambia and Finland. The authors found seasonal forcing was necessary in order to reproduce the biennial pattern observed in the Finland data, and concluded that the forced model is more appropriate than the unforced model in terms of comparison to real data.

In a recent analysis, Paynter et al. (2014b) investigated the ecological drivers of RSV seasonality in the Philippines. Their model included a second susceptible class for individuals with reduced susceptibility following an initial RSV infection, and classes for latent and infectious individuals with a subsequent RSV infection. In this work, the authors also experimented with a square wave transmission term that accounted for decreased transmissibility over the summer holidays, as well as a seasonally driven birth rate. Paynter et al. (2014b) found that the cosine transmission function was appropriate for replicating the observed RSV seasonality in the Philippines. The authors found no link between temperature, dew point and relative humidity, and the patterns in RSV cases, and suggested that school holidays were also unlikely to play a role. However, seasonal malnutrition and rainfall were identified as possible drivers of RSV seasonality in this setting.

**Stochastic modelling approaches**

A study by Acedo et al. (2011) explored a different modelling approach, presenting a random
network model for RSV transmission between individuals, using hospitalisation data for Valencia, Spain. In this study, no periodic forcing was used to simulate seasonality. The authors showed that for a range of values of the infection probability and contact parameter, the model produced sustained annual seasonal dynamics. The authors suggested that social and demographic factors could play a more important role in the seasonal dynamics of RSV than the climatic factors usually identified, and pointed out that understanding the relative roles of social contacts and demographic changes, compared to external factors, is important in considering prophylaxis and vaccination policies.

**Time series approaches**

Several RSV modelling papers have used time series approaches and real weather variables as predictive tools to forecast the dynamics of RSV epidemics and allow for better resource utilisation, particularly in hospitals. One such study by Walton et al. (2010) used Naive Bayes classifier models based on weather data in Salt Lake County, Utah, in order to predict the start week of RSV epidemics. The study showed that temperature and wind speed were good predictors of RSV epidemics, although the authors noted that wind speed had been a poor indicator in previous studies. The authors also suggested that such models could be useful for real time forecasts, although separate models would be needed for high-peak and low-peak years where biennial patterns in RSV detections are observed.

Paynter et al. (2015) used hospitalisation data from Cairns and Townsville, in the northeastern tropical region of Australia, in a cross-correlation analysis to determine the correlation between selected weather variables and RSV admissions. Based on this study, the authors concluded that the seasonality of RSV infection in two areas of tropical Queensland may be driven by rainfall, but noted that in order to fully assess the link between climatic factors and RSV in the tropics, further research was required (Paynter et al., 2015).

Spaeder and Fackler (2012) developed forecasting models for weekly RSV incidence in three separate settings: the community, the inpatient pediatric hospital and the intensive-care unit. Auto-correlation functions were used to identify base models and maximum likelihood estimation was implemented to calculate the parameter coefficients. While the study was for a single community and institution, the models produced accurate one and two week forecasts.
Modelling vaccination strategies for RSV

The need for mathematical modelling to help determine RSV vaccination strategies has recently been identified (Graham, 2014; Munywoki et al., 2014), yet few modelling papers have explored vaccination for RSV so far.

A newborn vaccination strategy was investigated in Acedo et al. (2010a) for the Spanish region of Valencia, in order to estimate the cost-effectiveness of potential RSV vaccination strategies. The modelling approach moved a fraction of susceptible newborns into a vaccinated class, where they remained until they reached the next age group, at which point they moved to the second susceptible class. This strategy assumed booster doses of the vaccine in the first year of life, such that the immunisation period would be at least equal to the immunity of those who have recovered from RSV infection. In subsequent work, an RSV vaccine cost analysis was conducted based on a stochastic social network model, with children vaccinated at two months, four months and one year of age (Acedo et al., 2010b). In this study, the examined costs were for hospitalisation, vaccination and parental work loss. A three dose vaccination schedule was found to be cost-effective, assuming four lost days of parental work for each infected child.

Bos et al. (2007) developed a health-economic model for RSV vaccination in The Netherlands, where around 3,670 children are hospitalised annually for RSV infection. The model estimated hospitalisation costs using regression analysis, and the results were used as inputs for a cohort model, where infants were followed for 24 months. Several scenarios were considered, including seasonal vaccination, and the study found that an RSV vaccine could prevent between 1,000 and 3,000 hospitalisations annually, depending on vaccine effectiveness and the month of vaccine delivery. Meijboom et al. (2012) conducted a cost-effectiveness analysis of an RSV vaccination scheme for children in The Netherlands. Several different vaccination strategies, including two- or three-dose schemes, seasonal vaccination and year-round vaccination were considered. The authors developed a Markov model for the analysis. The analysis showed that, for some scenarios, a vaccine might be cost-effective, but that better estimates of vaccine efficacy based on clinical trials were needed for more accurate estimates.

A study by Poletti et al. (2015) considered RSV vaccination strategies in Kenya, using an individual-based model. An important factor implemented in this approach was that the
model used household studies to enable characterisation of different forms of transmission, and also accounted for different vaccination effectiveness and duration scenarios. This work identified school-aged children as the main source of transmission in a household. It also proposed alternative vaccination targets to those most at risk of severe infection: expectant mothers and school-aged children. However, this study was particular to the low-income environment and household structure of Kenya, and the results may not be translatable to other settings, prompting the need for such modelling studies to be conducted elsewhere.

Kinyanjui et al. (2015) developed an deterministic age-structured model for a low-income country setting. The population was subdivided into 99 age classes: 24 classes for each month for the first two years of life, and yearly thereafter. The authors used two different contact matrices to reflect different social mixing scenarios, and vaccination of children older than six months was incorporated into the modelling. This study found that RSV vaccination could be effective if administered after the waning of natural maternally-derived immunity, and before the first RSV infection.

**Directions for future work**

The mathematical modelling of RSV transmission published to date employs several different techniques, including compartmental deterministic models, stochastic models and time series approaches. However, there are far fewer mathematical modelling papers for RSV than for some other infectious diseases, such as influenza and pertussis, and as such there remains scope to improve and analyse RSV models further to improve our understanding of transmission dynamics. Examining these models collectively, simple sinusoidal forcing terms in deterministic models have been shown to adequately capture the known seasonal patterns of RSV in temperate regions. These studies also indicate that waning immunity plays an important role, and is a necessary component of RSV transmission models.

Seasonality is a key feature of RSV transmission and many temperate regions show strong annual or biennial patterns. The seasonality of RSV in the tropics, however, is less well documented. The drivers of these seasonal patterns of RSV remain unknown, with some inconsistencies in the findings concerning potential climate drivers. A range of factors, including climate and weather, social factors, serotype diversity, and demographic factors could play a role, or could be of different relative importance in different locations. There is clearly a need to understand the local epidemiology of RSV in order to accurately model
RSV dynamics in different locations.

Finally, with RSV vaccine candidates in pre-clinical and clinical trials, there is a need for mathematical modelling to help determine optimal vaccination strategies. Despite the high burden of illness attributable to RSV, there is a paucity of data available, and RSV has received less modelling attention than other infectious diseases such as influenza and pertussis. The RSV modelling conducted so far is largely focussed on hospitalisation burden and cost estimates, but is limited in quantity, and requires more data in order to improve the estimates. There is clearly scope to further explore RSV transmission models in this area, as more information about possible RSV vaccines becomes available.
3

Data sources and linkage

3.1 Introduction

The RSV and bronchiolitis data for this thesis were derived from ongoing data linkage research projects that are being conducted under the guidance of my PhD supervisor Hannah Moore, at the Telethon Kids Institute in Western Australia. All data cleaning and coding were conducted by the research team at the Telethon Kids Institute. I was provided a cleaned set of data with the required variables for my project. This chapter contains a brief description of the data linkage process, and an explanation of the variables used for this thesis.

3.2 Data linkage

Data linkage is the process whereby records from different administrative sources or systems are brought together for each person in a cohort, using a best-practice protocol that protects the privacy of individuals (Holman et al., 1999; Kelman et al., 2002). Records are linked by probabilistic matching on identifying details of an individual (such as name and date of birth), where the outcome information (such as medical records) is absent. Each individual is then assigned a unique code. The de-identified outcome data is then linked using the unique codes, and is available for researchers to use, following ethical approval and compliance with strict confidentiality policies (Moore, 2011; Moore et al., 2011).
Western Australia is a world leader in data linkage for health research, due to the breadth of information available for linkage and the data linkage infrastructure. Further, Western Australia is the only jurisdiction in Australia where population-based laboratory data is routinely collected through a centralised public pathology provider, PathWest. This has resulted in a unique set of laboratory-confirmed RSV detections on which this research is based.

In Western Australia, population-based administrative health datasets may be linked through the Western Australian Data Linkage System (WADLS). For this thesis, population-level data from several core administrative datasets were used: the Birth and Death Registrations, the Midwives Notification System (MNS), the Hospital Morbidity Data Collection (HMDC) and the PathWest Laboratory Medicine Database (PathWest). PathWest provides reference pathology services to the single tertiary paediatric hospital and all but three other hospitals in Western Australia that admit children. For RSV, four laboratory testing methods are used: immunofluorescence, polymerase chain reaction (PCR), viral culture, and complement fixation. The HMDC encompasses all public and private hospital admissions in Western Australia, and therefore provides complete coverage of hospital data in the state. From the HMDC, the principle diagnosis codes and an additional 20 codes (from the ICD-10 AM system) were used to identify acute lower respiratory infection (ALRI) admissions.

3.3 Western Australia research projects

Data for this thesis are derived from two separate projects conducted at the Telethon Kids Institute. Brief descriptions of these projects follow, and details of the data coding and cleaning are available elsewhere (Moore et al., 2011).

3.3.1 Dataset 1: 1996–2005

The purpose of the first study was to use total population data to describe the characteristics of respiratory infections, in order to plan for epidemics in Western Australia. These data were derived from a retrospective population-based cohort study of 245,249 singleton births in 1996–2005 in Western Australia. For this thesis, only PathWest data were used with the merged birth cohort from Dataset 1.
3.3.2 Dataset 2: 1996–2012

A second study is aimed at investigating the pathogen-specific burden of respiratory infections (the Triple I Study). The data in this study were derived from a cohort of 469,589 singleton births in 1996–2012 in Western Australia. This is an updated and more complete version of the earlier dataset, as the data extraction protocols, particularly for the laboratory data, were optimised. For this thesis, PathWest and HMDC data were used with the merged birth cohort.

3.3.3 Data used in this thesis

For this thesis, the de-identified linked data were prepared for analysis so as to include only the variables of interest for the present research. The data were presented in the form of line entry records, where one line represents a single RSV test or bronchiolitis hospitalisation.

Western Australia is classified into nine administrative health regions: Kimberley, Pilbara-Gascoyne, Midwest-Murchison, Goldfields-South East, Wheatbelt, Great Southern, South West, North Metropolitan and South Metropolitan. These regions may also be classified as metropolitan, rural or remote. For the first dataset, only data for the combined Metropolitan health regions were analysed. For the second dataset, all health regions were analysed, with the North and South Metropolitan combined into a single region. For the PathWest data, the region was based on the postcode of the mother at the time of the child’s birth. For the HMDC data, the region was based on the postcode of residence at the time of hospital admission.

Other information included in the datasets was the hospital admission date (for the HMDC data), test date (for the PathWest data), and date of birth. For the PathWest data, each entry indicated whether the RSV test was positive or negative, and the type of test conducted. For the HMDC data, each entry showed the primary, secondary and subsequent diagnoses.

The first dataset, for 1996–2005, was used for the analyses in Chapters 4 and 5. The second dataset, for 1996–2012, was used for the analysis in Chapters 6 and 7. A diagram representing the data linkage system for Dataset 2, as applicable to the analyses in this thesis, is shown in Figure 3.1.
Figure 3.1: Diagram illustrating the data linkage for Dataset 2, as applicable for this thesis.
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Age-structured models for RSV

4.1 Introduction

This chapter includes two peer-reviewed papers. The first paper is published in the *Proceedings of the 20th International Congress on Modelling and Simulation (MODSIM)*. In this paper I introduce deterministic, ordinary differential equation models for RSV, with both single and multiple age classes. The models are of the compartmental SIR form described in the Literature Review, and I include a preliminary exploration of the dynamics of these models. The main outcome of this paper is to introduce the age-structured differential equation model for RSV transmission, and show that the model produces both annual (one-year) and biennial (two-year) dynamics for a range of plausible parameter values. While the model can also produce delayed biennial patterns for ranges of different parameter values, these patterns are explored in Chapters 5 and 6 in the context of a broader parameter space analysis.

The second paper is published in *PLoS ONE*, and describes how the multiple age class model was fitted to RSV data for one age class (children younger than 24 months) in Western Australia. As the third author of this paper, my contribution was assisting to develop the model, running simulations, and performing the sensitivity analysis. In the additional material after these two papers, I extend the approach taken in the *PLoS ONE* paper to demonstrate how the compartmental model can be successfully fitted to two childhood age classes simultaneously, by modifying the fitting routine and fit statistic. The resulting
parameters from fitting to two age classes will be the starting point for the parameter space analysis of the model in later chapters.

4.2 Papers
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Abstract: Respiratory syncytial virus (RSV) is a major cause of acute lower respiratory tract infections in infants and young children. The transmission dynamics of RSV infection among young children are still poorly understood (Hall et al., 2009) and mathematical modelling can be used to better understand the seasonal behaviour of the virus. However, few mathematical models for RSV have been published to date (Moore et al., 2013; Weber et al., 2001; Leecaster et al., 2011) and these are relatively simple, in contrast to studies of other infectious diseases such as measles and influenza.

A simple SEIRS (Susceptible, Exposed, Infectious, Recovered, Susceptible) type deterministic ordinary differential equation model for RSV is constructed and then expanded to capture two separate age classes with different transmission parameters, to reflect the age specific dynamics known to exist for RSV. Parameters in the models are based on the available literature.

In temperate climates, RSV dynamics are highly seasonal with mid-winter peaks and very low levels of activity during summer months. Often there is an observed biennial seasonal pattern in southern Australia with alternating peak sizes in winter months. To model this seasonality the transmission parameter $\beta(t)$ is taken to vary sinusoidally with higher transmission during winter months, such as in models presented in Keeling and Rohani (2008) for infections such as measles and pertussis:

$$\beta(t) = \beta_0 [1 + \beta_1 \sin(\frac{2\pi t}{52})].$$

(1)

This seasonal forcing reflects increases in infectivity and susceptibility thought to be due to multiple factors including increased rainfall, variation in humidity, and decreased temperature (Cane, 2001; Weber et al., 1998).

Sinusoidally forced SIR-type models are known to support complex multi-periodic and even chaotic solutions. For realistic parameter values, obtained from the literature, and depending on the values selected for $\beta_0$ and $\beta_1$, the model predicts either annual peaks of the same magnitude, or the observed biennial pattern that can be explained by the interaction of the forcing frequency and the natural frequency of the system. This behaviour is in keeping with what is observed in different climatic zones.

Keywords: Mathematical model, infectious disease, respiratory syncytial virus, seasonality
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1 INTRODUCTION

Respiratory syncytial virus (RSV) is a significant health and economic burden in Australia and internationally. Epidemics are strongly seasonal, occurring each winter in temperate climates (Cane, 2001) and during the rainy season in tropical climates (Simoes, 1999), usually lasting between two and five months (Hall, 1981; Kim et al., 1973).

There are only limited RSV data sets published and often these are only over short time spans. Recent data sets that span numerous years for Utah in the U.S.A. (Leecaster et al., 2011), southern Germany (Terletskaia-Ladwig et al., 2005) and Western Australia (Moore et al., 2013), show a distinct biennial seasonal pattern with higher peaks in alternate winter seasons. These regions all have a temperate climate and experience significant seasonal variation in climate. Other data sets, such as for Singapore (Chew et al., 1998) and the Spanish region of Valencia (Acedo et al., 2011) show annual seasonal behaviour, with peaks of the same magnitude each year.

While the mortality rate for previously healthy children is low, RSV causes high rates of hospitalisation for children under two years of age and has also been identified as a cause of mortality in the elderly (Faskey et al., 2005; Simoes, 1999; Hardelid et al., 2013). Clinical symptoms may vary from those of a mild infection to severe bronchiolitis or pneumonia (Hall, 1981).

In the young, infection with RSV does not cause long lasting protective immunity, meaning that individual children may be repeatedly infected. There is currently no licensed vaccine available, nor any antiviral treatments commonly used for RSV infection in Australia.

The aim of this study is to develop RSV models that reproduce the biennial pattern observed in temperate climates. In later work these models will be fitted to available data. Thus we present a SEIRS model for a single age class for RSV infection, where the transmission rate is seasonally forced, such as in models presented in Keeling and Rohani (2008). An investigation into the types of behaviour possible in this model is undertaken. To better reflect the known epidemiology of RSV, we then introduce a second age class into the model with a second transmission rate and investigate how this affects the transmission dynamics.

2 MODEL FOR A SINGLE AGE CLASS

A deterministic ordinary differential equation model is developed for the transmission of RSV for 0-23 month old children. This age group was chosen as the literature indicates that almost all children have been infected by the time they reach this age (Hall, 1981; Sorce, 2009). As it remains unclear to what degree adults carry and shed the virus, thereby infecting children, the adult population was not included in the model.

The population is divided into four compartments, where \( S \) represents the proportion of the population that is susceptible to infection; \( E \) represents the proportion of the population that is exposed but not yet infected; \( I \) represents the proportion that is infected with the virus; and \( R \) represents the proportion of the population that is recovered and temporarily immune to reinfection. The SEIRS-type model was selected for two reasons. Firstly, the virus is known to have a latency period between an individual being exposed to the infection and becoming infectious. This period is of the same order of magnitude as the infectious period and hence needs to be included to accurately represent the disease dynamics. Secondly, infection from the virus does not cause long-lasting immunity, hence recovered individuals may return to the susceptible class and be reinfected.

A schematic representation of the model is shown in Figure 1. The average recovery period is represented by \( \frac{1}{\gamma} \).
the average latency period (the time between contracting the infection and becoming infectious) is represented by \( \frac{1}{\gamma} \) and the average duration of immunity is represented by \( \frac{1}{\delta} \). The rate of entering the model (the birth rate) is equal to the rate at which individuals age out of the model, and is represented by \( \mu \). The virus is transmitted between individuals at rate \( \beta \).

The differential equations, where time in weeks is represented by \( t \), are

\[
\begin{align*}
\frac{dS}{dt} &= \mu - \beta SI - \mu S + \nu R \quad (2) \\
\frac{dE}{dt} &= \beta SI - \delta E - \mu E \quad (3) \\
\frac{dI}{dt} &= \delta E - \mu I - \gamma I \quad (4) \\
\frac{dR}{dt} &= \gamma I - \mu R - \nu R. \quad (5)
\end{align*}
\]

### 2.1 Parameter values

The birth rate and ageing rate \( \mu \) is chosen as in Moore et al. (2013) and is based on the average number of births per week in the metropolitan region of Western Australia. This gives an average weekly birth rate of 0.012. Assuming the birth and ageing rates are equal simplifies the calculations as it ensures the population size remains constant. Here this assumption does not change the overall dynamics of the system.

Based on the literature, the average latency period for RSV is assumed to be four days (Weber et al., 2001; Moore et al., 2013). Other models, such as those presented by Leecaster et al. (2011), assume a latency period of five days. A four day latency period equates to \( \delta \) being 1.754 (or \( \frac{1}{\gamma} \)).

Similarly, the average recovery period is based on estimates in previous models for RSV of 10 days (Weber et al., 2001; Moore et al., 2013; Acedo et al., 2010; Leecaster et al., 2011), and within the range of one to 21 days identified by Hall et al. (1976). This gives \( \gamma \) equal to 0.714 (or \( \frac{1}{\delta} \)).

The immunity period is the time between recovering from a RSV infection to becoming susceptible to the virus again. Although not currently well understood, there is some evidence that the immunity period is around 200 days which equates to \( \nu \) being 0.035 (or \( \frac{1}{\delta} \)). This again is the value used in previous modelling of RSV (Weber et al., 2001; Moore et al., 2013; Acedo et al., 2010).

The transmission rate \( \beta(t) \), given at Equation 1, was chosen to reflect the observed annual seasonality of RSV in temperate climates. Similar seasonal forcing has been applied in other models for RSV transmission (Weber et al., 2001; Moore et al., 2013; Acedo et al., 2010; Arenas et al., 2008; Leecaster et al., 2011). The sinusoidal function, with a period of 52 weeks, accounts for the observed higher transmission between children during the winter months. The term \( \beta_0 \) represents the average transmission rate and \( \beta_1 \) represents the amplitude of the seasonal fluctuation (Keeling and Rohani, 2008).

For the purpose of investigating the overall dynamics of this model, a range of values was considered for \( \beta_0 \). For \( \beta_1 \), a value of 0.6 was assumed (noting that 0 < \( \beta_1 \) ≤ 1), in order to replicate the conditions in temperate climates where strong seasonality is observed. For some seasonally forced models for RSV, values as high as 1 (Leecaster et al., 2011) have been assumed. Other models assume much lower values for \( \beta_1 \), such as between 0.10 and 0.36 (Arenas et al., 2008). In future work we will estimate these parameters \( \beta_0 \) and \( \beta_1 \) using longitudinal data from Western Australia.

### 2.2 Numerical solution

The system of differential equations was solved and plotted using MATLAB’s ode45 routine. A burn in time of 80 years was used to allow the system to stabilise and thereby remove the dependence on the initial conditions. When there is no seasonality in the transmission rate (when \( \beta \) is constant, \( \beta_1 \)=0), the natural oscillations in the system die out and the system reaches a steady state. With seasonality, there is either a distinct biennial pattern, with higher peaks in alternate winter seasons, or peaks of the same magnitude each year, depending on the values selected for \( \beta_0 \) and \( \beta_1 \). Figure 2(a) depicts a plot of a biennial pattern solution for the infected population, with \( \beta_0 \)=1.1 and \( \beta_1 \)=0.6.

As there are values of \( \beta_0 \) and \( \beta_1 \) where there is no biennial pattern but instead where the seasonal peak reaches the same maximum each year, adjacent seasonal peaks versus the parameter \( \beta_0 \) were plotted in order to better
understand the bifurcation patterns of the system. Figure 2(b) gives an impression of the bifurcation structure of the model, showing seasonal peaks over two adjacent years. Where the seasonal pattern is annual, only a single peak is shown, whereas biennial dynamics gives two distinct peaks. There is a specific range of possible values for $\beta_0$ for which the system will feature the biennial seasonal pattern. Outside this range, the system reverts to a regular annual seasonal pattern. These results are in keeping with what is observed in different climatic zones.

3 MODEL FOR TWO AGE CLASSES

Studies show that the transmission dynamics of RSV change as children age. That is, incidence is higher for children aged less than 12 months than those in the 12-23 month age class (Moore et al., 2010). It is still unclear why older children are less affected. Possible reasons are reduced susceptibility, or less severe symptoms (so less infections are reported), as a result of prior infection with the virus; or due to having better developed immune systems than younger children. Thus, we present a second set of differential equations to account for two age classes and two transmission parameters, $\beta_A$ and $\beta_B$.

The second model is the set of differential equations

\[
\frac{dS_1}{dt} = \mu - \beta_A S_1 (I_1 + I_2) - \eta S_1 + \nu R_1 \\
\frac{dE_1}{dt} = \beta_A S_1 (I_1 + I_2) - \delta E_1 - \eta E_1 \\
\frac{dI_1}{dt} = \delta E_1 - \eta I_1 - \gamma I_1 \\
\frac{dR_1}{dt} = \gamma I_1 - \eta R_1 - \nu R_1 \\
\frac{dS_2}{dt} = \eta S_1 - \beta_B S_2 (I_1 + I_2) - \eta S_2 + \nu R_2 \\
\frac{dE_2}{dt} = \eta E_1 + \beta_B S_2 (I_1 + I_2) - \delta E_2 - \eta E_2 \\
\frac{dI_2}{dt} = \eta I_1 + \delta E_2 - \eta I_2 - \gamma I_2 \\
\frac{dR_2}{dt} = \eta R_1 + \gamma I_2 - \eta R_2 - \nu R_2.
\]
Figure 3. Schematic description of a SEIRS model for RSV transmission that takes into account two separate age classes: children aged <12 months, where the virus is transmitted at rate $\beta_A$; and 12-23 month old children, where the virus is transmitted at rate $\beta_B$.

The parameters $\mu$, $\gamma$, $\delta$ and $\nu$ are as presented for the single age class model in Equations (2)-(5). An additional parameter $\eta$ is introduced to reflect the ageing from the <12 month age class into the 12-23 month age class, and also to reflect the ageing out of the 12-23 month class. This rate is assumed to be equal and distributed evenly over time, therefore $\eta$ is taken to be $\frac{1}{52}$. A schematic diagram of the two age class system is given in Figure 3.

The transmission rates are $\beta_A$, for the <12 month age class, and $\beta_B$, for the 12-23 month age class. Both are of the sinusoidal form presented for the single age class model at Equation (1). Here the parameter $\beta_0$ in $\beta_B$ was selected to produce a reduced average transmission rate for the 12-23 month old age class, to better reflect the different transmission dynamics for older children. The $\beta_1$ parameter is the same for $\beta_A$ and $\beta_B$, to represent the same climatic region.

3.1 Numerical solution

The system of differential equations was solved using MATLAB’s inbuilt ode45 routine, with a burn in time of 80 years. The model accurately mimics the expected lower number of infectives in the 12-23 month age class and again produces the biennial pattern for both age classes, as observed in the single age class system. Figure 4(a) shows a solution for the infected population for each age class. Adjacent seasonal peaks for increasing values of $\beta_0$ were again examined, showing that, as for the single age class system, there is a specific range of possible values for $\beta_0$ that produce the biennial seasonal pattern 4(b).

4 DISCUSSION

By sinusoidally forcing the transmission parameter, both models depict either a distinct biennial seasonality, or annual seasonal peaks of the same magnitude, for realistic parameter values depending on the values selected for $\beta_0$ and $\beta_1$. These results are in keeping with what is observed in different climatic zones. We showed that a simple single age class model, with demography, is sufficient to achieve these seasonal patterns. Both the single age class model, and the expanded model with two age classes, now provide a base on which to add complexities.

Future work will investigate varying the recovery, latency and immunity parameters for different age classes, as well as a more detailed bifurcation analysis of both systems. There is a possibility of more complex behaviour than the two-cycle pattern observed here being present. We will also investigate whether prior exposure is the reason for reduced susceptibility, through expanding the model and fitting with population-based linked laboratory data for the metropolitan region of Western Australia.

There is currently no licensed vaccine for RSV available in Australia. Vaccine development to date has been problematic due to lack of an ideal animal model for the disease, and the challenges of immunising infants.
who are immunologically immature (Crowe Jr, 2002). However, with a new vaccine currently undergoing phase two trials (Anderson et al., 2013), we will also look at the optimal timing in the transmission cycle for the roll out of a vaccination program.

REFERENCES


A.B. Hogan et al., Modelling respiratory syncytial virus in young children


Modelling the Seasonal Epidemics of Respiratory Syncytial Virus in Young Children

Hannah C. Moore1*, Peter Jacoby1, Alexandra B. Hogan2, Christopher C. Blyth3,4, Geoffry N. Mercer2

1 Telethon Kids Institute, University of Western Australia, Perth, Australia, 2 National Centre for Epidemiology and Population Health, Australian National University, Canberra, Australia, 3 School of Paediatrics and Child Health, University of Western Australia, Perth, Australia, 4 Department of Paediatric and Adolescent Medicine, Princess Margaret Hospital for Children, Perth, Australia

Abstract

Background: Respiratory syncytial virus (RSV) is a major cause of paediatric morbidity. Mathematical models can be used to characterise annual RSV seasonal epidemics and are a valuable tool to assess the impact of future vaccines.

Objectives: Construct a mathematical model of seasonal epidemics of RSV and by fitting to a population-level RSV dataset, obtain a better understanding of RSV transmission dynamics.

Methods: We obtained an extensive dataset of weekly RSV testing data in children aged less than 2 years, 2000–2005, for a birth cohort of 245,249 children through linkage of laboratory and birth record datasets. We constructed a seasonally forced compartmental age-structured Susceptible-Exposed-Infectious-Recovered-Susceptible (SEIRS) mathematical model to fit to the seasonal curves of positive RSV detections using the Nelder-Mead method.

Results: From 15,830 specimens, 3,394 were positive for RSV. RSV detections exhibited a distinct biennial seasonal pattern with alternating sized peaks in winter months. Our SEIRS model accurately mimicked the observed data with alternating sized peaks using disease parameter values that remained constant across the 6 years of data. Variations in the duration of immunity and recovery periods were explored. The best fit to the data minimising the residual sum of errors was a model using estimates based on previous models in the literature for the infectious period and a slightly lower estimate for the immunity period.

Conclusions: Our age-structured model based on routinely collected population laboratory data accurately captures the observed seasonal epidemic curves. The compartmental SEIRS model, based on several assumptions, now provides a validated base model. Ranges for the disease parameters in the model that could replicate the patterns in the data were identified. Areas for future model developments include fitting climatic variables to the seasonal parameter, allowing parameters to vary according to age and implementing a newborn vaccination program to predict the effect on RSV incidence.

Introduction

Respiratory syncytial virus (RSV) is the most common cause of acute lower respiratory infections (ALRI) in children, especially those aged less than two years. While RSV is not a notifiable disease, the health and economic burden for young children surpasses that of influenza in Australia, with an estimated incidence ranging from 435–869/1000 infant population [1]. In the United Kingdom RSV mortality rates in those aged less than 15 years have been shown to be on par with those of influenza [2]. RSV follows a distinct seasonality in most geographical areas with peaks during winter months associated with cooler temperatures and increased rainfall, [3–6] however RSV incidence can be highly variable within countries and between regions within a country depending on the level of seasonal forcing [7].

Mathematical models have been used in epidemiology to characterise annual epidemics of respiratory infections and measure the likely impact of intervention programs [8,9]. Models can also determine the optimum timing of interventions and the proportion of the population that need to be vaccinated in order to reach the herd immunity threshold. There is currently no licenced vaccine for RSV, but immunoprophylaxis with RSV-specific monoclonal antibodies is effective in reducing RSV-related severe disease [10]. Furthermore, an attenuated intranasal RSV/parainfluenza virus type 3 vaccine (MEDI-534) and a live attenuated intranasal RSV vaccine (MEDI-559) have recently undergone Phase 1 clinical trials in infants and young children [11,12]. Mathematical models are likely to be useful in assessing the impact of such vaccines. However, to improve the accuracy of these models, real population data are needed to fit the model...
parameters. Unlike notifiable diseases where positive detections are reported nationally, RSV models rely on hospitalisations or routinely collected laboratory data. To date, variations of simple compartmental models for RSV have been constructed using hospitalisation data from The Gambia, Singapore, Florida (USA) and Finland [13] and Spain [14]. A further model has since been developed using RSV testing data from a major children’s hospital in Utah (USA) [15]. These models have shown that they can reliably mimic the distinctive seasonal characteristics of RSV. However, due to the differences in climate between these regions, which result in different levels of seasonal forcing, RSV models need to be developed and fitted to specific geographical areas.

We have access to total population-based linked data including state-wide routinely collected laboratory data through the Western Australian Data Linkage System (WADLS). Demographic, clinical and laboratory data are linked following a best practice protocol [16] in which personal identifiers are separated from health and laboratory data and linked by a separate linkage team to produce a project-specific child identifier key. De-identified data for each of the datasets are then given to the approved research team for analysis. In this study, we establish a compartmental model of RSV transmission based on positive detections of RSV in metropolitan Western Australian children, obtained through population-based data linkage. Secondly, we explore variations in the model fit with changes in the disease parameters of the latency and infectious periods, and the reduction in the susceptibility and infectiousness for older children and adults due to reinfection and ageing.

Methods

Population and Setting

Western Australia covers approximately 2.5 million square kilometres and has a population of 2.2 million [17]. The Western Australian Department of Health classifies residential postcodes into three major geographical regions: metropolitan (the capital city, Perth, and its surrounds), rural (South West and North Eastern areas outside of the metropolitan region) and remote (the far East and far North Western Australia). The state crosses several climatic zones with a temperate climate in the metropolitan and southern regions and a tropical climate in the northern regions. Approximately three-quarters of Western Australia’s population reside in the metropolitan area. There is one dedicated tertiary level paediatric teaching hospital, Princess Margaret Hospital for Children (PMH) located in the state capital, Perth. At PMH, it is standard practice to collect nasopharyngeal aspirates (NPA) for respiratory virus detection on all children admitted to hospital with ALRI [18]. A recommendation for respiratory pathogen testing is in place at other smaller metropolitan and non-metropolitan hospitals across Western Australia.

Population-based data

Previously we have extracted data from WADLS on 245, 249 singleton live births (7.1% of which are Aboriginal) in Western Australia between 1996 and 2005 from the Midwives’ Notification System, Birth and Death Register and the Hospital Morbidity Database System. Details of data cleaning are provided elsewhere [19,20]. In brief, our linked dataset contains information on birth details, demographics and hospitalisation episodes for ALRI between 1996 and 2005.

We have also extracted data from the PathWest Laboratory Database concerning routine detections of respiratory viruses and bacteria. PathWest Laboratory Medicine Western Australia (PathWest) is the government-funded public laboratory service and consists of all public pathology laboratories in Western Australia and carries out a full range of diagnostic testing for infectious diseases. Details of the component datasets within the PathWest Laboratory Database are given elsewhere [21]. Laboratory data were available from 2000 to 2005 for all children in the birth cohort for ages 0–9 years. Respiratory samples received at PathWest for viral testing are routinely investigated for RSV, influenza viruses A and B, adenoviruses and parainfluenza virus types 1–3. RSV was detected by either immunofluorescent antigen detection, polymerase chain reaction (PCR) and/or viral culture. Testing methods for RSV did not change between 2000 and 2005.

We used the residential postcode of the mother at the time of her child’s birth as recorded on the Midwives’ Notification System to classify laboratory detections to either the metropolitan, rural and remote regions of Western Australia. To establish a model of metropolitan RSV transmission in a temperate climate, we restricted our data to RSV testing and positive detections in children born in metropolitan areas. Ethical approval for this study was granted by Princess Margaret Hospital for Children Ethics Committee and the Department of Health Western Australia Human Research Ethics Committee. Access to the population-based data was approved by the Western Australian Data Linkage Branch.

Model structure

We adapted the RSV compartmental transmission models used by others [13,15,22] and constructed a Susceptible (S) – Exposed (E) – Infectious (I) – Recovered (R) – Susceptible (S) model with two age classes. S1, E1, I1 and R1 represented those individuals aged less than 2 years and S2, E2, I2, and R2 represented those individuals aged 2 years and over. Our SEIRS model was defined by a series of differential equations:

\[
\begin{align*}
\frac{dS_1}{dt} &= \mu - \beta S_1 (I_1 + zE_1) - \eta_1 S_1 + \nu R_1 \\
\frac{dE_1}{dt} &= \beta S_1 (I_1 + zE_1) - \eta_1 E_1 - \sigma E_1 \\
\frac{dI_1}{dt} &= \sigma E_1 - \eta_1 I_1 - \gamma I_1 \\
\frac{dR_1}{dt} &= \gamma I_1 - \eta_1 R_1 - \nu R_1 \\
\frac{dS_2}{dt} &= \eta_1 S_1 - \delta \beta S_2 (I_1 + zE_2) - \eta_2 S_2 + \nu R_2 \\
\frac{dE_2}{dt} &= \eta_1 E_1 + \delta \beta S_2 (I_1 + zE_2) - \eta_2 E_2 - \sigma E_2 \\
\frac{dI_2}{dt} &= \eta_2 I_1 + \sigma E_2 - \eta_2 I_2 - \gamma I_2 \\
\frac{dR_2}{dt} &= \gamma I_1 + \gamma I_2 - \eta_2 R_2 - \nu R_2
\end{align*}
\]
where: \( \mu \) is the birth rate, \( \beta \) is the disease transmission rate, \( \eta_1 \) is the ageing rate from (SEIR)_1 to (SEIR)_2, \( \eta_2 \) is the ageing rate of leaving (SEIR)_2 which is related to birth/death rate, \( 1/\sigma \) is the average latency period, \( 1/\tau \) is the average infectious period, and \( 1/\nu \) is the average duration of immunity. The scaling parameters \( \alpha \) and \( \delta \) represent the reductions in infectivity and susceptibility respectively for the older age group compared to those aged less than 2 years. Each model class represents the proportion of the total population. A schematic representation of the model is shown in Figure 1.

**Parameters**

The parameters were based either on real data from our previous population-based data linkage studies, estimates from the literature or were estimated during the model fitting process. Data were aggregated at the weekly level so the time period of interest is a week and all rates are quoted as per week for consistency.

**Birth rate \( (\mu) \)** and **ageing rates \( (\eta_1 \text{ and } \eta_2) \).** Age class 1 represented those aged less than 2 years and age class 2 represented those aged 2 years or more. Therefore, the weekly ageing rate was assumed to be \( 1/(2*52) \) for moving from (SEIR)_1 to (SEIR)_2. We assumed an overall stable population with a life expectancy of 80 years and that deaths in those aged less than 2 years are insignificant to the older age group following Keeling and Rohani [22]. Therefore the rate of entering the model, or the birth/death rate, was assumed to be equal to the ageing rate for leaving (SEIR)_2 and was calculated as \( 1/(78*52) \).

**Latency period \( (1/\sigma) \).** The latency period is defined as the time between being infected and becoming infectious. Based on previous literature [13], this was initially assumed to be an average of 4 days (0.57 of a week). Values between 2 and 6 days were later tested to determine the effect on the model fit.

**Infectious period \( (1/\tau) \).** The infectious period estimates the time an individual remains infectious. Previous RSV models have assumed this to be 10 days [13–15]. This estimate has been based on a previous analysis of 23 infants where the average duration of shedding of RSV was 6.7 days with a range from 1–21 days [23]. In order to be consistent with the literature, our initial model assumed an average infectious period of 10 days (1.4 weeks). Values between 7 and 12 days for this parameter were later tested to determine the effect on the model fit.

**Duration of immunity \( (1/\nu) \).** The duration of immunity is defined as the time between entering the recovery state to becoming susceptible again for a subsequent RSV infection. In previous literature [13] the duration of immunity has been estimated to be 200 days (25.6 weeks). In a more recent RSV model, the duration of immunity that produced the best fit to the data was a yearly rate of 1.59 which approximately translates to 230 days (32.9 weeks) [14]. Due to the seasonal nature of RSV epidemics the duration of immunity is difficult to measure from observational data as the risk of reinfection depends on the time of year of the first infection. An infection late in an epidemic season has a lower risk of reinfection than an earlier infection and is more likely to be reinfected in the following season. This effect greatly biases the calculation of the duration of immunity and probably leads to an overestimate. Due to the great uncertainty in this parameter and its impact on the outcome in the model we elected to make the duration of immunity a variable to be fitted rather than estimated from the literature.

**Transmission parameter \( (\beta) \).** To account for the distinct seasonality of RSV, the disease transmission parameter was calculated as follows:

\[
\beta = \beta_0 \left( 1 + \beta_1 \cos \left( \frac{2\pi t}{32} + \phi \right) \right)
\]

This is based on harmonic analysis that we have previously shown to accurately model RSV seasonality in metropolitan Western Australia [3]. This seasonality function allowing for varying amplitude over an annual cycle with a horizontal shift is common in modelling seasonal outbreaks and has been used in previous RSV transmission models [13,14,22]. The component parameters \( \beta_0, \beta_1 \) and \( \phi \) (phase shift) were estimated through the model fitting process with \( t \) representing time in weeks. Here \( \beta_0 \) is the average transmission rate and \( \beta_1 \) is the degree of seasonality which is defined over the range \([0,1]\) with higher values more appropriate for regions with stronger seasonal drivers.

**Scaled susceptibility \( (\delta) \).** To account for less reported infections in those aged 2 years or more, we included a scaling parameter to reduce the susceptibility of the older age class being infected by both infectious age classes. Based on reinfection studies [24,25] initially the scaling parameter was set to 0.65 and later a range from 0.5 to 0.8 was considered.

**Scaled infectiousness \( (\alpha) \).** To account for reduced transmission in those aged 2 years or more, we included a scaling parameter to reduce the transmission from the infected population in the older age class, to the susceptible population in both age classes. The literature on the level of transmission from older children and adults to younger children is scarce, thus as a starting point in the model we set the scaled infectiousness to be the same.

---

**Figure 1. Schematic representation of RSV SEIRS model with two age groups.** (SEIRS)_1 represents those aged less than 2 years and (SEIRS)_2 represents those aged 2 years or more.

doi:10.1371/journal.pone.0100422.g001
as the scaled susceptibility, at 0.65 with a range from 0.5 to 0.8 considered.

Model fitting
The SEIRS model was developed in Cran R statistical package [26], using the deSolve function to numerically solve the differential equations and verified in MATLAB. The model was used to fit the components of the seasonal transmission parameter, $\beta_0$, $\beta_1$, and $\phi$, and the inverse of the immunity period $\nu$. The model was fitted to data regarding positive RSV detections in children aged less than 2 years between 2000 and 2005 in metropolitan Western Australia. Since the model is a population wide model based on proportions in each class and the data are for reported RSV cases from population-based linked data, the model results were scaled to represent this proportion of the total community cases. This scaling was done by ensuring the total number of cases over the 6 years of the study and the model agreed. After using a set of initial conditions for $\beta_0$, $\beta_1$, $\phi$ and $\nu$, we used the Nelder-Mead method in Cran R with the neldermead package [27] to fit the model to our actual RSV data. The weekly cumulative number of cases in the first age class (children aged less than 2 years) from the model and the real data was used in the model fitting process. The fit statistic that was minimised during the model fitting process was defined as:

$$F = \frac{1}{n} \sum_{i=1}^{n} \left( \text{data}_i - \text{SEIRS}_i \right)^2$$

where data, and SEIRS, are the weekly number of cases aged less than 2 years in the data and SEIRS model outcome and $n$ is the index for all weeks from the beginning of 2000 until the end of 2005. In contrast to Leecester and colleagues [15] the fit statistic is not scaled by the model value as this gives a poorer fit due to the long periods over the summer months with very small case numbers.

In addition to fitting the components of the transmission parameter and the immunity parameter, we explored the variation in the fitted value of these four parameters and the model fit statistic by varying the duration of the latency period (2 to 6 days), the recovery period (7 to 12 days), and the scaled infectiousness and susceptibility parameters (0.5 to 0.8). The variations used were based on a literature search and the epidemiology of RSV detections and hospitalisations using our Western Australian data.

Results
RSV detections
There were 15,830 specimens collected in metropolitan children aged less than 2 years between 2000 and 2005 that were tested for RSV with 21% ($n = 3394$) being positive for RSV by direct immunofluorescence, viral culture or PCR. Of the positive RSV detections, 89.7% were identified from specimens collected from hospitalised children, 9.4% were identified from specimens collected from non-hospital patients, that is patients attending emergency departments or hospital associated out-patient clinics, and the remaining 0.9% were collected from children in private laboratories associated with general practices. There were 4813 specimens in those aged 2–8 years that were tested and from those 11% ($n = 534$) were positive for RSV. Specimens tested and found positive for RSV followed a clear seasonal pattern with peaks in the winter months of June to August and very few cases during the summer months of December to February (Figure 2). There was also a distinct biennial seasonal pattern in both testing and positive detections with alternating peaks. The average maximum number of weekly detections in the higher peaks for years 2000, 2002 and 2004 was 73 compared with an average of 45 detections per week for years 2001, 2003 and 2005. The proportion of specimens tested that were positive for RSV ranged from 0% in off season months to 74% in the peak periods.

SEIRS model
The SEIRS model was fitted to the 6 years of RSV positive identifications. The transmission parameter values that minimised the fit statistic using the Nelder-Mead method were $\beta_0 = 1.99$, $\beta_1 = 0.65$, $\phi = 2.43$ and $\nu = 0.044$ (translating to an immunity period of about 23.3 weeks), resulting in a fit statistic of $F = 89.575$. This best fit of the model to the data displayed alternating peak sizes that accurately mimicked the observed data (Figure 3). In contrast to the models of Leecester and colleagues [15] the parameter values used here are constant across the entire dataset and do not vary by epidemic year. That is, there is a natural period 2 oscillation in the model with these parameter values giving the alternating peaks observed in the data. Using different parameter values for different years was not required to achieve the biennial cycle. The biennial cycle was found to exist over a range of parameter values and was not restricted to narrow parameter choices. It should be noted that there are other regions of the parameter space that had a poorer fit to the data that did not exhibit this period 2 oscillation but instead had peaks of equal size as has been observed in some other models [13,14].

Parameter variation
We explored differences in the fit statistic and transmission parameter values through the variation of duration of the latency and infectious periods, and the scaling parameters for reduced susceptibility and infectiousness in the older age class. A summary of the results is given in Table 1. We did not investigate the variation in the parameter $\phi$ because this simply represents the horizontal fitting of the model to the dataset and does not change the dynamics of the system overall.

Based on the available literature, our initial estimate of the latency period was 4 days. To allow for variation around this value, we tested values within the range of 2 days (weekly rate of 1/0.28) and 6 days (weekly rate of 1/0.86) All values within this range produced a good model fit ($F = 90.03$ to $F = 92.32$; Table 1), with the best fit agreeing with our initial estimate of 4 days.

Similar to other RSV models, our model initially assumed the infectious period to be 10 days. This original estimate was based on a study reporting the mean duration of shedding of RSV to be 6.7 days with the range of 1–21 days [23]. An additional study found the shedding duration to be between 3.4 and 7.4 days but considerably longer (9 days and potentially longer) for children aged less than 2 years [28]. While we do not have available viral shedding data, we explored hospital length of stay as a proxy for the infectious period. This assumes that infectiousness is linked to symptom presentation which may not be true. In addition, patients may be discharged from hospital whilst still showing symptoms that are not serious enough to warrant continued hospitalisation. It is expected that hospital stay would be an underestimate of infectious period. From linking the RSV laboratory data to hospitalisation data, we identified 2,424 hospitalisations in children aged less than 2 years in metropolitan Western Australia. The median length of hospital stay was 5 days with the range of 0–6 days. To allow for additional time before and after the hospital stay, where a child may still be infectious, we explored models with infectious periods of 7 days (weekly rate of 1/1) to 12 days (weekly rate of 1/1.7). Despite the epidemiology of RSV infections in
Western Australia suggesting the optimal estimate for the infectious period in the vicinity of 5–12 days, only periods in the range of 8–11 days were successful in producing a model with the biennial seasonal pattern; outside this range the model gave an annual pattern which does not concord with the data.

Very few studies have been undertaken to ascertain to what level RSV is transmitted from adults to children, with RSV in

![Figure 2. Weekly number of specimens tested and found positive for RSV in metropolitan Western Australian children aged less than 2 years from January 2000 to December 2005. doi:10.1371/journal.pone.0100422.g002](image)

![Figure 3. Observed RSV identifications in those aged less than 2 years and the fitted SEIRS model. The parameters used in the model are $\alpha = 0.65, \delta = 0.65, \gamma = 1/1.4,$ and $\sigma = 1/0.57,$ producing a fit statistic of $F = 89.5751$. doi:10.1371/journal.pone.0100422.g003](image)
adults most often presenting as the “common cold” [24]. One study by Henderson et al (1979) found that the attack rate for first RSV infection was 98%, 75% for second infections and 65% for third infections [25]. As such, values between 0.5 and 0.8 were tested for the scaling parameters $\gamma$ and $\delta$. Suitable model fits, close to the optimal fit, were found for all tests in this range, with the best fits for values between 0.6 and 0.7.

For the parameter ranges tested, the fitted duration of immunity had little variation with typical values around 160 days ($\gamma = 0.0438$) and a range from 148 to 164 days. As expected, the most sensitive fit parameter was the average transmission parameter $\beta_0$. Reducing either the susceptibility or infectiousness for the older age class required an increase in the transmission rate for the model to fit the data. Increasing the infectious period reduced the required level of transmission. Varying the latency period did not have a significant impact on the transmission parameter. The fitted value of the seasonality parameter, $\beta_1$, was consistent across the sensitivity analysis with a value typically around 0.65 and a range from 0.59 to 0.68. The only other model that has been fitted to biennial pattern RSV data assumed an overly large seasonal forcing parameter of $\beta_1 = 1$ and required other parameters to vary season by season to obtain a good fit to the data [15].

The best fitting transmission estimates and the corresponding fit statistic for the different combinations of the duration of immunity and recovery period are shown in Table 1. The fit statistic for realistic parameter choices ranged from $F = 89.575$ (the best fit) to 92.324. A number of parameter choices produced seasonal epidemics curves of alternating peak sizes, consistent with the RSV data. However, the model that minimised the residual sum of errors assumed a latency period of 4 days and infectious period of 10 days, in keeping with earlier estimates in the literature.

**Discussion**

RSV is the most commonly detected pathogen in children with ALRI and both RSV testing and positive detections in Western Australia exhibit distinct seasonality with alternating peaks in winter months. Using positive RSV detections obtained through population-based data linkage, we have constructed a simple mathematical model to mimic these seasonal patterns of detections in the metropolitan population of Western Australia. Our age-structured model accurately captures the biennial seasonal epidemic curves that were observed in children aged less than 2 years between 2000 and 2005. The compartmental SEIRS model, based on several assumptions, now provides a base model on which to expand and increase complexity.

All models are based on assumptions of epidemiological parameters of the disease in question. There is a paucity in the literature of the characteristics of RSV infection including duration of shedding and infectiousness. Previous models have used the infectious period of 10 days based on a study of 23 infants [23]. In another Kenyan community study of 193 children, the mean duration of shedding was 4.5 days and varied between severity of infection and recent history of infection [29]. While we investigated models with infectious periods ranging from 7 to 12 days, we could only replicate the biennial seasonal peaks of RSV with infectious periods between 8 and 11 days; outside this range a suitable fit could not be found with only annual patterns produced by the model.

Our initial estimate for the duration of immunity was 200 days (~6.6 months), based on previous RSV models in the literature [13]. We investigated this estimate using data regarding RSV reinfections. From our linked laboratory data, there were 4,920 RSV positive identifications between 2000 and 2005 throughout Western Australia in those aged less than 2 years. Of these, 92.6% were single infections and 363 (7.4%) were reinfections (6.3% were second time infections, 0.7% third time infections and 0.2% fourth time infections). Excluding those reinfections with positive RSV identifications from specimens collected less than 14 days apart (most likely to be indicative of the same infection), there were 99 reinfections where the time between positive RSV identification was >14 days. Of these 99 reinfections, 80 were identified in children from metropolitan Western Australia. The mean time between subsequent RSV infections from reinfections in metropolitan children was 250 days (8.21 months) and the range was 15–592 days. However, the duration of immunity that the produced the best fit for the model was 160 days. It is possible that immunity wanes several months before the onset of a subsequent RSV season, but that there are not enough infected individuals in the population at that time for the infection to gain momentum and hence our estimate of the immunity period from the data is an overestimate.

We have identified several improvements that can be made to the model which will become the focus of future work. First, we will improve the age structure of the model to allow the

**Table 1. Sensitivity analysis of the fit statistic and fitted transmission parameters for varying duration of immunity and infectious period.**

<table>
<thead>
<tr>
<th>Parameter variation</th>
<th>Fitting parameters</th>
<th>Fit statistic (F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0$, $\beta_1$, $\gamma$, $\delta$</td>
<td>$F$</td>
<td></td>
</tr>
<tr>
<td>$\alpha = 0.65$, $\delta = 0.65$, $\gamma = 1/1.4$, $\sigma = 1/0.57$</td>
<td>1.9896, 0.6495, 0.0438</td>
<td>89.575</td>
</tr>
<tr>
<td>$\alpha = 0.5$, $\delta = 0.5$, $\gamma = 1/1.4$, $\sigma = 1/0.57$</td>
<td>2.5639, 0.6775, 0.0454</td>
<td>90.3653</td>
</tr>
<tr>
<td>$\alpha = 0.8$, $\delta = 0.8$, $\gamma = 1/1.4$, $\sigma = 1/0.57$</td>
<td>1.6300, 0.6262, 0.0436</td>
<td>89.6733</td>
</tr>
<tr>
<td>$\alpha = 0.5$, $\delta = 0.5$, $\gamma = 1/1.4$, $\sigma = 1/0.57$</td>
<td>2.5534, 0.6279, 0.0445</td>
<td>90.1470</td>
</tr>
<tr>
<td>$\alpha = 0.5$, $\delta = 0.8$, $\gamma = 1/1.4$, $\sigma = 1/0.57$</td>
<td>1.6488, 0.6667, 0.0468</td>
<td>90.2240</td>
</tr>
<tr>
<td>$\alpha = 0.5$, $\delta = 0.8$, $\gamma = 1/1.4$, $\sigma = 1/0.57$</td>
<td>1.9113, 0.5879, 0.0474</td>
<td>90.0338</td>
</tr>
<tr>
<td>$\alpha = 0.5$, $\delta = 0.8$, $\gamma = 1/1.4$, $\sigma = 1/0.57$</td>
<td>2.1255, 0.6618, 0.0457</td>
<td>92.3229</td>
</tr>
<tr>
<td>$\alpha = 0.5$, $\delta = 0.8$, $\gamma = 1/1.4$, $\sigma = 1/0.57$</td>
<td>3.6171, 0.6478, 0.0464</td>
<td>91.6664</td>
</tr>
<tr>
<td>$\alpha = 0.5$, $\delta = 0.8$, $\gamma = 1/1.4$, $\sigma = 1/0.57$</td>
<td>1.8289, 0.6599, 0.0428</td>
<td>90.2565</td>
</tr>
</tbody>
</table>

The assumed values of the parameters are $\alpha = 0.65$, $\delta = 0.65$, $\gamma = 1/1.4$, and $\sigma = 1/0.57$ unless otherwise varied, as indicated in the table.

doi:10.1371/journal.pone.0100422.t001
transmission parameters to vary between the different age groups as opposed to our current model where we assume the same transmission rate for each age group with a fixed scaling parameter. The incidence of RSV is greater in infants aged less than 12 months than those in the second year of life, as we have previously shown with hospitalisation rates for bronchiolitis for which RSV is mostly associated [19]. Therefore a natural next step is to further refine the age classes into those aged less than 12 months, 12–23 months and 2 years and over. This will result in a higher number of parameters to fit to the data and therefore will increase the complexity of the model. The advantage is that age-specific interventions, such as vaccination, are easily incorporated in the modelling framework.

Second, we will introduce non-metropolitan data on RSV detections and investigate the changes in the parameters. Parts of rural and remote Western Australia experience tropical climate and therefore, are very likely to experience a different seasonal pattern in terms of peak height and duration. Our total population-based data allows us to investigate seasonality based on geographical location. To achieve this accurately, we will investigate whether the seasonal transmission parameters can be modelled as functions of climatic variables of each geographical region such as average weekly temperatures, rainfall and humidity. A study in Utah correlated climatic variables to hospitalisation data coded for RSV and RSV-bronchiolitis and concluded that temperature and wind speed were the best fitting climatic variables [30]. Due to the differing geographical regions, the effect of corresponding climatic variables on RSV detections may be different in Australia. Indeed, other RSV transmissions with an annual pattern have had lower estimates for the seasonal forcing parameter $\beta_1$, depending on the climatic region. In models from tropical regions, $\beta_1$ has been typically small (e.g. Gambia: 0.16–0.20; Florida: 0.10–0.13 and Singapore: 0.14–0.20); whereas models from temperate climate regions with more distinct seasonality have a larger $\beta_1$ (e.g. Finland: 0.16–0.39) [13].

Third, to measure the likely impact of future interventions, we will model the introduction of a newborn vaccination program and predict the effect on RSV incidence. Such analyses have been previously attempted by modelling [14] and economic models previously shown with hospitalisation rates for bronchiolitis for which RSV is mostly associated [19]. Therefore a natural next step is to measure the likely impact of future interventions, we will model the introduction of a newborn vaccination program and predict the effect on RSV incidence. Such analyses have been previously attempted by modelling [14] and economic models previously shown with hospitalisation rates for bronchiolitis for which RSV is mostly associated [19].

Conclusions

We have successfully developed a model to mimic the biennial seasonal epidemic curves of RSV identifications in metropolitan Western Australia. A strength of our model is the quality of data that it is based on, gathered from individual-level linked total population-based data sources. Not all RSV positive detections are associated with hospitalisations so it is important to not limit data sources to the severe end of the clinical spectrum. RSV continues to be a major pathogen in children and until such time that positive identifications of RSV become mandatory, future studies will need to rely on routinely collected laboratory data.
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4.3 Additional material

As an extension of the modelling work in the *PLoS ONE* paper (Moore et al., 2014), I adapted the fitting routine for the 0–24 month age class, and applied it to the differential equation model presented in the *MODSIM* paper (Hogan et al., 2013). The age-structured model in the *MODSIM* paper reflects the transmission dynamics for two childhood age classes: children less than 12 months of age, and children between 12 and 23 months of age. I simultaneously fitted the two infectious classes in the model, $I_1$ and $I_2$, to the corresponding data, using the modified least squares fit statistic

$$ F = \sqrt{\sum_{i=1}^{n} (\text{data}_{1i} - \text{model}_{1i})^2 + \sum_{i=1}^{n} (\text{data}_{2i} - \text{model}_{2i})^2}, $$

where $\text{data}_{1i}$ and $\text{data}_{2i}$ are the weekly numbers of cases in the data for the two age groups, $\text{model}_{1i}$ and $\text{model}_{2i}$ are the model outputs of new cases each week, and $i$ is the weekly index. Note that the RSV cases in this dataset account for the severe end of the illness spectrum, as not all RSV episodes are associated with a laboratory test. However, there is an implicit assumption that the number of detected cases over time is proportional to all cases in that age group, as it is expected that observed patterns in the detected cases are representative of community infection dynamics.

The transmission function $\beta(t)$ was given by

$$ \beta(t) = \beta_0 [1 + \beta_1 \sin(2\pi t/52 + \phi)]. $$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Fixed/fitted</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0$</td>
<td>Overall transmission</td>
<td>61.650</td>
<td>Fitted</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>Amplitude of seasonal forcing</td>
<td>0.522</td>
<td>Fitted</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Reduced susceptibility in older children</td>
<td>0.228</td>
<td>Fitted</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Phase shift</td>
<td>-0.449</td>
<td>Fitted</td>
</tr>
<tr>
<td>$1/\nu$</td>
<td>Duration of immunity (weeks)</td>
<td>32.895</td>
<td>Fitted</td>
</tr>
<tr>
<td>$1/\delta$</td>
<td>Duration of latent period (weeks)</td>
<td>0.570</td>
<td>Fixed</td>
</tr>
<tr>
<td>$1/\gamma$</td>
<td>Duration of infectious period (weeks)</td>
<td>1.300</td>
<td>Fixed</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Birth rate</td>
<td>431/1658992</td>
<td>Fixed</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Ageing rate</td>
<td>1/52</td>
<td>Fixed</td>
</tr>
</tbody>
</table>
The model was successfully fitted to data for two age classes simultaneously, with a fit statistic of $F = 84.64$ (Figure 4.1). The fitted model captures the biennial dynamics for both age groups, and reflects the higher incidence of RSV infection in 0–11 month old children in the dataset. The data are remarkably regular, with RSV epidemics occurring at almost the same time each year, allowing for the phase shift parameter to be held constant in the model fitting routine. However, the plotted results show that in the final year in the dataset (2005), the epidemic peak took place slightly earlier than in other years, resulting in a poorer fit to the data for that year. Further, the model does not fit the data well at the epidemic peaks in the high-incidence years. This limitation arises due to the nature of the sinusoidal forcing function used to represent seasonality in the model, which does not sufficiently capture the sharp peaks at the height of each epidemic in the data. It would be possible to consider other types of seasonal forcing mechanisms that more accurately reflect this behaviour, however, sine and cosine forcing functions are well accepted in the literature, straightforward to implement, and I found that overall, the fitted model captured the timing and relative sizes of epidemics well. The fixed and fitted model parameters are in Table 4.1.

The duration of immunity is one of the least well understood aspects of RSV infection. In the *PLoS ONE* paper, the fitted immunity rate corresponded to a duration of 160 days, compared to estimates of 200 days in the existing literature (Weber et al., 2001). In the present model, the fitted rate corresponded to an immunity period of 230 days. In terms of the transmission function, the fitted overall transmission rate was $\beta_0 = 61.65$, compared to values between 1.630 and 2.564 in the *PLoS ONE* paper, reflecting the different model structure, as the present model does not have an adult age class contributing to RSV transmission. The fitted amplitude of seasonal forcing was $\beta_1 = 0.522$, similar to the fitted values between 0.588 and 0.678 in the *PLoS ONE* paper.

The outcome of this fitting exercise, together with the modelling work presented in the two papers in this chapter, validates using the present model for two childhood age classes for future work. It provides a foundation for model development and expansion, which will be explored further in this thesis. It also identifies plausible ranges for parameters, with an indication of the sensitivity of the parameters to the model structure, which provides a starting point for the parameter space investigation of the model in Chapter 5.
Figure 4.1: Observed RSV identifications in the Metropolitan region of Western Australia for children aged less than 12 months (dots), and children aged between 12 and 23 months (triangles), together with the fitted SEIRS model (solid and dashed lines).
Analysis of the seasonally forced, age structured model

5.1 Introduction

This chapter includes two publications. The first paper is published as a peer-reviewed conference proceeding in the Springer series *Maths for Industry*. In this paper I explore different age structures in the compartmental ordinary differential equation model, and show that for the RSV transmission model, the inclusion of an age structure with continuous ageing does not change the overall qualitative dynamics produced by the model. This finding validates using a model with only two age classes for the subsequent numerical analyses.

The second paper is published in *Theoretical Population Biology*. In this paper I present sensitivity, parameter space and bifurcation analyses of the two age class model for RSV transmission. The main outcome of this paper is to explore the ranges of parameters that produce different types of solution dynamics – annual, biennial, delayed biennial and tropical – and to quantify the sensitivity of variation in the model output to the parameters. The results in this paper help to explain the different patterns in RSV detections observed globally. In particular, both the immunity and seasonality parameters must exceed certain thresholds for the model to produce biennial and delayed biennial patterns, which aligns with immunity estimates from clinical studies, and RSV epidemic patterns observed at
different latitudes. Further, a central region of birth rate parameters produces biennial patterns, outside which regular annual patterns occur. This shows that RSV seasonality may not be only driven by weather and climatic factors, but that demography seems to also play a key role. Finally, the supplementary material to this paper outlines the calculation of the basic reproduction number $R_0$ in the absence of seasonality, which has implications for RSV control measures.

## 5.2 Papers


Age Structures in Mathematical Models for Infectious Diseases, with a Case Study of Respiratory Syncytial Virus

Alexandra B. Hogan, Kathryn Glass, Hannah C. Moore and Robert S. Anderssen

Abstract Mathematical modelling plays an important role in understanding the dynamics of transmissible infections, as information about the drivers of infectious disease outbreaks can help inform health care planning and interventions. This paper provides some background about the mathematics of infectious disease modelling. Using a common childhood infection as a case study, age structures in compartmental differential equation models are explored. The qualitative characteristics of the numerical results for different models are discussed, and the benefits of incorporating age structures in these models are examined. This research demonstrates that, for the SIR-type model considered, the inclusion of age structures does not change the overall qualitative dynamics predicted by that model. Focussing on only a single age class then simplifies model analysis. However, age differentiation remains useful for simulating age-dependent intervention strategies such as vaccination.
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1 The Purpose and Applications of Infectious Disease models

In epidemiology, mathematical modelling is used to understand the dynamics of transmissible infections. This knowledge has important implications for health care planning and disease interventions. Mathematical models are tools that can help predict the impact of various control strategies on patterns of infection; can assist with understanding the groups of a population that are driving the transmission; and can allow control strategies to be tested and subsequently implemented effectively. For example, mathematical modelling techniques have been widely used in influenza pandemic planning [15, 16], in helping identify the drivers of seasonality in pre-vaccination measles epidemics [17, 18] and in understanding the dynamics of pertussis (whooping cough) outbreaks in young children [31].

This paper provides an overview of the mathematics of infectious disease modelling in the context of a common childhood respiratory infection. In particular, this work examines the extent to which age structures should be incorporated into the modelling, and shows how seasonality and waning immunity can be implemented in relatively simple compartmental models.

2 Introduction to the Mathematics of Infectious Disease Models

Mathematical models applied to infectious disease dynamics typically use deterministic, stochastic, or time series approaches. This paper will focus on a specific type of deterministic, ordinary differential equation model, employing the Susceptible-Infectious-Recovered (SIR) model approach. This model was first introduced by Kermack and McKendrick in 1927 [26] and has since been widely applied to model infectious disease dynamics.

The approach of the SIR framework is to divide a specified population into different compartments that correspond to the states of an infection. These compartments describe whether individuals are susceptible to an infection, infectious, or recovered. The basic SIR model is presented at Eqs. 1–4. Assuming a homogeneous, well-mixed population, \( S \) represents the number of individuals in a defined population who are susceptible, while \( I \) represents the number of individuals who are infectious and able to infect susceptible individuals. The class \( R \) represents the number of individuals who are ‘removed’ (recovered and immune to reinfection).

Demography is represented by the inclusion of a birth rate \( \mu \), which corresponds to an average life expectancy of \( 1/\mu \) years. In this example, the birth rate is assumed...
to equal the death rate, such that the total population, represented by $N$, remains constant over time $t$. Such an assumption is suitable for infectious diseases where the infection life cycle is relatively short compared to the average individual lifespan and the death rate due to the disease is negligible. The recovery rate is represented by $\gamma$, where $1/\gamma$ is the average duration of infection in years. A schematic representation of this structure is shown in Fig. 1. The differential equation model corresponding to such dynamics is given by

$$\frac{dS}{dt} = \mu N - \beta S \frac{I}{N} - \mu S$$  \hspace{1cm} (1)
$$\frac{dI}{dt} = \beta S \frac{I}{N} - \gamma I - \mu I$$  \hspace{1cm} (2)
$$\frac{dR}{dt} = \gamma I - \mu R$$  \hspace{1cm} (3)
$$N = S + I + R.$$

Though the SIR model is one of the simplest forms of a suite of compartmental models, it encapsulates the essence of many infectious disease situations with sufficient accuracy to be able to make useful predictions. Additional states may be included (such as a temporarily immune class) and complexities added (such as age structures). The SIR model and its variations are described extensively elsewhere [4, 11, 23, 25].

3 Respiratory Syncytial Virus

Respiratory syncytial virus (RSV) causes respiratory tract infections in young children. It is the most common pathogen found in children aged less than two years hospitalised with respiratory symptoms and studies indicate that almost all children will have been infected by the time they reach two years [19, 28, 32]. Because of the significant health care and economic burden of RSV (discussed for example in [12, 20, 38]), an improved understanding of its transmission dynamics is required.
RSV dynamics have a clear age structure. RSV incidence is higher for children under 12 months than those between 12 and 24 months [29]. Peak incidence is observed in children between two and four months [32]. Newborn infants are typically protected from RSV infection by maternal antibodies until about six weeks of age (although infection can still occur in this early phase of life) [9, 13]. RSV infection data is usually collected from hospitalised cases, hence the cases observed are for severe infection only. However, the dynamics observed at the severe end of the disease spectrum may be representative of the dynamics in the broader community.

Few studies have been undertaken to examine the transmission of RSV among adults, but it is thought that repeated infection can occur throughout life [9, 22], and that in older children and adults, RSV symptoms present as those of a common cold [19]. Several studies have reported on outbreaks of RSV in aged care facilities and estimated the mortality caused by RSV in these older age groups [21, 35].

An important feature of RSV, in terms of understanding its transmission patterns and burden, is its seasonal behaviour. In temperate climates, RSV typically displays annual seasonal patterns, with high numbers of infections in winter and relatively low numbers in the summer months. In some temperate regions, biennial patterns of RSV infection have been detected. Such dynamics have been observed in Switzerland [14], Finland [36], Chile [7] and Australia [29].

Finally, immunity to RSV following recovery from infection is thought to be short-lived, averaging around 200 days [37]. Consequently, children can be infected in consecutive years.

Mathematical models of RSV must therefore take account of different patterns of severe illness with age, of seasonality in disease transmission, and must allow for the waning of disease immunity following recovery from infection.

4 An Age Structured Modelling Approach to RSV

Several models for RSV that implement the SIR approach have been published [10, 30, 37, 39, 40]. A time series approach has been examined by Spaeder et al. [33], and a network approach by Acedo et al. [2, 3]. Stochastic methods have been investigated by Arenas et al. [5].

In the work of Leecaster et al., an age-structured compartmental approach is used to distinguish between children less than two years old, and adults, with an additional ‘Detected’ class [27]. Acedo et al. divide the population into children under one year of age, and the remaining population, in order to model a vaccination strategy for RSV [1]. In recent work by Moore et al. [29], age structuring is used to fit a compartmental model to RSV detection data for children up to two years of age in Perth, Western Australia. The present paper builds upon the work presented published by Moore et al. [29], using parameters relevant to RSV dynamics in Western Australia.
In the following sections, compartmental models for RSV are presented. These models take into account the known clinical characteristics and epidemiological features of RSV, such as waning immunity, a latent period, and seasonal changes in the degree of transmission. The age-structured modelling approach is implemented for one, two and three age groups, in order to capture the transmission and susceptibility characteristics of different age groups. Numerical solutions are found and the resulting qualitative characteristics of the dynamics are discussed.

4.1 A Single Age Class Model for RSV

The simplest model for RSV transmission is that of a single age class. In this situation the age group was chosen to be the combined child and adult population, with no differentiation between age groups, and with the birth rate equal to the death rate. A latent disease class, represented by $E$, is included to reflect the state where an individual is infected with RSV, but not yet infectious. The disease states are presented as proportions of a population, such that $S + E + I + R = N = 1$. This model was first presented in [24] and the relevant equations are reproduced here as Eqs. 5–9.

\[
\begin{align*}
\frac{dS}{dt} &= \mu - \beta SI + \nu R - \mu S \\
\frac{dE}{dt} &= \beta SI - \delta E - \mu E \\
\frac{dI}{dt} &= \delta E - \gamma I - \mu I \\
\frac{dR}{dt} &= \gamma I - \nu R - \mu R \\
\beta &= b[1 + a \sin(2\pi t)]
\end{align*}
\]

To incorporate the effect of seasonal fluctuations in the number of infected cases, the transmission parameter $\beta$ is replaced with a sinusoidal forcing function, shown at Eq. 9. The birth rate $\mu$ was chosen based on birth and population data from Western Australia [6] and corresponds to a life expectancy of 74 years. The infectious rate $\delta$ is based on previous studies and corresponds to a latent period of four days [37]. Similarly, the recovery rate $\gamma$ is based on previous studies in the literature and corresponds to an infectious period of nine days [2, 27, 37].

The waning immunity parameter $\nu$ is less well understood and is therefore chosen by fitting models to data from Western Australia, as demonstrated in [29], and corresponds to an immunity period of 230 days. The amplitude of seasonal forcing $a$ was selected based on the same fitting routine, and the parameter $b$ was allowed to vary. Parameter definitions and values are summarised at Table 1.
Table 1  Parameter values for the compartmental models are estimated from the literature, from population data, and from fitting the two age class model to weekly detection data for metropolitan Western Australia as demonstrated in [29]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>Birth rate for Perth, Western Australia</td>
<td>0.0135</td>
<td>[6]</td>
</tr>
<tr>
<td>$b$</td>
<td>Overall transmission</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>Amplitude of seasonal forcing</td>
<td>0.522</td>
<td>Fitted value, as in [29]</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Infectious rate</td>
<td>91.479</td>
<td>[37]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Recovery rate</td>
<td>40.110</td>
<td>[2, 27, 37]</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Waning immunity rate</td>
<td>1.585</td>
<td>Fitted value, as in [29]</td>
</tr>
<tr>
<td>$\eta_i$</td>
<td>Ageing rate</td>
<td>$\eta_1 = \eta_2 = 1$, $\eta_3 = 0.0139$</td>
<td></td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>Transmission scaling factor</td>
<td>$\sigma_2 = 1$, $\sigma_3 = 0.6$</td>
<td></td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>Susceptibility scaling factor</td>
<td>$\alpha_2 = 0.228$, $\alpha_3 = 0.6$</td>
<td>Fitted value, as in [29]</td>
</tr>
</tbody>
</table>

The rates are given in years

4.2 Multiple Age Class Models for RSV

There are two main approaches employed in the literature to simulate the ageing process in models for disease transmission. One is the continuous approach, where each compartment in the model is assumed to be a function of both age and time (see [25] for a concise explanation of this method), and the model can be represented as a system of partial differential equations. While realistic, this approach is complicated and the equations are more difficult to solve numerically.

A simpler approach is to treat age groups as compartments in the model, replicating the susceptible, infectious and removed states for each age class. While increasing the number of ordinary differential equations, the system remains straightforward to solve numerically. In this paper, we concentrate only on this second approach to age structures. Detailed examples of where the continuous approach has been used can be found elsewhere [8, 34, 41], although not for RSV.

The multiple age class compartmental model for three age classes is shown in Eqs. 10–17. The age classes are children up to 12 months of age; children aged between 12 and 24 months; and the remaining population. The model may also be adjusted for two age classes only. The seasonal forcing term for each age class is shown in Eqs. 18–19. In the following model, the youngest age class (denoted ‘1’) includes the birth term, with additional classes (denoted ‘$i$’) representing older age groups.
\[
\frac{dS_1}{dt} = \mu - \beta_1 S_1 (I_1 + \sum_{i=2}^{3} \sigma_i I_i) + \nu R_1 - \eta_1 S_1 \tag{10}
\]

\[
\frac{dE_1}{dt} = \beta_1 S_1 (I_1 + \sum_{i=2}^{3} \sigma_i I_i) - \delta E_1 - \eta_1 E_1 \tag{11}
\]

\[
\frac{dI_1}{dt} = \delta E_1 - \gamma I_1 - \eta_1 I_1 \tag{12}
\]

\[
\frac{dR_1}{dt} = \gamma I_1 - \nu R_1 - \eta_1 R_1 \tag{13}
\]

\[
\frac{dS_i}{dt} = \eta_{i-1} S_{i-1} - \beta_i S_i (I_1 + \sum_{i=2}^{3} \sigma I_i) + \nu R_i - \eta_i S_i \tag{14}
\]

\[
\frac{dE_i}{dt} = \eta_{i-1} E_{i-1} + \beta_i S_i (I_1 + \sum_{i=2}^{3} \sigma I_i) - \delta E_i - \eta_i E_i \tag{15}
\]

\[
\frac{dI_i}{dt} = \eta_{i-1} I_{i-1} + \delta E_i - \gamma I_i - \eta_i I_i \tag{16}
\]

\[
\frac{dR_i}{dt} = \eta_{i-1} R_{i-1} + \gamma I_i - \nu R_i - \eta_i R_i \tag{17}
\]

\[
\beta_1 = b[1 + a \sin(2\pi t)] \tag{18}
\]

\[
\beta_i = \alpha_i \beta_{i-1} \tag{19}
\]

\[i = 2, 3\]

In comparison to the single age class model of Eqs. 5–9, the additional parameters in the model with multiple age classes are \(\sigma_i\), which represents the reduced transmissibility for age class \(i\), and \(\alpha_i\) which represents the reduced susceptibility in age group \(i\). The extent to which transmission is reduced for older age classes is not well understood. Hence, transmission was not scaled for the 12–24 month old age class, but was selected as 0.6 for the older age group as in [29]. Similarly for the susceptibility scaling parameter \(\alpha\), the value for reduced susceptibility was selected for the second age group based on Western Australian data, and chosen to be 0.6 for the older age group. The parameter \(\eta_i\) represents the rate of ageing out of age group \(i\), where \(1/\eta_i\) is the time spent in age group \(i\). Infection-specific parameters are the same as those for the single age class model. The parameter values for the chosen age structure are presented at Table 1.

4.3 Numerical Solutions

The compartmental ordinary differential equation systems for one, two and three age classes, shown in Eqs. 5–19, were solved numerically using MATLAB’s inbuilt \texttt{ode45} integrator. The values of the fixed parameters are given in Table 1.
Fig. 2 This figure shows two numerical solutions for compartmental RSV models, for each of a one, b two and c three age classes. For each model, the numerical output demonstrates that either an annual or biennial pattern may be produced, depending on the value of the transmission parameter $b$. The values of $b$ are as follows: a 45, 49; b 3400, 3200; c 460, 530. Other parameter values are provided in Table 1.

The transmission parameter $b$ was chosen to vary, in order to demonstrate different numerical solutions. The range of possible $b$ values that produced plausible numerical solutions varied depending on the model age structure. This is a consequence of how the models were formulated. The model compartments ($S, E, I, R$), were assumed to be proportions of the chosen population, rather than numbers of individuals. For each age class, the compartments in that age classes summed to 1 at $t = 0$, and the total population did not remain constant as the birth rate and the ‘ageing out’ or death
rate were not equal for all model structures; this changed the degree of transmission required to sustain annual epidemics. In practice, exact values of the transmission parameter \( b \) will vary according to the data the model is fitted to.

Depending on the value of \( b \) chosen, and holding other parameters constant, the model solutions produced either annual or biennial patterns. Examples of solutions for different values of the transmission parameter \( b \) are shown in Fig. 2. In this figure, the values of \( b \) were selected to be within a range that produced plausible solutions and so as to demonstrate markedly different dynamics.

In order to more clearly show the range of \( b \) values that produce either annual or biennial patterns of infection, a numerical bifurcation analysis was undertaken using XPP-AUT software. The analysis was conducted for each of the compartmental models, for one, two and three age classes, with bifurcation parameter \( b \). The output is shown in Fig. 3. For each plot, the y-axis is the proportion of infectious individuals \( I \) at the seasonal peak, for the youngest age class. We can observe how the infectious peak changes as the value of transmission parameter increases, and whether the model dynamics are annual or biennial.

Figure 3 shows that for each model, there exists a region of solutions with biennial dynamics contained by two period doubling bifurcations. Either side of this region the solutions revert to annual seasonal dynamics. This analysis demonstrates the similar qualitative dynamics for the one, two and three age class models for RSV. A more

![Figure 3](image-url)
detailed bifurcation analysis (for example, exploring other bifurcation parameters) is outside the scope of the present paper, but will be explored in a forthcoming publication.

5 Discussion

Mathematical modelling is an important tool for understanding the patterns of infectious disease transmission, and one use of these models is for simulation of disease-specific intervention strategies. Infectious disease interventions are often targeted for different age groups, particularly for children. The ability to implement age-structured modelling approaches is useful for studying the theoretical outcome of a vaccination strategy that is concentrated on specific age groups.

The purpose of this paper is to provide an overview of infectious disease modelling, with a focus on a common childhood respiratory infection. A series of ordinary differential equation models for RSV are presented, incorporating the known clinical characteristics of the infection. Age structures for one, two and three age classes are implemented using the compartmental approach, in order to examine the dynamics of the numerical solutions.

It is found that for the models considered, the qualitative dynamics of the numerical solutions are either annual or biennial, depending on the degree of transmission. Further, the dynamics of the solutions are qualitatively similar for the one, two and three age class systems. Despite adding the complexities of additional age classes, the overall patterns of disease transmission were the same, with a higher transmission rate in younger age groups producing a higher proportion of infectious cases.

This finding has useful implications for studying the dynamics of infectious disease models. It suggests that where the overall behaviour of a model is being investigated, and different possible patterns of disease transmission being considered, the age structuring may be ignored and the simplest single age class model considered. As the number of differential equations is reduced, numerical analyses (such as phase plane and bifurcation) are much simpler and often more readily interpreted. Age structures may of course be included at a later stage of model development, but considering only the single age class (here the younger population only) greatly simplifies analytical and numerical testing in situations where interventions are not being studied.
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- Our RSV model successfully replicates seasonal patterns in different regions.
- Seasonal forcing must exceed a threshold to produce the biennial dynamics of temperate zones.
- Births and waning immunity may drive the ‘delayed biennial’ cycles seen in some countries.
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\textbf{ABSTRACT}

Respiratory syncytial virus (RSV) is the main cause of lower respiratory tract infections in children. Whilst highly seasonal, RSV dynamics can have either one-year (annual) or two-year (biennial) cycles. Furthermore, some countries show a ‘delayed biennial’ pattern, where the epidemic peak in low incidence years is delayed. We develop a compartmental model for RSV infection, driven by a seasonal forcing function, and conduct parameter space and bifurcation analyses to document parameter ranges that give rise to these different seasonal patterns. The model is sensitive to the birth rate, transmission rate, and seasonality parameters, and can replicate RSV dynamics observed in different countries. The seasonality parameter must exceed a threshold for the model to produce biennial cycles. Intermediate values of the birth rate produce the greatest delay in these biennial cycles, while the model reverts to annual cycles if the duration of immunity is too short. Finally, the existence of period doubling and period halving bifurcations suggests robust model dynamics, in agreement with the known regularity of RSV outbreaks. These findings help explain observed RSV data, such as regular biennial dynamics in Western Australia, and delayed biennial dynamics in Finland. From a public health perspective, our findings provide insight into the drivers of RSV transmission, and a foundation for exploring RSV interventions.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Respiratory syncytial virus (RSV) is one of the predominant causes of respiratory tract infections in young children and seasonal epidemics are observed globally. RSV detections are known to be age-dependent, with an estimated 60\% of children infected with RSV in their first year of life (Glezen et al., 1986) and almost all children infected by the time they turn two years of age (Hall, 1981; Sorce, 2009). Fewer infections are detected in older children and adults. Immunity to RSV following recovery from infection is partial and limited in duration, and reinfection throughout early childhood is common (Hall et al., 1991; Meng et al., 2014). However, the specific mechanisms of the immune response to RSV following recovery from an infection are not well documented (Hall et al., 1991; Lambert et al., 2014) and the average duration of immunity is not accurately known.

Winter RSV epidemics occur in many temperate countries, with few infections in the summer months (Duppenthaler et al., 2003; Gilchrist et al., 1994; Hirsh et al., 2014; Terletskaya-Ladwig et al., 2005). However, the underlying drivers of these seasonal patterns are not well understood. Weather-related factors such as lower temperatures, higher rainfall and reduced sunlight, as well as social factors such as indoor crowding in the colder and wetter months,
are all possible causes (Chan et al., 2002; Reese and Marchette, 1991).

Observed seasonality in the incidence of infectious diseases has implications for interventions. For RSV, prophylaxis with the monoclonal antibody palivizumab has been found to be safe and effective for high-risk children (The Impact-RSV Study Group, 1998), although it is expensive and the timing of the RSV season must be understood for effective implementation. There is currently no licenced vaccine for RSV, although several vaccines are being evaluated (PATH, 2015). Phase two clinical trials of an RSV vaccine have been commenced by GlaxoSmithKline in healthy women (NCT02360475) (ClinicalTrials.gov, 2015). Phase three clinical trials of RSV F nanoparticle vaccines for pregnant women (NCT02624947) and for the elderly (NCT02608502) have been commenced by Novavax (ClinicalTrials.gov, 2015, 2016). Rollout of a future vaccination strategy will need to be based on a comprehensive understanding of seasonality in order to optimise the timing of delivery.

Mathematical models play a key role in identifying the drivers of observed patterns of infectious diseases, as well as informing the planning of potential health interventions (Keeling and Rohani, 2008). Previous models of RSV have concentrated on modelling the data from specific geographic regions (Weber et al., 2001; Lee caster et al., 2011; Moore et al., 2014), with several studies suggesting that climatic factors drive seasonal transmission (Weber et al., 2001; Paynter et al., 2014; Walton et al., 2010). The current literature, however, does not explain why seasonal dynamics differ between temperate locations. Recent work has identified that the interaction between demography and imperfect immunity can affect the dynamics of infectious diseases (Dafilis et al., 2014; Morris et al., 2015). Here, using a SEIRS model, we explore how the birth rate, waning immunity and seasonality might interact to yield different dynamics of RSV. We classify the numerical solutions produced by this model and identify the main parameters that contribute to different qualitative outputs. Finally, we link these findings to RSV data from different countries.

2. Model and parameter values

A deterministic, ordinary differential equation SEIRS model for RSV transmission is shown in Eq. (1). A schematic diagram identifying the progression between disease states is provided in Fig. 1, where \( S, E, I \) and \( R \) represent, respectively, the susceptible, exposed, infectious and recovered proportions of each age group. In order to capture the known epidemiology of RSV with respect to age, the model is compartmentalised for two age classes: children under 12 months of age are denoted by \( A \), and those between 12 and 24 months of age are denoted by \( B \). This model was first presented in Hogan et al. (2013).

\[
\begin{align*}
\frac{dS_A}{dt} &= \mu - \beta_A S_A (I_A + I_B) + \nu R_A - \eta S_A \\
\frac{dE_A}{dt} &= \beta_A S_A (I_A + I_B) - \delta E_A - \eta E_A \\
\frac{dI_A}{dt} &= \delta E_A - \gamma I_A - \eta I_A \\
\frac{dR_A}{dt} &= \gamma I_A - \nu R_A - \eta R_A \\
\frac{dS_B}{dt} &= \delta \eta S_B (I_A + I_B) + \nu R_B - \eta S_B \\
\frac{dE_B}{dt} &= \delta \eta S_B (I_A + I_B) - \delta E_B - \eta E_B \\
\frac{dI_B}{dt} &= \delta E_B - \gamma I_B - \eta I_B \\
\frac{dR_B}{dt} &= \gamma I_B - \nu R_B - \eta R_B.
\end{align*}
\]

This age structure was chosen as severe RSV infections are typically detected in children under 24 months of age and the majority of children hospitalised with RSV are under 12 months of age (Weber et al., 1998). Although RSV has more recently been identified as an important pathogen in adults (Hall, 2001), the transmission mechanism between different age groups is not well understood. Furthermore, it is thought that RSV is typically introduced into a household by a school-aged child (Munywoki et al., 2014), suggesting that adults are not the main drivers of transmission. In recent work, we showed that this model produces qualitatively similar dynamics regardless of whether adults were incorporated (Hogan et al., 2015), hence adults were not included in the present model.

The seasonal nature of the transmission dynamics is modelled using a sinusoidal forcing function (such as in Keeling and Rohani, 2008; Weber et al., 2001; Arenas et al., 2008) given in Eq. (2). For the older age class (the 12–24 month old children), reduced susceptibility to infection is modelled by scaling the seasonal forcing function by a factor \( \alpha \).

\[
\begin{align*}
\beta_A(t) &= b_0 \left[ 1 + b_1 \sin(2\pi t + \phi) \right] \\
\beta_B(t) &= \alpha \beta_A(t).
\end{align*}
\]
Table of default parameter values, where rates are given in years. Fitted values were obtained by fitting the model to laboratory confirmed RSV cases from Perth, Western Australia (Moore et al., 2014).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Value</th>
<th>Range</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>Birth rate for Perth 2009</td>
<td>0.0135</td>
<td>0.01 ≤ $\mu$ ≤ 0.02</td>
<td>Australian Bureau of Statistics (2009)</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Ageing rate</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b_0$</td>
<td>Overall transmission rate</td>
<td>3.215</td>
<td>2,900 ≤ $b_0$ ≤ 3,500</td>
<td>Fitted value</td>
</tr>
<tr>
<td>$b_1$</td>
<td>Amplitude of seasonal forcing</td>
<td>0.522</td>
<td>0 ≤ $b_1$ ≤ 1</td>
<td>Fitted value</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Scaling factor for reduced susceptibility in older children</td>
<td>0.228</td>
<td>0 ≤ $\alpha$ ≤ 1</td>
<td>Fitted value</td>
</tr>
<tr>
<td>$1/\delta$</td>
<td>Latent period</td>
<td>4 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1/\gamma$</td>
<td>Infectious period</td>
<td>9 days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1/\nu$</td>
<td>Immunity period</td>
<td>230 days</td>
<td>182 to 304 days</td>
<td>Fitted value</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Phase shift</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[0.01, 0.02], which corresponds to a life expectancy of between 50 and 100 years, such as in Daflis et al. (2014). The rate of waning immunity $\nu$ was allowed to vary in the range [1.2, 2], which corresponds to an immunity period of between 182 and 304 days. The value for the transmission rate $b_0$ varied in the range 2900–3500 and the amplitude of seasonal forcing varied in the range [0, 1].

The basic reproduction number $R_0$ was calculated using the Next Generation Matrix method (Brauer and Castillo-Chavez, 2012). Seasonal forcing was not included, but rather the average transmission rate was used, which provides a basic reproduction number in the absence of seasonal fluctuations in transmission (see Supplementary Material, Appendix A). Substituting the default parameter values from Table 1, we found that $R_0 = 1.32$. This is in the range [1.2, 2.1] suggested by Weber et al. (2001) for another compartmental RSV transmission model, although we acknowledge it does not fully capture seasonality in the reproduction number (Grassly and Fraser, 2006).

3. Sensitivity analysis

A sensitivity analysis was used to identify which parameters contribute most to variation in model output. For the RSV model, the key parameters explored were the immunity parameter $\nu$, the birth rate $\mu$, the scaling parameter $\alpha$, the transmission parameter $b_0$ and the seasonality parameter $b_1$. In the case of the immunity parameter, there is relatively little epidemiological evidence to quantify the duration of immunity following infection. A similar situation holds for the scaling parameter $\alpha$ that accounts for reduced susceptibility in older children, which is reported but not generally quantified in the literature. Finally, parameter values for the birth rate, transmission rate, and strength of seasonal forcing are likely to vary with population, and no one fixed value is appropriate for all populations.

The sensitivity analysis was performed using the method of Partial Rank Correlation Coefficient (PRCC), using Latin Hypercube Sampling (LHS) to efficiently sample the parameter space. The PRCC gives a value for each parameter between $-1$ and $+1$, with an absolute value close to 1 indicating that the parameter strongly influences the model outcome. The outcome chosen for our sensitivity analysis was the cumulative number of infectious individuals for both age classes over time. We found that, after allowing for a burn in period, the correlation coefficient remained constant over time. As such, the outcome is shown for a single time point in Fig. 2.

The parameters most strongly correlated with the cumulative number of infectious individuals were the recovery rate $\gamma$, the birth rate $\mu$ and the transmission rate $b_0$. The PRCC for the recovery rate $\gamma$ (the inverse of the duration of infectiousness) was close to $-1$, indicating that increasing the rate of recovery (or decreasing the duration of infectiousness) contributes to a lower number of infectious individuals. The PRCC for the birth rate $\mu$ was close to $+1$, indicating that increasing the inflow of susceptibles substantially contributes to a higher cumulative number of infective individuals. Similarly, increasing the transmission parameter $b_0$ greatly contributed to the number of infectives over time.

Based on this analysis, several parameters were selected to be explored in more detail. While the recovery rate $\gamma$ was highly inversely correlated with RSV infections, the duration of infectiousness has been well documented compared to the other parameters. The birth rate $\mu$ was further examined, as demographic factors vary between countries. The waning immunity parameter $\nu$ was also explored, given that less is known about the duration of immunity for RSV compared to other clinical factors. Finally, the parameters $b_0$ and $b_1$ in the seasonal forcing functions $\beta_0$ and $\beta_1$ were investigated. Although $b_1$ was not highly correlated with the outcome, differences in RSV dynamics for different countries and climates are well documented, and we expect the seasonality parameter to play an important role in capturing climatic factors.

4. Parameter space analysis

In earlier work (Hogan et al., 2013; Moore et al., 2014; Hogan et al., 2015), we described the basic dynamics of the numerical solutions to the model. We characterise the solutions as either ‘annual’ (period one) solutions or ‘biennial’ (period two) solutions, shown at (i) and (ii), respectively, in Fig. 3. Biennial patterns in RSV disease levels have been observed a number of regions including Chile (Avendano et al., 2003), Germany (Terletskaia-Ladwig et al., 2005), Switzerland (Duppenthaler et al., 2003) and northern U.S. states such as Wyoming and South Dakota (Pitzer et al., 2015). We can further classify the biennial dynamics to describe where the timing of the minor peak (the year of fewer infections in a biennial cycle) occurs markedly later than the major peak, shown in Fig. 3(iii). We refer to this type of pattern as ‘delayed biennial’. Such dynamics have been observed in Finland (Waris, 1991) and Croatia (Mlinaric-Galinovic et al., 2008). Finally, reducing the amplitude of seasonal forcing $b_1$ such as in Fig. 3(iv) replicates the RSV dynamics typically observed in tropical climates, with less pronounced annual peaks (Chan et al., 2002) and disease occurring at a low level throughout the year. Setting the amplitude of seasonality to $b_1 = 0$ (so that no seasonal forcing occurs) results in damped oscillations, with no long-term seasonality in disease incidence, thus the periodicity seen here is a result of seasonal forcing.

We examined the dynamics of the numerical solutions with respect to the birth rate $\mu$ and the rate of waning immunity $\nu$ by solving the equations for a range of parameter values and then identifying the amplitude and location of the annual peaks (Fig. 4). In each case, we compared the timing of the epidemic peak in a given year with the timing of the peak in the following year. Annual or regular biennial cycles showed no difference in timing, whereas delayed biennial dynamics showed a difference
Fig. 2. Output of the Partial Rank Correlation Coefficient (PRCC) sensitivity analysis, where Latin Hypercube Sampling (LHS) was used to sample the parameter space. PRCC values indicate the strength of association between model parameters and the cumulative number of infective individuals. As the correlation for each parameter remained constant over time, the output is shown at a single time point.

Fig. 3. Four plots demonstrating the qualitative types of model output: annual, biennial, delayed biennial and tropical. Plot (ii) shows the model output with the parameters fixed at the baseline values listed in Table 1. For the other plots, one parameter was varied while the others were fixed at the baseline values, in order to produce different dynamics: (i) $b_0 = 3401$, (iii) $\nu = 1.15$, and (iv) $b_1 = 0.1$. They illustrate the key role played by the forcing function in determining the observed differences in the dynamics.

5. Bifurcation analysis

The sinusoidal forcing term in Eq. (2) reflects changes in transmission caused by climatic variation throughout the year, and drives the seasonal dynamics produced by the model. A bifurcation analysis allows us to quantify the different types of dynamics produced by the model, for different values of these two parameters, within plausible ranges. We are interested in examining the stable periodic solutions of our model and how the dynamics of these solutions change for different parameter choices.
Fig. 4. Variations in the timing of seasonal peaks as a function of the birth rate $\mu$ and the immunity rate $\nu$. Figures (i) and (ii) show the delay in days of the ‘minor’ peak for a range of $\mu$ and $\nu$ values respectively, with all other parameters fixed. Figure (iii) shows the timing delays on a colour scale as a function of both $\mu$ and $\nu$. Figures (i) and (ii) were created using a log-transformed version of the model for improved numerical accuracy. Parameters not stated have the values listed in Table 1.

For this part of the analysis, the differential equations were solved and the bifurcation analysis was performed using the continuation package AUTO within XPPAUT (Ermentrout, 2002). AUTO tracks the bifurcation curves of periodic systems by linearising about fixed points and finding the eigenvalues of the resulting system matrix (Ermentrout, 2001; Doedel, 1981). Plots were produced using MATLAB. XPPAUT requires the system of differential equations to be autonomous. Consequently, we transformed our non-autonomous periodic forcing term using the Hopf oscillator, as in Aguier et al. (2011), McLennan-Smith and Mercer (2014) and Dafilis et al. (2014). This oscillator is driven by the following coupled system

\[
\frac{du}{dt} = u(1 - u^2 - v^2) - 2\pi v, \\
\frac{dv}{dt} = v(1 - u^2 - v^2) + 2\pi u,
\]

and has the solution

\[
u(t) = \cos(2\pi t), \quad v(t) = \sin(2\pi t).
\]

The differential equations were first integrated for 400 years to allow the system to stabilise. The final solution point was then used as initial conditions to integrate the model for one period (one year) in order to perform the bifurcation analysis in AUTO. The bifurcation analysis was conducted for the transmission parameter $b_0$ and the amplitude of seasonal forcing $b_1$. The outputs of the bifurcation analysis are shown at (i) and (ii) in Fig. 5. For each figure, the $y$-axis shows the peak number of infectives. For the region of period-doubling solutions, the stable solution (the green line) is depicted as the maximum proportion of infectious individuals in the year with the higher number of cases. The blue line is used to highlight the unstable solution. The younger age class is used to show the bifurcation dynamics, however, the older age class produces similar results.

The bifurcation diagrams for $b_0$ and $b_1$ show similar qualitative characteristics. Both feature a central region of biennial dynamics, contained within a single period doubling bifurcation and a single period halving bifurcation. Parameter values outside this central region therefore produce regular annual dynamics. A range of initial conditions were sampled for the bifurcation analysis in order to identify other potential basins of attraction, however the annual and biennial cycles seem to be a robust feature of this model.

It is of interest to observe the system dynamics when the two key parameters are varied simultaneously, as the bifurcation analysis of $b_0$ may depend on that of $b_1$. The bifurcation analysis for $b_0$ was carried out using a range of different values for the seasonal forcing parameter $b_1$. The period doubling and halving bifurcations were recorded, and the results of this analysis are shown in Fig. 5(iii). This plot shows the region of parameter combinations of $b_0$ and $b_1$ that will produce biennial dynamics (within the region captured by the two curves) and annual dynamics (outside the region). Panel (iv) shows the delay on a colour map for the same two parameters, in a similar fashion to Fig. 4(iii).

6. Discussion

In this study, we showed that our age structured mathematical model for RSV transmission (1) was able to produce four qualitatively distinct types of dynamics: annual, biennial, delayed biennial and tropical. We identified the key parameters in the model (birth rate, rate of waning immunity, transmission rate, and seasonality) that explain these different dynamics, and documented the parameter ranges for which these dynamics occur.

Our parameter space analysis allowed us to examine the ranges of the birth and immunity rates that produced annual, biennial and delayed biennial dynamics. Both the immunity rate and the birth rate effectively moderate the flow of susceptibles into the population. However, the parameter space analysis showed that there is an intermediate range of birth rates that correspond to delayed biennial dynamics, outside of which the dynamics revert to regular annual. This output is consistent with the birth rate analysis in Rohani et al. (2003). In addition, the work by Pitzer et al. indicates that the transition from biennial to annual RSV dynamics in California between the 1990s and 2000s may be due to changes in the birth rate (Pitzer et al., 2015).
The bifurcation structure of the model. The first two plots show (i) a bifurcation diagram for the transmission parameter $b_0$ and (ii) a bifurcation diagram for the amplitude of seasonal forcing $b_1$. For the $b_0$ bifurcation, all other parameters are fixed, with $b_1 = 0.522$. For the $b_1$ bifurcation, all other parameters are fixed, with $b_0 = 3.215$. Both diagrams show similar qualitative dynamics, with a central region of period two dynamics contained within a single period doubling (PD) and single period halving (PH) bifurcation. Plots (iii) and (iv) show, respectively, a two-parameter bifurcation diagram and the timing delay on a colour scale for $b_0$ and $b_1$. The analysis of the immunity parameter alone produced a different picture from that of other parameters, with a one-way transition from regular annual to delayed biennial dynamics as the duration of immunity increases. Although birth rates vary between countries, we expect that the typical duration of immunity would be consistent across different regions, being a clinical feature of RSV. As RSV immunity is not well understood, this analysis adds insight into values that might be reasonable. The two parameter analysis in Fig. 4 suggests that the duration of immunity must be at least 220 days for annual, biennial and delayed biennial dynamics to occur for different birth rates, although we acknowledge that this value may change with different demographic model structures. In a similar model where one 0–24 month age class was fitted to data, the fitted duration of immunity was 160 days (Moore et al., 2014). These results complement the existing literature on the contribution of birth rate and waning immunity to infectious disease dynamics (Dafilis et al., 2014; Morris et al., 2015; Earn et al., 2000).

Model findings show good agreement with data from around the world. Time series data for RSV in Finland shows a markedly delayed biennial pattern (Waris, 1991). The average birth rate for Finland between 1981 and 1990 (the time period of the data) (Statistics Finland, 2015) corresponded with the rates that produced a delayed pattern in our analysis. RSV detections for Switzerland between 1988 and 1989 show a regular biennial pattern (Duppenthaler et al., 2003), and the birth rate of up to 0.0127 during this time period (Swiss Federal Statistical Office, 2015) corresponds with the non-delayed dynamics indicated by our analysis. Another interesting comparison is Colorado and Maryland, U.S.A. Both states have a similar latitude, and hence similar expected seasonal fluctuations. However, biennial dynamics have been observed in Colorado (Zachariah and Shah, 2009) and annual dynamics in Maryland (Spaeder and Fackler, 2012), where the birth rate has historically been lower. There are two distinct serotypes of RSV: RSV-A and RSV-B. This model does not model the dynamics of the two different RSV strains, due to limited data. Strain diversity has been suggested as a possible driver of biennial dynamics (White et al., 2005), however other studies have shown that the biennial dynamics cannot be explained only by circulation of the two subtypes (Mlinaric-Galinovic et al., 2009; Zlateva et al., 2007; Pitzer et al., 2015).

We established the existence of period doubling and period halving bifurcations when the transmission and seasonality parameters were changed. Stone (1993) showed that such patterns are an alternative to the period-doubling route to chaos that is often present in these types of population models. The existence of period doubling and period halving bifurcations suggests robust dynamics, which is consistent with the known regularity of RSV outbreaks worldwide. Our bifurcation analysis also indicated that the seasonality parameter must exceed a threshold in order for the model to produce biennial dynamics. This corresponds to the known epidemiology of RSV, where biennial patterns are typically observed in temperate regions only, where there is a marked difference in climate between the summer and winter months. In tropical regions, where the climate may be more consistent year-round, winter peaks of RSV are less pronounced.

The sinusoidal forcing function applied in this paper is commonly used in models for seasonal epidemics. A drawback of this approach is that this function is a proxy for any number of seasonal (such as climatic, weather-related or social) variables. There is scope to include a more realistic transmission function that incorporates such factors and this will be considered in future work.

The model simulates RSV infection in two child age groups and does not include adults. RSV infections are mainly observed in young children, however it is not clear whether the low numbers of infections recorded in adults are due to fewer infections in
older age groups, or less severe symptoms that result in fewer detections. In recent work (Hogan et al., 2015), we showed that our model produces qualitatively similar dynamics irrespective of whether or not adults are included, and so only two age groups were modelled for this study. In future work, we will consider a more extensive age-structured model that incorporates both adult and child age structures, as well as an appropriate contact matrix. Furthermore, a drawback of the compartmental approach to age structuring, rather than continuous ageing, is that the time spent in each age class is exponentially distributed (Keeling and Rohani, 2008). However, the compartmental ageing approach is more mathematically tractable than a continuous approach and is widely used in the literature.

Knowledge of the seasonal trends of RSV infections, and a better understanding of what is driving these seasonal patterns in different parts of the world, provides many benefits, including health system preparedness (Chew et al., 1998). The sensitivity and parameter surface analysis in our study shows that demography plays an important role in RSV dynamics. While RSV epidemics are remarkably consistent in many regions, a shift in the birth rate could have implications for the timing and magnitude of RSV, which may necessitate a change in prophylaxis administration for high risk children. Prophylaxis for RSV is costly and as such schedules need to be based around times that produce the maximum effectiveness during the peak of the RSV season. An understanding of the drivers of RSV seasonality and predicting peak activity would aid in planning the most cost effective RSV prophylaxis programs. Furthermore, RSV vaccine development is proceeding rapidly. Our analysis provides insight into the most important parameters to consider when developing models for vaccine administration, such as immunity and transmission, and the differences that might be expected in these parameters in different regions. In future work, we will consider how to adapt this model to help plan for the rollout of a RSV vaccine.
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S1. Calculation of $R_0$

The two age class transmission model is

\begin{align*}
\frac{dS_A}{dt} &= \mu - \beta_A S_A (I_A + I_B) + \nu R_A - \eta S_A \\
\frac{dE_A}{dt} &= \beta_A S_A (I_A + I_B) - \delta E_A - \eta E_A \\
\frac{dI_A}{dt} &= \delta E_A - \gamma I_A - \eta I_A \\
\frac{dR_A}{dt} &= \gamma I_A - \nu R_A - \eta R_A \\
\frac{dS_B}{dt} &= \eta S_A - \beta_B S_B (I_A + I_B) + \nu R_B - \eta S_B \\
\frac{dE_B}{dt} &= \eta E_A + \beta_B S_B (I_A + I_B) - \delta E_B - \eta E_B \\
\frac{dI_B}{dt} &= \eta I_A + \delta E_B - \gamma I_B - \eta I_B \\
\frac{dR_B}{dt} &= \eta R_A + \gamma I_B - \nu R_B - \eta R_B
\end{align*}
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We used the Next Generation Matrix method to calculate the basic reproduction number $R_0$ [1]. The disease free steady state is $x_0 = (\frac{\mu}{\eta}, 0, 0, 0, \frac{\mu}{\eta}, 0, 0, 0)$. The disease states in the model are $E_A$, $I_A$, $E_B$, and $I_B$. Following the notation of [1], we have:

$$F = \begin{pmatrix} \beta_A S_A (I_A + I_B) \\ 0 \\ \beta_B S_B (I_A + I_B) \\ 0 \end{pmatrix}$$

$$V = \begin{pmatrix} \delta E_A + \eta E_A \\ -\delta E_A + \gamma I_A + \eta I_A \\ -\eta E_A + \delta E_B + \eta E_B \\ -\eta I_A - \delta E_B + \gamma I_B + \eta I_B \end{pmatrix}$$

The Jacobian of $F$ is

$$F = \begin{pmatrix} 0 & \beta_A S_A & 0 & \beta_A S_A \\ 0 & 0 & 0 & 0 \\ 0 & \beta_B S_B & 0 & \beta_B S_B \\ 0 & 0 & 0 & 0 \end{pmatrix}$$

and evaluated at the steady state is

$$F(x_0) = \begin{pmatrix} 0 & \frac{\beta_A \mu}{\eta} & 0 & \frac{\beta_A \mu}{\eta} \\ 0 & \frac{\beta_B \mu}{\eta} & 0 & \frac{\beta_B \mu}{\eta} \\ 0 & 0 & 0 & 0 \end{pmatrix}$$

The Jacobian of $V$ is

$$V = \begin{pmatrix} \delta + \eta & 0 & 0 & 0 \\ -\delta & \eta + \gamma & 0 & 0 \\ -\eta & 0 & \delta + \eta & 0 \\ 0 & -\eta & -\delta & \eta + \gamma \end{pmatrix}$$

The inverse of $V$ is

$$V^{-1} = \begin{pmatrix} \frac{1}{\eta+\delta} & 0 & 0 & 0 \\ \frac{1}{(\eta+\delta)(\eta+\gamma)} & \frac{1}{\eta+\gamma} & 0 & 0 \\ \frac{1}{(\eta+\delta)^2} & \frac{1}{\eta+\gamma} & \frac{1}{\eta+\delta} & 0 \\ \frac{2\eta^2 \delta + \eta \delta^2 + \gamma \eta \delta}{(\eta+\delta)^2 (\eta+\gamma)^2} & \frac{\eta}{(\eta+\gamma)^2} & \frac{1}{(\eta+\delta)(\eta+\gamma)} & \frac{1}{\eta+\gamma} \end{pmatrix}$$
The largest eigenvalue of $F V^{-1}$ is

$$R_0 = \frac{\delta \mu}{\eta(\eta+\delta)(\eta+\gamma)} [\beta_A + \beta_B + \frac{\beta_A (2\eta^2+\eta\delta+\eta\gamma)}{(\eta+\delta)(\eta+\gamma)}]$$

Evaluated at $\beta_A = 3215$, $\beta_B = 732$, $\eta = 1$, $\delta = 91.48$, $\gamma = 40.11$ and $\mu = 0.0135$, and rounded to two decimal places, $R_0 = 1.32$.

Given that $\eta = 1 \ll \delta, \gamma$, we can also approximate $R_0$ as:

$$R_0 \approx \frac{\mu}{\gamma} [\beta_A + \beta_B] = 1.33$$

S2. Supplementary parameter space exploration

Supplementary Material, Figure S1: Variations in the timing of seasonal peaks as a function of the birth rate $\mu$ and the transmission parameter $b_0$, for different values of the seasonal forcing parameter $b_1$. The plots show a band of values that produces delayed biennial dynamics, with a longer delay for higher values of $b_1$. Parameters not stated have the values listed in Table 1 in the main manuscript.
5.3 Additional material

This section describes the technical details of the bifurcation analysis presented in the two papers in this chapter. This part of the analysis was performed using the software XPPAUT and the built in interface to the numerical continuation package AUTO (Doedel, 1981). The analysis was guided by the explanatory guide to XPPAUT by Ermentrout (2002), the Supplementary Material ‘Bifurcation of the seasonally forced SIR model using XPPAUT’ to Krylova and Earn (2013), and Timothy McLennan-Smith’s thesis (McLennan-Smith, 2012). Further information about using XPPAUT and AUTO, including to analyse seasonally forced systems, is also available on the XPPAUT website (Ermentrout, 2016).

XPPAUT is a numerical tool for analysing dynamical systems (Ermentrout, 2002). Importantly, AUTO allows us to track periodic solutions to a set of differential equations as a particular parameter is changed. The stability of each solution is also computed automatically (Ermentrout, 2002). The set of ordinary differential equations analysed in XPPAUT is that presented in the second paper in this chapter, in Equation (1).

5.3.1 XPPAUT input file and process

To solve and analyse a system of differential equations in XPPAUT, the equations must be specified in a .ode file, along with initial conditions and parameter values. The input file was created using Microsoft Notepad. An example of the code is provided below. As described in the second paper in this chapter, XPPAUT requires the differential equation system to be autonomous, therefore the periodic forcing terms $\beta_A$ and $\beta_B$ were transformed using the Hopf oscillator. A brief outline of the steps required to run the simulation, and identify the bifurcation points, is as follows:

1. Load the .ode file into XPPAUT.

2. Integrate the system over the chosen time period, then plot the solution to check it has converged to a stable periodic solution. Here, we integrated the system over a time period of 400 years.

3. Change the total integration time to 1, and integrate the system again, using the final solution from the previous integration as the set of initial conditions. To execute this step, open the ‘Initial conditions’ menu and choose ‘Last’.
4. Open the ‘File’ menu and select ‘AUTO’.

5. Open the ‘Parameters’ menu and ensure that the first parameter listed is the desired bifurcation parameter.

6. Open the ‘Axes’ menu and select the variable for the y-axis (in this case, $I_A$ or $I_1$).

7. Open the ‘Run’ menu and select ‘Periodic’. This will compute the period one solutions for the system, and plot the stable branch of solutions in bright green. The unstable branch of solutions will be plotted in blue.

8. When the computation is complete, select ‘Grab’ and press Tab until the point of interest is selected (in this case, a period doubling point). Press Enter. Select ‘Run’ and ‘Period doubling’ to compute the branch of period two solutions.

9. To continue solutions along a branch in the opposite direction, open the ‘Numerics’ menu and change the sign of $D_s$.

10. Open the ‘File’ menu and select ‘Write points’ to write the output to a .dat file for plotting in MATLAB.

An example of the code used for solving the system of ordinary differential equations, and performing a bifurcation analysis with bifurcation parameter $b_0$, is shown below.

```plaintext
## ODES
S1' = mu-b0*(1+b1*u)*S1*(I1+I2)+nu*R1-eta*S1
E1' = b0*(1+b1*u)*S1*(I1+I2)-delta*E1-eta*E1
I1' = delta*E1-gamma*I1-eta*I1
R1' = gamma*I1-nu*R1-eta*R1
S2' = eta*S1-alpha*b0*(1+b1*u)*S2*(I1+I2)-eta*S2+nu*R2
E2' = eta*E1+alpha*b0*(1+b1*u)*S2*(I1+I2)-E2*(delta+eta)
I2' = eta*I1+delta*E2-I2*(eta+gamma)
R2' = eta*R1+gamma*I2-R2*(eta+nu)

## SEASONAL FORCING FUNCTION
u' = u*(1-u^2-v^2)-w*v
v' = v*(1-u^2-v^2)+w*u

## INITIAL CONDITIONS
init u=0.9, v=0.1, S1=0.0121, E1=0.0001, I1=0.0001, R1=0.0012,
init S2=0.0122, E2=0, I2=0.001, R2=0.0013

## PARAMETERS
par b0=2900, b1=0.5216, mu=0.0135, gamma=40.1099, delta=91.4787
par eta=1, w=6.28318530718, alpha=0.2276
```
## PLOT OPTIONS
@ yp=I1
@ xlo=0, xhi=30, ylo=0, yhi=1

## NUMERICS AND INTEGRATION TIME
@ total=400
@ trans=399
@ dt=0.001

## AUTO OPTIONS
@ ds=0.0001
@ dsmax=.05
@ parmin=2800, parmax=3500
@ Nmax=20000, Npr=2000, epsl=1e-6, epsu=1e-6, spss=1e-4

## AUTO PLOTTING OPTIONS
@ autoxmax=3500, autoxmin=2800, autoymin=0, autoymax=0.01

## STORAGE AND DATA SAVING
@ maxstor=2000000
@ output=SEIRoutputdata_2ages_b0test.dat

done
6

Seasonality in the different climatic zones of Western Australia

6.1 Introduction

This chapter includes two publications. The first paper is published in *The ANZIAM Journal*, and introduces the application of a time series analysis method called complex demodulation to seasonal infectious disease data. This paper outlines the mathematics of complex demodulation, and shows the utility of using synthetic data to inform the interpretation of complex demodulation applied to real data. Complex demodulation is also illustrated in the context of national influenza notifications.

The second paper is published in *Epidemics*, and investigates the seasonal patterns of RSV and bronchiolitis in the different climatic regions of Western Australia, to show the difference in seasonality between the temperate and tropical regions. I apply complex demodulation to RSV and bronchiolitis data for the Metropolitan region to investigate how the size of the seasonal peak and epidemic timing change over time, and compare these outputs for RSV and bronchiolitis.
6.2 Papers
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Abstract

Understanding how seasonal patterns change from year to year is important for the management of infectious disease epidemics. Here, we present a mathematical formalization of the application of complex demodulation, which has previously only been applied in an exploratory manner in the context of infectious diseases. This method extracts the changing amplitude and phase from seasonal data, allowing comparisons between the size and timing of yearly epidemics. We first validate the method using synthetic data that displays the key features of epidemic data. In particular, we analyse both annual and biennial synthetic data, and explore the effect of delayed epidemics on the extracted amplitude and phase. We then demonstrate the usefulness of complex demodulation using national notification data for influenza in Australia. This method clearly highlights the higher number of notifications and the early peak of the influenza pandemic in 2009. We also identify that epidemics that peaked later than usual generally followed larger epidemics and involved fewer overall notifications. Our analysis establishes a role for complex demodulation in the study of seasonal epidemiological events.
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1. Introduction

Many infectious diseases display annual seasonal patterns, and it is of interest to quantify how these seasonal patterns vary over time. Here, we use complex demodulation to recover the changing amplitude and phase from seasonal infectious disease data, relative to the underlying dominant frequency. Understanding changes in amplitude and phase helps to characterize and describe differences in seasonal patterns.
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Motivation for this approach is the success with which complex demodulation has led to an improved understanding of seasonal processes in a variety of health and other situations [9, 12, 14, 17, 20]. In the analysis of the seasonality of suicide time series data [14], applying complex demodulation avoided arbitrary splitting of the data, and led to the conclusion that the strength of suicide seasonality was associated with the absolute number of suicides. Kingan et al. [11] applied complex demodulation to geomagnetic data from a number of observatories in order to improve the analysis of geomagnetic storms. Through the use of complex demodulation, it was established for the first time that the phase of the daily solar geomagnetic variation changed during a geomagnetic storm.

In an earlier work, we explored the use of complex demodulation to analyse time series data for respiratory syncytial virus (RSV) and bronchiolitis in Western Australia [10], and found a very high correlation between the timing of RSV and bronchiolitis epidemics, but weaker correlation between the magnitude of these epidemics. The aim of the present research is to formalize the application of complex demodulation to seasonal epidemic data and to show more broadly how complex demodulation can be used to enhance current understanding of the dynamics of infectious diseases. We first apply the method to synthetic data sets that display key features of epidemic time series data, and use this to understand how the underlying structure in the time series data can be depicted by the amplitude and phase of the demodulated data. We then apply the method to national influenza notification data for Australia, in order to investigate changes in epidemic size and timing.

2. Complex demodulation methodology

The purpose of complex demodulation is to extract and compare information from cyclical time series data. Specifically, it is used to extract the slowly varying amplitude and phase within the time series, relative to the period of the cyclical event.

2.1. Mathematical details

In this section, we introduce the mathematical details of complex demodulation, inspired by the excellent introduction to complex demodulation within the framework of Fourier analysis given by Bloomfield [2]. Some of these mathematical details were previously presented in summary form in the supplementary material of Hogan et al. [10].

Let \( x_t \) represent a time series of data points with dominant frequency \( f_0 \) that may be identified using Fourier analysis. Given that the time series exhibits this strong frequency, it follows that it has a periodic-like signal \( x(t) \) with added noise \( z_t \), which can be modelled as

\[
x_t = x(t) + z_t, \quad x(t) = R_t \cos(2\pi(f_0 t + \phi_t)),
\]

where \( R_t \) is the instantaneous amplitude, and \( \phi_t \) is the instantaneous phase.

2.1.1 Model justification. The motivation for choosing the model in this form, as explained by Hao et al. [8] and Thomas [18], relates to the analytic modelling of
signals in communication theory. If the signal $x(t)$ is a narrow-band signal about a central frequency $f_0$, which is larger than the bandwidth of its spectrum $X(f)$, then the inverse Fourier transform $x_+(t)$ of the positive part $X_+(f)$ of $X(f)$ becomes the analytic signal associated with $x(t)$. If $x_+(t)$ is written in polar coordinates as $A(t) \exp(ig(t))$, it follows that the corresponding $x_t$ takes the form

$$x_t = A(t) \cos(g(t)),$$

(2.2)

where $A(t)$ and $g(t)$ are, respectively, the envelope and phase function of $x(t)$. To generate expressions for $A(t)$ and $g(t)$, we use the above assumption that $x(t)$ is a narrow-band signal, and work with the spectrum

$$W(f) = X_+(f + f_0),$$

which has shifted $X_+(f)$ by the frequency $f_0$.

On writing the inverse Fourier transform of $W(t)$ in polar coordinates as $|w(t)| \exp(ih(t))$, it algebraically follows that the magnitude $|w(t)|$ corresponds to the envelope function $A(t)$, while the phase function $g(t)$ takes the form

$$g(t) = f_0t + h(t).$$

(2.3)

Combining equations (2.2) and (2.3), and including a noise component $z_t$, thereby justifies the structure of equation (2.1).

2.1.2 Implementation of complex demodulation. Equation (2.1) can be rewritten in terms of exponential functions, giving

$$x_t = \frac{1}{2} R_t e^{2\pi i (f_0 t + \phi_t)} + e^{-2\pi i (f_0 t + \phi_t)} + z_t.$$

(2.4)

There are three key steps that comprise the complex demodulation procedure. The first step is to demodulate the time series, the second is to apply a filter, and the third is to extract the amplitude and phase. Therefore, the time series is first demodulated by multiplying equation (2.4) by $e^{-2\pi i f_0 t}$, where $e^{-2\pi i f_0 t}$ is referred to as the demodulator. After rearranging, the new expression $y_t = x_t e^{-2\pi i f_0 t}$ takes the form

$$y_t = \frac{1}{2} R_t e^{2\pi i \phi_t} + \frac{1}{2} R_t e^{-2\pi i (2 f_0 t + \phi_t)} + z_t e^{-2\pi i f_0 t}.$$

(2.5)

The objective is then to retain only the first term in equation (2.5), so as to allow the extraction of $R_t$ and $\phi_t$. Applying a filter of length at least $1/f_0$ will achieve this by removing the second and third terms. For the present situation, a simple moving average filter with window of length $1/f_0$ is selected, but other possible filters were discussed by Bloomfield [2]. As the second term in the expression oscillates at frequency $-2 f_0$, it will be eliminated. We assume that the final term, the noise component, is not smooth, and therefore will also be eliminated by an appropriate filter [2]. The application of a filter meeting the above requirements may be expressed as

$$Y_t = \Gamma[y_t] = \frac{1}{2} R_t e^{2\pi i \phi_t},$$
where $Y_t$ is the demodulated, filtered data. The final step is to extract the instantaneous amplitude $R_t$ and the instantaneous phase $\phi_t$ from $Y_t$. Then the amplitude and phase are, respectively,

$$R_t = 2|Y_t|,$$
$$\phi_t = \text{Im} \frac{\log(Y_t)}{2\pi}.$$

The `angle` and `unwrap` functions in MATLAB may be used to compute the phase.

### 2.2. Application to synthetic data

The motivation for using synthetic data is that the changing pattern in the time series is known explicitly, and can thereby be used to identify how this pattern is reflected in the structure of the complex demodulation amplitude and phase. Several synthetic data sets were created using the function

$$x(t) = (1 + a \cos(2\theta t))\cos^2(2\theta t + b \cos(2\theta t)),$$

(2.6)

which, with various choices for $a$, $b$ and $\theta$, displays key features that are often observed in epidemic time series data. The parameter $a$ can be varied to allow either for peaks of the same size in each period ($a = 0$), or for alternating peak sizes ($0 < a \leq 1$). The parameter $b$ can be varied to allow for either equally spaced peaks ($b = 0$), or a pattern where the peak is delayed every second period ($0 < b \leq 1$). In the subsequent analysis, the terms “annual” and “biennial” are used, respectively, to describe peaks of the same and alternating sizes. The term “regular” is used to describe data where peaks occur at the same point in each period, and the term “delayed” is used to describe data where the peak is delayed every second period.

The results of the complex demodulation process applied to the synthetic data sets are shown in Figures 1 and 2. For each of these data sets, the period is $1/f_0 = 0.25$. In Figures 1 and 2, the data sets are plotted in the top panels (together with a moving average of the data with a window length of 0.25), the amplitudes are shown in the third panel and the phases are depicted in the fourth panel.

Figure 1 shows annual (solid red line) and biennial (dashed black line) synthetic data sets, where the spacing between peaks is the same for each period. For the annual data set, as expected, the filtered amplitude and phase are both uniform. For the biennial data set, the amplitude captures the alternating peak size, whereas, for the phase, small deviations are present. These deviations arise due to the presence of other frequencies in the data (in this case, a frequency of $f_0 = 2$, giving rise to the biennial pattern) that are not removed by the selected annual moving average filter (panel (ii)). If a demodulator with a frequency of $f_0 = 2$ and a corresponding filter are applied to the biennial synthetic data set, the filtered amplitude and phase are instead uniform. We also ran the complex demodulation routine with additional synthetic data, where the relative differences in the heights of the small and large peaks are increased, and found that the deviations are more pronounced (data not shown).

Figure 2 shows two biennial synthetic data sets: panel (i) has a delay before every second (smaller) peak, while panel (ii) has equally spaced peaks. The filtered
Figure 1. Complex demodulation applied to two synthetic data sets: a regular annual pattern (solid red line) and a regular biennial pattern (dashed black line), with $\theta = 2\pi$. Panels (i) and (ii) show the annual and biennial simulated data, along with a centred moving average (the dotted line in each panel). Panels (iii) and (iv) show the demodulated and filtered amplitude and phase, respectively. The synthetic data sets were created using equation (2.6) with parameters listed in the legend above (colour available online).

Amplitudes (panel (iii)) are closely aligned, and the phase (panel (iv)) captures the steady epidemic timing for the regular biennial data set (dashed black line) and the alternating between-peak intervals for the delayed biennial data set (solid red line).

Comparing the features of the regular biennial pattern and the corresponding features of the delayed biennial pattern in Figure 2, we can identify how the changing structure of $x(t)$ is reflected in the amplitude and phase. First, the centred moving average in panel (i) rises and falls more rapidly than its counterpart in panel (ii). It rises (falls) because the next peak is arriving earlier (later) than that of the demodulator. Secondly, in panel (iv), the phase for the delayed biennial data shows a stronger difference when compared to that for its regular biennial counterpart, relative to the demodulator. This is expected, as it is the phase that captures the nature of the alternating peak spacing pattern. In particular, it increases sharply in a short inter-peak interval, and drops gradually in a long inter-peak interval. These relationships are of interest, because they can be used to show how patterns in the amplitude and phase can be used as indicators of structure in real data, such as when timing differences between peaks are not immediately apparent. They also illustrate how a centred...
moving average contains information about both the timing and size of the peaks, whereas the amplitude and phase depict these components separately.

2.3. Application to influenza data  Influenza presents a substantial global health burden, with yearly epidemics in the winter months in many temperate countries, and less defined seasonality in tropical regions [19]. There are several theories concerning the drivers of influenza seasonality, including viral evolution, host immune response and social and environmental factors, but none of these factors conclusively explain influenza dynamics. Influenza seasonality seems likely to be caused by interaction of many different factors [13]. While identifying the drivers of influenza seasonality has proved challenging, complex demodulation allows us to visualize changes in this seasonality over time.

In this paper, we examine influenza data as a representative example of seasonal infectious disease time series data, to investigate how the characteristics of influenza epidemics have shifted over the last ten years in Australia. Complex demodulation highlights these differences quantitatively, allowing identification of features that are not easily identified from visual inspection of the data. For this analysis, we
used publicly available data for laboratory-confirmed influenza notifications from the Australian National Notifiable Diseases Surveillance System (NNDSS) [1]. We extracted the number of monthly notifications from 2006 to 2015 inclusive.

The complex demodulation results for the national influenza data are shown in Figure 3. The upper panel presents the monthly data for January 2006 to December 2015. The middle panel depicts the filtered amplitude of the demodulated data and the lower panel represents the filtered phase. The phase is presented in the interval \([0, 1]\), which corresponds to a monthly range of December to January.

The results show several interesting features. In particular, the method extracts both the size and timing components of the pandemic in 2009. While the magnitude of the pandemic is clearly apparent in the time series data and reflected in the amplitude plot, the phase shows that this outbreak took place earlier than in previous years, with the initial onset occurring quite rapidly. The amplitude panel also clearly reflects the trend of increasing numbers of notifications over time. Finally, the phase identifies where...
influenza epidemics occurred later in the year, such as in 2008, 2010 and 2013, and the corresponding amplitude indicates that these years typically involved fewer cases than the previous year.

3. Discussion

The analysis presented in this paper provides motivation for the use of complex demodulation in the analysis of periodic infectious disease data. Complex demodulation extracts key seasonal components of interest, the amplitude and phase, in order to quantify and visualize patterns in the data. It can also be used as a tool to compare data for different regions or different diseases.

Complex demodulation complements other time series analysis methods, such as Fourier analysis and wavelet analysis. Fourier analysis is an important method for detecting the different underlying frequencies in a data set, and is used for determining the demodulator in the complex demodulation method [2]. Wavelet analysis has been successfully applied in a variety of contexts, including data for measles epidemics in England [7] and dengue hemorrhagic fever in Thailand [3]. Wavelet analysis is appropriate when the data are non-stationary, that is, when the dominant frequency changes over time, and when the location of some isolated event needs to be identified [16]. In cases where the data are stationary, such as for the present influenza data, complex demodulation offers distinct advantages in that it is suitable for extracting and visualizing variations in the amplitude and phase with respect to those of the underlying dominant frequency over time.

In this paper, we examined synthetic data with annual and biennial patterns (Figures 1 and 2) that are typical of many infectious diseases. For example, while influenza typically displays an annual pattern, diseases such as pre-vaccination measles [4] and RSV [15] often display biennial patterns in temperate regions. The results for these synthetic data sets inform the interpretation of complex demodulation applied to real data. Using synthetic data in the manner outlined above allows features in the complex demodulation amplitude and phase to be related to the known structure in the synthetic data. These features then become indicators of the structure in real data, as explained for the influenza data.

The application to national influenza notification data for Australia demonstrates how complex demodulation can be used to analyse infectious disease dynamics (Figure 3). The amplitude output clearly identifies the earlier outbreak and high number of notifications associated with the pandemic influenza strain of 2009. The increase in amplitude from 2010 onwards reflects an increase in testing practices following the pandemic in 2009. It is interesting to observe that the high-amplitude years (2009 and 2012) are followed by a dip in both the amplitude and the phase the following year, with fewer notified cases and a later epidemic. A possible driver of this behaviour is increased levels of immunity resulting from high incidence in the previous year, although we cannot rule out differences in the distribution of subtypes from year to year that may influence the timing and size of the peak in notifications.
A key consideration in complex demodulation analysis is the interpretation of the amplitude. For each of the Figures 1 and 2, the moving average of the original data set is plotted in panels (i) and (ii), to allow direct comparison with the amplitude. The complex demodulation amplitude is not the amplitude of either the data or the moving average of the data, but reflects the data relative to the demodulator.

In our analysis, we found that small irregularities in the amplitude and phase occur, when a demodulator and filter corresponding to an annual frequency are applied to data with a strong biennial frequency. We also found that increasing the difference between the heights of the small and large peaks produced more pronounced deviations in the phase output. These deviations can be removed by use of a wider moving average window; however, this will remove some desired components of the analysis, as well as more values from the beginning and end of the data set [2].

The drivers of seasonality for diseases such as influenza and RSV remain a much-studied question. While individual climate and demographic drivers have been identified in various settings [5, 6], there is likely no single driver, and a combination of multiple factors leads to higher disease incidence during winter months in temperate regions. Nevertheless, methods such as complex demodulation allow us to better identify yearly variability in these underlying seasonal patterns. In future work, we plan to apply this method to explore the timing of influenza epidemics in different regions of Australia, and investigate the potential of this method to analyse data for two respiratory infections at the same time.
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\begin{abstract}
Respiratory syncytial virus (RSV) causes respiratory illness in young children and is most commonly associated with bronchiolitis. RSV typically occurs as annual or biennial winter epidemics in temperate regions, with less pronounced seasonality in the tropics. We sought to characterise and compare the seasonality of RSV and bronchiolitis in temperate and tropical Western Australia. We examined over 13 years of RSV laboratory identifications and bronchiolitis hospitalisations in children, using an extensive linked dataset from Western Australia. We applied mathematical time series analyses to identify the dominant seasonal cycle, and changes in epidemic size and timing over this period. Both the RSV and bronchiolitis data showed clear winter epidemic peaks in July or August in the southern Western Australia regions, but less identifiable seasonality in the northern regions. Use of complex demodulation proved very effective at comparing disease epidemics. The timing of RSV and bronchiolitis epidemics coincided well, but the size of the epidemics differed, with more consistent peak sizes for bronchiolitis than for RSV. Our results show that bronchiolitis hospitalisations are a reasonable proxy for the timing of RSV detections, but may not fully capture the magnitude of RSV epidemics.

© 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
\end{abstract}

1. Introduction

Respiratory syncytial virus (RSV) is the most common cause of severe respiratory illness in young children. RSV is associated with bronchiolitis and pneumonia, with up to 70% of bronchiolitis hospital admissions attributable to RSV infection (Mansbach et al., 2012). Like influenza (Thai et al., 2015; Alonso et al., 2015), RSV fluctuates with season (Pitzer et al., 2015), potentially due to climatic drivers. In temperate regions, RSV is highly seasonal, with annual or biennial (two-yearly) epidemics, while the epidemiology of RSV in the tropics is less well understood (Weber et al., 1998; Paynter et al., 2014).

To plan for RSV epidemics, two measures are of interest: the number of cases at the epidemic peak, and the timing of this peak. In this paper, we use complex demodulation, a time series approach that allows us to visualise both the timing and size of RSV epidemics, and to detect shifts in epidemic behaviour over time. Complex demodulation has previously been applied to the analysis of geomagnetic data (Kingham et al., 1980) and individual-level health data such as cardiovascular rhythms (Hayano et al., 1993; Shin et al., 1989; Kondo et al., 2014; Sasai et al., 2013), but to our knowledge has not yet been applied to population-level epidemiological data, except in the analysis of suicide data (Nader et al., 2011).

Laboratory testing for RSV is not routinely conducted in all jurisdictions and thus some studies have relied on hospitalisation coding for bronchiolitis to indicate the timing, severity and hospital burden of RSV epidemics (Walton et al., 2010; Murray et al., 2014; Polkinghorne et al., 2011). As other pathogens, such as adenoviruses and influenza viruses, also contribute to the burden of bronchiolitis, it is of interest to investigate the extent to which bronchiolitis hospitalisations are representative of RSV detections.

In this study, we examined over a decade of RSV detections and bronchiolitis hospitalisations in children aged up to 17 years from an extensive linked dataset from Western Australia. Geographic information on individuals in this dataset allowed us to compare seasonal patterns of illness across eight geographic regions spanning temperate, sub-tropical and tropical climate zones. We used a time series approach to identify seasonal patterns in RSV and bronchiolitis epidemics, and to detect changes in the timing and severity...
of these epidemics over time. By comparing RSV and bronchiolitis data, we assessed the extent to which the characteristics of these outbreaks coincided, and thus the value of bronchiolitis data as a proxy for RSV.

2. Methods

2.1. Setting

Western Australia is Australia’s largest state by land area, spanning approximately 2.6 million square kilometres. Approximately 80% of the population resides in the Metropolitan region surrounding and including Perth, in the state’s south-west. Western Australia is characterised by a range of climatic zones, including tropical, sub-tropical, grasslands and temperate. The state is classified into different health administrative regions: Kimberley, Pilbara, Goldfields, Midwest-Murchison, Wheatbelt, Great Southern, South West and Metropolitan. Fig. 1 shows a map of the state created using ArcMap 10.3.1, with administrative health regions and the main climatic zones based on the Köppen classification system. As of June 2014, Western Australia had a population of approximately 2.57 million people, 3.6% of whom identify as Aboriginal and Torres Strait Islander (hereafter referred to as Aboriginal) (Australian Bureau of Statistics, 2013). Demographic characteristics vary across the state, with the Pilbara and Kimberley regions (in the north of the state) having a much higher proportion of Aboriginal children and a lower population density than the Metropolitan region (Australian Bureau of Statistics, 2007).

2.2. Linked data

This study forms a part of a larger program of work which aims to investigate the pathogen-specific epidemiology of acute lower respiratory infections in children. For the parent study, using the total population-based Western Australian Data Linkage System (WADLS), data relating to a birth cohort of 469,589 children born in Western Australia from 1996 to 2012 were extracted from the following datasets: Midwives Notification System (MNS), Birth and Death Registry, Hospital Morbidity Data Collection (HMDC), Emergency Department Data Collection (EDDC), PathWest Laboratory Medicine Database (PathWest) and the Western Australian Notifiable Infectious Diseases Database (WANIDD). For this study, we used information for all live births from the MNS, Birth and Death Registry and their associated hospital (from HMDC) and laboratory data (from PathWest).

PathWest covers approximately 80% of all pathology samples in Western Australia and is the reference virology laboratory for the state. PathWest data for RSV testing for the children in our cohort were extracted for January 2000–December 2013. RSV testing was conducted using immunofluorescence, polymerase chain reaction (PCR), viral culture, or complement fixation protocols. For one part of the analysis, these data were combined with hospitalisation data to calculate the number of hospital admissions for which an RSV test was recorded, but elsewhere all PathWest laboratory confirmed RSV data were used, regardless of whether it was associated with a hospital admission. An RSV test was considered to be associated with a hospital admission if the date of specimen collection was within a four day period of hospital admission (48h before until 48h after). Repeat tests recorded for the same child within 14 days after the first test were considered as being from the same infection episode and were combined. The geographical region was determined based on the postcode recorded for the mother at the time of the child’s birth. The residential postcode at the time of specimen collection was not recorded.

For the bronchiolitis cases, we extracted only hospital admissions where acute bronchiolitis was the primary diagnosis (ICD-10-AM code J21/ICD-9-CM code 466.1) for January 1996–June 2013. These comprised 92% of all admissions with any diagnosis of bronchiolitis. Admissions that occurred within 14 days of each other with the same principal diagnosis were assumed to be due to the same bronchiolitis episode. The geographical region was determined based on the residential postcode of the child at the time of hospital admission.

Ethical approval for this research was granted by the Department of Health Western Australia Human Research Ethics Committee (Projects 2011/78 and 2012/56) and The Australian National University Human Research Ethics Committee (Protocol 2015/177).

2.3. Data analysis

We performed a descriptive analysis of the seasonal pattern of RSV detections by plotting the total number of cases for each month between January 2000 and December 2013 for each health region. Fourier analysis was applied to the RSV and bronchiolitis data for each of the Metropolitan, Pilbara and Kimberley regions. This method identifies dominant seasonal patterns in data, with a strong signal at 12 months indicating an annual epidemic peak. For the Metropolitan region, the analysis was carried out using weekly data, whereas for the other regions, monthly data were used due to smaller numbers. Linear trends in each dataset were removed using linear regression. The de-trended data were padded with zeros in order to increase the frequency resolution and produce smoothed plots (Bloomfield, 2000). Fourier analysis was performed on the resulting time series data to identify the dominant periodicities (the length of the seasonal cycle), using MATLAB’s periodogram analysis algorithm (Bloomfield, 2000).

Complex demodulation was applied to weekly RSV and bronchiolitis data (separately) for January 2000–June 2013 for the Metropolitan region using MATLAB. There were insufficient data to perform complex demodulation for the other regions. An introduction to complex demodulation is provided in the Supplementary.
Table 1
The total number of RSV and bronchiolitis cases for each region. The RSV data are for January 2000–December 2013, whereas the bronchiolitis data are for January 1996–June 2013.

<table>
<thead>
<tr>
<th>Region</th>
<th>Number of RSV cases</th>
<th>% under 2 years</th>
<th>Number of bronchiolitis cases</th>
<th>% under 2 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kimberley</td>
<td>348</td>
<td>80.5%</td>
<td>1,852</td>
<td>95.8%</td>
</tr>
<tr>
<td>Pilbara</td>
<td>306</td>
<td>82.0%</td>
<td>1,140</td>
<td>95.7%</td>
</tr>
<tr>
<td>Midwest-Murchison</td>
<td>381</td>
<td>81.4%</td>
<td>1,164</td>
<td>94.9%</td>
</tr>
<tr>
<td>Goldfields</td>
<td>663</td>
<td>82.5%</td>
<td>1,217</td>
<td>96.0%</td>
</tr>
<tr>
<td>Wheatbelt</td>
<td>362</td>
<td>77.1%</td>
<td>929</td>
<td>92.0%</td>
</tr>
<tr>
<td>Metropolitan</td>
<td>8,969</td>
<td>81.8%</td>
<td>14,681</td>
<td>98.0%</td>
</tr>
<tr>
<td>Great Southern</td>
<td>313</td>
<td>72.8%</td>
<td>920</td>
<td>91.3%</td>
</tr>
<tr>
<td>South West</td>
<td>498</td>
<td>81.3%</td>
<td>1,338</td>
<td>94.0%</td>
</tr>
</tbody>
</table>

material. Briefly, with respect to an underlying annual seasonality, complex demodulation extracts the size of the epidemics (the ‘amplitude’) and the timing of the epidemics (the ‘phase’).

The method is as follows. Using the notation of Bloomfield (2000), we constructed the demodulated series \( y_t \) from the given time series data \( x_t \), as:

\[
y_t = x_t e^{-2\pi i f_0 t} = R_t e^{2\pi i \phi_t},
\]

where the amplitude is represented by \( R_t \), the phase is represented by \( \phi_t \), and we assumed a 52 week period (\( f_0 = 1/52 \)). A 52-week moving average filter was then applied to smooth the demodulated time series, and we then extracted the amplitude \( R_t \) and the phase \( \phi_t \), from the smoothed data (see Supplementary material for more detail).

As an addition to a visual representation of the complex demodulation results, we calculated correlation coefficients for the complex demodulation amplitudes and phases for the RSV and bronchiolitis data. This provided a statistical measure of the alignment between the RSV and bronchiolitis data.

In order to perform a preliminary investigation of the relationships between weather variables and RSV and bronchiolitis epidemics, we obtained daily records of minimum and maximum temperatures, and monthly records of total precipitation, from the Australian Government Bureau of Meteorology (2016). We applied complex demodulation to each of these time series, and extracted the filtered amplitudes and phases.

2.4. Sensitivity analysis

While the majority of RSV infections are detected in children less than two years of age, older children may still be diagnosed (Borchers et al., 2013). In the hospital setting, bronchiolitis is generally diagnosed only in children less than two years old. Further, as our analysis was conducted on birth cohort data, not all ages are represented at the start and end of the time windows. To test for any bias resulting from these factors, we repeated the analysis for hospitalisation data for children less than two years of age.

There were insufficient data to analyse children two years and older. We also repeated the Fourier analysis of the bronchiolitis data for 2000–2013 in order to perform a direct comparison with the Fourier analysis of the RSV data for the same time period.

3. Results

The descriptive analysis showed that nearly all bronchiolitis hospitalisations were in children less than two years of age, while 73–83% of RSV diagnoses were in children aged less than two years. Table 1 summarises the number of RSV and bronchiolitis cases for each health region. Between 2000 and 2012, of 18,710 hospitalisations with a principal diagnosis of bronchiolitis, 54.6% (n = 10,219) were tested for RSV within 48 h of presenting to hospital. Of these, 58.3% (n = 5966) were found positive for RSV.

Most regions of Western Australia had a seasonal peak in RSV detections in July or August (Fig. 2). However, in the Pilbara region the seasonal peak was less well defined, and no pronounced seasonal peak was visible for the Kimberley region. A corresponding figure for the bronchiolitis data is provided in the Supplementary material (Fig. S2). The subsequent analysis focuses only on the three regions with distinctly different seasonal patterns: the Metropolitan, Pilbara and Kimberley regions.

Both RSV and bronchiolitis exhibited strongly annual seasonal epidemics in the Metropolitan region. This became less pronounced in the Pilbara region, and there was no clear seasonal cycle evident from analysis of the Kimberley data. Figs. 3 and 4 demonstrate this using a Fourier analysis of the RSV and bronchiolitis data. Each graph shows the different seasonal cycles on the horizontal axis, with the strength of this cycle on the vertical axis. A comparison of Figs. 3 and 4 indicates that the periodicities of RSV and bronchiolitis are very similar in all three regions. Results were similar when this analysis was repeated with the dataset restricted to children less than two years of age (see Supplementary Figs. S6 and S7), and when the bronchiolitis dataset was restricted to 2000–2013 (see Supplementary Fig. S5), although in both cases the signal was weaker.

The complex demodulation results are plotted in Fig. 5. The weekly RSV and bronchiolitis cases for Metropolitan Western Australia between January 2000 and June 2013 show a clear seasonal pattern, although there is greater variability in peak heights in the RSV data (Fig. 5, top two panels). With the exception of 2010–2011, there is visible evidence of an alternating pattern of bigger and smaller annual peaks (a biennial pattern) in the RSV data that is less apparent in the bronchiolitis data. The average weekly RSV cases are noticeably higher in even years while there is less change in average weekly bronchiolitis cases. The third ‘amplitude’ panel also captures the change in the RSV pattern in the years 2010–2012, where the cycle appears to shift from biennial to annual.

In terms of the complex demodulation phase, the peak RSV and bronchiolitis cases are observed in mid-July through to early August throughout 2000–2006 (Fig. 5, fourth panel). Apart from 2007, the timing of the epidemic peaks of RSV and bronchiolitis are very similar, with later epidemic peaks typically coinciding with smaller outbreaks. The correlation coefficient for the complex demodulation phases is \( \rho = 0.963 \), compared to the amplitude correlation coefficient of \( \rho = 0.667 \). In 2007 however, there is a clear ‘dip’ in the phase that indicates a shift in epidemic peak timing in that year, with RSV peaking in September and bronchiolitis peaking in August. We repeated the complex demodulation analysis for children less than two years of age, and found similar results, with correlation coefficients of \( \rho = 0.757 \) and \( \rho = 0.964 \) for the complex demodulation amplitudes and phases, respectively (see Supplementary Fig. S8). The complex demodulation results for weather variables in Perth, Western Australia, are shown in Supplementary Figs. S9–S11.

4. Discussion

Our study enabled us to characterise the seasonal patterns of RSV and bronchiolitis in the different climatic zones of Western Australia. The data analysis (Figs. 2–4) showed that both RSV detections and bronchiolitis hospitalisations exhibit clearly defined epidemic peaks in July or August in the southern Western Australia regions. There is a less identifiable seasonal pattern in the Pilbara region in the state’s north, and no seasonal peak evident in the Kimberley region. We used complex demodulation (Fig. 5) to show that the timing of RSV and bronchiolitis epidemics over 13 years...
generally coincided. However, the sizes of the epidemics differed, with a more marked change in the size of RSV epidemics from year to year.

Our findings indicate that there is a clear shift in the seasonality of both RSV and bronchiolitis from temperate to subtropical climatic zones in Western Australia. In the Metropolitan region, there is a dominant annual seasonal pattern that is stronger for RSV than for bronchiolitis, even though there were more bronchiolitis cases in our dataset. This may be because bronchiolitis can be caused by other pathogens (such as rhinovirus and influenza), which have different, or less regular, seasonal patterns. Also in the Metropolitan region, there was a change in dynamics within the time window.

Fig. 2. Total number of positive RSV detections by month between 2000 and 2013 inclusive for each health region in Western Australia. Note that the vertical axis differs by region. See Fig. 1 for a map of these eight regions.

Fig. 3. Monthly periodicity of RSV detections in three health regions in Western Australia: Metropolitan, Pilbara and Kimberley, generated using Fourier analysis. Where a clear dominant period is present (as it is for the Pilbara and Metropolitan regions), the period is marked, but as the periodicity is not clear for the Kimberley, it is not marked.
of our dataset, with the RSV dynamics shifting from a biennial pattern to an annual pattern, something that has also been observed in California (Pitzer et al., 2015).

The complex demodulation analysis showed a change in epidemic timing for both RSV and bronchiolitis cases in 2007, where the epidemic peak occurred later than in other years. In another study, we considered factors including demography that could be driving the change in the timing of epidemic peaks in consecutive years (Hogan et al., 2016). As such, we looked at the annual birth rate for Western Australia, but there was no marked change...
in either 2006 or 2007 to indicate any demographic shift (Australian Bureau of Statistics, 2009).

Weather has been suggested as a driver of change in RSV’s seasonal patterns, and has been investigated in a number of set-
tings (Noyola and Mandeville, 2008; Haynes et al., 2013; Pitzer et al., 2015; Vandini et al., 2013). However, no single driver has yet been identified, and it is likely that a range of factors con-
tribute to the observed seasonal patterns of RSV. Applying complex demodulation to weather records from the Bureau of Meteorol-
ogy (Supplementary Figs. S9–S11) showed no obvious link between RSV and bronchiolitis dynamics and weather patterns in Western Australia’s Metropolitan region, in terms of monthly precipita-
tion and daily maximum temperature. The complex demodulation results for the daily minimum temperature showed dips in amplit-
tude in 2007 and 2009, which corresponded with the dips in phase for RSV and bronchiolitis in the same years. However, further statis-
tical analysis would be required to confirm a link between smaller fluctuations in minimum temperature and delayed RSV epidemics. Another possibility is pathogen interference, such as the circulation of the H3N2 influenza strain in 2007, which resulted in above aver-
age influenza circulation (Kelly et al., 2011) and may have competed with RSV. While RSV outbreaks in temperate climates typically occur in the winter months, seasonal patterns in tropical regions have not been widely studied (Weber et al., 1998). Paynter et al. (2015) investigated the seasonality of RSV in Cairns and Townsville in tropical eastern Australia, and showed that the peak of RSV infec-
tions occurs in March in Cairns, and March/April in Townsville. The study indicated that RSV epidemics may be driven by sea-
sonal rainfall in the tropics. Chew et al. (1998) identified a clear seasonal trend in RSV infections in Singapore, with epidemics occurring between March and August, while Chan et al. (2002) doc-
umented seasonal variations in RSV infections in Malaysia, with epidemics occurring between November and January. Our data analysis (Figs. 2–4) demonstrated a weak seasonal peak in the Pil-
bara region, and no clear seasonal pattern in the Kimberley region in Western Australia’s north, adding to the existing evidence that RSV dynamics shift between temperate and tropical regions.

Wavelet analysis is another time series method that has been successfully applied to the analysis of epidemiological data (Cazelles et al., 2014, 2007), as well as in other contexts. Wavelet analysis is useful for analysing localised variations in the underlying pattern in the time series data over time. Therefore, wavelet analy-
ysis is appropriate when the data is non-stationary (that is, when the dominant frequency changes over time), particularly when the location of some isolated event needs to be identified (Priestley, 1996). In cases where the data is stationary, such as for the present bronchiolitis and RSV data, complex demodulation offers distinct advantages in that it allows us to extract and visualise variations in the data from the underlying dominant seasonal pattern, and it is especially useful for comparing the variation in epidemic size and timing for different datasets. There is potential to apply com-
plex demodulation to other epidemiological datasets, and it could be used to investigate the potential interference patterns between RSV and other respiratory pathogens such as influenza.

A key strength of our study is the breadth of our dataset. Population-based linked epidemiological data for Western Australia provides a valuable opportunity to explore RSV and bron-
chiolitis dynamics in different climatic regions. While Western Australia spans several climatic zones, data collecting methodolo-
gies and health systems are consistent across the state. It should be noted that the dataset is limited to children hospitalised for bronchiolitis or tested for RSV, and not all children with respiratory illness would be hospitalised or tested. However, laboratory testing to detect possible pathogens from respiratory infection-related hospitalisations is routine practice across Western Australia.

As our data is likely only accounting for the severe end of the respiratory illness spectrum, we know little about RSV infection in the community. However, we expect patterns observed in the severe cases to be representative of community patterns.

A limitation is that the postcodes in the health regions in northern Western Australia cover large geographic regions, but in practice, spatial distributions of the resident populations in these areas are uneven. In addition, the case numbers for both RSV and bronchiolitis are small in the northern regions, making seasonal patterns in the data more difficult to detect. Furthermore, there was a shift away from viral culture towards more sensitive PCR testing for RSV from 2008 onwards (data not shown) that was not accounted for in the present analysis, but is unlikely to affect sea-
sonal patterns.

Our findings have public health implications for RSV in terms of health care system planning. Immunoprophylaxis with the mono-
oclonal antibody, palivizumab, has been found to be effective in reducing the severity of RSV-related disease, but requires an understanding of the RSV epidemic timing for implementation (The IMPact-RSV Study Group, 1998). Moore et al. (2009), in a study using bronchiolitis hospitalisations as a proxy for RSV-related illness, recommended that immunoprophylaxis schedules be broadened in non-metropolitan areas in Western Australia. While there is no licensed vaccine for RSV, there are several candidates undergoing clinical trials (Broadbent et al., 2015). Understanding the dynamics of RSV epidemics in different regions will be impor-
tant for planning optimal vaccine allocation.

Researchers often use bronchiolitis data for analysis of respira-
tory viruses in young children, as it is more readily available than laboratory data (Murray et al., 2014). While the connection between RSV and bronchiolitis is widely accepted, with the major-
ity of bronchiolitis cases caused by RSV infection, there is a lack of understanding about how this link varies both within and between RSV seasons. Our findings help to justify the value in using bron-
chiolitis hospitalisation data as a proxy for RSV cases where testing data is less available, particularly in rural and remote areas.
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Time series analysis of RSV and bronchiolitis seasonality in temperate and tropical Western Australia:
Supplementary Material

Total RSV and bronchiolitis cases per year

Figure S1 Total number of RSV and bronchiolitis cases per year, for all ages, between 2000 and 2012.

Figure S2 Total number of bronchiolitis hospitalisations by month between January 1996 and December 2012 inclusive for each health region in Western Australia. Note that the vertical axis differs by region.
**Introduction to complex demodulation**

This brief introduction to complex demodulation is based on the detailed description in Bloomfield (2000), contextualised to the analysis of infectious disease data.

Complex demodulation is a time series analysis method that is useful for visualising and comparing changes in a given time series with respect to a sinusoidal function representing seasonality. In the present example, we apply this method to weekly RSV and bronchiolitis data. We therefore use a unit of time of one week for this analysis.

We describe the seasonal patterns in these data using three terms: amplitude, phase and frequency. The term ‘amplitude’, denoted by $R_t$, is related to the number of disease cases at a point in time, whereas the term ‘phase’, denoted $\phi_t$, is related to the timing of the epidemic peak. The ‘frequency’, denoted $f_0$, is the number of seasonal cycles in the data per week. Another important term is the ‘period’, which is the inverse of the frequency. The period is the number of weeks associated with each seasonal cycle.

**Background to the method**

Let $x_t$ denote the time series of weekly counts of infectious disease cases. From the Fourier analysis, a strong 52 week (one year) cycle has already been identified in the data. Hence, the frequency $f_0$ may be set to 1/52.

Because we know that our time series exhibits a strong frequency, we can think of the time series as being the sum of the underlying periodic signal, and some noise. That is,

$$x_t = R_t \cos(2\pi f_0 t + \phi_t) + z_t.$$ 

This can be rewritten as

$$x_t = \frac{1}{2} R_t \left( e^{2\pi i f_0 t + \phi_t} + e^{-2\pi i f_0 t + \phi_t} \right) + z_t.$$ 

The data series $x_t$ is then demodulated, by multiplying it by $e^{-2\pi i f_0 t}$. The complex demodulated series $y_t$ then takes the form

$$y_t = x_t e^{-2\pi i f_0 t} = \frac{1}{2} R_t e^{2\pi i \phi_t} + \frac{1}{2} R_t e^{-2\pi i (2f_0 t + \phi_t)} + z_t e^{2\pi i f_0 t}.$$ 

To eliminate the second and third terms from the above expression, and retain only the first term, a simple 52-week moving average filter is applied to the demodulated series. The instantaneous amplitude $R_t$ and phase $\phi_t$ can then be extracted from the first term in the expression.

**Implementing the method**

To reframe the method described above in practical terms, there are three key steps to implement complex demodulation.

1. Demodulate the data series.

   $$y_t = x_t e^{-2\pi i f_0 t}$$

2. Apply a filter (in this case a moving average) to the demodulated data series.

   $$z_t = \Gamma[y_t]$$

3. Extract the amplitude and phase from the filtered data series.

   $$R_t = 2 |z_t|$$
   $$\phi_t = \text{Im}(\log(z))/2\pi$$
In practice, the phase may be calculated in MATLAB using the `angle` and `unwrap` functions:

\[
\text{phase} = \frac{\text{unwrap} (\text{angle}(z))}{2\pi}
\]

**Output**

Figures S3 and S4 show the output of the complex demodulation analysis applied to synthetic annual and biennial data created using a mathematical model of RSV (Hogan et al. 2015). In each figure, the top panel shows the synthetic data plotted as a time series. The middle and lower panels show the amplitude and phase respectively. The amplitude may be interpreted as the yearly moving average of weekly cases, with respect to the underlying seasonal pattern. The phase may be interpreted as the difference between the starting point of the period and the epidemic peak, as a proportion of the length of the period. In the main text, we have rescaled this to indicate the month of the year in which the epidemic peak occurs.

In Figure S3, where regular annual synthetic data was used, the amplitude is fixed, as the moving average of weekly cases is unchanging from year to year. Similarly, the plot depicting the phase shows that the peaks are occurring at the same time each year.

In Figure S4, where biennial synthetic data was used, the amplitude fluctuates each year to show the transition between big and small peak years. Another feature of the biennial synthetic data is a delay in the small-peak years, with the epidemic peak occurring slightly later than in the big-peak years. This causes the phase to oscillate between two values. The amplitude ‘blips’ visible in the complex demodulation output are a result of the 52-week moving average filter applied to a delayed biennial dataset.

![Figure S3](image)

**Figure S3** Complex demodulation applied to synthetic annual seasonal data. The amplitude may be interpreted as the yearly moving average of weekly cases in the underlying seasonal pattern, while the phase indicates the timing of the epidemic peak.
Figure S4 Complex demodulation applied to synthetic biennial data with a slight delay in the small peak years.

Fourier analysis for bronchiolitis data, 2000-2013

Figure S5 Monthly periodicity of bronchiolitis hospital admissions in three health regions in Western Australia: Metropolitan, Pilbara and Kimberley generated using Fourier analysis. Where a clear dominant period is present (as it is for the Metropolitan region), the period is marked, but as the periodicity is not clear for the Pilbara or the Kimberley, it is not marked. Here the data analysed was for January 2000 to June 2013.
Sensitivity analysis for children less than two years, 2000-2013

**Figure S6** Monthly periodicity of RSV detections in three health regions in Western Australia: Metropolitan, Pilbara and Kimberley generated using Fourier analysis. The data analysed here is for children under two years old only. Where a clear dominant period is present (as it is for the Pilbara and Metropolitan regions), the period is marked, but as the periodicity is not clear for the Kimberley, it is not marked.

**Figure S7** Monthly periodicity of bronchiolitis detections in three health regions in Western Australia: Metropolitan, Pilbara and Kimberley generated using Fourier analysis. The data analysed here is for children under two years old only. Where a clear dominant period is present (as it is for the Metropolitan region), the period is marked, but as the periodicity is not clear for the Pilbara or the Kimberley, it is not marked.
Figure S8 Results of the complex demodulation analysis applied to RSV and bronchiolitis time series data for Metropolitan Western Australia, for children younger than two years of age. The top two panels show weekly RSV and bronchiolitis cases for the January 2000 to June 2013, while the lower two panels show the amplitude (the yearly moving average of weekly cases for the underlying seasonal pattern), and phase (the timing of the epidemic peak) for RSV (black) and bronchiolitis (red dashed).
Exploration of link with weather variables

Figure S9 Results of the complex demodulation analysis applied to total monthly precipitation data for the Perth Metro weather station, Western Australia (Australian Government Bureau of Meteorology 2016).

Figure S10 Results of the complex demodulation analysis applied to daily maximum temperature data for the Perth Metro weather station, Western Australia (Australian Government Bureau of Meteorology 2016).
Results of the complex demodulation analysis applied to daily minimum temperature data for the Perth Metro weather station, Western Australia (Australian Government Bureau of Meteorology 2016).
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6.3 Additional material

6.3.1 Complex demodulation MATLAB code

An example of the script used for the complex demodulation routine is shown below.

```matlab
1 % Load data
2 load RSV_weekly_cases.csv
3 x=RSV_weekly_cases';
4
5 % Demodulate series
6 N=length(x);
7 t = (1:N);
8 f0=1/52; %frequency of the demodulator
9 s=exp((-2)*pi*1i*f0*t); %demodulator
10 Y=x.*s; %this is the demodulated series
11
12 % Apply centred moving average filter with 52 week window
13 p=52;
14 q=(p/2);
15 z=zeros(1:N);
16 for i=0+q+1:N-1-q
17   z(i)=1/p*(0.5*Y(i-q)+0.5*Y(i+q)+sum(Y(i-q+1:i+q-1)));
18 end
19
20 % Extract amplitude and phase
21 amp=2*abs(z);
22 phase=unwrap(angle(z))/(2*pi);
```
7

Interventions for RSV outbreaks

7.1 Introduction

This chapter includes one manuscript, which is currently being reviewed by *Vaccine*. In this paper, I extend the compartmental, ordinary differential equation models presented in the earlier chapters to include a more realistic age structure. I then incorporate a maternal vaccine for RSV into the model, as well as a mechanism for naturally-derived protective maternal antibodies. I consider a range of vaccine coverage, effectiveness and duration scenarios to evaluate the likely public health benefit of a maternal RSV vaccine in Western Australia. An example of the MATLAB code used to implement the vaccination model is provided in Appendix B.

7.2 Paper

Potential impact of a maternal vaccine for RSV: a mathematical modelling study

Alexandra B Hogan*, Patricia T Campbell, Christopher C Blyth, Faye J Lim, Parveen Fathima, Stephanie Davis, Hannah C Moore†, Kathryn Glass†

*Corresponding author, †Joint senior authors

ABSTRACT

Respiratory syncytial virus (RSV) is a major cause of respiratory morbidity and one of the main causes of hospitalisation in young children. While there is currently no licensed vaccine for RSV, a vaccine candidate for pregnant women is undergoing phase 3 trials. We developed a compartmental age-structured model for RSV transmission, validated using linked laboratory-confirmed RSV hospitalisation records for metropolitan Western Australia. We adapted the model to incorporate a maternal RSV vaccine, and estimated the expected reduction in RSV hospitalisations arising from such a program. The introduction of a vaccine was estimated to reduce RSV hospitalisations in Western Australia by 6–37% for 0–2 month old children, and 30–46% for 3–5 month old children, for a range of vaccine effectiveness levels. Our model shows that, provided a vaccine is demonstrated to extend protection against RSV disease beyond the first three months of life, a policy using a maternal RSV vaccine could be effective in reducing RSV hospitalisations in children up to six months of age, meeting the objective of a maternal vaccine in delaying an infant’s first RSV infection to an age at which severe disease is less likely.
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INTRODUCTION

Respiratory syncytial virus (RSV) causes respiratory illness in young children and presents a significant global health burden. In 2005, at least 33.8 million episodes of RSV occurred worldwide in children younger than five years [1]. Almost all children experience an RSV infection by the age of two years, and the highest burden is in children between six weeks and six months of age [2].

There is currently no licensed vaccine for RSV, however it is widely recognised that such a vaccine would have a considerable impact on global public health [3]. Distinct target populations have been identified – pregnant women, infants and young children, and the elderly – and several vaccine candidates for each of these groups are undergoing either clinical trials or preclinical development [3–5]. A potential strategy to protect newborn infants against RSV is to vaccinate pregnant women in the third trimester of pregnancy, and a RSV F nanoparticle vaccine for pregnant women is undergoing phase 3 trials (Novavax, NCT02624947) [6,7].
The potential introduction of a novel RSV vaccine prompts the need for mathematical modelling to inform rollout strategies for target population groups. However, few mathematical modelling studies of RSV vaccination have been published to date, and these have largely focused on infant or childhood vaccines [8–14]. A study modelling the use of a maternal RSV vaccine in Kenya found that such a vaccine would likely reduce RSV incidence in very young children, even with sub-optimal coverage [15]. Here, we model the reduction in RSV hospital admissions due to a maternal RSV vaccination in a high-income setting, under varying levels of coverage and efficacy, using a mathematical model fitted to linked population-based RSV data from Western Australia (WA).

METHODS

Setting and population-based data

Data for this study were sourced from a population-based birth cohort data linkage study on the pathogen-specific burden of acute lower respiratory infections (ALRI). The birth cohort comprised all children born in WA between 1996 and 2012, identified from the Midwives’ Notification System and the Birth Registry [16]. Hospital admission records and laboratory records were extracted from the Hospital Morbidity Data Collection and the PathWest Laboratory Database and probabilistically linked through the Western Australian Data Linkage System [17]. PathWest is the sole public pathology service in WA and services all but three hospitals that admit pediatric patients. Only hospital records with both admission and separation dates during the study period (January 1996 to December 2012) were included in these analyses. These are henceforth referred to as hospital admissions. We identified all ALRI hospital admission records from children in the birth cohort through a selection of International Classification of Diseases version 10 Australian modification (ICD-10 AM) diagnosis codes as described in previous work [18]. ALRI was defined as pneumonia (J12-J18), acute bronchiolitis (J21), influenza (J09-J10), whooping cough (A37), bronchitis (J20, J40) and unspecified ALRI (J22). Using linked laboratory data, we further restricted these ALRI admissions to those where RSV was detected within 48 hours of the hospital admission. Further details of the linkage of laboratory and hospital admission records can be found elsewhere [19]. The residential postcode at the time of the hospital admission was used to restrict analyses to cases in the metropolitan region of WA, which consists of the capital city Perth and its surrounds, with a population of 2 million [20]. The resultant dataset included 5,898 laboratory-confirmed RSV-associated ALRI hospital admissions, herein referred to as RSV hospitalisations.

Model without vaccination

We developed a deterministic compartmental mathematical model for RSV transmission, using the Susceptible–Exposed–Infectious–Recovered–Susceptible form as in prior work [21,22]. We included 75 age classes: 60 one-month classes for individuals younger than five years, and five-year age groups thereafter. We set a constant total population size with a uniform age distribution across ages 0–79, and assumed that deaths only take place in the oldest age class, as we were estimating the vaccine impact in infants and young children in a setting where child mortality is very low. To simulate monthly ageing between classes we used cohort ageing.
Cohort ageing is a method where, instead of including continuous ageing rates in the ordinary differential equations (ODEs) to simulate movements between age classes, individuals from each compartment are shifted instantaneously at fixed time points [23–25]. The seasonal nature of RSV transmission was simulated using a cosine forcing function, in line with earlier work [21]. Further details of the model equations are in the Supplementary Material (S1).

Parameters

In line with empirical and modelling studies, we assumed a latent period of four days [26,27], an infectious period of nine days [9,27,28], and that immunity following natural infection persisted for 230 days [21]. It is known that there is trans-placental transfer of protective RSV-specific antibodies from a pregnant woman to her unborn child, however the level of protection is uncertain [29]. Considering studies from Spain, Brazil, Kenya and Turkey, we assumed that unvaccinated infants have some protection from maternally-derived RSV-specific antibodies for the first three months of life [12,30–33]. Based on the seropositive proportion reported in the Brazilian study, we reduced susceptibility to infection by 92% in the first month of life and 55% in the second and third months.

Studies indicate that adults are less infectious than young children, and that RSV is often introduced into a household by an older sibling [34–36]. We therefore introduced a scaling parameter $\omega$ that reduced infectiousness in individuals aged ten years and older.

Mixing between age groups was based on the POLYMOD study, using all reported contacts (physical and non-physical) for Great Britain [37]. The contact matrix was first made symmetric using the method described by Brisson et al [24]. Then, since the age classes in the POLYMOD matrices are in groups of five years, we adapted the contact matrix to match the age structure in our model, and the daily values were converted to monthly (Supplementary Material S1). We also tested the sensitivity of the model outcome to a more realistic contact structure in children younger than five years [38].

Model fitting

In the first instance, we attempted to fit the model by varying the reduced infectiousness parameter $\omega$ and the transmission function parameters $b_0$ (the overall transmission), $b_1$ (the amplitude of seasonal forcing) and $\phi$ (the phase shift) simultaneously, using a numerical fitting routine. However, we found that the model would fit the data well for a range of starting values for $\omega$. Therefore, we instead adopted a two-fold approach to determine values for these four parameters.

We estimated the three transmission function parameters $b_0, b_1$ and $\phi$ by fitting the model to monthly RSV hospitalisations for four key age groups (0–2 months, 3–5 months, 6–11 months and 12–23 months) simultaneously. We fitted the model in MATLAB using maximum likelihood estimation with the inbuilt Nelder Mead algorithm function fminsearch, and solved the ODEs using the inbuilt differential equation solver ode45 [39]. In the fitting routine, we included four parameters ($h_{0-2}, h_{3-5}, h_{6-11}$ and $h_{12-23}$) to scale the modelled incidence to the RSV hospitalisations data for each of the four key age groups.
We ran the fitting routine for a range of starting values for the reduced infectiousness parameter \( \omega \). We then extracted from the model the proportion of 0–23 month old children who were infected by an individual 2–14 years of age. In a study of subcohort data extracted from the same birth cohort from which our RSV hospitalisations data were derived, it was estimated that 45% of the RSV detections in that subcohort were attributable to infection from an older sibling [40]. We therefore selected the fitted parameter set that best reflected this estimate of the proportion of infections in young children caused by an older sibling. Details of all parameter values are in Table 1. The fitting method is further described in the Supplementary Material (S2).

**Maternal vaccination model**

Maternal vaccination was modelled by incorporating an additional compartment \( V_i \) that represented infants in age class \( i \) with reduced susceptibility to infection derived from their mother’s vaccination (Figure 1). This means that rather than explicitly modelling the vaccination of pregnant women, we modelled infants as being born either with or without maternally-derived vaccine protection. The proportion of infants born into the \( V_i \) class (the ‘vaccine coverage parameter’) encompassed both vaccine uptake by pregnant women, and the proportion of women that develop protective levels of antibodies. The default value for the vaccine coverage parameter \( \kappa \) was set to 50%, and we tested values between 30% and 70%, informed by recent uptake estimates of 70% and 56% for the maternal pertussis and influenza vaccines in WA, and accounting for assumed imperfect development of protective antibodies in vaccinated pregnant women [41].

We assumed that the maternal vaccine would extend the length of natural maternal protection, so that the maximum duration of vaccine-induced protection in infants was six months [42]. This duration is approximately equivalent to the estimated duration of protection afforded to an RSV-infected person following recovery, and similar to estimates in other studies, but we also tested values of three and four months [8,15]. Infants in class \( V_i \) had susceptibility to infection scaled by a factor \( 1 - \rho_i \), where \( \rho_i \) is a proxy for vaccine effectiveness relative to a completely native individual, without naturally-derived maternal antibody protection. Considering the stated minimal criteria for an RSV maternal vaccine efficacy of 60% [43], we tested values between 60% and 90% for vaccine effectiveness, and used a value of 80% for our default scenario. We also considered the scenario where the effectiveness parameter changed over the period of six months to simulate waning effectiveness, with \( \rho_1 = \rho_2 = \rho_3 = 0.8, \rho_4 = 0.6, \rho_5 = 0.4 \) and \( \rho_6 = 0.2 \). The vaccination model equations are provided in the Supplementary Material (S1).

**Model outcomes and sensitivity analysis**

We compared the output of the base model to that of the maternal vaccination model for both the number of infections and number of hospitalisations. Outputs were compared for the equilibrium model solutions after a burn in time of 400 years. We estimated the avoided RSV hospitalisations in children younger than 24 months for a range of vaccine coverage, effectiveness and duration scenarios.
The relationship between the RSV-specific antibody titre in infants and protection from RSV disease has not been fully elucidated [44]. We therefore analysed scenarios with lower levels of existing maternal protection by varying the parameters relating to reduced susceptibility in the first three months of life. We considered a scenario with lower natural protection by reducing susceptibility to infection by 75% in the first month of life and 35% in the second and third months. We compared this to a scenario with no natural maternal protection by incorporating no reduced susceptibility in the first three months of life.

We assessed the sensitivity of the model output to variation in model parameters influencing the age-specific force of infection. We varied the level of reduced infectiousness in older age classes by running our analysis for a range of values of $\omega$ between 0.4 and 0.8. We also considered the contact data for children younger than 10 years. A limitation of using the POLYMOD data in this study is that the POLYMOD age groups are in five-year cohorts [37]. We investigated whether more finely stratified contact data for children younger than five years would change the model results. We used United Kingdom data from a study that estimated...
Table 1. Model parameters for the default scenario where the reduced infectiousness parameter $\omega = 0.6$. Fitted parameter sets for other values of $\omega$ are in Table S1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Fixed/Fitted</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/\delta$</td>
<td>Latent period (days)</td>
<td>Fixed</td>
<td>4</td>
<td>[26,27]</td>
</tr>
<tr>
<td>$1/\gamma$</td>
<td>Infectious period (days)</td>
<td>Fixed</td>
<td>9</td>
<td>[9,27,28]</td>
</tr>
<tr>
<td>$1/\nu$</td>
<td>Immunity period (days)</td>
<td>Fixed</td>
<td>230</td>
<td>[21]</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>Reduced susceptibility in first age cohort due to naturally-derived maternal immunity (0 months of age)</td>
<td>Fixed</td>
<td>0.08</td>
<td>[30]</td>
</tr>
<tr>
<td>$\sigma_2, \sigma_3$</td>
<td>Reduced susceptibility in age cohorts 2 and 3 due to naturally-derived maternal immunity (1 and 2 months of age)</td>
<td>Fixed</td>
<td>0.45</td>
<td>[30]</td>
</tr>
<tr>
<td>$N$</td>
<td>Total population of Greater Perth for ages 0–79 years</td>
<td>Fixed</td>
<td>1,861,923</td>
<td>[20]</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Reduced infectiousness in children 10 years and older</td>
<td>Fixed</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Vaccine coverage</td>
<td>Fixed</td>
<td>0.5</td>
<td>[41]</td>
</tr>
<tr>
<td>$1 - \rho_i$</td>
<td>Reduced susceptibility due to vaccine, relative to naïve individual, in month $i$</td>
<td>Fixed</td>
<td></td>
<td>[41]</td>
</tr>
<tr>
<td>$p_{vacc}$</td>
<td>Maximum duration of vaccine-induced protection in months</td>
<td>Fixed</td>
<td>6</td>
<td>[8,15]</td>
</tr>
<tr>
<td>$b_0$</td>
<td>Transmission rate</td>
<td>Fitted</td>
<td>0.015</td>
<td></td>
</tr>
<tr>
<td>$b_1$</td>
<td>Amplitude of seasonal forcing</td>
<td>Fitted</td>
<td>0.397</td>
<td></td>
</tr>
<tr>
<td>$\phi$</td>
<td>Phase of seasonal forcing function</td>
<td>Fitted</td>
<td>0.985</td>
<td></td>
</tr>
<tr>
<td>$h_{0–2}$</td>
<td>Proportion of modelled infections leading to hospitalisation in the 0–2 month age group</td>
<td></td>
<td>0.424</td>
<td></td>
</tr>
<tr>
<td>$h_{3–5}$</td>
<td>Proportion of modelled infections leading to hospitalisation in the 3–5 month age group</td>
<td></td>
<td>0.088</td>
<td></td>
</tr>
<tr>
<td>$h_{6–11}$</td>
<td>Proportion of modelled infections leading to hospitalisation in the 6–11 month age group</td>
<td></td>
<td>0.047</td>
<td></td>
</tr>
<tr>
<td>$h_{12–23}$</td>
<td>Proportion of modelled infections leading to hospitalisation in the 12–23 month age group</td>
<td></td>
<td>0.020</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Avoided hospitalisations over a 24 month period for a range of scenarios, represented as the number of avoided hospitalisations per 1000 children in that age group (the risk difference), and as a percentage risk reduction (1 – RR, where RR is the relative risk). The default parameter set has vaccine coverage of 50%, vaccine effectiveness of 80%, and maximum duration of vaccine-induced immunity of six months. Note that the measure of vaccine effectiveness described here is relative to a completely naïve individual, without natural maternal antibody protection. All other parameter values are reported in Table S1.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>0–2 month age group per 1000 (percentage reduction)</th>
<th>3–5 month age group per 1000 (percentage reduction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>13 (26%)</td>
<td>12 (40%)</td>
</tr>
<tr>
<td>Coverage</td>
<td>8 (16%)</td>
<td>7 (24%)</td>
</tr>
<tr>
<td>30% coverage</td>
<td>18 (37%)</td>
<td>17 (56%)</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>3 (6%)</td>
<td>9 (30%)</td>
</tr>
<tr>
<td>60% effectiveness</td>
<td>8 (16%)</td>
<td>10 (35%)</td>
</tr>
<tr>
<td>70% effectiveness</td>
<td>18 (37%)</td>
<td>14 (46%)</td>
</tr>
<tr>
<td>90% effectiveness</td>
<td>6 (13%)</td>
<td>5 (18%)</td>
</tr>
<tr>
<td>Waning effectiveness</td>
<td>12 (25%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>4 months vaccine-induced immunity</td>
<td>13 (26%)</td>
<td>4 (13%)</td>
</tr>
<tr>
<td>Higher effectiveness and coverage</td>
<td>25 (51%)</td>
<td>19 (63%)</td>
</tr>
<tr>
<td>90% effectiveness, 70% coverage</td>
<td>5 (10%)</td>
<td>6 (21%)</td>
</tr>
<tr>
<td>Lower effectiveness and coverage</td>
<td>70% effectiveness, 30% coverage</td>
<td></td>
</tr>
</tbody>
</table>

contact frequencies in individuals in one-year age groups to stratify the contact matrix parameters for our age cohorts under five years of age [38], but retained the POLYMOD parameters for the contact rates between individuals older than five years. Finally, we considered the impact of the uniform age distribution in our model. We ran the models for the default parameter set using a non-uniform age distribution, based on age distribution data for Greater Perth in 2014 [20].

Ethical approvals for this study were received from the Department of Health WA Human Research Ethics Committee (#2012/56) and The Australian National University Human Research Ethics Committee (Protocol 2015/177).

RESULTS

Model outcome and fit

Figure S2 shows the model fitted to RSV hospitalisations for children younger than two years by age group. Fitted parameter values are in Tables 1 and S1. We compared the model outputs with the proportion of infections in young children caused by an older sibling in this dataset, and therefore determined that the infectivity of individuals age ten years and older was 60% of that of younger children (Table S2). The base and maternal vaccination model outputs retain
the biennial seasonal infection pattern typically observed in metropolitan WA (Figure S1), therefore we present the avoided RSV hospitalisations over a two-year period to capture both a large and small RSV season.

Reduction in hospitalisations

The modelled introduction of a maternal RSV vaccine reduced the number of infections and hospitalisations in young children. The range of modelled scenarios showed a 6–51% reduction in RSV hospitalisations in children younger than two months, with a 6% reduction only if vaccine effectiveness was poor (Table 2). Figure 2 shows the base model output compared to the vaccination model for vaccine effectiveness levels in the range 60–90%. The percentage reduction in hospitalisations in children aged 3–5 months was higher than for children aged 0–2 months under most scenarios, except where vaccine protection was assumed to last only three or four months. The default scenario (80% vaccine effectiveness, 50% coverage and a maximum of six months’ vaccine-induced immunity) resulted in a 26% reduction in hospitalisations in children younger than two months, and 40% in children aged 3–5 months (Table 2). For all modelled scenarios, the vaccine had a negligible impact on the number of RSV hospitalisations in children aged 6–11 months and 12–23 months, as demonstrated in Figure S3.

Figure 2. Comparison of the modelled number of RSV infections (panels (a) and (b)) and hospitalisations (panels (c) and (d)) per month in the age groups 0–2 months and 3–5 months, per 1000 children in that age group, over a time period of 24 months. The blue line represents the base model, and the red shaded area represents the range of outputs of the vaccination model for vaccine effectiveness levels between 60% and 90%.
Table 3. Sensitivity analysis for natural maternally-derived immunity parameters. This table shows the avoided hospitalisations over a 24 month period for the scenario with lower natural maternally-derived immunity, compared to the default scenario, represented as the number of avoided hospitalisations per 1,000 children in that age group, and as a percentage reduction.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>0–2 month age group per 1000 (percentage reduction)</th>
<th>3–5 month age group per 1000 (percentage reduction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>13 per 1000 (26%)</td>
<td>12 per 1000 (40%)</td>
</tr>
<tr>
<td>$\sigma_1 = 0.08, \sigma_2 = \sigma_3 = 0.45$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reduced natural maternal immunity</td>
<td>16 per 1000 (33%)</td>
<td>12 per 1000 (40%)</td>
</tr>
<tr>
<td>$\sigma_1 = 0.25, \sigma_2 = \sigma_3 = 0.65$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No natural maternal immunity</td>
<td>20 per 1000 (41%)</td>
<td>12 per 1000 (41%)</td>
</tr>
<tr>
<td>$\sigma_1 = \sigma_2 = \sigma_3 = 1$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sensitivity analysis

As the model parameters capturing maternal immunity in unvaccinated children were based on a single study, we tested alternative assumptions. With a lower level of natural maternally-derived protection, we found that the impact of vaccination in the 0–2 month old age group was larger, with 33% and 41% of hospitalisations avoided for the reduced and no maternal immunity scenarios respectively, compared to 26% for the default scenario (Table 3). The impact on older age groups was minimal. By reducing the natural maternally-derived protection, the hospitalisation scaling factor in the 0–2 month old age group decreased, but the fitted parameters did not greatly change (Table S5).

Model outcomes were insensitive to changes in the level of transmission from individuals aged over ten years (Table S3). We also conducted the analysis for the default parameter set using models with a non-uniform age distribution, but found that the proportions of hospitalisations avoided changed only slightly (Figure S4 and Table S4). Finally, we repeated our analysis with the default parameter set, using a more finely stratified contact structure in children younger than five years of age, but the results did not change.

DISCUSSION

The introduction of a maternal vaccine for RSV, with similar coverage to that for existing maternal vaccination programs in WA, is likely to reduce the RSV hospitalisation burden in children younger than three months of age by 6–37%, and by approximately 30–46% in children between three and five months of age, for vaccine effectiveness levels between 60% and 90%. If both vaccine effectiveness and coverage are high, hospitalisations may be reduced by up to 51% and 63% in these two age groups respectively. For children six months and older, maternal vaccination had a negligible impact, indicating the herd immunity impact may be small. In our analysis, the percentage of RSV hospitalisations avoided was lower in the younger age group, due to natural maternally-derived immunity in the first three months of life. We also found that a maternal vaccine would be unlikely to change the biennial RSV infection pattern observed in WA.
An RSV intervention that prevents infection in young children would reduce the health system burden and cost during the winter months. One Australian study estimated that the median length of stay for a RSV hospitalisation is three days, and the mean cost of each RSV hospitalisation episode for children younger than five years is AUD 6350 [45]. Our study was based on data from a total population birth cohort of children born in WA during 1996–2012, and restricted to hospital admissions for ALRI. As RSV has also been detected in admissions without a diagnosis for ALRI [19], these data likely underrepresent the number of RSV hospitalisations in young children in WA, meaning the findings from our study are a conservative estimate of the true impact. A maternal vaccine for RSV would also provide broader health benefits; there is evidence that if an infant’s first RSV episode is delayed, the risk of later respiratory issues such as asthma and wheezing may be reduced [3]. Further, in our model we did not incorporate a reduction in susceptibility to RSV for women protected by the maternal vaccine, due to a lack of information on the likely duration or protection mechanism of the vaccine in adults. With pregnant women forming only a small proportion of the population spread over a large age range, this assumption is unlikely to have influenced our findings, but may provide an additional health benefit. In addition, as this study focussed on avoided hospitalisations, the findings reported here do not account for the public health and economic benefit of reduced community-level RSV in young children arising from a vaccine.

Previous RSV vaccine mathematical modelling studies have focussed on infant and childhood vaccines in order to evaluate cost-effectiveness [9–11]. Other studies have considered the possible impact of RSV vaccines in the low income country setting of Kenya [8,15]. Poletti and colleagues used a stochastic individual-based modelling approach to simulate vaccine implementation for several key population groups, including pregnant women [15]. Their study, based on the social structure of rural Kenya, found that maternal vaccination could reduce RSV infection in infants by 31.5%, assuming a four month duration of natural maternally-derived immunity and an additional four months of vaccine-derived protection, and that for this vaccine strategy, the reduction in RSV infections was not greatly affected by sub-optimal coverage. While in our study we found that vaccine coverage is important, our model was for a different setting and assumed a different duration of protection.

Maternal vaccination is a realistic public health strategy and has been successfully implemented for other diseases such as influenza and pertussis. Mathematical models are instrumental in assessing the health and economic benefits of such an intervention, and are needed to aid decision-making about the cost-effectiveness of immunisation policies for different jurisdictions. A key strength of this study is that the model was validated using population-level linked data from WA, allowing a more accurate assessment of the vaccine impact. However, our model structure is also flexible enough that it can be adapted to account for the demography, hospitalisation data and contact patterns in other regions, to allow assessment of the likely vaccine impact elsewhere. This model can also be readily updated to incorporate information about vaccine characteristics as clinical trials progress.

While the importance of transplacental transfer of protective antibodies from a pregnant woman to her unborn child is known, there is a gap in understanding how maternal antibodies interact with the infant immune system, and the factors that influence the transfer and decay of
these antibodies [44]. Our parameters for maternally-derived immunity were based on a single seropositivity study [30], however, our parameter choices are broadly aligned with the current understanding about the duration and protectiveness of RSV-specific antibodies in neonates. A recent study of children in Kenya found that RSV-specific antibody seroprevalence was high in the first three months of life, with 100% of children in the study seropositive in the 0–<1 month age group, and 75% seropositive in the 2–<3 month age group [33]. We found that our model was sensitive to assumptions about maternal antibody protection, so we tested two reduced maternal protection scenarios (Tables 3 and S5). We found that reducing the level of natural maternally-derived protection increased the vaccine impact in 0–2 month old children, but did not greatly change the impact in the older age groups. We also found that the hospitalisation scaling parameter \( h_{0–2} \) decreased to 0.140 with no maternally-derived protection, meaning a smaller percentage of the modelled 0–2 month old infections resulted in a hospitalisation, compared to the much higher value of 0.424 in the default scenario. In many settings, the highest number of RSV hospitalisations is observed in 0–2 month old children compared to any other age group, yet this is the age group in which RSV-specific antibody seroprevalence is typically highest. It is possible that the infants in this age group who do become infected are much more likely to be hospitalised, but understanding this interaction, and considering how best to incorporate maternal antibody dynamics in models for RSV vaccines, is an area for ongoing research.

Our model was fitted to data for children under two years of age, therefore we needed to use other data to accurately parameterise the force of infection for older children and adults. We scaled the infectiousness for older individuals such that the age of the infector was consistent with observations from this birth cohort [40]. As the herd immunity effect due to a maternal vaccine is small in our model, we observed little impact of the contact structure in young children on our findings. By fitting the model to RSV data in children younger than two years, we ensured that the force of infection acting on infants reflects the available data, and we do not expect this force of infection to change noticeably following the implementation of a vaccine.

It is understood that an individual’s susceptibility to RSV is dependent on both age and the history of infection. In our model we focussed on age as the main determinant of susceptibility, and introduced a parameter to scale susceptibility to infection in older age groups, although others have incorporated additional disease states in the modelling framework to account for initial and subsequent infections [8,13]. There is evidence that increasing age is more important than previous exposure to infection in influencing reduced susceptibility to disease in older infants and children [46]. Further, our focus was on infant RSV infections. We fitted to linked data on early-life infections with RSV and demonstrated that the model effectively captures hospitalisation risk in children under two years of age.

Our modelling framework incorporated only a single type of RSV vaccine intervention, based on the current information about RSV vaccine development progress. However, with a maternal RSV vaccine unlikely to offer protection to infants older than six months, it may be infeasible for this type of vaccine to exist as a standalone preventative strategy for RSV [44]. With vaccine candidates for infants, older children, and the elderly also in various stages of the
clinical trials pipeline, there is scope for further development of mathematical models to estimate the reduction in disease burden in other target population groups, and to assess the likely public health impact of combined vaccine interventions.
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S1. Model equations

The overall modelling approach was to fit the RSV transmission model (the ‘base model’) to data, introduce a maternal vaccine (the ‘vaccination model’), and compare the outputs of these two models for a range of scenarios. The equations below describe the base and vaccination models respectively. In the equations, $S_i$ represents the number of susceptible individuals in age class $i$, $E_i$ represents the number of exposed individuals, $I_i$ represents the number of infectious individuals, $R_i$ represents the number of recovered and temporarily immune individuals, and $V_i$ represents the number of vaccinated individuals. The parameters are defined in Table S1.

Cohort ageing was implemented such that at the end of each month, a proportion of each age group was instantaneously moved to the next age group [8, 15]. The models were implemented in MATLAB, using the inbuilt `ode45` equation solver [17]. Numerically, cohort ageing was implemented by updating the initial conditions at fixed time points.

**Base model equations**

The continuous time dynamics in the base model are represented by the following equations.

$$
\frac{dS_i}{dt} = -\lambda_i \sigma_i S_i + \nu R_i
$$

$$
\frac{dE_i}{dt} = \lambda_i \sigma_i S_i - \delta E_i
$$

$$
\frac{dI_i}{dt} = \delta E_i - \gamma I_i
$$

$$
\frac{dR_i}{dt} = \gamma I_i - \nu R_i
$$

$$
\lambda_i = b_0 (1 + b_1 \cos(\frac{2\pi t}{12} + \phi)) \frac{1}{N_i} \sum_{j=1}^{75} M_{i,j} \omega_j I_j
$$

The transmission function $\lambda_i(t)$ represents the force of infection on age group $i$ over time $t$, where the indices $i$ and $j$ represent the 75 age cohorts; $b_0$ represents overall transmission; $b_1$ represents the amplitude of seasonal forcing; $\phi$ represents the phase shift; $\omega_j$ represents reduced infectiousness in age group $j$; and the mixing matrix $M_{i,j}$ represents the number of contacts the number of contacts that an individual in age class $j$ has with individuals in age class $i$.

Ageing is not represented in the differential equations as it is a discontinuous event that takes place each month. Instead, ageing was implemented by updating the initial conditions of the ordinary differential equations (ODEs) each month as follows.

$$
S_i = N/(80 \times 12), E_i = I_i = R_i = 0, \quad \text{if } i = 1
$$

$$
Q_i = Q_{i-1}, \quad \text{if } 2 \leq i \leq 60
$$

$$
Q_i = Q_i + Q_{i-1} - Q_i/60, \quad \text{if } i = 61
$$

$$
Q_i = Q_i + Q_{i-1}/60 - Q_i/60, \quad \text{if } 62 \leq i \leq 75
$$

where $Q_i \in \{S_i, E_i, I_i, R_i\}$
The mixing matrix $M_{i,j}$ was created using data from the POLYMOD study, using all reported contacts (physical and non-physical) for Great Britain [13]. Let $K_{i,j}$ denote the POLYMOD matrix. The matrix $K_{i,j}$ was made symmetric by averaging the non-diagonal values of the matrix, so that

$$L_{i,j} = \frac{K_{i,j} + K_{j,i}}{2}$$

as in Brisson et al [3]. Since the age classes in the POLYMOD matrices are in groups of five years, we adapted the contact matrix to match the age structure in our model. The following equations describe this process.

- $M_{i,j} = L_{1,1}/60$, if $1 \leq i \leq 60, 1 \leq j \leq 60$
- $M_{i,j} = L_{i-59,j-59}$, if $61 \leq i \leq 75, 61 \leq j \leq 75$
- $M_{i,j} = L_{i-59,1}/60$, if $1 \leq i \leq 60, 1 \leq j \leq 60$
- $M_{i,j} = L_{i-59,j-59}$, if $61 \leq i \leq 75, 61 \leq j \leq 75$

Finally, the matrix was transposed and daily values were converted to monthly.

**Vaccination model equations**

The continuous time dynamics are represented by the following equations.

- $\frac{dS_i}{dt} = -\lambda_i \sigma_i S_i + \nu R_i$
- $\frac{dE_i}{dt} = \lambda_i \sigma_i S_i + \lambda_i (1 - \rho_i) V_i - \delta E_i$
- $\frac{dI_i}{dt} = \delta E_i - \gamma I_i$
- $\frac{dR_i}{dt} = \gamma I_i - \nu R_i$
- $\frac{dV_i}{dt} = -\lambda_i (1 - \rho_i) V_i$
- $\lambda_i = b_0(1 + b_1 \cos(2\pi t/12 + \phi)) \frac{1}{N_i} \sum_{j=1}^{75} M_{i,j} \omega_j I_j$

Ageing was implemented according to the following routine.

- $S_i = (1 - \kappa)N/(80 \times 12)$, if $i = 1$
- $E_i = I_i = R_i = 0$
- $V = \kappa N/(80 \times 12)$
- $Q_i = Q_{i-1}$, if $2 \leq i \leq p_{\text{vacc}}$
- $S_i = S_{i-1}/60 + S_i - S_i/60 + V_{i-1}$, if $i = p_{\text{vacc}} + 1$
- $E_i = E_{i-1}$, $I_i = I_{i-1}$, $R_i = R_{i-1}$, $V_i = 0$, if $i = p_{\text{vacc}} + 1$
- $Q_i = Q_{i-1}$, if $p_{\text{vacc}} + 2 \leq i \leq 60$
- $Q_i = Q_i + Q_{i-1} - Q_i/60$, if $i = 61$
- $Q_i = Q_i + Q_{i-1}/60 - Q_i/60$, if $62 \leq i \leq 75$

where $Q_i \in \{S_i, E_i, I_i, R_i\}$

In the first three one-month cohorts, susceptible individuals are either in the vaccinated class, with some vaccine protection, or in the non-vaccinated susceptible class, with some natural maternal antibody protection. It follows that a vaccinated individual cannot be less well protected than if they had not been vaccinated. Therefore, in the numerical model formulation, we included the condition that the maternal vaccine must be
at least as protective for infants as naturally-derived maternal antibodies.

Model outputs over a ten-year time period, showing the number of modelled infectious individuals in the 0–2 and 3–5 month age groups, are shown in Figure S1.

![Graph showing infectious individuals in 0-2 and 3-5 month age groups](image)

**Figure S1**: Model outputs for the number of infectious individuals in the 0–2 month and 3–5 month age classes, for the base and vaccination models, over a ten year time period for the default parameter set. Both the base and vaccination models display biennial dynamics. Note that this output shows the number of infectious individuals at each time point, rather than the modelled incidence.

### S2. Model fitting and validation

We fitted three parameters $b_0$, $b_1$, and $\phi$ to the data using maximum likelihood estimation. To derive our fitting function, we assumed that the number of RSV-related hospitalisations each month followed a Poisson distribution. Using simplified notation, if we define the likelihood of observing $x$ hospitalisations when our model generated $y$ hospitalisations, the likelihood would be

$$L(x, y) = \frac{e^{-y}y^x}{x!}.$$  

The likelihood of observing the entire set of hospitalisations data is the product of the likelihoods for each of the $n$ data points:

$$L = L_1L_2...L_n.$$  

The log likelihood is then

$$\log L = \log L_1 + \log L_2 + ... + \log L_n$$

$$= -y_1 + x_1 \log y_1 - \log(x_1!) - y_2 + x_2 \log y_2 - \log(x_2!) - ... - y_n + x_n \log y_n - \log(x_n!)$$

$$= \sum_{i=1}^{n} (-y_i + x_i \log y_i - \log(x_i!)).$$

In practice, the $-\log(x_i!)$ term can be ignored as it is not dependent on the model output. Also, rather than maximising the log likelihood function, it can be numerically simpler to instead minimise the negative log likelihood function, which is the approach taken below.
Using the notation of our model, the negative log likelihood function is

\[ F = -\sum_{k=1}^{4} \sum_{m=1}^{n} (data_{k,m} \times \log(model_{k,m}) - model_{k,m}). \]

In this function, data_{k,m} is the number of RSV hospitalisations in children in group k at month m, and model_{k,m} represents the model outcome, which is the modelled incidence for age group k at month m, multiplied by h_k, the sum of all cases in the data divided by the sum of the modelled incidence. The subscript k denotes the four age classes 0–2 months, 3–5 months, 6–11 months and 12–23 months. The parameter h_k therefore represents the proportion of infections that are hospitalised in that age group.

At first, we attempted to include the reduced infectiousness parameter as a fourth fitted parameter using the fitting routine described above. However, we found that the model would fit the data well for any of a range of plausible values of \( \omega \). Therefore, we used a different approach to estimate \( \omega \). In a study of subcohort data extracted the same birth cohort from which our RSV-related hospitalisation data was derived, it was estimated that 45% of the RSV detections in that subcohort were attributable to infection from an older sibling [8]. We ran the fitting routine with only three fitted parameters (\( b_0, b_1, \) and \( \phi \)) for different fixed values of \( \omega \). We then compared the model output to estimates derived from our cohort of the proportion of infections that were due to an elder sibling as follows. For each fitted parameter set and for each of five age groups (0–23 months, 2–14 years, 15–24 years, 25–44 years, and 45–79 years), we calculated the proportion of infections arising from their own and the other four age groups. Considering the proportion of infected 0–23 month old children who were infected by an individual 2–14 years of age, we estimated that \( \omega = 0.6 \) most closely reflected the estimate of 45% (Figure S1). The susceptible/infectious tables are shown in Table S2.
Table S1: Parameter values for the 75 cohort model, for selected values of the reduced infectiousness parameter $\omega$, with default values highlighted. Rates in the model are in months.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Fixed/ Fitted</th>
<th>Value</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$</td>
<td>Reduced infectiousness in older age groups</td>
<td>Fixed</td>
<td>0.5, 0.6, 0.7, 0.8</td>
<td></td>
</tr>
<tr>
<td>$1/\delta$</td>
<td>Latent period (days)</td>
<td>Fixed</td>
<td>4, 4, 4</td>
<td>4</td>
</tr>
<tr>
<td>$1/\gamma$</td>
<td>Infectious period (days)</td>
<td>Fixed</td>
<td>9, 9, 9</td>
<td>9</td>
</tr>
<tr>
<td>$1/\nu$</td>
<td>Immunity period (days)</td>
<td>Fixed</td>
<td>230, 230, 230</td>
<td>230</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>Reduced susceptibility due to natural maternal immunity first month</td>
<td>Fixed</td>
<td>0.08, 0.08, 0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>$\sigma_2$, $\sigma_3$</td>
<td>Reduced susceptibility due to natural maternal immunity second and third months</td>
<td>Fixed</td>
<td>0.45, 0.45, 0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>$N$</td>
<td>Total population of Greater Perth for ages 0–79 years</td>
<td>Fixed</td>
<td>1,861,923, 1,861,923, 1,861,923</td>
<td>1,861,923</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Vaccine coverage</td>
<td>Fixed</td>
<td>0.5, 0.5, 0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$1 - \rho_i$, $i \leq p_{\text{vacc}}$</td>
<td>Reduced susceptibility due to vaccine</td>
<td>Fixed</td>
<td>0.2, 0.2, 0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$1 - \rho_i$, $i &gt; p_{\text{vacc}}$</td>
<td>Reduced susceptibility due to vaccine</td>
<td>Fixed</td>
<td>1, 1, 1</td>
<td>1</td>
</tr>
<tr>
<td>$p_{\text{vacc}}$</td>
<td>Maximum duration of vaccine-induced protection in months</td>
<td>Fixed</td>
<td>6, 6, 6</td>
<td>6</td>
</tr>
<tr>
<td>$b_0$</td>
<td>Transmission rate</td>
<td>Fitted</td>
<td>0.017, 0.015</td>
<td>0.014, 0.013</td>
</tr>
<tr>
<td>$b_1$</td>
<td>Amplitude of seasonal forcing</td>
<td>Fitted</td>
<td>0.389, 0.397</td>
<td>0.398, 0.407</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Phase of seasonal forcing function</td>
<td>Fitted</td>
<td>0.977, 0.985</td>
<td>0.981, 0.984</td>
</tr>
<tr>
<td>$h_{0-2}$</td>
<td>Proportion of modelled infections leading to hospitalisation in the 0–2 month age group</td>
<td></td>
<td>0.459, 0.424</td>
<td>0.412, 0.413</td>
</tr>
<tr>
<td>$h_{3-5}$</td>
<td>Proportion of modelled infections leading to hospitalisation in the 3–5 month age group</td>
<td></td>
<td>0.095, 0.088</td>
<td>0.086, 0.086</td>
</tr>
<tr>
<td>$h_{6-11}$</td>
<td>Proportion of modelled infections leading to hospitalisation in the 6–11 month age group</td>
<td></td>
<td>0.051, 0.047</td>
<td>0.046, 0.046</td>
</tr>
<tr>
<td>$h_{12-23}$</td>
<td>Proportion of modelled infections leading to hospitalisation in the 12–23 month age group</td>
<td></td>
<td>0.021, 0.020</td>
<td>0.019, 0.019</td>
</tr>
</tbody>
</table>
Figure S3: Comparison of the modelled number of RSV infections (panels (a) to (d)) and hospitalisations (panels (e) to (h)) per month in key age groups, per 1000 children in that age group, over a time period of 24 months, in the base model (the blue line) and the vaccination model (the red dashed line), for the default parameter set.

Table S2: Percentage of the total number of infections within each susceptible age group, arising from each infectious age group, for the parameter sets for different values of the reduced infectiousness parameter $\omega$. The parameter set with $\omega = 0.6$ was chosen as most closely reflecting the data, based on the proportion of susceptible 0–23 month individuals infected by a 2–14 year individual (45%).

<table>
<thead>
<tr>
<th>Infectious Age Group</th>
<th>$\omega = 0.5$</th>
<th>$\omega = 0.6$</th>
<th>$\omega = 0.7$</th>
<th>$\omega = 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–23m</td>
<td>10%</td>
<td>9%</td>
<td>8%</td>
<td>8%</td>
</tr>
<tr>
<td>2–14y</td>
<td>2%</td>
<td>2%</td>
<td>1%</td>
<td>2%</td>
</tr>
<tr>
<td>15–24y</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td>25–44y</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
<td>3%</td>
</tr>
<tr>
<td>45–79y</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Susceptible Age Group</th>
<th>$\omega = 0.5$</th>
<th>$\omega = 0.6$</th>
<th>$\omega = 0.7$</th>
<th>$\omega = 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–23m</td>
<td>45%</td>
<td>45%</td>
<td>40%</td>
<td>40%</td>
</tr>
<tr>
<td>2–14y</td>
<td>7%</td>
<td>6%</td>
<td>7%</td>
<td>7%</td>
</tr>
<tr>
<td>15–24y</td>
<td>44%</td>
<td>44%</td>
<td>46%</td>
<td>46%</td>
</tr>
<tr>
<td>25–44y</td>
<td>12%</td>
<td>12%</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td>45–79y</td>
<td>11%</td>
<td>10%</td>
<td>9%</td>
<td>9%</td>
</tr>
</tbody>
</table>
S3. Sensitivity analysis

Reduced infectiousness of older children

We tested the sensitivity of the model outcome to changes in the reduced infectiousness of children ten years and older (Table S3). The analysis showed that the model outcome was not very sensitive to changes in this parameter, producing a reduction in hospitalisations approximately equivalent to that in the default parameter scenario.

Table S3: Results of the sensitivity analysis for the reduced infectiousness parameter \( \omega \) compared to the default parameter scenario. The model outcome is the avoided hospitalisations over a 24 month period as the number of avoided hospitalisations per 1,000 children in that age group, and as a percentage reduction.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>0–2 month age group per 1000 (percentage reduction)</th>
<th>3–5 month age group per 1000 (percentage reduction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default (( \omega = 0.6 ))</td>
<td>13 per 1000 (26%)</td>
<td>12 per 1000 (40%)</td>
</tr>
<tr>
<td>( \omega = 0.4 )</td>
<td>13 per 1000 (27%)</td>
<td>12 per 1000 (41%)</td>
</tr>
<tr>
<td>( \omega = 0.5 )</td>
<td>13 per 1000 (27%)</td>
<td>12 per 1000 (40%)</td>
</tr>
<tr>
<td>( \omega = 0.7 )</td>
<td>13 per 1000 (26%)</td>
<td>12 per 1000 (40%)</td>
</tr>
<tr>
<td>( \omega = 0.8 )</td>
<td>13 per 1000 (26%)</td>
<td>12 per 1000 (40%)</td>
</tr>
</tbody>
</table>

Age distribution

We assumed a uniform age distribution for the main model simulations. Therefore, we also ran the simulations for the default parameter set with a non-uniform distribution, based on data for the population of Greater Perth in 2014 [14]. The different distributions are shown in Figure S4. While the number of people in each cohort varied according to the population distribution data, a fixed number of people moved each month in the cohort ageing process, so that the total population did not change. We found that there was almost no change in the model outcome for the non-uniformly distributed population (Table S4), therefore we retained a uniform distribution for the main analysis for simplicity.

Table S4: Avoided hospitalisations over a 24 month period for the model with a non-uniform population age distribution, compared to the model with a uniformly distributed population. Both scenarios are based on the default parameter set.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>0–2 month age group per 1000 (percentage reduction)</th>
<th>3–5 month age group per 1000 (percentage reduction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform population distribution</td>
<td>13 per 1000 (26%)</td>
<td>12 per 1000 (40%)</td>
</tr>
<tr>
<td>Non-uniform population distribution</td>
<td>12 per 1000 (26%)</td>
<td>11 per 1000 (40%)</td>
</tr>
</tbody>
</table>

Maternally-derived immunity

The parameters representing reduced susceptibility to infection due to natural maternally-derived immunity were based on a single study. We therefore tested perfect maternally-derived immunity (with \( \sigma_1 = \sigma_2 = \sigma_3 = 0 \)), but were unable to fit this model to our data, which includes RSV infections in children younger than three months. We also ran the model assuming a lower level of natural maternally-derived protection, and for a scenario with no naturally-derived maternal immunity. We found that the fitted hospitalisation scaling parameter \( h_{0–2} \) decreased in accordance with the higher susceptibility to infection in children younger than three months, and that with a lower level of naturally-derived maternal immunity, there was an increased vaccine impact in the youngest age cohort. The impact on children in the 3–5 month cohort did not change (Tables 3 and S5).
Figure S4: Number of individuals per five year age cohort in the uniform age model (the dashed line) compared to the non-uniform age model (the blue bars).

Table S5: Parameter values for the 75 cohort model with maternal vaccination, for the scenarios with lower natural maternally-derived immunity. Fixed parameters not described here have the values listed in Table S1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Fixed/Fitted</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Default</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>Reduced susceptibility due to natural maternal immunity first month</td>
<td>Fixed</td>
<td>0.08</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>Reduced susceptibility due to natural maternal immunity second month</td>
<td>Fixed</td>
<td>0.45</td>
</tr>
<tr>
<td>$\sigma_3$</td>
<td>Reduced susceptibility due to natural maternal immunity third month</td>
<td>Fixed</td>
<td>0.45</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Reduced infectiousness</td>
<td>Fixed</td>
<td>0.6</td>
</tr>
<tr>
<td>$b_0$</td>
<td>Transmission rate</td>
<td>Fitted</td>
<td>0.015</td>
</tr>
<tr>
<td>$b_1$</td>
<td>Amplitude of seasonal forcing</td>
<td>Fitted</td>
<td>0.397</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Phase of seasonal forcing function</td>
<td>Fitted</td>
<td>0.985</td>
</tr>
<tr>
<td>$h_{0-2}$</td>
<td>Proportion of modelled infections leading to hospitalisation in the 0–2 month age group</td>
<td>Fitted</td>
<td>0.424</td>
</tr>
<tr>
<td>$h_{3-5}$</td>
<td>Proportion of modelled infections leading to hospitalisation in the 3–5 month age group</td>
<td></td>
<td>0.088</td>
</tr>
<tr>
<td>$h_{6-11}$</td>
<td>Proportion of modelled infections leading to hospitalisation in the 6–11 month age group</td>
<td></td>
<td>0.047</td>
</tr>
<tr>
<td>$h_{12-23}$</td>
<td>Proportion of modelled infections leading to hospitalisation in the 12–23 month age group</td>
<td></td>
<td>0.020</td>
</tr>
</tbody>
</table>
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Discussion and conclusion

The objective of this research was to use mathematical models to investigate the seasonal patterns of respiratory syncytial virus (RSV) in Western Australia. In the first stages of this project, I developed simple age-structured compartmental models and fitted these models to data (Chapter 4). I performed numerical analyses to quantify and visualise the broad range of model dynamics, and related these outputs to observed patterns in different regions (Chapter 5). I then conducted a time series analysis of data for Western Australia to identify seasonal patterns in tropical and temperate regions. I also captured changes in the yearly epidemics of respiratory illness in children from year to year in terms of the timing and magnitude of the epidemic peak (Chapter 6). Finally, I extended these models to incorporate a finer age structure and maternally-derived immunity, to evaluate the possible impact of a maternal RSV vaccine program on the number of hospitalised RSV cases in young children (Chapter 7).

In this chapter I first provide an overview of the key findings relating to each of the three research themes, and discuss the implications of these findings and their relationship to the existing literature. I then address the strengths and limitations of this research, and suggest directions for future work.

8.1 Findings for each research theme

This thesis is largely based on mathematical compartmental ordinary differential equation (ODE) models, as described in Chapter 2. I began the research with simple compartmental
models, and explored the dynamics of these models before adding complexities, such as additional age classes, age-dependent scaling of infectiousness and susceptibility, a contact structure, and maternally-derived immunity. Here I discuss the main findings for each of the three themes.

Research theme 1: Age structure and immunity
RSV detections demonstrate a clear age structure, with infections mainly identified in children younger than two years and the largest burden in children under six months of age. The duration of immunity following an RSV infection is not well understood, although it is described as being partial and short-lived (Ohuma et al., 2012), and some modelling studies have applied an immunity period of about 200 days (Weber et al., 2001). In order to capture the known age structure of RSV, as well as waning immunity and seasonality, I developed models for RSV transmission with one, two and three age classes. I then fitted the two age class model to data for Western Australia to validate these models and obtain parameter values for subsequent analysis and model development, as described in Chapter 4. I found that the parameter corresponding to the duration of immunity aligned with estimates used elsewhere, with a fitted value of 230 days for the two age class model.

In this thesis I implemented a range of methods to build a complete picture of expected model behaviour, applying analytic, brute-force and numerical algorithm methods to document the different types of model outputs for parameter ranges of interest. The bifurcation analysis and the systematic parameter space mapping presented in Chapter 5 showed that the model could reproduce patterns observed in different parts of the world, and identified the parameters to which the model was most sensitive. A particularly interesting feature was the bifurcation structure. As it was not possible to examine the bifurcation points analytically, I used specialised numerical integration software XPP-AUTO to track the bifurcation points. The period doubling and halving feature allowed the model to produce annual and biennial dynamics for different ranges of the transmission and seasonality parameters, and was a robust feature of the model. It confirmed the brute-force bifurcation analysis presented in Chapter 4, and provided an example of the doubling and period halving phenomenon previously identified in other models (Stone, 1993). This may help explain why strong biennial patterns are often observed in temperate regions, such as in Switzerland (Duppenthaler et al., 2003).
The model also reproduced the ‘delayed biennial’ pattern observed in Finland and Germany (Terletskaya-Ladwig et al., 2005; Waris, 1991), for a range of plausible parameter values, and the shallow epidemic fluctuations that are more typical of RSV patterns in the tropics. I used the Next Generation Matrix method to calculate the basic reproduction number analytically, and found that the value of $R_0$ in the absence of seasonal forcing was similar to values documented elsewhere (Weber et al., 2001). Overall, my findings show that relatively simple model structures capture the known biology and epidemiology of RSV, and that these models could be adapted for use in a range of real world settings.

The duration of immunity and birth rate were key parameters in the model, and I found that these factors likely play an important role in RSV infection dynamics. These parameters could be varied within reasonable ranges to produce either annual, biennial or delayed biennial patterns in the models, as discussed in Chapter 5. This result helps clarify why latitude, climatic variation and weather variables do not fully explain why some countries exhibit annual RSV epidemics, and other countries experience biennial epidemic patterns. This finding also provides evidence that a shifting birth rate may cause RSV epidemics to change in character from annual to biennial, or vice versa, over time. Indeed, this has been proposed as an explanation for the transition from biennial to annual RSV dynamics in California between the 1990s and 2000s (Pitzer et al., 2015).

A key component of this thesis was the use of population-level linked data to parametrise the models. In Chapters 4 and 5, I used a modified least squares fitting routine to fit models with two age cohorts to RSV detection data for children younger than 24 months of age. In the model fitting process, a function calculating the distance between the modelled incidence and the data was numerically minimised. A limitation is the inherent assumption underpinning the least squares method that the errors are independent and identically normally distributed. I considered the method appropriate given that the data was very regular and involved many cases, however, this fitting method may not be suitable to fit such models to data for other regions. In Chapter 7, I instead used the method of maximum likelihood estimation to perform the model fitting, by assuming a Poisson distribution for the probability of observing $k$ hospitalisations in a given time interval. The benefit of maximum likelihood estimation is that it assumes that the absolute error in the predicted incidence at each point is proportional to the observed data, whereas the least squares method assumes constant absolute expected error at each point. As a separate exercise, I
refitted the 75 age cohort model to the data using a least squares fit statistic, but found that the fitted parameters did not greatly change, justifying the use of the simpler fitting technique in the earlier chapters.

Given the renewed interest in RSV interventions, and with few mathematical models for RSV published to date, the results in Chapters 4 and 5 provide a starting point for future RSV model development, as explored in the following two research themes. This research also sheds light on why different RSV epidemic patterns occur in different regions. This may aid health practitioners in anticipating the characteristics of future epidemics, which has implications for health service planning.

**Research theme 2: Seasonality and climate**

As discussed in Chapter 2, RSV displays different epidemic patterns in temperate versus tropical regions. Western Australia is a particularly interesting region for the study of RSV dynamics because the state spans a range of climatic zones, from temperate in the south, to tropical in the far north. This study was enabled by the availability of RSV testing data across the state, through a centralised public pathology provider. For this research theme I adopted both dynamic modelling and time series analysis approaches: one aspect of this theme was to explore the model dynamics in relation to the seasonality parameter, and the other was to conduct analysis of the Western Australian data.

In the compartmental models for RSV, a sinusoidal forcing term was incorporated to allow RSV transmission to fluctuate. This forcing term was a proxy for a range of climatic or weather-related factors that are assumed to influence RSV transmission at different times of the year in temperate regions – increasing transmission in winter and reducing it in the summer months. In the seasonal forcing function, the parameter $b_1$ represented the amplitude of seasonal forcing, as described in Chapter 2. As this parameter does not have a clear physical interpretation, I estimated its value in the model fitting exercise and subsequently explored the range of values that produce different model outputs. The sensitivity analyses presented in Chapter 5 showed that the model was not particularly sensitive to the strength of seasonal forcing, however, the variation in epidemic patterns for different countries is well known, as discussed in Chapter 2, therefore this parameter may vary by region and is important to consider in the model analysis. The bifurcation analysis in Chapter 5 showed that the seasonality parameter must exceed a minimum threshold for
the model to produce biennial dynamics, which aligns with biennial dynamics generally only being documented in temperate regions, and delayed biennial dynamics being observed in high latitude locations that experience strong seasonal change between summer and winter, such as Switzerland and Finland.

In this thesis, I found that using both dynamic modelling and data analysis approaches can enrich the overall findings and provide information to inform future interventions. As established in Chapter 5, the RSV transmission models presented in this thesis capture RSV dynamics observed in both temperate and tropical regions, which means that these models could be fitted to data for a range of locations with different seasonal characteristics, and used to inform region-specific interventions. This finding is complemented by the data analysis in Chapter 6, which showed that in Western Australia, the epidemic peak timing in the northern region is earlier than that in the south, which indicates that prophylaxis and vaccination strategies may need to be timed differently across the state.

Complex demodulation is a mathematical time series analysis method for extracting the amplitude and phase from data with a strong regular periodicity. It has previously been applied in the context of sleep pattern, heart rhythm and geomagnetic storm data (Hayano et al., 1993; Kingan et al., 1980; Kondo et al., 2014), but to my knowledge, it has not previously been applied in the infectious disease setting. In Chapter 6 I explored how complex demodulation could be used to analyse seasonal infectious disease data. I created synthetic time series that displayed the key features of different epidemic patterns, and applied complex demodulation to these synthetic data. I extracted the changing amplitudes and phases with respect to the dominant underlying periodicity, and conveyed how to relate these outputs to the size and timing of epidemic data. I also illustrated the application of complex demodulation using national influenza notifications. This analysis establishes a role for complex demodulation in the analysis of seasonal infectious disease data. I showed that complex demodulation is applicable where the dominant frequency in the data is unchanging, that the method is straightforward to apply, and the outputs are readily interpretable.

Studies show that approximately 70% of bronchiolitis hospitalisations in young children are attributable to an RSV infection (Haynes, 2013; Mansbach et al., 2012). RSV is identified via a laboratory test of a respiratory specimen and bronchiolitis is a clinical diagnosis. As
RSV is not a notifiable disease, and laboratory tests for RSV are not routinely conducted, clinical diagnosis data from hospital discharge records (the source of bronchiolitis data) are more readily available than laboratory data for detected pathogens (the source of RSV data). Therefore, I used complex demodulation to determine the extent to which bronchiolitis data represent RSV diagnoses over time in metropolitan Western Australia. As there were fewer cases outside the metropolitan region, due to smaller populations, I could not apply complex demodulation to the data for the Kimberley and Pilbara regions. The results demonstrated that bronchiolitis hospitalisation data are representative of RSV detection data in terms of timing, although RSV data show a more marked change in epidemic size from year to year. With RSV vaccines in clinical trials, locally-relevant data are required to plan for vaccine rollout strategies. My finding that bronchiolitis is a reasonable proxy for RSV therefore illustrates that bronchiolitis hospitalisation data may be used in areas where RSV laboratory data are not readily available.

The complex demodulation analysis in Chapter 6 showed small ‘blips’, or deviations, in the phase outputs for some of the synthetic and real datasets. In complex demodulation, a demodulator and filter must be chosen with a frequency corresponding to the dominant frequency in the data, however, some datasets may have both strong annual and biennial signals. I concluded that these deviations arise when an annual demodulator and filter is applied to data with a strong biennial frequency. This suggests that complex demodulation may not be appropriate to use for prediction, but as demonstrated in Chapter 6, has utility in extracting information from data that is not immediately visually apparent, and in comparing datasets for different pathogens or regions.

**Research theme 3: Vaccination**

Maternal immunisation for RSV has been proposed as a possible strategy for preventing RSV infection in very young children, and a vaccine candidate for pregnant women is now in phase 3 trials (ClinicalTrials.gov, 2016). The final theme extended the models and findings from the first parts of the research to assess the likely impact of a RSV maternal vaccine on RSV hospitalisations in young children.

I expanded the simple age structured model presented in Chapters 4 and 5 to simulate RSV transmission in 75 age cohorts, and validated the model using RSV hospitalisation data. I incorporated an additional compartment to account for infants with reduced susceptibility
to infection arising from maternal vaccination, and compared the vaccine and non-vaccine models to estimate the intervention impact. I found that a maternal RSV vaccine is likely to reduce infant hospitalisations for respiratory infection, primarily in children younger than six months of age. Such a vaccine may reduce RSV-related hospitalisations by around 6–37% in 0–2 month old children, and 30–46% in 3–5 month old children, for a range of vaccine effectiveness levels, and similar maternal vaccine uptake to that for pertussis and influenza vaccines in Western Australia. Assuming that a vaccine would afford a similar duration of immunity to that derived from a natural RSV infection (about six months), the modelled maternal vaccination had a negligible impact on children six months of age and older. This finding is in line with the objective of a maternal RSV vaccine to delay the onset of a child’s first RSV infection beyond their first few months of life, when illness is generally more severe.

One of the uncertain aspects of the development of a maternal vaccine for RSV relates to the existing RSV-specific antibodies in pregnant women that are transferred transplacentally to the unborn infant. While the importance of these antibodies is accepted, it is not well known how the infant antibody level at birth correlates with protection from disease. Also, it is not clear why seroprevalence surveys measure the highest levels of RSV-specific antibody titres in newborn infants compared to older children, when this is also the age group in which the highest numbers of RSV hospitalisations are observed (Cox et al., 1998; Nyiro et al., 2017). To reflect existing naturally-derived protection in the maternal vaccination model, I scaled susceptibility to infection in the first three one-month age groups, and ran the analysis for a range of protection scenarios. I found that the model outcome was sensitivity to the assumptions about maternally-derived immunity in the first three months of life, therefore it will be important to consider how to more accurately capture this type of immunity in ongoing model development for RSV vaccine interventions.

Modelling studies that evaluate the public health impact of a new vaccine are valuable for health policy decision-makers. In Australia, the vast majority of vaccines are funded under the Immunise Australia Program, which administers the National Immunisation Program (NIP) Schedule. The decision to include a vaccine on the NIP is largely dependent on recommendations from the Pharmaceutical Benefits Advisory Committee, which takes into account information on a vaccine’s clinical efficacy as well as its cost effectiveness. Depending on the outcomes of the RSV vaccine clinical trials currently underway, the
findings in this thesis could be useful in decision-making about funding a maternal RSV vaccine in Australia. A strength of this model is that it is flexible and so can be adapted to account for the particular birth rates, contact patterns and hospitalisations in different regions, and could therefore be used in assessing vaccine strategies for other jurisdictions.

8.2 Strengths and limitations

To my knowledge, this is the first mathematical modelling study of RSV conducted in the Australian setting. A key strength of this research is that the models were validated using RSV laboratory detections accessed through a population-level linked data project. Further, the residential postcode was available on the linked dataset to allow RSV detections and bronchiolitis hospitalisations to be examined in different geographic regions of Western Australia, where consistent data collection and testing protocols were applied between regions. However, as the majority of RSV detections were associated with hospitalised children, the data likely only represent the severe end of the disease spectrum, and RSV prevalence in the community is not well known. With this in mind, my research focussed on the broad, seasonal patterns in the data, assuming that dynamics observed in laboratory confirmed cases are representative of community dynamics. Finally, the data relate to a birth cohort of children born in Western Australia and do not capture cases in individuals born outside the state. This again means that the data likely under-represent the true respiratory illness burden in Western Australia.

A strength of this thesis is that the model used to simulate vaccine impact was based on simpler models that had been analysed extensively. I applied a range of analytic and numeric techniques to understand the behaviour of the simpler models, including sensitivity analyses to determine the parameters that most influenced the model output. I then used this information in determining the most appropriate structure and parameter choices for the more realistic maternal vaccine model. This model development process demonstrates the value in having an understanding of the impact of different parameters on the model output. This understanding can help determine the most appropriate structure for a model that is intended to help answer public health questions, and can allow models to be developed that are only as complex as necessary, and readily interpretable. This is important if mathematical epidemiology is to have a tangible impact on public health policy.
In this thesis, I examined the dynamics of RSV specifically in relation to children, due to the age range of infection episodes captured in the available data. While the disease burden of RSV is often described in the context of young children, RSV is increasingly recognised as causing serious illness in elderly persons and has been identified as playing a significant role in elderly mortality, alongside influenza A (van Asten et al., 2012). RSV outbreaks have been documented in aged care facilities, and RSV is identified as an important respiratory pathogen in older persons living in the community (Falsey et al., 2005; Falsey, 1998). However, there are significant gaps in our understanding of RSV in older persons (Falsey and Walsh, 2000). The transmission characteristics of RSV in older people are not well documented, and representative mathematical models that focus specifically on RSV in the elderly have yet to be developed. This area will likely become increasingly important for research, as vaccine candidates specifically targeting the elderly are currently in the clinical trials pipeline (PATH, 2017).

Compartmental ODE models have been widely used in the study of infectious disease dynamics. Advantages of these models are that they are generally analytically tractable, computationally efficient, and lend themselves to the inclusion of a vaccination strategy. However, as discussed in Chapter 2, these types of ODE models may be criticised for being overly simplistic, and for assuming a homogeneous population. The research in Chapters 4 and 5 showed that while the models shown here are relatively simple, they model RSV transmission well and produce reasonable fitted parameters and alignment with the data. I also introduced specific heterogeneities, such as age structures and contact patterns, where applicable, while ensuring that the models remained computationally efficient.

In this thesis I used two types of fitting methods to parametrise the models – least squares and maximum likelihood estimation. A limitation of both fitting methods is that there is no simple way to adjust for deviations in the timing of peaks from year to year. As noted in Chapter 4, the model did not fit as well in the year 2005, compared to the earlier years, due to the RSV season starting earlier that year. However, I did not consider this a major limitation given the overall regularity in the data. Another limitation of these fitting methods is that they did not capture the sharp peaks in the data at the height of each epidemic. This was likely due to the choice of the sine and cosine forcing functions that were used to represent seasonality. It would be possible to consider other seasonal forcing functions that more accurately capture the high-incidence peaks, however, sine and
cosine forcing functions are well accepted in the literature, straightforward to implement, and overall, the fitted model captured the epidemic characteristics well.

Age is an important determinant of RSV infection and a key aspect of RSV epidemiology (Nyiro et al., 2017). In my thesis I used models with a variety of age structures to answer different research questions. In Chapters 4 and 5, I developed models with one, two and three age classes, with continuous ageing between classes, as the continuous ageing structure lends itself to the types of analytical and numerical methods I used to explore the parameter space. However, there are limitations associated with continuous ageing, as the rate at which individuals age from one class to the next is exponentially distributed. The bifurcation analysis for models of one, two and three age classes, presented in Chapter 5, showed that the annual-biennial-annual bifurcation structure was common to all three models, therefore I considered that continuous ageing was acceptable when analysing the simpler models, where only the broad dynamics were of interest. I then addressed the exponential distribution limitation when considering models for vaccination in Chapter 7, by using smaller age classes and cohort ageing, to reflect a more realistic ageing process. Partial differential equation models can also be used to capture a more realistic ageing process, however these models are more difficult to analyse and solve numerically, therefore I did not consider them for this thesis.

With vaccines for RSV still in clinical trials, there was limited information available to inform the choice of the vaccine-related parameters in the model for maternal vaccination – particularly the parameters relating to vaccine efficacy, duration of vaccine-induced immunity, and anticipated vaccine coverage. I made an effort to overcome this uncertainty by using the existing vaccine literature and current estimates of pertussis vaccine coverage in Western Australia. I also conducted a sensitivity analysis across a broad range of parameters. These models can be applied to specific vaccination scenarios as more information about vaccine characteristics becomes available.

### 8.3 Future work

There are several avenues for future research arising from the findings in this thesis. Here I identify three target areas: incorporating real weather variables to simulate seasonality;
modelling multiple strains and interaction with other respiratory viruses; and further investigation of vaccine programs as vaccine candidates progress through clinical trials.

Although I identified that the birth rate and duration of immunity play a key role in influencing RSV epidemic patterns, there remains a question about the weather variables that influence seasonal transmission. Some studies have used time series methods to investigate the link between meteorological factors and RSV hospitalisations. Humidity, temperature and rainfall have each been identified as possible factors, although findings vary between different studies, particularly in tropical regions (du Prel et al., 2009; Noyola and Mandeville, 2008; Paynter et al., 2014a; Tang and Loh, 2014; Welliver, 2009). In this thesis, I focussed on dynamic models, with a sinusoidal forcing term as a proxy for a range of possible climatic influences (discussed in Chapter 5). However, there is also scope to develop mathematical models that combine dynamic and time series methods, as Finkenstädt and Grenfell (2000) applied to the study of measles dynamics in England and Wales. Such an approach could be used to better understand the relative impacts of weather factors such as rainfall, temperature, humidity, and solar exposure on RSV transmission.

There are two serotypes of RSV: RSV-A and RSV-B, yet there is limited information on how the epidemiology of the two strains differs, and a lack of published RSV data that differentiates between the two strains. As much of the modelling work to date does not distinguish between the different strains, there is a role for mathematical models that include strain-specific dynamics. Further, given the lack of understanding about patterns and mechanisms of interference between RSV and other respiratory viruses such as influenza, rhinovirus and parainfluenza (Roche et al., 2003), mathematical models have a role in simulating and quantifying the interaction between different pathogens. In this thesis I proposed a role for the mathematical time series analysis method of complex demodulation in the future analysis of seasonal infectious disease data. Such approaches could be used to compare the timing and magnitude of epidemics for different respiratory illnesses such as influenza and RSV, for different strains of a single virus, or for comparing seasonal dynamics for different regions.

Finally, there will likely be increasing interest in population-level models for RSV as clinical trials for RSV vaccine candidates progress. The model for a maternal vaccine presented in this thesis is a starting point for investigating the potential impact of a vaccine, and
can be refined as more information about a vaccine becomes available, particularly relating to vaccine duration and efficacy. Further, there are vaccines for other target groups in clinical development, prompting the need for models that estimate the impact of a vaccine for infants, children and the elderly, and studies that estimate the herd immunity effects arising from these vaccines. Individual-based models that incorporate household structures have only been recently applied in the context of RSV, in the low-income setting (Poletti et al., 2015), therefore there is a role for further development of these types of models to assess vaccine strategies to protect newborn children. Our model considered only a single type of vaccine, however, with a maternal RSV vaccine unlikely to protect infants older than six months, it is likely that the public health impact of a maternal vaccine will need to be considered in conjunction with other vaccine interventions (Heath et al., 2017), and mathematical models that reflect these intervention combinations will be required.

### 8.4 Conclusion

RSV is recognised as a major health burden, particularly in young children, and causes a significant health system and economic impact. As the vaccine landscape for RSV is rapidly changing, with a number of candidates in the clinical trials pipeline, understanding the transmission characteristics of RSV is critical for assessing interventions. In this thesis I used mathematical modelling and data analysis approaches to explore RSV transmission, focussing on age structure and immunity, seasonality and climate, and vaccination strategies, in the context of Western Australia. The models presented here could be adapted to incorporate local transmission patterns, demography and hospitalisation data, and can therefore be readily applied to other jurisdictions. This thesis has made a unique contribution to the epidemiological knowledge of RSV and provides an avenue for future work in this area.
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The Formation and Launch of the Asia Pacific Consortium of Mathematics for Industry (APCMfI)

Masato Wakayama, Alexandra B. Hogan and Robert S. Anderssen

The evolving dynamics of the interaction between society and industry is recorded in the language of mathematics.

Abstract The Forum “Math-for-Industry” 2014 (FMfI 2014) represented the first opportunity to formally showcase the concept and formation of the Asia Pacific Consortium of Mathematics for Industry (APCMfI). This new initiative is intended to support the development of mathematics and its applications, and to enhance innovation and technology, in order to explore new research fields and improve the quality of life. A primary goal is to develop industrial mathematical research in the common Asia Pacific time zone of the East Asia and Oceania countries and to stimulate the two-way interaction between mathematics in academia and industry.
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1 The Formation of APCMfI

The initial meetings for the planning of the Asia Pacific Consortium of Mathematics for Industry (APCMfI) took place in Canberra, Australia, from 31 March
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to 2 April, 2014. Those present were a small group of colleagues from Japan, Malaysia, New Zealand and Australia, in order to provide representation across the Asia Pacific region. The meetings formalized a planning structure for the formation of APCMfI: formulated a management structure; discussed opportunities for seed funding; planned a membership base; and considered future activities that would benefit APCMfI members.

A central idea that emerged from the meetings was the need to emphasize the ‘for’ in Mathematics for Industry, so as to reflect how, in the solution of industrial problems, one must turn to the utilization of mathematics in the answering of the questions under consideration. It is of crucial importance to recognize the impact that industrial applications are having and can have on the development of fundamental mathematical concepts, and how solving practical complex problems can stimulate ideas for new mathematics.

2 Earlier History

Before the Canberra meeting, there were various discussions about the need to have an Asia Mathematics-for-Industry (MfI) consortium similar to the European Consortium for Mathematics in Industry (ECMI). The first meeting to test the water about the merits of such a collaboration occurred in Fukuoka prior to the Forum “Math-for-Industry” (FMfI) 2009. There was strong support for the idea with different colleagues agreeing to assist. The possibility of having such a consortium was again discussed and supported among the participants at the FMfI 2010 Forum in Hawaii. The next discussion occurred at Joint Workshop of the Institute for Mathematical Sciences (IMS) in the National University of Singapore and Institute of Mathematics for Industry (IMI) in Kyushu University on Mathematics for Industry “Biological and Climatic Prospects”, held at the IMS meeting in 2012. It was on this occasion that it was agreed that the consortium, when formalized, should be called the Asia Pacific Consortium of Mathematics for Industry (APCMfI). During these various discussions, there was always strong support for the concept from colleagues across the Asia Pacific region including Australia, China, Indonesia, Japan, New Zealand, Singapore, South Korea and Vietnam.

Even though the support was strong that such a consortium should be formed, it was not until March of 2014 that the first formal organizational meeting occurred. The subsequent announcement about the decisions made at that meeting to have an APCMfI has since been circulated [1].

3 Management Structure and Membership

An interim management committee will provide direction for APCMfI for a two year establishment phase (starting April 2014). Following this phase, APCMfI manage-
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ment will consist of an elected board, as well as a council of representatives made up from APCMfI members. The operations of APCMfI will be in accordance with our constitution, which is currently being developed.

Current planning is that there will be three membership categories: full members (which include university departments or centers, and learned societies); industry and agency members; and individual members.

4 Planned Activities

A feature of APCMfI will be the practical activities undertaken to benefit its members. These planned activities include the following: participation in FMfI; student participation in the student poster session at FMfI; APCMfI prizes at the student poster session; internships for graduate students; regular Mathematics-for-Industry Study Groups (MISG), Math-for-Industry workshops and forums; the exchange of information and new research via a regular newsletter; and the organization of joint lectures and programs. Annual meetings will be held at a different Asia Pacific location.

The overall aim is to foster a fruitful two-way interaction between mathematical and statistical individuals and institutions on one side, and the needs of industry on the other. A special focus will be on encouraging and supporting students involvement in MfI activities, such as the FMfI students’ poster session and internships.

Announcements about the establishment of APCMfI have recently been published in several international mathematical bulletins and we are pleased with the strong support and encouragement from our colleagues in China, Hawaii, South Korea, Malaysia and Singapore as well as Australia, New Zealand and Japan.

An official website for APCMfI has also been launched [2]. Here, interested parties can find information about the Consortium including information about how to become an industry, academic, or individual member. In addition, the plan is to make the Website available to colleagues throughout the Asia Pacific region to circulate information about industrial mathematics opportunities. This can be done by submitting information to the APCMfI website administrator.

5 The Importance of APCMfI

A key goal for APCMfI is to become a central body in the Asia Pacific region that not only connects people, but strengthens and highlights the excellent research being done in mathematics for industry in this region. There are many benefits in taking an international approach in building this new network. There are opportunities in sharing international experiences and benefits in linking junior and senior mathematicians. The broader geographical focus that APCMfI will stimulate will enhance industrial mathematics innovation in the Asia Pacific region (Fig. 1)
One way of stressing the future importance of APCMfI is to look at reinterpretations of the APCMfI acronym from various mathematical perspectives. The theme for FMfI 2014 was:

\[ \text{Applications} + \text{Perceptive Conceptualizations} + \text{Mathematics} = \text{fruitful Innovation}. \]

As motivation for the study of mathematics, one possibility is:

\[ \text{Active Participation (in) Challenging Mathematics} = \text{future Intelligence}. \]

6 APCMfI and Industrial Mathematics

The annual FMfI events have illustrated the growing importance of industrial mathematics for mathematics and innovation, and has fostered strong Asia Pacific collaboration and involvement, as well as international. The annual FMfI events started in Fukuoka in Japan, attracting guests from many countries. In order to support the APCMfI initiative, the plan is to extend this event throughout the Asia Pacific region, with plans for FMfI to be held in Brisbane, Australia, in 2016 and in Hawaii in 2017.
The different ways in which industrial mathematics performs a fundamental linking of the two way interaction between applications and mathematics have been the themes for the Forums in recent years. The details can be found using the links on the APCMfI website.

**Acknowledgments** The authors wish to thank the individuals who contributed to the first APCMfI planning meeting: Yasuhide Fukumoto (Japan), Graeme Wake (New Zealand), Zainal Aziz (Malaysia), Frank de Hoog (Australia) and the late Geoff Mercer (Australia). The authors also thank a secretary of the Institute of Mathematics for Industry at Kyushu University, Kazuko Ito, for her efficient assistance to APCMfI.
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Appendix B

Code for the vaccination model

An example of the script used to run the 75 age class RSV transmission model, with cohort ageing and a maternal vaccine, is shown below.

Main routine

```matlab
% Read in fitted parameters from file
A=csvread('paramfitted_omega06.csv');
b0=A(1); b1=A(2); phi=A(3); h1=A(4);
h2=A(5); h3=A(6); h4=A(7); omega=A(8);

% Vaccine parameters
rho=0.8; % vaccine-induced protection
kappa=0.5; % vaccine coverage
p_vacc=6; % duration of vaccine-conferred immunity (in months)

% Ageing and mixing parameters
perth_pop=1861923; % 2014 greater perth pop, 0-79 years, ABS
age_vect_years=[0:1/12:5-1/12 5:5:75];
nAges=length(age_vect_years); % number of age cohorts
final_age=80;
```
age_vec_months = age_vec_years * 12;
size_cohorts_months = [diff(age_vec_months) ...
  final_age * 12 - age_vec_months(end)];
trans_rate = 1./size_cohorts_months;
rel_sizes = size_cohorts_months ./ sum(size_cohorts_months);
mixing = csvread('mixing_75_symmetrical.csv', 0, 0);
mixing = mixing * 365 / 12; % convert to monthly matrix

% Transmission and timing parameters
delta = 7.623; % latent parameter
gamma = 3.342; % infectious rate
MaxTime = 200 * 12;
dT = 0.25; % timestep for reporting
nu = 0.132; % immunity

% Reduced infectiousness vector
omega_vec = ones(1, nAges);
red_inf_age = 10; % age in years at which individuals begin to have ... reduced infectiousness
A = (age_vec_years < red_inf_age);
omega_vec (~A) = omega;

% Reduced susceptibility in youngest cohorts to reflect natural % maternally-derived immunity
sigma_vec = ones(1, nAges);
sigma_vec(1) = 0.08; sigma_vec(2) = 0.45; sigma_vec(3) = 0.45;

% Waning immunity vector
nu_vec = ones(1, nAges);
nu_vec = nu_vec * nu;

% Vaccine protection vector
rho_vec = zeros(1, nAges);
C = (age_vec_months >= p_vacc);
rho_vec (~C) = rho;
% Define xi=1-rho to scale susceptibility to infection in the vaccinated
% class
xi_vect=1-rho_vect;

% Vaccine must be at least as protective as natural maternal immunity
for i=1:3
    if sigma_vect(i)<(xi_vect(i))
        xi_vect(i)=sigma_vect(i);
    end
end

% Initial conditions
I0=rel_sizes*perth_pop*0.001;
S0=rel_sizes*perth_pop*0.999;
E0=zeros(1,nAges);
R0=zeros(1,nAges);
V0=zeros(1,nAges);
cum_Inc0=zeros(1,nAges);
cum_lambda0=zeros(1,nAges);
force_inf0=zeros(1,nAges^2);
H0=[0 0 0 0];

% The main iteration
options = odeset('RelTol', 1e-4,'AbsTol', 1e-4);
T0=0; S=[]; E=[]; I=[]; R=[]; V=[]; T=[]; H=[]; cum_Inc=[]; cum_lambda=[]; force_inf=[];
params = [delta gamma b0 b1 phi h1 h2 h3 h4 reshape(mixing,1,nAges^2) ... omega_vect sigma_vect nu_vect xi_vect];
while T0<MaxTime
    [t, pop]=ode45(@RSV_ODEs_75cohorts_vaccine,[T0:dT:T0+1],[S0 E0 I0 R0 V0 ... cum_Inc0 cum_lambda0 force_inf0 H0],options,params);
end
T=[T(1:end); t(end)]; S=[S(1:end,:); pop(end,1:nAges)]; E=[E(1:end,:); ... pop(end,nAges+1:2*nAges)]; I=[I(1:end,:); pop(end,2*nAges+1:3*nAges)];
R=[R(1:end,:); pop(end,3*nAges+1:4*nAges)]; V=[V(1:end,:); ... pop(end,4*nAges+1:5*nAges)];
cumInc=[cumInc(1:end,:); pop(end,5*nAges+1:6*nAges)];
cumlambda=[cumlambda(1:end,:); pop(end,6*nAges+1:7*nAges)];
forceInf=[forceInf(1:end,:); pop(end,7*nAges+1:82*nAges)];
H=[H(1:end,:); pop(end,82*nAges+1:82*nAges+4)];

% Cohort ageing

S0(1)=perth*pop*rel_sizes(1)*(1-kappa); E0(1)=0; I0(1)=0; R0(1)=0; ...
V0(1)=perth*pop*rel_sizes(1)*kappa;

for i=2:p_vacc
    S0(i)=S(end,i-1)*trans_rate(i-1)+S(end,i)-S(end,i)*trans_rate(i);
    E0(i)=E(end,i-1)*trans_rate(i-1)+E(end,i)-E(end,i)*trans_rate(i);
    I0(i)=I(end,i-1)*trans_rate(i-1)+I(end,i)-I(end,i)*trans_rate(i);
    R0(i)=R(end,i-1)*trans_rate(i-1)+R(end,i)-R(end,i)*trans_rate(i);
    V0(i)=V(end,i-1)*trans_rate(i-1)+V(end,i)-V(end,i)*trans_rate(i);
end

for i=p_vacc+1
    S0(i)=S(end,i-1)*trans_rate(i-1)+S(end,i)-S(end,i)*trans_rate(i);...
        +V(end,i-1);
    E0(i)=E(end,i-1)*trans_rate(i-1)+E(end,i)-E(end,i)*trans_rate(i);
    I0(i)=I(end,i-1)*trans_rate(i-1)+I(end,i)-I(end,i)*trans_rate(i);
    R0(i)=R(end,i-1)*trans_rate(i-1)+R(end,i)-R(end,i)*trans_rate(i);
    V0(i)=0;
end

for i=p_vacc+2:nAges
    S0(i)=S(end,i-1)*trans_rate(i-1)+S(end,i)-S(end,i)*trans_rate(i);
    E0(i)=E(end,i-1)*trans_rate(i-1)+E(end,i)-E(end,i)*trans_rate(i);
    I0(i)=I(end,i-1)*trans_rate(i-1)+I(end,i)-I(end,i)*trans_rate(i);
    R0(i)=R(end,i-1)*trans_rate(i-1)+R(end,i)-R(end,i)*trans_rate(i);
    V0(i)=0;
end

T0=T(end);
% Reset ICs to equal final value from previous month

cum_Inc0=cum_Inc(end,:);
cum_lambda0=cum_lambda(end,:);
force_inf0=force_inf(end,:);
H0=H(end,:);
end

ODE file

function dPop=RSV.ODEs_75cohorts_vaccine(t, pop, parameter)

global nAges

delta=parameter(1); gamma=parameter(2); b0=parameter(3);
b1=parameter(4); phi=parameter(5); h1=parameter(6);
h2=parameter(7); h3=parameter(8); h4=parameter(9);
mixing=reshape(parameter(10:nAges^2+9),nAges,nAges);
omega_vect=parameter(nAges^2+10:nAges^2+9+nAges)';
sigma_vect=parameter(nAges^2+10+nAges:nAges^2+9+2*nAges)';
nu_vect=parameter(nAges^2+10+2*nAges:nAges^2+9+3*nAges)';
xi_vect=parameter(nAges^2+9+3*nAges+1:nAges^2+9+4*nAges)';

S=pop(1:nAges); E=pop(nAges+1:2*nAges); I=pop(2*nAges+1:3*nAges);
R=pop(3*nAges+1:4*nAges); V=pop(4*nAges+1:5*nAges);
dPop=zeros(8*nAges+4,1);

N=S+E+I+R+V;
beta=b0*(1+b1*cos(2*pi*t/12+phi))

lambda=beta*(mixing*((omega_vect.*I)./N));
Inf=lambda.*sigma_vect.*S;
Inf_V=lambda.*xi_vect.*V;

% calculate force of infection arising from each cohort, onto each cohort
force=ones(75,75);
for i=1:nAges
    infect=(omega_vect(i).*I(i))./N(i);
    force(:,i)=beta.*mixing(:,i).*infect.*sigma_vect.*S;
end

dPop(1:nAges)= - Inf + nu_vect.*R;
dPop(nAges+1:2*nAges)= Inf - delta*E + Inf_V;
dPop(2*nAges+1:3*nAges)= delta*E - gamma*I;
dPop(3*nAges+1:4*nAges)= gamma*I - nu_vect.*R;
dPop(4*nAges+1:5*nAges)=Inf_V;
dPop(5*nAges+1:6*nAges)=Inf+Inf_V;
dPop(6*nAges+1:7*nAges)=lambda;
dPop(7:nAges+1:82*nAges)=reshape(force,1,nAges^2);
dPop(82*nAges+1)=h1*sum(Inf(1:3))+h1*sum(Inf_V(1:3));
dPop(82*nAges+2)=h2*sum(Inf(4:6))+h2*sum(Inf_V(4:6));
dPop(82*nAges+3)=h3*sum(Inf(7:12))+h3*sum(Inf_V(7:12));
dPop(82*nAges+4)=h4*sum(Inf(13:24))+h4*sum(Inf_V(13:24));
end