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Abstract

In the last two decades, satellite altimetry has given the scientific community an un-
precedented amount of data, which has substantially increased our understanding
of the rate of change of ice surface height (dH/dt) over glaciated regions. This can
be attributed to better spatial and temporal coverage of polar regions and the in-
creased accuracy of laser and radar satellite altimeters. This accuracy is dependent
on minimising errors and reducing the uncertainties of estimates of dH/dt, which are
derived from ice height measurements. There are a number of different factors that
contribute to the overall uncertainty budget. In this thesis, an alternative method
to crossover and along-track analysis is proposed and is applied to (ICESat) height
measurements. A new method of estimating surface slope at crossovers is presented
and used in conjunction with the newly proposed along-track method. Particu-
lar emphasis is placed on the formal propagation of interpolation uncertainty and
surface topography bias, which is often given little attention in the literature. The
proposed methods are tested using a number of simulated datasets for Enderby Land
and surrounds in Antarctica. The simulated datasets are derived from ICESat data,
with different levels of spatially correlated noise applied to each, dependent on re-
gionally specific ice velocities. Both the error (the difference between simulated and
estimated dH/dt) and the uncertainty (a function of the interpolation distance and
surface slope) are derived. It was found that the formally propagated uncertainty
made a good approximation of the error and both the crossover and along-track
methods were found to have the lowest uncertainty and error when using Green’s
function spline interpolation. The errors and uncertainties due to interpolation
were an order of magnitude smaller than those obtained from the slope correction

method. The overall uncertainty was found to be approximately 50% of the ICESat
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single-shot uncertainty budget, showing the relative importance of including these
often overlooked contributors in the final uncertainty budget of ice height rate es-
timates from altimetry data. The proposed methods were then applied to actual
ICESat data over part of East Antarctica, including Enderby, Kemp, MacRobertson
and part of Dronning Maud Lands. The dH/dt results for the study site generally
showed an increase in the rate of change of ice surface height. Although most of
the study site was gaining height, there were some regions with negative dH/dt es-
timates, such as directly behind the grounding line of the Amery Ice Shelf. These
negative rates tend to have little impact on the overall estimates of dH/dt, as they
are localised to very small regions. The positive rate of height change in the inte-
rior was found to be statistically significant, especially near Dronning Maud Land.
The uncertainties calculated for this study do not include the ICESat single-shot
uncertainty budget, as the focus of the study was the uncertainty contributions of
interpolation and surface slope bias. The combination of all of these uncertainties
would decrease the significance of the inland signal, however the large number of
positive dH/dt estimates found in the interior does suggest that the ice height sur-
face is increasing for this region, implying a positive mass balance change may be

occurring in the interior of East Antarctica.
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1.1 A) The ice-equivalent eustatic sea level (ESL) curve over the last
glacial-interglacial cycle from analysis of Waelbroeck et al. (2002).
The black line represents the median estimate over time and the grey
bar defines the estimate of error. The red line represents the ICE-5G
(VM2) model prediction of relative sea level (RSL) rise for the island
of Barbados in the Caribbean Sea, for both Figures (A) and (B). The
ICE-5G prediction of ice-equivalent ESL rise is depicted as a step-
continuous brown line for both Figures (A) and (B). The two curves
are similar, suggesting that for this location the model is a good ap-
proximation of the ESL history. The blue points denote individual
coral-based estimates of RSL. The associated error bars are dependent
upon the coral species. Shorter error bars are derived from the Acro-
pora palmata species. These provide the tightest constraints upon
RSL as this species is found to live within ~5 m of modern sea level.
RSL Estimates with intermediate sized error bars (20 m length) are
obtained from the coral Montastrea annularis. While RSL estimates
with the longest error bars (<20 m length) are derived from a num-
ber of species that are found over a wide range of depths. Coloured
crosses denote the ice-equivalent ESL reconstruction of (Lambeck and
Chappell, 2001) for Barbados (cyan), Tahiti (grey), Huon (black),
Bonaparte Gulf (orange) and Sunda Shelf (magenta). Taken from
Jansen et al. (2007). . . . ...
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Global sea level (1961-2008). (a) The solid black line represents sea
level observed using coastal and island tide gauges. The grey bar
indicates estimated uncertainty. Sea level observed using TOPEX/
Poseidon/ Jasonl & 2 satellite altimeter data is pictured as a dashed
black line. Sea level for this period is shown broken down into its sepa-
rate contributing components (b) The sum of components in contrast
to the overall estimate. The pink shading denotes the uncertainty for
the sum of components. Taken from Church et al. (2011).. . . . . . .
Global mean sea level (GMSL) according to the reconstruction for
January 1870 to December 2001. Monthly GMSL denoted by the
bottom line. The yearly GMSL with the quadratic fit (black and
white line) offset by 150 mm represented by the middle line. The top
line, again offset by a further 150 mm, represents the yearly GMSL
with satellite altimeter data superimposed. The dark and light shad-
ing denote one and two standard deviation errors, respectively. Taken
from Church and White (2006). . . . . . .. ... ... .. ......
A map of Antarctica. The Antarctic Ice Sheet is the largest in the
world. It can split up into the East and West Antarctic Ice Sheets.
Each has its own unique bedrock topography and climate, which ef-
fects the way these ice sheets respond to climate change. Taken from
http://lima.nasa.gov/pdf/A3 overview.pdf . . ... ... ... ...
A map of the bedrock elevation of Antarctica. The majority of the
continent is above sea level. ~36% of East Antarctica and ~79% of
West Antarctica are below sea level. These areas are more susceptible
to changes in climate. Taken from Fretwell et al. (2013). . . . .. ..
A map of the Greenland bedrock. The majority of the land is above

sea level with ~22% below sea level. Taken from Bamber et al. (2013).
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Surface height determination, denoted as Rg,.. The surface height
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altitude of the satellite. Figure taken from (Schutz and Zwally, 2008)
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A stylised representation of a ground-track segment with a surface
slope. The black line represents the reference track, pointing in an
along-track direction. Coloured lines illustrate the repeat-tracks. The
yellow box represents the across-track slope and # is the angle of
the across-track slope. The dashed red line indicates direction of
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Determining the location and orientation of the mission grid. A) The
25 node grid is placed over the mission crossover, making it the central
node of the grid. B) The orientation of the mission grid is determined
by firstly identifying the short sides of intersecting mission-tracks.
The angles are halved for both sides and the line which runs along
this angle and intersects the mission crossover, denotes the orientation
of the mission grid.

Percentage of estimates below a given rate error (difference between
the estimated value and the simulated value) when comparing differ-
ent grid sizes. The results presented are from the MSHV surface.

A) A time series of one grid node from a mission grid. The central
node of the mission grid is used as an example, which happens to also
be the location of the mission crossover (denoted by the blue circle in
figure B and figure C). The blue arrow points to a well constrained
point in 2003.83, which is presented in figure B, while the green arrow
points to a badly constrained point in 2008.83, shown in figure C.
B) An ascending (green) and descending (red) repeat-track for the
2003.83 campaign (campaign 2A). The mission grid is well positioned
and a ICESat measurement is directly below the central grid node,
therefore the uncertainty of the interpolated height is low. C) An
ascending (green) and descending (red) repeat-track for the 2008.83
-ampaign (campaign 2D). No ICESat measurements are close to the
central node and therefore the interpolated height in this case has a
higher uncertainty and will contribute less to the mean rate estimate.
A visual representation of slope estimation using a 3x3 grid window
(solid green circles) on a 25-node mission grid (black circles). The
eight outer nodes (red circles) are required to estimate the slope and
aspect of the central node (solid green circle). This scheme only allows

for a slope estimation of the inner nine nodes.

xiii

62

64

66

68



3.11

3.12

3.13

3.14

3.15

3.16

The triangle on the left is a Delaunay triangle as it has no other data
points except vertices in the circum-circle and it therefore satisfies the
“empty circle property”. The triangle on the right is not a Delaunay
triangle as there are other data points in the circum-circle. . . . . . .
The triangular mesh on the left is not a valid Delaunay configuration,
as the AEC triangle has another data point in its circum-circle as seen
in the right hand figure. . . . . . . ... ... .. ... ... ... ..
The invalid triangular configuration in Figure 3.12 is made valid by
flipping the AC edge to the DE edge as seen on the left hand side. It
therefore satisfies the “empty circle property” as seen on the right. . .
Percentage of dH/dt estimates below a given rate error when com-
paring gridded campaign crossover dH/dt estimates to dH/dt simu-
lations using the LSHV, MSHV and HSHV surfaces. Four interpo-
lation methods are applied to each surface, Green’s function spline
interpolation (GFSI), Delaunay triangulation with linear interpola-
tion (DTLI), Nearest-neighbour interpolation (NNI) and Ordinary
Kriging (OK). . . . . . .
Comparison of estimated dH/dt rates, using the gridded crossover
method, with regards to simulated dH/dt. A) dH/dt estimates with
regards to the LSHV surface dH/dt. B) dH/dt estimates with regards
to the MSHV surface dH/dt. C) dH/dt estimates with regards to
the HSHV surface dH/dt. All four interpolation types where used
(GRID-DTLI, -GFSI, -NNI and -OK). GRID-GFSI had the lowest
RMS of all of the interpolation methods, regardless of SHV surface.
The distribution of interpolation errors and uncertainties for the stan-
dard campaign crossover method (A, B), gridded crossover method
(C, D) and gridded along-track method (E, F). Green’s function spline

interpolation used. . . . . . ... ..o

xXiv

74

86



3.17

3.18

3.19

3.20

3.21

3.22

3.23

3.24

3.25

Percentage of estimates below a given rate error when comparing a)
standard campaign crossover dH/dt estimates with standard cam-
paign crossover dH/dt simulations b) standard campaign crossover
dH/dt estimates with gridded crossover dH/dt simulations. . . . . .
a) Surface slope difference (error) between estimated and simulated
surface slope. b) Spatial distribution of the surface slope error. . . . .
a) a crossover where difference between the estimated and simulated
surface slope is small b) a crossover where difference between the
estimated and simulated surface slope is large. . . . . . .. ... ..
Comparison of estimated slope with regards to simulated slope. Slopes
where calculated using both the GRID-GFSI (red dots) and AT-GFSI
(black dots) methods. The GRID-GFSI RMS of 0.542° is smaller than
the AT-GFSI RMS of 0.948°. . . . . . .. ... ... ... .....
The distribution of height errors and uncertainties due to slope vari-
ability. All height errors and uncertainties are calculated 100 m away
from the centre of the crossover or along-track segment. . . . . . . . .
a) Percentage of along-track segments below a given height error de-
rived from the surface slope error over 100 m. b) Ratio of height
error/ uncertainty due surface slope and interpolation. . . . . .. ..
The distribution of dH/dt a) errors and b) uncertainties due to surface
slope variability. . . . . . . ..o oo
Percentage of estimates below a given rate error when comparing a)
along-track and gridded crossover dH /dts with dH/dt simulations b)
gridded crossover dH/dts estimated from one and two repeat-tracks.
Comparison of estimated dH/dt rates with regards to simulated dH/dt.
Rates where calculated using both the AT-GFSI (red dots) and AT-
NNI (black dots) methods. The AT-GFSI RMS of 1.424 m y is
smaller than the AT-NNI RMS of 6.732 m y!, showing the latter

method to being more accurate. . . . . . . ... ... 0L

XV

92

95

97

98

99



4.1

4.2

4.3

4.4

The study site: encompassing 1/5 of East Antarctica. The boxes with
numbers show the location of the site looked at in detail. Regions
(black text), mountain ranges (red text) and ice shelves (blue text)

Drainage Basins and velocities. Numbers demarcate drainage basin
divides after Zwally et al. (2012). Blue indicates areas with an ice
velocity of greater than 100 m a’!, while areas in green have an ice

L. Ice velocities are derived from Rignot

velocity less than 100 m a
et al. (2011b). . . . . . L
A) dH/dt estimates B) uncertainties of dH/dt estimates using the
COMB-GFSI method. All measurements have been filtered, any
points within a 25 km search radius that are £+ 0.75 times the inter-
quartile range are removed, after Pritchard et al. (2009). The largest
rates and spatial variation in rates occur along the coast, while in
the interior rates are smaller and more homogeneous. The majority
of rates across the study site are positive, with the exception being
along the coast, more specifically at the grounding zone of Amery Ice
Shelf and in north-north western Enderby Land. The uncertainties
are smallest in the interior, greatest along the coast and in areas of
steep surface slope (i.e. mountains, rock outcrops). . . . . . . .. ..
A) dH/dt estimates B) uncertainties of dH/dt estimates using the
COMB-NNI method. All measurements have been filtered, after
Pritchard et al. (2009). The distribution of rates are similar to the
Green’s function spline interpolation results, however in general the
rates are slightly lower. The distribution of sigma values is similar
to the COMB-GFSI results, expect that the coastal sigma signals are
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A) dH/dt estimates B) uncertainties of dH/dt estimates using the
GRID-GFSI method. All measurements have been filtered, after
Pritchard et al. (2009). The general distribution of rate signals is sim-
ilar to the combined results, however, the resolution is much lower.
The sigma values are generally lower than those of the combined data.
The general distribution of signal values is similar to the combined
results, however, the resolution is much lower. . . . . . . ... .. ..
A) dH/dt estimates B) uncertainties of dH/dt estimates using the

GRID-NNI. All measurements have been filtered, after Pritchard et al.
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GRID-DTLI method. All measurements have been filtered, after
Pritchard et al. (2009). . . . . . . . ...
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Site 2: dH/dt estimates and uncertainties A) unfiltered. B) filtered.
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Site 5: dH/dt sigma A) unfiltered. B) filtered. The black line denotes
the coastline. The filtering process removed any points near the coast
with large uncertainties. . . . . . . . ... ..o oL
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GFSI method. Filter applied after Pritchard et al. (2009). dH/dt
estimates are generally smaller on the plateau and increase closer to
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dH/dt uncertainty estimated for the interior of my study site using
the COMB-GFSL. Filter applied after Pritchard et al. (2009). Some
ground-tracks have larger uncertainties than close by ground-tracks.
These ground-tracks have a higher than usual distance between the
outermost repeat-tracks, which leads to higher uncertainties as points
used in the interpolation are further away. . . . . .. .. .. ... ..
GRACE dH/dt in water equivalent mm for the region shown in Fig-
ure 4.17 over the ICESat operation period. Area: 750000 km?, rate:
5.7 & 0.74 mm w.e. a’'. The largest increase happened in 2009 where
there was a large precipitation anomaly over Dronning Maud Land

and surroundS. . . . . . . L . e e e e e e e e

Xix



4.20

4.21

4.22
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A) Surface slope magnitude estimates using a combination of sur-
face slopes derived from the COMB-GFSI. Surface slopes are small-
est in the interior around Valkyrie Dome and increase closer to the
coastline. Surface slopes are also higher near rocky outcrops and
mountain ranges. B) Surface slope estimates derived from the Bam-
ber et al. (2009) DEM. All slope estimates are positive as the value
shown is the magnitude. For plotting purpose the direction of the
slope is not shown, however it is taken into account when the differ-
ence was calculated. The distribution of surface slope is similar to
the combined method, however the surface slopes tend to be smaller
overall. C) The difference in surface slope between the combined and
DEM method. Positive values denote that this studies method es-
timates higher slopes then the DEM method and visa-versa for the
negative values. The largest differences occur near the coast and on
rocky/mountainous terrain.

Surface slope estimates in the interior of the study site. Surface slopes
are smallest on the plateau ranging from 0 - (.25 degrees increasing
towards the coastline and mountainous regions. All slope estimates
are positive as the value shown is the magnitude. For plotting purpose
the direction of the slope is not shown.
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Chapter 1

Introduction

Earth surface systems are highly sensitive to changes in climate. Land-born ice (i.e.
ice sheets and glaciers) in particular is responding much faster and more strongly
to changes in global temperatures than previously anticipated (Alley et al., 2005;
Truffer and Fahnestock, 2007). Even a small redistribution of ice from the land
to the oceans could lead to sizable increases in future sea-level rise. Present-day
redistribution is most evident in regions with mid-latitude and tropical mountain
glaciers where strong losses are being observed (Bamber and Payne, 2004; Vaughan
et al., 2013). This trend is also being observed on the Greenland, West Antarctic
Ice Sheets and to a lesser extent in East Antarctica. However, due to their size and
complexity, the true magnitude of this loss is more difficult to determine.

Accordingly, the rapid response of some sections of the ice sheets to present-day
climate change - and the uncertainty as to how large these changes are - limits
the ability to forecast ice sheet contributions to future sea level (Solomon, 2007).
The observation of ice sheet dynamics and their mass exchange with the oceans,
as well as understanding the mechanisms that dictate these processes, is crucial in
establishing the ice sheets’ existing and future contributions to sea level and the
uncertainties associated with these.

Over the last two decades, a large amount of research has been targeted at
quantifying changes in both ice sheet/glacier dynamics and the rate of ice loss/gain.
However, until recently, these estimates have been smaller than their corresponding

uncertainties and the 5th IPCC report (Vaughan et al., 2013) highlights that there



are still significant deviations in the rate of loss estimates for the Greenland and
Antarctic Ice Sheets. A recent international collaboration of polar scientists called
the Ice sheet Mass Balance Inter-comparison Exercise (IMBIE), has attempted to
reconcile these differences (Shepherd et al., 2012). They combined estimates from a
number of different methods used to calculate ice mass balance. The study shows
how much our understanding of ice sheets and glaciers has advanced, but also high-
lights the need to improve the methods used in estimating changes in ice height and
mass.

The motivation behind this research is to help to improve methods used to
estimate ice height change and to contribute to the understanding of how fast the
Earth’s climate system is responding to climate change. More specifically I want to
help decrease the uncertainty as to how the ice sheets are reacting to current climate
change, so we are able to better understand how they will respond in the future.

This thesis consists of 6 chapters and will be presented in the following order:
Chapter 1 describes the current scientific understanding and methods used to es-
timate sea level rise and ice sheet mass change. Chapter 2 covers the Ice, Cloud,
and land height Satellite (ICESat) mission which had the specifically designed Geo-
science Laser Altimeter (GLAS) on-board to primarily measure the height changes
of ice sheets. Chapter 3 describes the different analysis techniques and interpolation
methods used to estimate height from ICESat data. In Chapter 4, I present my
unique method of analysing ICESat data to acquire rates of ice height change. I
create simulated ICESat datasets to show the accuracy of my method relative to
that of previous methods. In Chapter 5, I implement my method to estimate height
and mass changes using actual ICESat data and discuss the results. Chapter 6

includes a summary of my findings and concluding remarks.

1.1 Sea level rise

Global eustatic sea level has risen since the last glacial maximum (LGM) (30-19
thousand years before present (kyr BP), Lambeck et al., 2002). There is still some

debate as to the amount, however the general consensus is that it has risen between



L over the entire period

120 to 130 m, which equates to between ~6 to 10 mm a
(Church et al., 2001; Jansen et al., 2007; Gehrels, 2010) (Figure 1.1). Global sea
level rates were relatively small just after the end of the LGM. These rates increased
rapidly to an average ~10 mm a™ between ~15 and 6 kyr BP (Church et al., 2001).
Around ~7 to 6 kyr BP the global sea level stabilised and the rate went down to
approximately 0.5 mm a™' (Gehrels, 2010). The timing of the stabilisation is poorly
constrained and some studies suggest much more recent stabilisation dates, between
3 to 2 kyr BP (Church et al., 2001).

This disagreement in dates is largely caused by the variation in sea level estimates
at the different sites used in each of the studies (Gehrels, 2010). Furthermore, the
Barbados sea-level history (Figure 1.1, blue data points & red line), which is used
in many studies (i.e. AR4 & 5) to constrain the LGM and the stabilisation date, is
suggested by a number of authors to be significantly influenced by glacial isostatic
adjustment (GIA) and therefore suspect (Gehrels, 2010).

GIA is defined as the slow uplift or subsidence of the Earth’s crust due to the
removal or adding of ice load during a glacial cycle, which in turn can affect a regional
rise or fall in the ocean, ice or land surface height (Denton and Hughes, 2002). In
more detail, for the past ~700,000 years, the Earth’s climate has been defined by
~100,000-year oscillation between interglacial and glacial conditions. These changes
in climatic conditions lead to the movement of water and ice over the Earth’s surface
and acts as a load upon the lithosphere.

The Earth’s surface deforms in response to this load and during the glacial
period, decreasing temperatures lead to the growth of ice-sheets at the poles under
which the earth subsides. As these ice-sheets melt during the inter-glacial period,
the load is removed and the earth rebounds. This deformation of the Earth’s surface
is isostatic, which means the lithosphere is in constant motion attempting to reach
a state of equilibrium. A full explanation of GIA can be found in Peltier (2001).

With these uncertainties in mind, Gehrels (2010) states that the onset of mod-
ern rates of sea-level rise did not occur at the same time or uniformly across the

globe. Nonetheless, sea level rates stabilised around the middle of the Holocene
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Figure 1.1: A) The ice-equivalent eustatic sea level (ESL) curve over the last glacial-
interglacial cycle from analysis of Waelbroeck et al. (2002). The black line represents
the median estimate over time and the grey bar defines the estimate of error. The
red line represents the ICE-5G (VM2) model prediction of relative sea level (RSL)
rise for the island of Barbados in the Caribbean Sea, for both Figures (A) and (B).
The ICE-5G prediction of ice-equivalent ESL rise is depicted as a step-continuous
brown line for both Figures (A) and (B). The two curves are similar, suggesting that
for this location the model is a good approximation of the ESL history. The blue
points denote individual coral-based estimates of RSL. The associated error bars are
dependent upon the coral species. Shorter error bars are derived from the Acropora
palmata species. These provide the tightest constraints upon RSL as this species is
found to live within ~5 m of modern sea level. RSL Estimates with intermediate
sized error bars (20 m length) are obtained from the coral Montastrea annularis.
While RSL estimates with the longest error bars (<20 m length) are derived from
a number of species that are found over a wide range of depths. Coloured crosses
denote the ice-equivalent ESL reconstruction of (Lambeck and Chappell, 2001) for
Barbados (cyan), Tahiti (grey), Huon (black), Bonaparte Gulf (orange) and Sunda
Shelf (magenta). Taken from Jansen et al. (2007).



and, over the last 3,000 years, the average rate of sea level rise has been between
0.1 to 0.2 mm a' (Church et al., 2001). Sea level is thought to have not changed
significantly since 3 kyr BP and it wasn’t until the late 19th century that sea levels
started to rise again (Church et al., 2001).

Sea level was found to be increasing by 1.7 & 0.2 mm a ! from 1900 to 2009, using
tide gauge observations (Church and White, 2011) and 2.1 4+ 0.2 mm a ' from 1972
to 2008, using observations from a combination of tide gauges and satellite altimetry
(Church et al., 2011) (Figure 1.2a, Table 1.1). From 1993 to 2008 the rate of sea level

I using tide gauge observations (Figure 1.2a,

rise has increased to 2.61 + 0.55 mm a -
Table 1.1) and 3.22 + 0.41 mm a "' using both tide gauge and satellite altimetry
observations (Figure 1.2b, Table 1.1). Although sea level rise has increased and the
rate appears to be accelerating, the acceleration is not statistically significant as
there is great variation in sea level from 1993 to 2008 (Church et al., 2011; Church
and White, 2011). Nonetheless, there has been a significant acceleration in the rate of
sea level rise, when the rate has been calculated from 1880 (0.009 4 0.003 mm a?)
and also from 1900 to 2009 (0.009 + 0.004 mm a?) (Church and White, 2006)
(Figure 1.3).

The sea level rates from 1972 to 2008, and 1993 to 2008 are further broken down
by Church et al. (2011) in Table 1.1 and graphically represented in Figure 1.2. For
the 1972 to 2008 period the largest contributions to sea level rise are, in order of
amount, thermal expansion and the melting of glaciers and ice sheets. The combined
Antarctica and Greenland Ice Sheet contribution was smaller than either of the
other two contributors. Accordingly, as the overall rate of sea level rise increased
for the 1993 to 2008 period, each of the contributions also went up (Church et al.,
2011) (Table 1.1). During this time period, the contribution from glaciers and ice
sheets increased significantly and, while the thermal expansion rate did increase,
the amount was much smaller (Table 1.1). The importance of the Antarctic and
Greenland contribution also increased and, as global mean temperatures rise, this
contribution is likely to increase (Church et al., 2011; Shepherd et al., 2012).

When all the contributions are combined and compared to the tide gauge and /or



satellite altimetry estimates of sea level rise they are of the same magnitude and are
in general agreement (Figure 1.2b). Data prior to 1972 is shown in Figure 1.2 but
not used in the estimates, as a drop in sea level in the 1960s is poorly understood
(Church et al., 2011). This is likely due to poor data coverage which is unable to
adequately resolve the response to and the recovery from the 1963 volcanic eruption
of Mount Agung (Church et al., 2011). This eruption may have led to a fall in sea
level, due to changes in climate, which is unrepresentative of the general positive

trend.
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Figure 1.2: Global sea level (1961-2008). (a) The solid black line represents sea level
observed using coastal and island tide gauges. The grey bar indicates estimated
uncertainty. Sea level observed using TOPEX/ Poseidon/ Jasonl & 2 satellite al-
timeter data is pictured as a dashed black line. Sea level for this period is shown
broken down into its separate contributing components (b) The sum of components
in contrast to the overall estimate. The pink shading denotes the uncertainty for
the sum of components. Taken from Church et al. (2011).

It is clear that sea level is rising and will continue to do so for the foreseeable
future. The role of ice sheets will continue to grow in importance with regards to es-
timating sea level rise. It is therefore imperative that we increase our understanding
of the World’s ice sheets and how they will respond to current and future climate

change. In the next section I will discuss the general characteristics of these ice

sheets.

1.2 Characteristics of the World’s largest ice sheets

The World’s ice sheets hold enough water to increase average sea level by ~66 m if
it were to all melt (Solomon, 2007; Bamber et al., 2013; Fretwell et al., 2013). This
estimate was calculated using only ice on bedrock (grounded ice), as ice floating on

the ocean does not contribute to sea level rise. From here on when I use the term

-1



Table 1.1: Global sea level and its contributing components. All rates are linear and
in mm a'. Associated errors are given as one standard deviation estimates. Two
estimates of total sea level are presented; from reconstructed tidegauge data (t.g.)
and from combining reconstructed tide-gauge and altimeter data from 1993 onwards
(t.g. + sat). Each total is given for two different time periods. Component estimates
given separately and associated uncertainties obtained from various sources, see
Church et al. (2011). Bold numbers indicate sum of other rows, as indicated in first
column. Taken from Church et al. (2011)

Component 1972 — 2008 1993 — 2008
Total s.l. (t.g. only) 1.83 = 0.18° 2.61 + 0.55
Total s.l. (t.g. + sat) 2.10 = 0.16 3.22 = 0.41
Shallow thermal (0-700m) 0.63 = 0.09 0.71 £ 0.31
Deep thermal (700-3000m) 0.07 £ 0.10 0.07 +£0.10
Abyssal thermal (3000m-bottom) 0.10 = 0.06 0.10 = 0.06
Total thermal (full depth) 0.80 = 0.15 0.88 = 0.33
Glaciers & Ice Caps 0.67 = 0.03 0.99 + 0.04
Greenland Ice Sheet 0.12 £ 0.17 0.31 +0.17
Antarctic Ice Sheet 0.30 + 0.20 0.43 +0.20
Land ice (G&IC, GIS, AIS) 1.09 = 0.26 1.73 +£ 0.27
Thermal (full depth) + Land ice 1.89 + 0.30 2.61 + 0.42
Dam retention -0.44 +0.15 -0.30 £ 0.15
Groundwater depletion 0.26 = 0.07 0.35 £ 0.07
Natural terrestrial storage 0.07 £ 0.10 —0.14 = 0.10
Total terrestrial storage —0.11 = 0.19 —0.08 = 0.19
Total mass contributions 0.98 £ 0.33 1.66 + 0.33
Total thermal + Mass 1.78 £ 0.36 2.54 £ 0.46
Residual (t.g. only) 0.05 = 0.40 0.08 = 0.72
Residual (t.g. + sat) 0.32 = 0.39 0.69 = 0.62
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Figure 1.3: Global mean sea level (GMSL) according to the reconstruction for Jan-
uary 1870 to December 2001. Monthly GMSL denoted by the bottom line. The
yearly GMSL with the quadratic fit (black and white line) offset by 150 mm repre-
sented by the middle line. The top line, again offset by a further 150 mm, represents
the vearly GMSL with satellite altimeter data superimposed. The dark and light
shading denote one and two standard deviation errors, respectively. Taken from

Church and White (2006).
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Figure 1.4: A map of Antarctica. The Antarctic Ice Sheet is the largest in the world.
[t can split up into the East and West Antarctic Ice Sheets. Each has its own unique
bedrock topography and climate, which effects the way these ice sheets respond to
climate change. Taken from http://lima.nasa.gov/pdf/A3 overview.pdf

“ice sheets” I am referring to grounded ice, unless otherwise noted. The main two
ice sheets are the Antarctic and Greenland Ice Sheets.

The Antarctic Ice Sheet is the largest body of land ice in the world, with a volume
of 26.92 * 10° km?, and covers 98% of the continent (Fretwell et al., 2013). Its mean
ice thickness, excluding ice shelves, is ~2 km, and is at its thickest in the Astrolab
sub-glacial basin, where it is 4897 m from the bedrock to the surface (Fretwell et al.,
2013). Approximately 88% of all land ice is found in Antarctica, which would raise
global sea level by 58.3 m if completely melted. The Antarctic continent is broadly
divided into two regions, East and West Antarctica (Figure 1.4). Each region has its
own unique bedrock topography and climate, which affects how their corresponding
ice sheets respond to changing climate.

The East Antarctic Ice sheet is mainly above sea level, making up ~81% of total

grounded ice mass found in Antarctica. This equates to 53.3 m of equivalent sea
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level rise (ESLR), making it the largest potential contributor to sea level (Fretwell
et al., 2013). The majority of the ice is locked in the interior of the continent, which
is also where the ice sheet is at its thickest. Surface slope is negligible, as most of the
interior is flat (Fretwell et al., 2013). Consequently, ice flow rates (velocities), which
are a function of slope and ice thickness, are slow (Bamber et al., 2001). The coastal
margins have a more variable bedrock topography with higher slopes. Nevertheless
the ice velocities are generally lower than in West Antarctica and Greenland, as the
slopes are lower and much of the ice sheet is buttressed by ice shelves with slow
flow rates (Bamber et al., 2001). There are notable exceptions to this general trend,
such as the Totten Glacier, which is showing signs of acceleration (Pritchard et al.,
2009). Although most of the ice is above sea level, ~36% (or 19.2 m ESLR) of the
ice is below sea level, making it more susceptible to marine incursion in the event of
large scale deterioration of ice shelves along the coast (Figure 1.5) (Fretwell et al.,
2013).

The West Antarctic Ice Sheet, which also includes the Antarctic Peninsula, is
much smaller than its eastern counterpart, holding ~7% of the Antarctic ice mass
(4.3 m and 0.2 m ESLR, respectively). In contrast to East Antarctica, a large
amount of ice is held in the ice shelves which cover large areas of West Antarctica.
The ice sheet topography for this region is defined by a bedrock of steep valleys,
which leads to higher surface slopes and consequently higher ice velocities. As the
ice sheet passes the grounding line and turns into ice shelves, its velocity continues
to remain high. Grounded ice below sea level makes up ~79% (3.4 m ESLR) and
~50% (0.1 m ESLR) of the total ice mass for the West Antarctic Ice Sheet and
the Peninsula, respectively (Figure 1.5) (Fretwell et al., 2013). As most of the ice
is below sea level and protected by the large ice shelves which buttress the land
ice, the ice sheet is far more vulnerable to future marine incursions as global mean
temperature rises. Recent evidence suggests that marine instabilities are occurring
in West Antarctica and will continue to increase (Joughin et al., 2014; Rignot et al.,
2014).

Greenland has the second largest ice sheet, which covers roughly 80% of the

11
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Figure 1.5: A map of the bedrock elevation of Antarctica. The majority of the
continent is above sea level. ~36% of East Antarctica and ~79% of West Antarctica
are below sea level. These areas are more susceptible to changes in climate. Taken
from Fretwell et al. (2013).
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Figure 1.6: A map of the Greenland bedrock. The majority of the land is above sea
level with ~22% below sea level. Taken from Bamber et al. (2013).

island with a volume of 2.96 * 10° km® (Bamber et al., 2013). It holds ~11% of
the world’s ice (7.36 m ESLR) and ~22% (1.62 m ESLR) of this grounded ice is
below sea level (Figure 1.6) (Bamber et al., 2013). Most of the ice is terrestrial and
its broad front does not reach the coast. Instead the ice sheet is pushed into steep
valleys, which form glaciers that interface directly with the ocean. This makes them
far more susceptible to change in sea temperature, as there is no ice shelf to help
mitigate the ice velocity and melt. The last 1% (~0.65 ESLR) of Earth’s ice mass
is found in glaciers and ice caps, snow on land and permafrost (Solomon, 2007).

It is clear that the Earth’s ice sheets are in constant flux and very dynamic

13



environments that, depending on their geography, will respond differently to climate
change. Evidence of this can be found in geological records, which illustrate that
prehistoric ice sheets of similar size to their present day counterparts have rapidly
lost ice, causing increases in sea level of up to ~12 m in less than 500 radiocarbon
years (Fairbanks, 1989). Although presently it is difficult to determine whether such
a collapse is imminent or likely, even a small increase in sea level contribution of all
or some of the ice sheets would have a great effect on future sea level rise (Monaghan
et al., 2006). Needless to say any change in either sea level or climate would have
socio-political implications on a global scale (Stern, 2007).

It is therefore extremely important that we are able to determine how much the
ice sheets are contributing to sea level rise. To accomplish this we must obtain
the “mass balance” of each of the ice sheets. The mass balance of an ice sheet is
the difference between the total snow accumulation input and the total loss through
melting, ablation, or ice shelf calving. When an ice sheet’s total accumulation equals
the total losses it is thought to be in equilibrium. However if either the input or
the output exceeds the other, the mass balance can be become either positive or
negative, respectively. If an ice sheet mass balance has become negative it will start
to contribute to sea level rise. In the next two sections I will discuss, firstly, the
current methods used to calculate the ice sheet mass balance, and secondly the

current mass balance estimates for the Antarctic and Greenland Ice Sheets.

1.3 Methods for estimating height and mass bal-
ance change

Currently, three different observation techniques are being employed to estimate
height and mass balance change over the Antarctic and Greenland Ice Sheets: satel-
lite gravimetry, the mass-budget method and satellite altimetry. With the help these
methods, the understanding of ice sheet dynamics and mass exchange is greatly
increased. However, these methods have a number of limitations which must be

addressed when making any long term mass balance predictions. I will only briefly
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outline and discuss satellite gravimetry and the mass-budget method as they are
not the focus of my study. I give a more in-depth account of satellite altimetry and

discuss the ICESat mission in more detail in Chapter 2.

1.3.1 Satellite Gravimetry

The Gravity and Climate Experiment (GRACE) satellite mission is the only dedi-
cated satellite mission that is measuring the Earth’s temporal gravity field. There
have been two other satellite gravimetry missions in the past, the Challenging Min-
isatellite Payload (CHAMP) and the Gravity Field and Steady-State Ocean Circu-
lation Explorer (GOCE). Of the three missions, GRACE has the longest life span
and it has been used extensively for estimating mass changes in polar regions. The
mission measurements are taken by precisely monitoring the separation of a pair
of satellites that travel ~200 km apart and have virtually the same orbit (Tapley
et al., 2004). Changes in ice sheet mass are large enough to affect the orbits of the
satellites and can therefore be measured by GRACE.

GRACE-based mass balance estimates of Antarctica are generally derived from
10-day to monthly spherical-harmonic gravity fields, depending on the study (Ramil-
lien et al., 2006; Velicogna and Wahr, 2006). The spatial resolution is dependent
on the Stokes coefficients degree () and order (m) and the greater these values the
higher the spatial resolution. A spherical harmonic model of degree 120 has a spa-
tial resolution of ~150 km; however most studies tend only to use solutions with a
maximum degree of 50 or 60, as beyond this point the estimates for the coefficients
are dominated by noise rather than signal (Ramillien et al., 2006; Velicogna and
Wahr, 2006). This does, however, lead to lower spatial resolutions varying between
~400 km to ~600 km depending on the study.

Even when using solutions with a maximum degree of 60 and below, a destriping
filter must be applied to remove north-south stripes that are present in the GRACE
data, which would otherwise contaminate the gravity signal (Chen et al., 2006).
These filters are effective in removing the striping, however, there remains a need to

apply a spatial averaging filter, which can range from simple isotropic Gaussian fil-



ters to more sophisticated anisotropic filters (Klees et al., 2008). This application of
filters to remove systematic errors can lead to the gravity signal being contaminated
or removed.

The GRACE gravity field is an integral of mass of the atmosphere, oceans,
uplift, subsidence and water on the land in the form of aquifers, rivers, lakes etc.
Consequently, if there is mass variation occurring it can not be determined directly
from GRACE alone which of the above sources is causing the change (Wahr et al.,
2006). Tt is up to the user of the data to find an independent way of separating the
contributions to the overall mass change. This separation of mass components can
lead to errors in the estimates.

There are three main categories that errors can fall into. The first group of
errors are associated with the models the user applies to the data to separate the
contributions of the atmosphere, oceans, land etc. In the case of Antarctica, GIA is
the most important error, as it is poorly constrained for this region, which has a very
large impact on the final estimates of mass change. The second is errors associated
with satellite itself which include: gravity and orbit estimation, atmospheric drag,
solar and Earth radiation pressure, oscillator and system noise (Kim and Tapley,
2002). The last group of errors is associated with the forcing models used to estimate
the background gravity field including: mean earth gravity, solid, ocean, pole tides,
non-tidal ocean and atmosphere, lune-solar & planetary (3rd body) perturbations

ete. (Tapley et al., 2005).

1.3.2 Mass-budget method

The mass-budget method (MBM) or or flux component method estimates the
difference between the sum of all the mass inputs (precipitation in the form of snow-
fall) and the sum of all outputs (sublimation, melt-water run-off and ice breaking off
into the ocean) (Rignot et al., 2008; Allison et al., 2009; van den Broeke et al., 2009).
Mass-budgets can be calculated for the whole continent or on a regional scale, for
instance drainage basins (Rignot et al., 2011b).

To obtain an accurate estimation of mass input, a sound understanding of snow
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accumulation is needed. Snow accumulation can vary both spatially and temporally
and consequently needs to be constrained by observations or models. Classically,
snow accumulation is measured using in situ methods. Direct measurements can be
taken by installing marker poles that are checked regularly. These, however, only
give short temporal data sets (Forsberg et al., 2000). Longer snow accumulation
records can be obtained by digging and interpreting ice cores and snow pits. Both
these methods are problematic in that they are sparsely distributed and it would
not be feasible to measure large parts of Antarctica in this way.

Consequently, other methods are required to fill in the large areas between survey
sites. Arthern et al. (2006) used satellite based microwave readings of temperature
and surface micro structure, which are both correlated to snow accumulation, to
interpolate between the direct measurement survey sites.

With the advent of high resolution regional atmospheric circulation models,
snowfall patterns have been modelled over ice sheets and have found to be in general
agreement with the in situ measurements (van de Berg et al., 2006; Rignot et al.,
2008; Lenaerts et al., 2012). There are uncertainties associated with each of these
models which need to be included in the final uncertainty budget.

Mass output is generally measured at the point where ice is discharged across
the grounding line of an ice sheet. This discharge is quantified by measuring the
speed of ice flow and the thickness of the column of moving ice (Allison et al., 2009).
Recently, these mass output estimates have greatly improved by using a combination
of interferometric synthetic aperture radar (InSAR) (Shepherd and Wingham, 2007;
Joughin et al., 2010; van den Broeke et al., 2011; Rignot et al., 2011b) and improved
ice thickness data (Bamber et al., 2013; Fretwell et al., 2013).

Although the estimates of ice velocity have greatly improved, uncertainties still
remain. For instance, ice velocity varies with depth and InSAR is only able to
sense the ice velocity of the surface. Consequently an average ice velocity is used to
compensate for this. This contributes to error in the estimates using this approach,
as the average velocity of the discharged ice column is often less than the surface

velocity (Allison et al., 2009).
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Table 1.2: A list of current and past satellite mission with radar or laser altimeters
on-board.

‘ Satellite ‘ Operational date | Latitudinal extent

Seasat June - October 1978 +75
Geosat March 1985 - December 1989 +72

ERS-1 July 1991 - March 2000 +81.5

ERS-2 April 1995 - September 2011 +81.5
TOPEX/POSEIDON | August 1992 - January 2006 +66

Jason-1 December 2001 - July 2013 +66.15

Jason-2 June 2008 - still operational +66.15
Envisat March 2002 - May 2012 +81.5
[CESat January 2003 - February 2010 +86
CryoSat-2 April 2010 - still operational +88

1.3.3 Satellite altimetry

Satellite altimetry has been in use since 1978 with the launch of Seasat, a radar
altimeter. Since then, there have been a series of radar altimetry satellites (Geode-
tic Satellite (Geosat), TOPEX/POSEIDON, the remote sensing satellites (ERS-1
& ERS-2), Jason-1 & Jason-2, Environmental Satellite (Envisat) and CryoSat-2)
all with similar mission objectives to measure ocean and/or land/ice surface height
(1.2). Tt was only with the launch of the Ice, Cloud and land height Satellite (ICE-
Sat), that the first laser altimeter became operational. It was also the first satellite
with the primary mission objective to sense changes in the height of the major ice
sheets.

All these satellite altimetry missions measure surface height (either land, ice or
sea) by firstly determining the location of the satellite by precision orbit determi-
nation. This is generally accomplished by using a combination of the GPS tracking
system and satellite laser ranging between the satellite and the International Laser
Ranging Service station network (Schutz et al., 2005). With this, the altitude of the
satellite altimeter can be determined (Figure 1.7). This is accomplished by measur-
ing the time it takes for the pulse to leave the satellite, reflect off the surface of the

Earth and return to the satellite. More specifically:
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where At is the pulse trip time and t; is the pulse transmit time and ¢y is the pulse
receive time (Kolensky, 2012). The scalar range, p (the distance from the satellite

to the Earth) is:

p=— (1.2)

where ¢ is the speed of light (Kolensky, 2012), p can also be defined as the altitude
of the satellite (Nguyen, 2006). The range must be corrected for tropospheric de-
lays, atmospheric delays, solid Earth and ocean tides. We now have the altimeter
measurement p , which combined with the precision attitude determination u gives

us the vector H:

H = pu (1.3)

To obtain the surface height, Ry, we require the position of the satellite with
regards to the Earth’s centre of mass (Kolensky, 2012) (Figure 1.7). This is denoted
as geocentric position vector, R, and is acquired from precision orbit determination,
this is discussed later in Chapter 2 (Kolensky, 2012). Therefore to obtain the height

of the surface with regards to the centre of the Earth, Rgyo:

Rspot =R+H (14)

The accuracy of the height estimate, R0, is dependent on a number of factors,
including, satellite orbit determination, pointing errors and attitude determination,
atmospheric delay and scatter, forward scattering and saturation (Kedar et al., 2003;
Csatho et al., 2005; Fricker et al., 2005; Luthcke et al., 2005; Brenner et al., 2007).
Each of these contributes to the single shot error budget of the satellite mission.

Geophysical processes must also be accounted for when estimating surface height.
These include GIA, solid earth tide, ocean tide loading, geo-centre motion, pole
tide, firn densification and ice density (Ivins and James, 2005; Helsen et al., 2008;
Ligtenberg et al., 2011). If not accounted for, each of these could be interpreted as

changes in height. Significant effort is required to correct for these processes before
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Center

Figure 1.7: Surface height determination, denoted as Ry,,. The surface height
is acquired by adding the vectors R and H. R is the position of the satellite with
regards to the Earth’s centre of mass. H refers to the altitude of the satellite. Figure
taken from (Schutz and Zwally, 2008) and modified.
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data products are released.

The accuracy of surface height measurements is also dependent on the surface
properties of the measured point. Lacroix et al. (2007) found that radar altimeters
are sensitive to dielectric and penetration properties of the measured medium (i.e.
snow and ice). Consequently the surface height measurements can be biased due to
the internal structure of the sensed medium. Laser altimeters are less sensitive to
the measured medium as the signals are directly reflected off the surface. There is
also a negative consequence of this as the signal can get saturated. I discuss this
later in Chapter 2.

Nonetheless, all satellite altimeters are affected by surface topography. In general
terms, the flatter and smoother a surface, with regards to the footprint size, the
more accurate the return; conversely, a steeper, rougher or undulating surface will
lead to an inferior return (Davis and Moore, 1993). Ice sheets are characterised
by generally having an even surface in their interior and steep undulating surfaces
around their margins (Partington et al., 1989). Drainage basins and channels bisect
the interior and the margin, adding further variability. Most of the variability occurs
around the margins, where these drainage basins interface directly with the ocean
(Rignot, 2006). Consequently, those regions which are most important in terms
of understanding ice sheet dynamics and height /mass changes are also the regions

where the altimetry measurements are the least accurate.

1.4 Ice sheet mass balance

1.4.1 Antarctica mass balance estimates

The overall mass balance estimate for Antarctica ranges from -69 to -147 Gt a™!,
with an associated uncertainty ranging from 5 to 80 Gt a~! (Table 1.3) (Wu et al.,
2010; Shi et al., 2011; King et al., 2012; Shepherd et al., 2012; Sasgen et al., 2013;
Velicogna and Wahr, 2013). Much of the variation in the estimates can be attributed
to either the dataset (ICESat, GRACE, MBM) or the GIA model used. Table 1.3
presents some of the most recent mass balance estimates for Antarctica, using the

methods described in Section 1.3. In contrast to Greenland, where the mass balance
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Table 1.3: Recent mass balance estimates for Antarctica. Some studies only made
an estimate for the whole Antarctic continent available. * Includes the Antarctic
Peninsula. N/A denotes no dM/dt estimate available.

A
EAIS mass \;12%8 AIS mass
Study Method Time span estimate . * estimate
1 estimate 1
(Gt a) (Gt at) (Gt a™)
Sasgen .
et al. (i%%?f) 2003 - 2012 | 26 + 13 140 £+ 19 114 + 23
(2013) i
. GRACE . ,
Telic : /4 _ /
VelcoBta | (1305 Ro) | 2003-2012 | A N/A 83 & 49
(2013) gggf(g N/A N/A —147 £ 80

Ring et al- | cp o | 2002-2010 | 60413 | -118+9 | -69 + 18

(2012)
Shepherd
et al. Combined | 2000 - 2011 | 26 + 36 -114 £+ 34 87 + 43
(2012)
Shi et al. - f .
(2011) ICESat | 2003 - 2008 N/A N/A 7345
Wu et al. | GRACE + .
(2010) GPS 2002 - 2009 | 23 £+ 29 64 + 32 -87 + 61

signal is affected by both surface mass balance (SMB) change and dynamic ice
discharge to an equal extent, most Antarctica mass balance changes are due to
dynamic ice discharge (Vaughan et al., 2013). There are some anomalous SMB
signals in East Antarctica as well as higher than previously estimated accumulation
along the coastal margin (van Ommen and Morgan, 2010; Boening et al., 2012;
Shepherd et al., 2012). However these regional signals do not have a significant
effect on the overall mass balance of Antarctica (Vaughan et al., 2013).

These estimates are affected by the three regionally distinct mass balance sig-
nals of West Antarctica, East Antarctica and the Antarctic Peninsula. It is well
documented that West Antarctica and the Antarctic Peninsula are undergoing large
negative mass balance changes (Chen et al., 2006; Shepherd and Wingham, 2007;
Rignot et al., 2008; Shepherd et al., 2012; Vaughan et al., 2013; Velicogna and Wahr,
2013), however, the overall contribution that Antarctica makes to global sea-level
rise is still uncertain (Shepherd and Wingham, 2007; Shepherd et al., 2012). This

is due mainly to the large uncertainty about the state of the East Antarctica Ice
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Sheet. This uncertainty is a result of poorly constrained geophysical models that
underpin the East Antarctic Ice Sheet dynamics. This is due to a number of factors
including; size, topographic complexity of the bedrock, isolation and GIA (Peltier,
2004; Ivins and James, 2005; Chen et al., 2006; Shepherd and Wingham, 2007). All
of these factors must be taken into account when computing any measurements of
height or mass change. Furthermore, the interior of East Antarctica is very large, so
even though the mass signals are generally small, their combined contribution can
be large. The uncertainties associated with these estimates when integrated over
this large area are also substantial; often larger than the estimate.

Nonetheless, over the past three decades remote sensing has allowed scientists to
start to solve the puzzle of the Antarctic Ice Sheet. The general consensus presently
is that the West Antarctic Ice Sheet is losing mass in the range of -64 to -140 Gt a™*
with associated uncertainties ranging from 9 to 34 Gt a~! (Table 1.3 (Wu et al.,
2010; Shi et al., 2011; King et al., 2012; Shepherd et al., 2012; Sasgen et al., 2013;
Velicogna and Wahr, 2013). There is less agreement in the case of East Antarctica,
with mass estimates ranging from slightly positive to negative. The most recent
studies suggest that East Antarctica is gaining mass (King et al., 2012; Shepherd
et al., 2012; Sasgen et al., 2013), with estimates ranging from -23 to 60 Gt a™!,
with associated uncertainties ranging from 13 to 36 Gt a~' (Table 1.3 (Wu et al.,
2010; Shi et al., 2011; King et al., 2012; Shepherd et al., 2012; Sasgen et al., 2013;
Velicogna and Wahr, 2013).

Many of the uncertainty estimates for East Antarctica are larger than the mass
estimates, which puts the significance of these results in question (Shepherd et al.,
2012). This ambiguous mass balance range for East Antarctica suggests that larger
quantities of observations with better accuracies are needed, on an ice sheet scale
but more importantly on a regional scale. It is at the regional scale that the first
signs of change are generally found, for instance, glaciers grounded on or under sea
level are more susceptible to climate variability and are often the initial indicators
of future large mass balance changes (Davis et al., 2005).

Negative mass balances are being observed on a regional scale throughout the
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Antarctic Ice Sheet. For instance Rignot et al. (2008), using radar interferometry,
found that in West Antarctica there were widespread losses along the Bellingshausen
and Amundsen seas increasing the regional ice sheet loss by 59% in 10 years and
reaching 132 4= 60 Gt a™" in 2006. This is similar to the more recent King et al. (2012)
GRACE estimate of -108 + 8 Gt a=! (2002 - 2010). The largest losses in this region
occurred in the Pine Island and Thwaites Glacier basins, -24 & 7 and -54 £ 5 Gt a™!,
respectively (King et al., 2012). These estimates are in good agreement with other
mass balance and ice loss studies (Rignot et al., 2008; Pritchard et al., 2009, 2012;
Sasgen et al., 2013).

On the Antarctic Peninsula, mass loss has increased by 140% from 25 4= 45 Gt a™*
in 1996 to 60 + 46 Gt a~' in 2006 (Rignot et al., 2008). This increase is not
so pronounced in other recent studies, -20 4+ 14 Gt a~!' (Shepherd et al., 2012)
(reconciled method) and -26 = 3 Gt a™! (Sasgen et al., 2013) (GRACE), but is still
substantial. The main mass losses were concentrated around the Larsen A & B Ice
Shelves and outlet glaciers and are caused by present and past glacial acceleration.

Although the overall East Antarctic mass balance estimate tends to be positive
for most studies, there are basins where loss is occurring. Most notable are the
Denman & Phillipi glacier basins and the Totten & Frost glacier basins in Wilkes
Land, which are both losing mass of -11 £ 24 and -9 4 43 Gt a~!, respectively
(Rignot et al., 2008). The uncertainties for these glacier basin estimates are large,
due to the firn depth correction and snow accumulation error. More recent GRACE
and ENVISAT studies have found substantial losses for the whole Wilkes Land
region (Flament and Rémy, 2012; King et al., 2012; Sasgen et al., 2013). Sasgen
et al. (2013) and King et al. (2012) obtained a similar results using GRACE data,

but with a smaller uncertainties of -13 & 2 Gt a=! and -9 £ 4 Gt a™!, respectively.

1.4.2 Greenland mass balance estimates

Unlike Antarctica, the mass loss signal for Greenland is very clear, with most esti-
mates being much larger than their associated uncertainties (Wouters et al., 2008;

van den Broeke et al., 2009; Schrama and Wouters, 2011; Sgrensen et al., 2011;
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Table 1.4: Recent mass balance estimates for Greenland. All studies are using only

mainland data and do not include nearby islands. MBM stands for

Mass Balance

Method.
Study Method Time span Mass

estimate

(Gt at)
Siemes et al. (2013) GRACE 2003 - 2008 | -165 £ 15
ICESat 2003 - 2008 | -185 £ 28
Ewert et al. (2012) GRACE | 2002 - 2009 | -191 £ 21
Shepherd et al. (2012) Combined 2000 - 2011 | -211 + 37
GRACE 2002 - 2011 | -240 £ 18
Sasgen et al. (2012) MBM 2002 - 2011 | -244 £ 53
ICESat 2003 - 2009 | -245 £ 28
Serensen et al. (2011) ICESat 2003 - 2008 | -191 £ 23
Schrama and Wouters (2011) MBM 2003 - 2010 | -201 £ 20
Zwally et al. (2011a) ICESat 2003 - 2007 | -171 £ 4
Pritchard et al. (2010) GRACE 2003 - 2009 | -195 %+ 30
van den Broceke et al. (2009) | MBM & GRACE | 2003 - 2008 | -237 £ 20

Zwally et al., 2011a; Shepherd et al., 2012; Siemes et al., 2013). Table 1.4 shows a
collection of rates of mass change for a number of recent studies that estimated mass
balance, using one of the three methods described in Section 1.3. The mass change
estimate ranges from -165 to -245 Gt a™' with the associated uncertainty ranging
from 4 to 53 Gt a’.

The mass loss in Greenland can approximately be attributed to one half surface
mass balance (SMB) loss (i.e. runoff) and one half to dynamic ice discharge (DID)
over the grounding-line (van den Broeke et al., 2009; Sasgen et al., 2012). However,
the relative importance of either SMB or DID varies substantially on a basin scale
(Pritchard et al., 2009; van den Broeke et al., 2009; Pritchard et al., 2010; Sasgen
et al., 2012; Vaughan et al., 2013).

The largest mass losses occurred in the south-west and south-east between 2002
and 2011. There is variation in the data range depending on the dataset used, for
instance the ICESat temporal coverage spans from 2003 to 2009. The losses due to
SMB and DID in these two regions were both substantial (Pritchard et al., 2010;
Sasgen et al., 2012; Siemes et al., 2013). However, the mass loss in the south-east
(ranging from -83 to -126 Gt a' with an error of range of 13 to 29 Gt a!) was

to a greater extent attributed to DID (Pritchard et al., 2010; Zwally et al., 2011a;
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Sasgen et al., 2012; Siemes et al., 2013). The rate estimates for the south-east
are a combination of basins D and C, (Sasgen et al., 2013), other studies have
approximately similar basins. By contrast, the mass loss in the south-west was
due more to changes in SMB. The mass loss estimates for this region ranged from
-28 to -69 Gt a’! with an error of 7 to 13 Gt a™* (Pritchard et al., 2010; Zwally et al.,
2011a; Sasgen et al., 2012; Siemes et al., 2013). Zwally et al. (2011a) obtained a
positive mass estimate of 20 Gt a! for the region above 2000 m altitude, suggesting
that accumulation was occurring.

In the north and north-east of Greenland, the losses of between -15 to -32 Gt a™
with an error of range of 4 to 10 Gt a'(combined A and B basins, (Sasgen et al.,
2012), other studies have approximately similar basins) are almost entirely due to
surface melt (SMB) (Pritchard et al., 2010; Sasgen et al., 2012; Siemes et al., 2013).
The mass loss rates are lower than in the south where DID is the major source
of mass loss (Sasgen et al., 2012). This is attributed to snow accumulation in the
interior of Northern Greenland which has increased the SMB. This is not enough,
however, to offset the overall mass loss.

Interestingly, Siemes et al. (2013) estimated a slight increase in mass of 4 + 5 Gt a™!
for north-east Greenland (basin G2, Siemes et al. (2013), other studies have approx-
imately similar basins) for the years 2003 to 2008. The uncertainty is larger than
the estimate, so this estimate is not statistically significant. They attributed this
to the years 2005 to 2006, where they estimated a statistically significant mass in-
crease of 24 & 6 Gt a’l, which may have been caused by the increased accumulation
mentioned above. The rest of the years all have negative mass estimates, which
decreased the mass gain for that region. Zwally et al. (2011a) obtained a similar
mass increase result of 16 Gt a™* for the combined basins. Most of this mass gain
occurred above 2000 m with a gain of 18 Gt a™'. While -2 Gt a™' of ice were lost
from below 2000 m, no uncertainties were presented in their study. Again this shows
that accumulation was occurring in the interior of Northern Greenland.

The north-west is similar to other northern regions of Greenland in that ~75% of

the mass loss is from SMB. However ~25% of the loss is due to DID which is not the
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case for the rest of Northern Greenland (Sasgen et al., 2012). Mass loss rates range
from -30 to -58 Gt a! with an error range of 3 to 7 Gt a™' (Pritchard et al., 2010;
Zwally et al., 2011a; Sasgen et al., 2012; Siemes et al., 2013). Again Zwally et al.
(2011a) found a positive rate of 5 Gt a™* above 2000 m. Even though there appears
to be accumulation occurring over much of the interior of Greenland, it is surpassed
by the SMB and DID loss along the coast at less than 2000 m. In contrast to this
general trend, Flade Isblink (81.4 N, 15.1 W) and Storstrgmmen (77.1 N, 22.6 W)
outlet glaciers are gaining mass. It is thought that as these glaciers originate in the
interior, the positive signal may be caused by processes occurring inland (Pritchard

et al., 2010; Serensen et al., 2011).

1.5 Summary

Our understanding of mass balance in Antarctica and Greenland has increased dra-
matically over the past two decades. The IMBIE project shows us that, in general,
all the methods of estimating mass balance are in agreement, especially in West
Antarctica and Greenland (Shepherd et al.; 2012). By combining the mass balance
estimates from different methods, we can obtain a level of certainty that has not
previously been possible. The IMBIE project also highlights the need for a longer
reconciled time series, which can be achieved through future missions that are de-

signed to measure changes in ice mass.
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Chapter 2

The Ice, Cloud and land height
Satellite (ICESat) - An overview of
the mission and data analysis

techniques

2.1 ICESat Mission overview

[CESat was launched on 13 January 2003 as part of NASA’s Earth Science program
within NASA’s Earth Observing System (EOS) group. Its primary objective was
to estimate present day ice height changes, to an accuracy of less than 1.5 cm a
(spatially averaged over 100 x 100 km sections on ice sheets), from which the mass
balance of the ice sheets could be determined. This would help in the understanding
of the associations between polar climate and ice height /mass changes, with a strong
focus on the present and future contributions of the ice sheets to global sea level rise
(Zwally et al., 2002; Schutz et al., 2005).

ICESat had further scientific goals which included: the measurement of the
vertical structure of clouds and aerosols, and cloud heights; the sensing of land
topography and vegetation canopy heights and finally the measurements of sea ice
roughness, sea ice thickness, ocean surface heights, and surface reflectivity (Zwally

et al., 2002).



Table 2.1: ICESat campaigns. The average days in operation were ~33 days. Lasers
were turned on either two or three times per year. Campaign 1A had an 8 day cycle
for validation purposes. Data from Zwally et al. (2011b).

‘ Start Date ‘ End Date ‘ Days in Operation ‘ Laser Identifier ‘

2003-Feb-20 | 2003-Mar-29 38 1A
2003-Sep-25 | 2003-Nov-19 55 2A
2004-Feb-17 | 2004-Mar-21 34 2B
2004-May-18 | 2004-Jun-21 35 2C
2004-Oct-03 | 2004-Nov-08 37 3A
2005-Feb-17 | 2005-Mar-24 36 3B
2005-May-20 | 2005-Jun-23 35 3C
2005-Oct-21 | 2005-Nov-24 35 3D
2006-Feb-22 | 2006-Mar-28 34 3E
2006-May-24 | 2006-Jun-26 33 3F
2006-Oct-25 | 2006-Nov-27 34 3G
2007-Mar-12 | 2007-Apr-14 34 3H
2007-Oct-02 | 2007-Nov-05 37 31
2008-Feb-17 | 2008-Mar-21 34 3J
2008-Oct-04 | 2008-Oct-19 16 3K
2008-Nov-25 | 2008-Dec-17 23 2D
2009-Mar-09 | 2009-Apr-11 34 2E
2009-Sep-30 | 2009-Oct-11 12 2F

ICESat had three lasers on-board, which were supposed to provide uninterrupted
annual coverage of the polar regions. However, there was a failure in a pump diode
array of Laser 1 and, in order to extend the mission’s life and maximise the scientific
return, it was decided to modify the operation plan (Abshire et al., 2005). This would
reduce the likelihood of the same failure occurring in the other two lasers. Initially
a 183-day repeat cycle orbit was planned, this was changed to a 91-day repeat cycle
with a ~33 day sub-repeat cycle (a single laser campaign) where the lasers were
turned on three times per year to maximise seasonal coverage (Schutz et al., 2005).
This limited the temporal resolution of the ICESat data, meaning there were less
data points available from which to estimate dH/dt.

Laser 3 failed on the 19th of October 2008 and it was decided to run Laser 2
using only the weak beam. The mission ended on the 11th of October 2009. ICESat
had a planned 3 year mission life span with a 5 year goal. The actual mission life
span was 7 years, although the data collected was temporally more sporadic and

the measurement density was diminished due the earlier failures (Table 2.1). NASA
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plans to launch ICESat-2 in 2017 as a follow-on to the ICESat mission.

2.1.1 Instrument description

ICESat flew ~600 km above the Earth’s surface in a near circular orbit. This was
a compromise between the need to have a low orbit to reduce instrument power use
and a higher orbit to extend the orbit lifetime and hence the duration of the mission
(Schutz, 2001; Zwally et al., 2002). Based on the need to cover the West Antarctic
ice streams and the desire to optimise the crossover geometry, the inclination was
chosen to be 94°, which resulted in latitudinal coverage to 86° north and south of
the equator (Schutz, 2001). This produced a cross-track spacing of ~29 km in the
latitudinal direction and ~2.5 km in the longitudinal direction at a latitude of 85°
and ~340 km and ~30 km, respectively, at the equator (Nguyen, 2006). As the
crossover spacing decreased from the equator to the poles, the density of crossovers
increased and Nguyen (2006) found ~ 70, 150, 485 and 11,340 crossovers in an
average 100 x 100 km? area centered at the latitudes -70.5°, -75.5°, -80.5°, -85.5°,
respectively.

The Geoscience Laser Altimeter System (GLAS) was the primary instrument on
board ICESat and is still the only satellite laser altimeter to have been in operation
over the ice sheets. GLAS had three lasers on-board, each was run consecutively.
These lasers emitted a 1064 nm (infrared) pulse that measured surface height and
dense cloud and a 532 nm pulse which measured the vertical distribution of clouds
and aerosols (Zwally et al., 2002; Schutz et al., 2005) (Figure 2.1).

Apart from GLAS, ICESat’s optical bench also included a stellar and attitude
reference system, a laser reference camera, power supplies, on-board computer, re-
ceiver telescope and detector, and an instrument star tracker and gyros to determine
the orientation of the optical bench (Schutz et al., 2005) (Figure 2.2). Also, on-board
ICESat was a Global Positioning System (GPS) receiver which was used in precise
orbit determination (Schutz et al., 2005).

The GLAS footprint is approximately 65m in diameter and each footprint is

separated by 172 m in an along-track direction (Figure 2.1). For comparison, the
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Figure 2.1: ICESat using the GLAS instrument measures the distance between it
and surface, clouds and atmospheric aerosols using 2 different laser pulses (1064 nm
(infrared) and 532 nm (green)). The position of the satellite is tracked via GPS
and its orientation is determined by a star camera. Figure is taken from ICESat
brochure (Zwally and Schuman, 2002).
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Figure 2.2: ICESat nadir (Earth-facing) and zenith views. Figure is taken from
(Schutz et al., 2005).
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radar altimeters, ERS-1 & -2 have footprints of 2-10 km in diameter, depending on
the slope of the terrain, and are separated by ~330 m in an along-track direction
(Bamber and Gomez-Dans, 2005; Legresy et al., 2005). This equates to a true spatial
resolution of close to 1 km (dependent largely on latitude) for the GLAS system
compared to the ERS-1 & -2 radar altimeter, which produces height estimates that
are typically correlated over distances of about 4 km on ice sheet terrain (Bamber

and Gomez-Dans, 2005).

2.1.2 The GLAS waveform

In Section 1.3.3, I discussed in general terms how height measurements are obtained
from a satellite altimeter. T will now discuss how this applies to the GLAS instru-
ment. The GLAS laser emits a 1064 nm pulse, which illuminates a spot on the
Earth’s surface. This transmitted pulse is digitized, at a rate of 1 GHz, as it leaves
the instrument. The transmitted pulse has a distribution which is approximately
Gaussian (Figure 2.3) (Zwally et al., 2002).

As the laser pulse returns back to the satellite it is captured by a receiver tele-
scope (1 m diameter), which passes the pulse to the analog detector (Zwally et al.,
2002; Abshire et al., 2005). The detector takes the pulse and digitizes it at the same
rate as the transmitted pulse. The return pulse can have multiple peaks and it is
the last peak that is received which is used in the range calculation (Zwally et al.,
2002). Both the digitized transmitted and returned pulses are stored and sent to
the ground for processing.

Under ideal conditions this return pulse will have a similar distribution to that
of the transmitted pulse. In reality, this is often not the case and the accuracy and
quality of the return is affected by a number of different factors which I discuss
in the next sections. In order to account for variation in the return pulse shape

(Figure 2.3), it is modelled using the following equation:

w(t) = e+ ipj Apexp {M] (2.1)
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Figure 2.3: A representation of the the transmitted and returned waveform with
a fitted waveform. W denotes the entire pulse (both transmitted and returned) or
fitted waveform. The subscripts T and R denote the transmitted and returned pulse
respectively, while the subscript M refers to the Gaussian model fitted to the entire
pulse W . M denotes the mid-point of the waveform and o is standard deviation of
the waveform. A denotes the amplitude of the fitted waveform. Taken from Zwally
et al. (2002).

where e is the bias or noise, Np is the number of peaks present in the returned
waveform (the maximum number being six), A,, is the amplitude, ¢, is the peak
position and o, is the standard deviation of the mth Gaussian peak (Zwally et al.,
2002).

This model is fitted to the return pulse using a non-linear least squares fitting
procedure to compute the model parameter in the above equation (Zwally et al.,
2002). The range is determined by calculating the time between the centroid of the
transmitted pulse (Myy, , Figure 2.3) and the centre of the Gaussian fitted waveform

to the last peak of the return pulse (Mg, , Figure 2.3). The accuracy of the GLAS

range determination is affected by a number of factors are discussed below.

2.1.3 GLAS accuracy

There are a number of sources of error associated with the GLAS instrument (Ta-
ble 2.2). Zwally et al. (2002) estimated a pre-launch error budget of 13.8 cm for the
mission. Fricker et al. (2005) created a GPS-derived digital height model (DEM) of
the Salar de Uyuni, the world’s largest salt flat, and compared the ICESat results to

the DEM. They estimated under optimal conditions that the single-shot error bud-
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Table 2.2: Pre-launch estimates of GLAS Single-shot Error Budget. Table is taken
from Zwally et al. (2002). Updated error estimates and RSS in parentheses.

‘ Error Source ‘ Error Limit (c¢m) |
Precision orbit determination | 5 (1-2, Schutz and Zwally (2008))
Precision attitude determination 7.5 (5, Schutz et al. (2005))
Atmospheric delay 2
Atmospheric forward scattering 2
Other (tides, etc.) 1
RSS (total) 13.8 (6.2)

get for the GLAS instrument was 2 cm with a precision of less than 3 cm. The main
contributors to the error budget are precision orbit determination, precision attitude
& pointing determination, atmospheric delay, saturation correction and atmospheric

forward scattering (Schutz and Zwally, 2008).

2.1.3.1 Orbit determination

The orbit of I[CESat is monitored using a GPS tracking system. On board ICESat is
a laser retro-reflector array, which supports Satellite Laser Ranging (SLR) between
the satellite and the International Laser Ranging Service station network (Schutz
et al., 2005) (Figure 2.2). This secondary tracking system is not used in the precision
orbit determination, but is purposefully held back to validate the GPS locational
data (Zwally et al., 2002; Schutz et al., 2005). Using SLR it has been determined
that the orbit determination has an error of 1-2 c¢m, which is an improvement on

the pre-launch 5 cm estimate (Zwally et al., 2002; Schutz et al., 2005).

2.1.3.2 Precision attitude and pointing determination

Satellite laser altimetry has the advantage over radar altimetry that it has a smaller
surface footprint and the laser reflections are restricted to a small surface layer
(Abshire et al., 2005). Consequently, ICESat is able to observe accurately any
sudden changes in slope, minimising its impact on the single-shot error budget.
Radar altimetry height accuracy is shaped largely by the slope-induced error, due
to the larger footprints (Abshire et al., 2005; Brenner et al., 2007).

However, the small footprint of the GLAS instrument can amplify some associ-
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ated errors, the most significant being errors in the pointing determination (Nguyen,
2006). In order to obtain the exact position of the laser footprint, the angular ori-
entation (precision attitude determination) of the optical bench and the direction of
the outward facing laser (pointing determination) must be well understood in the
context of an external reference frame (Sirota et al., 2005). The precision attitude
determination for the GLAS instrument is calculated using a set of gyroscopes and
an instrument star tracker which has an 8° field of view and is able to observe up
to six stars (Sirota et al., 2005). With this attitude information, the pointing de-
termination can be estimated to within ~2 arc-seconds which equates to ~5 ¢m of

vertical error per arc-second per degree of total slope (Schutz and Zwally, 2008).

2.1.3.3 Atmospheric forward scattering and delay

When the GLAS laser pulses come into contact with cloud cover, the performance of
the signal can be degraded or the signal can be lost completely (Fricker et al., 2005).
This degradation is due to the forward scatter of the transmitted photons, which
occurs before the pulse reaches the surface (Spinhirne et al., 2005). The scattered
photons are reintegrated into the returning path of the non-scattered photons if
they are within one degree of the pulse vector’s trajectory and, therefore, still in the
GLAS field-of-view (Zwally et al., 2002; Nguyen, 2006). This results in a delay of
the return pulse to the detector and produces a broadening of the main peak and an
elongation of the tail in the echo waveform (Fricker et al., 2005; Nguyen, 2006). This
can lead to return pulse waveforms which are biased toward longer ranges, which
leads to lower height estimates (Schutz et al., 2005).

The error associated with both the delay and forward scatter of the return pulse
is 2 cm, respectively (Zwally et al., 2002). When clouds are extremely thick the
pulse does not reach the Earth’s surface and instead measures the height of the
cloud cover. This is not a problem with previous satellite altimeters such as ERS-1
& -2 or ENVISAT that use a radar pulse instead of a laser pulse, as they are able

to penetrate cloud cover (Herzfeld et al., 2008).



2.1.3.4 Saturation

The saturation of the ICESat pulse generally occurs over bright smooth flat surfaces
(Fricker et al., 2005), such as the interior of the Antarctic and Greenland Ice Sheets
(Brenner et al., 2007). The GLAS 1064 nm laser is susceptible to detector saturation
when a high energy pulse is returned, as the receiver’s automatic gain control is
unable to adjust below its preset lower limit (Fricker et al., 2005). Energy levels were
found to be four times higher than the expected pre-launch values for Antarctica,
when pulse returns from full strength lasers at the start of each laser campaign were
assessed (Nguyen, 2006).

These saturated return pulses have distorted waveforms, and, when ICESat’s
standard Gaussian fitting process is applied to this data, it becomes biased toward
longer ranges, which leads to lower height estimates (Fricker et al., 2005; Schutz
et al., 2005; Brenner et al., 2007). The saturation errors are generally a few cen-
timetres but can reach up to 1.5 metres in some cases (Brenner et al., 2007; Pritchard
et al., 2009).

Saturation can be corrected for and pulse returns with exceptionally high sat-
uration can be removed altogether (Fricker et al., 2005). Using their saturation
correction technique, Fricker et al. (2005) showed that they were able to signifi-
cantly decrease the bias associated with saturation. All ICESat data releases after
this study have been corrected for saturation and the accuracy improves with each

release.

2.1.4 Summary

The ICESat mission has given the scientific community an extremely useful dataset
of ice height measurements spanning 2003 to 2009. The mission was able to meet its
scientific objectives and the collected data has helped in improving our understand-
ing of the Antarctic and Greenland ice sheets and their potential contribution to sea
level rise. Our understanding of the errors involved in obtaining ice height measure-
ments from the GLAS instrument has improved over the course of the mission as well

as knowledge of how to mitigate these sources of error where ever possible. In the
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Figure 2.4: A typical ICESat crossover region (2003-2009), each repeat-track is offset
slightly from previous tracks. The blue lines indicate the ascending repeat-tracks,
while the red lines show the descending repeat tracks. The black circles are the
locations of the campaign crossovers.

next section I discuss how ICESat data has been used by the scientific community

to derive rates of ice height change.

2.2 ICESat analysis techniques

The primary purpose of ICESat was to observe changes in height over time, it is
therefore imperative that a measurement taken at one location can be compared to
later measurements in the same location. With this in mind, an orbit was chosen
to maximise the number of times the satellite’s orbit intersects with previous or-
bital paths, specifically over the poles. The orbit creates a latticework of non-exact
repeat ground-tracks (repeat-tracks) where, at regular intervals, an ascending and
descending repeat-track intersect each other, known as a crossover (Figure 2.4).
These crossovers can occur up to three times per year over a single location.
Over the whole ICESat operational period (October 2003 to March 2009), a pair of

intersecting repeat-tracks could have as many as 21 campaign crossovers (Figure 2.4).
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Figure 2.5: A stylised representation of a ground-track segment with a surface slope.
The black line represents the reference track, pointing in an along-track direction.
Coloured lines illustrate the repeat-tracks. The yellow box represents the across-
track slope and 6 is the angle of the across-track slope. The dashed red line indicates
direction of increasing slope.

In reality, the number of campaign crossovers varied annually from one to three.

Ideally, each repeat-track would lie in exactly the same location as the previ-
ous repeat-track, and crossovers would always occur in the same location. This,
however, was not the case for ICESat. Due to the error in the precision attitude
and pointing determination of the satellite, the position of the repeat-track height
measurements and crossover locations could be offset by tens to hundreds of metres
between different laser campaigns (Figures 2.4 and 2.5) (Zwally et al., 2005).

In order to reconcile the repeat-track geometry, previous studies have used a
number of different methods to obtain dH/dt estimates from offset along-track height
measurements (e.g. Smith et al., 2005; Zwally et al., 2005; Brenner et al., 2007;
Slobbe et al., 2008; Gunter et al., 2009; Pritchard et al., 2009; Smith et al., 2009;
Moholdt et al., 2010; Shi et al., 2011; Serensen et al., 2011; Zwally et al., 2011a).
Each method has a different way of managing the effects of repeat-track geometry
on estimates of dH/dt. Various assumptions are made for these methods to be valid,
which leads to uncertainty of the accuracy of the dH/dt estimates. The uncertainty
of each step in the method, is not always formally propagated into the final estimate

of dH/dt uncertainty (e.g. Pritchard et al., 2009; Serensen et al., 2011) and T will
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discuss this later in greater detail.

Generally, rates of height change on large ice sheets are small; however, due to
their area, even a small uncertainty in the estimate of dH/dt can lead to significant
uncertainties in mass balance changes (dM/dt). For example, a 5 mm/yr height rate
uncertainty over a section of East Antarctica (3 * 105 km?, ~20% of Antarctica),
would introduce an uncertainty in dM/dt of ~13.75 Gt/yr (assuming an ice density
of 917 kg/m?), larger than many annual mass balance estimates for the whole of
East Antarctica. This value is an over-estimation, as it is a constant rate offset
(bias). In reality errors in height rate estimates vary, partly minimising the overall
effect of the error. On the other hand, an inter-campaign bias (which has been found
for ICESat data, Siegfried et al. (2011)) would manifest itself as such a constant rate
bias; therefore it is important to correct for such effects (Borsa et al., 2013).

This demonstrates that a small uncertainty over a large area can have large
repercussions on the statistical significance placed on a final dH/dt or dM/dt esti-
mate. It is therefore important that we understand the uncertainty contributions
on estimates of dH/dt due to repeat-track geometry.

As each repeat-track is offset in position, it is important to differentiate between
the accumulation, ablation of ice/firn, sub-glacial lake runoff, on an annual and
seasonal basis and the spatially changing surface slope. A rate of change estimated
using non-overlapping height measurements will most likely include a height change
component that is due to surface slope rather than to ice gain or loss. Not accounting
for this contaminates the dH/dt estimate with a cross-track slope bias.

Assume that we have a reference track that is running in an along-track direction
with four repeat-tracks lying parallel on either side of the reference track (Figure 2.5),
separated by 25 m from the next repeat-track. The outer most repeat-tracks would
be ~112.5 m away from the reference track. Now, assume that the surface topogra-
phy below the repeat-tracks is a plane with a surface slope of 0.05° (3’) increasing
perpendicular to the reference track in a left to right direction (represented as € in
Figure 2.5). This simple scenario would introduce a cross-track difference in height

of ~19.6 cm between the two most distant repeat-tracks and, if a rate of change
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were to be estimated using these height differences, one would obtain a rate caused
by change of surface topography rather than a dH/dt related to temporal ice height
variations. This is an idealised example as repeat-tracks are never this symmetrical
and sometimes overlap.

Nonetheless the example highlights that for a dH/dt estimate to represent the
“true” temporal change in ice height, the cross-track surface slope must be removed.
Furthermore, the uncertainty of surface slope should be propagated into the final
dH/dt uncertainty in order to properly represent the accuracy of the rate estimate.

I will now discuss the analysis techniques reported in the literature to deal with
offset ICESat repeat-tracks. They can be broadly split into two categories: crossover

analysis and along-track analysis.

2.2.1 Crossover Analysis

Crossovers are ideal locations for estimating dH/dt rates, as they occur at regular
time intervals and relatively close together. The impact of cross-track slopes on
height rate estimates is considerably reduced using crossovers, as the intersecting
repeat-tracks are not parallel, which is the case for along-track repeat-tracks (Gunter
et al., 2009). The along-track slope of each of the intersecting repeat-tracks is known
and can be taken into account when estimating height change.

The first step in crossover analysis is to identify the position of each campaign
crossover, being the point where an ascending and a descending repeat-track inter-
sect from the same laser campaign (Figure 2.4). There are a number of different
methods to determine the position of the campaign crossover. The method of Bren-
ner et al. (2007) estimates the campaign crossover positions by fitting a polynomial
to each ascending and descending repeat-track and calculating where they intersect.
The location is further refined by taking a subset of the intersecting repeat-tracks
close to the first estimate and refitting the polynomials. If there are no valid height
measurements within 170 m of the crossover, it is discarded. Gunter et al. (2009)
used cubic spline interpolation on all data points within ~400 m (up to 10 valid

points) of the campaign crossover to refine the position.
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As these repeat-tracks intersect at regular time intervals and at nearly the same
location, the change in height (dH/dt) can be estimated for the crossover region (the
region which includes all the campaign crossovers) using interpolation (Figure 2.4)
(Zwally et al., 2005; Smith et al., 2005; Brenner et al., 2007; Gunter et al., 2009;
Moholdt et al., 2010). The height is estimated at the campaign crossover for both
the ascending and descending repeat-tracks. This is achieved by the along-track in-
terpolation of the closest height measurements to the campaign crossover position.
Zwally and Brenner (2001); Smith et al. (2005); Zwally et al. (2005); Brenner et al.
(2007) ete. linearly interpolate two height measurements on each side of the cam-
paign crossover location for both the ascending and descending repeat-tracks. The
two heights are differenced by removing the later campaign height estimate from
the earlier estimate (~33-day time period) (Brenner et al., 2007). This difference is
a estimate dH of the crossover region rather than an absolute height value. These
height differences are then converted to dH/dt by using crossover times linearly
interpolated from each ascending and descending repeat-track (Gunter et al., 2009).

Gunter et al. (2009) used clusters of inter-campaign crossovers, that is, ascending
and descending repeat-tracks from different laser campaigns. They determined the
height at the crossover via cubic-spline interpolation of data within 0.25 seconds
(up to 10 valid points) of the inter-campaign crossover time. They compute the
height differences for all of these inter-campaign crossovers and obtain a dH/dt for
the crossover region. Moholdt et al. (2010) picked inter-campaign crossovers from
similar seasons with a temporal separation of 3 to 4 years, to estimate the average
dH/dt for 2003-2008, using linear interpolation. They also differenced seasonally
distinct inter-campaign crossovers to obtain seasonal height changes.

Schenk and Csatho (2012) proposed a method to estimate both the dH/dt and
surface slope at crossovers. They do this by fitting third-order polynomials to all the
height measurements of each of the ground-tracks, resulting in up to 200 equations
per crossover. Using a least-square approach, they simultaneously solve these equa-
tions for the height and surface slope parameters, where the square distance between

the actual height measurements and the estimated surface becomes the minimum
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(Schenk and Csatho, 2012). The uncertainty of the least-squares fitting procedure
is also formally propagated using a simple stochastic model, which assumes that all
the height measurements are uncorrelated and of the same precision. This method
is also applied along-track, which I will discuss in the next section.

The drawback of all the methods, except for Schenk and Csatho (2012), is the
assumption that the height change signal is constant over the crossover region. This
may be the case in regions of little precipitation, such as the Antarctic interior (Van
Der Veen et al., 1998; Yi et al., 2005; Van Der Veen et al., 2009). However, near
the coast, the height change signal often varies across the crossover region (Van
Der Veen et al., 1998; Yi et al., 2005; Van Der Veen et al., 2009). Therefore, if the
position of a campaign crossover varies, it can potentially measure a different height
change signal to past or future laser campaigns. If these variations are not taken into
account they will induce height differences which will bias dH/dt estimates. Van
Der Veen et al. (2009) found height variation (standard deviation) of 8 cm for most
of the 500 m laser altimeter segments over Greenland. Near the coastal margins they
found higher height variations between 0.3 and 0.5 m, this is in general agreement
with my height variability findings (see Figure 3.3b).

A further limitation of crossover analysis is that it only makes use of a small
portion of the available data and much of the along track data is left unused. Due
to the orbit chosen for ICESat, the number of crossovers varies greatly with lati-
tude. The number of crossovers increases from ~ 70, 150, 485 and 11,340 over an
average 100 x 100 km? area centered at the latitudes -70.5°, -75.5°, -80.5°, -85.5°,
respectively (Nguyen, 2006). Consequently crossover analysis is far more effective
at estimating dH/dt near the poles than closer to the equator. This is problematic
near the coastal margins of Antarctica and Southern Greenland, where due to the

repeat-track geometry, there are far fewer crossovers than at higher latitudes.
2.2.2 Along-track Analysis

In contrast to crossover analysis, along-track analysis utilises all the along-track
data available, giving it a much higher spatial coverage. The along-track analysis

method can only make use of the height data from one repeat-track per campaign
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(~33 days). Therefore the along-track method must be able to reconcile the varying
position of the height measurements over time.

There are a number of different along-track methods used in the analysis of
ICESat data. The most popular method is to break the ground-track into small
500 - 700 m along-track segments, which typically cover between 3 to 4 data points
per laser campaign (Howat et al., 2008; Smith et al., 2009; Moholdt et al., 2010;
Serensen et al., 2011; Zwally et al., 2011a; Ewert et al., 2012). These methods
then generally parameterise the secular trend (dH/dt), the seasonal signal and the
underlying surface topography, which are all solved for simultaneously using some
form of regression applied to a mathematical model specific to the study (Howat
et al., 2008; Smith et al., 2009; Moholdt et al., 2010; Sgrensen et al., 2011; Zwally
et al., 2011a; Ewert et al., 2012).

Howat et al. (2008), Smith et al. (2009) and Moholdt et al. (2010) used a least-
squares regression technique that fits rectangular planes to the ICESat repeat track
segments to obtain a dH/dt, while Zwally et al. (2011a) first interpolated the along-
track height measurements to an equally spaced (172 m) reference track. For each
reference point, they then solved by least squares for the seasonal signal and height
at that point as well as the underlying surface topography. The other studies solve
for the above parameters at a single point on the segment.

The seasonal component is generally obtained by solving a set of trigonometric
functions, whose makeup is highly dependent on the study (Howat et al., 2008;
Smith et al., 2009; Moholdt et al., 2010; Ewert et al., 2012). As ICESat had a very
inconsistent temporal coverage (operational 2-3 times a year), due to early laser
failure, parameters associated with seasonal signals have high uncertainties (Ewert
et al., 2012). Consequently, most studies include a seasonal model to separate the
annual variation signal from the linear dH/dt (Ewert et al., 2012). In the case of
Zwally et al. (2011a) these seasonal and inter-annual variations are ignored, as they
assumed that departures from linearity are retained in the residuals and can be
analysed later if necessary.

Lastly, the surface slope component is estimated and removed using a number
o )
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of different methods presented in the literature. Sgrensen et al. (2011) present two
unique slope bias removal methods. In their first method, they created a reference
surface for each along-track segment and then obtain the height of the reference
surface for the ICESat measurement location. This height is then removed from the
[ICESat height to correct for slope.

Two ICESat laser campaigns were picked, based on the following criteria: firstly,
the two laser campaigns had to be separated by one year, to minimise the effect
of seasonal signals and the actual difference in height between the laser campaigns.
Secondly, the laser campaigns were chosen to have the greatest spatial coverage to
best represent the surface slope (Serensen et al., 2011). The height, cross-track and
along-track slope were estimated by applying a least squares fit to the two laser
campaigns. Serensen et al. (2011) noted that this method was sensitive to seasonal
changes and actual height changes between the two laser campaigns. Consequently
this method of slope correction could introduce a bias into the dH/dt when there
are significant changes in ice height, since a component of the height signal may be
removed.

The second method of Serensen et al. (2011) is similar to the methods presented
by Howat et al. (2008) and Smith et al. (2009). A linear regression is estimated from
both along-track, cross-track surface slope and the topography underlying the height
changes, while Ewert et al. (2012) approximate the underlying topography to ac-
count for any existing topography-induced height differences between measurements
by fitting a biquadratic surface polynomial.

Both Serensen et al. (2011) and Ewert et al. (2012) noted that, for the dH/dt
to be separated from the local ice surface topography, it is important that the
repeat-tracks are ordered so that the temporal behaviour is not correlated with the
cross-track surface slope. For instance, assume that the first repeat-track is acquired,
and then every subsequent repeat-track is positioned so it is adjacent to the previous
repeat-track and so on. If the dH/dt is positive and increasing linearly with time,
it would be very difficult to separate it from the similarly linear cross-track slope as

they would be strongly correlated. All methods that model local topography using
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some form of repeat-track analysis, which includes all methods presented above, are
susceptible to this.

More generally, the use of combination of parameters that are not independent
will lead to a strong correlation and the inability to separate the secular dH/dt
from the seasonal signal and the surface topography. The uncertainties of each
of these components are often not published or formally propagated into the final
uncertainty budget. For instance Serensen et al. (2011) stated that they do not
propagate their uncertainties from any of the separate components and assumed
that the along-track segment is small enough that the error on the measurements is
constant. The variances obtain from the regression analysis are used as a measure
of uncertainty and the goodness of fit (Serensen et al., 2011).

Schenk and Csatho (2012), as mentioned earlier, estimate the surface shape at
crossovers, which they then linearly interpolated along-track, using the two closest
crossovers. They apply the same method as described in Section 2.2.1 to the along-
track data, but introduce the interpolated surface shape parameters into the least
squares procedure as additional pseudo observation equations. This allows them to
separate the surface topography from the secular dH/dt trend. This method as-
sumes that surface slope is constant over the crossover site, and, more importantly
that the surface slope does not vary greatly between crossovers. This may be the
case in the interior of Antarctica, but is not true for the margins of ice-sheets where
surface slope varies greatly. Schenk and Csatho (2012) do however formally propa-
gate the surface slope uncertainties into their final uncertainty budget, which is not
the case for many of the other methods described in this section.

There are other along-track analysis methods that do not require the estimation
of a linear trend. Pritchard et al. (2009) used triangulated irregular networks (TINs)
to estimate the change in height of small segments along ICESat ground-tracks.
They created triangular surfaces using three points from previous repeat-tracks and
linearly interpolating to a point in the current repeat-track. Consequently, one
interpolated point is always compared to an actual height measurement. As the

satellite was only operational three times a year, it was only possible to estimate



height change in 1.5 to 4 year intervals. This method sacrifices temporal resolution
in favour of higher spatial resolution as it requires four repeat-tracks to estimate the
dH/dt at a signal point.

Pritchard et al. (2009) dealt with surface slope bias by assuming that the trian-
gular surfaces created were planar and therefore triangular interpolation accounts
for both the cross-track and along-track surface slope. The problem with this as-
sumption is that the three points in the triangle are measurements taken at different
times of the year, so it is unclear whether these changes in height are due to sur-
face slope, seasonal signal or actual variations in ice height that may have occurred
between laser campaigns. Pritchard et al. (2009) do not estimate the uncertainty
of their method; instead they publish a “detection threshold” value, which includes
ICESat instrument and surface mass balance uncertainties.

Slobbe et al. (2008) used overlapping footprints and differenced the two heights
to acquire a dH/dt. They used ICESat data from 2003 to 2007, so dH/dt time
intervals range from ~1 month to 4 years, depending on the relative time between
repeat-tracks. This negates the need to solve a least squares regression or interpo-
late, removing the added uncertainty. However, this comes at the cost of spatial
resolution, as a large amount of the data is excluded.

As the centre points of the overlapping footprints do not generally overlap, Slobbe
et al. (2008) must correct for a underlying topography bias. They used an external
DEM published by DiMarzio et al. (2007b) to obtain the slope at a given point
and subtracted the DEM height from the ICESat height measurement. The DEM
was created by placing a 1 km regular grid over the height data of the first seven
ICESat laser campaigns. The height at each node was estimated by fitting a bi-
quadratic surface to the closest height measurements in a radius surrounding the
grid node (DiMarzio et al., 2007b). The DEM grid-nodes generally do not overlap
the ground-track nodes, so the DEM height was interpolated to the ground-track
section.

This method is simple and efficient, however, it is problematic due to the nature

of the DEM. As the DEM was itself derived from a series of ICESat laser campaigns,
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it is built on the assumption that there are no height changes during this time, which
may not be the case. If the surface height changed significantly during this time,
it would be absorbed into the DEM. Consequently, using this DEM to correct for
slope could lead either to the under- or over-estimation or complete removal of
actual height change signals. Furthermore, the height uncertainties and the linear
interpolation uncertainties are not propagated into the final height estimate and,
therefore, their contributions are ignored in the final dH/dt estimate uncertainty.
Lastly, Ewert et al. (2012) analysed the use of DEMs to correct for slope. A 1 km?
and 500 m? DEM exists for Greenland and Antarctica, respectively (DiMarzio et al.,
2007a,b). They concluded that no DEM with a high enough resolution exists for
Greenland (and by extension Antarctica) as, according to sampling theorem, the
DiMarzio et al. (2007a,b) DEMs could not include topographical features smaller
than 2 km and 1 km, respectively for Greenland and Antarctica. They state that
the DiMarzio et al. (2007a) DEM and others like it are not suitable for the purposes
of surface slope correction in relation to along-track analysis. Slobbe et al. (2008)
propagated the uncertainties of the observed height differences that they obtained
from the overlapping footprints. However, they did not do the same for the surface

slope correction, which should include both the DEM and interpolation uncertainty.
2.3 Chapter Summary

The ICESat ice height dataset has given us an unprecedented look at the way ice-
sheets respond to climate change, however it is not without its deficiencies (errors)
as demonstrated in Section 2.1.3. These errors must be addressed and quantified,
so we are able to give a level of confidence as to how reliable our estimates are. I
show in Section 2.2 that the scientific community has offered many novel solutions
to try to mitigate these inherent errors. Nonetheless some errors, such as slope, can
not be truly accounted for, due to the nature of the ICESat data. Each study tries
to address these errors by making certain assumptions which, if not true, will inval-
idate the study’s method. In having many different methods of deriving ice height

changes from ICESat, we are able to help mitigate this problem. In this thesis I
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propose one such method, which also makes certain assumptions, but will hopefully
increase our overall understanding of the ice height changes and how they are best

derived from ICESat data.
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Chapter 3

The effect of interpolation and
surface topography on rates of ice
height change in East Antarctica
derived from satellite laser altimetry

- a simulation study

3.1 Introduction

Estimates of the rate of change of ice height (dH/dt) over large spatial regions
have only become possible since the advent of remote sensing in the form of satel-
lite altimetry. There have been a number of radar altimetry missions including
Geosat, TOPEX/POSEIDON, ERS-1 & ERS-2, Jason-1 & Jason-2, ENVISAT and
CryoSat-2, which have been used to estimate dH/dt. ICESat is the first laser al-
timeter satellite and its primary goal was to estimate present day ice height changes
(Zwally et al., 2002), which has led to much more accurate and precise estimates
of local, regional and continental dH/dt for both Antarctica and Greenland (Zwally
et al., 2005; Howat et al., 2008; Slobbe et al., 2008; Gunter et al., 2009; Pritchard

et al., 2009; Shi et al., 2011; Serensen et al., 2011; Zwally et al., 2011a; Ewert et al.,
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2012).

There are number of errors and biases that influence the accuracy of the ICESat
dH/dt estimates, which T have discussed in detail in the previous chapter. These
include precision orbit determination (Zwally et al., 2002; Schutz et al., 2005), pre-
cision attitude and pointing determination (Abshire et al., 2005; Sirota et al., 2005;
Schutz and Zwally, 2008), atmospheric delay and forward scattering (Schutz et al.,
2005; Spinhirne et al., 2005), saturation (Fricker et al., 2005), instrument bias (Borsa
et al., 2013), limited temporal resolution due to instrument failure (Abshire et al.,
2005), ground-track geometry and surface topography bias (Schenk and Csatho,
2012). Of these factors, ground-track geometry and surface topography bias are of-
ten discussed as a contributor to uncertainty, however there is no clear consensus on
how to deal with errors induced by surface slope (Howat et al., 2008; Slobbe et al.,
2008; Pritchard et al., 2009; Smith et al., 2009; Moholdt et al., 2010; Serensen et al.,
2011; Zwally et al., 2011a; Ewert et al., 2012; Schenk and Csatho, 2012). Moreover
these methods do not always include slope bias uncertainty in the final uncertainty
budget of height change estimates (e.g. Slobbe et al., 2008; Sgrensen et al., 2011;
Pritchard et al., 2009).

In this chapter I present a new method for estimating dH/dt and slope at
crossovers as well as along-track. The first section of this chapter describes a sim-
ulation study where I created simulated surfaces, from which I created simulated
datasets of ICESat height estimates with different levels of height variability. These
datasets allowed me to test the standard form of crossover analysis, as well as to
assess my own method. T also test my own along-track analysis method using the
simulated datasets. I summarise my crossover and along-track analysis methods in
the second section of the chapter and present my new method of estimating sur-
face slope at the crossovers, applying this to my along-track dH/dt estimates. I
then use my simulated surfaces to test the accuracy of the crossover and along-track
analysis with each interpolation method. Lastly, I present my results on which
crossover/along-track and interpolation method is most accurate and present the

contribution of each of these different methods to the error/uncertainty of the dH/dt



estimates. I also discuss the contribution of surface slope bias to along-track analysis
uncertainties. This work will contribute to the better understanding of the magni-
tude of the uncertainties coming from the type of analysis method, interpolation

and slope correction .

3.2 Methods

In this section I discuss how I created simulated surfaces and datasets, on which
I tested my interpolation analysis methods. I then present my unique crossover and
along-track methods of interpolating altimetry data to generate dH/dt estimates.

Lastly I discuss the interpolation methods that I use.

3.2.1 Generating simulated surfaces and datasets

A ~2 million km? section of Antarctica was chosen to simulate surface heights
along ICESat ground-tracks, encompassing Enderby, Kemp and part of MacRobert-
sons Land in East Antarctica. This includes the Scott, Napier and Princes Charles
Mountain Ranges, the Amery Ice Shelf, a section of coastline and the interior. Hav-
ing these features as part of the simulated surfaces allowed me to test the ability
of each interpolation method to perform in varying topographical conditions (Fig-
ure 3.1).

The first step in the simulation was to create a realistic, but idealised surfaces
on which to base the actual simulation. Using the section of Antarctica in map 3.1,
surfaces were created through time using the Surface function of the GMT package
(Wessel and Smith, 2013). Surface uses continuous curvature splines in tension

algorithm and creates a surface-grid by solving:

(1—-T)V*(V?2) - T;V*z = (3.1)

where T; is a tension factor between 0 and 1 (the ¢ subscript indicates internal ten-
sion), z is the height of the measurement, and V indicates the Laplacian operator.

Wessel and Smith (2013) found that a tension of 0.25 worked best for potential field
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data, while a tension of 0.35 worked best for steeper topographical data. I used a
tension factor of 0.35 as the goal of the first step was not to capture all the height
variability found in ICESat height data, but to create surfaces that realistically rep-
resent the topography (i.e. surface shape and slope) of the study site. I found this
choice minimised sudden unrealistic changes in height, which are generally uncom-
mon on the flat ice surfaces of Antarctica. The surfaces obtained from the Surface
function were therefore smoother than the actual ICESat data. Surfaces were cre-
ated using the ICESat height measurements of each~33-day laser campaign, from
October 2003 to March 2009. This interval ensures that seasonal variations are
included in the final simulated datasets.

T used a grid spacing of 10m for the surface grid files, which was the computational
limit for my study. This grid spacing provides a data resolution well below the 172m
spacing between ICESat data points and allows for accurate replication of height
variability when data points are close by.

The above method essentially removed a lot of the surface height variability
(SHV) found in actual ICESat data due to the smoothing of the spline interpolation.
To make the surfaces more realistic, I added spatially correlated noise to selected
height measurements. I will now discuss how the spatially correlated noise was
created, followed by my selection criteria for height measurements.

The study site was split into 1 km? sections and, if the section had more than
30 data points, the section was used. The mean height was calculated for each
campaign and the data was normalised by removing the campaign mean from all
height measurements for the given campaign. The campaign data were combined
and binned to create a histogram. A least squares non-linear fit was applied to the
histogram values to create a model of the SHV for that section, using a combination

of a Gaussian, linear and quadratic function with three terms:

(z —b)?

52 + ay + ayr + azz? (3.2)

f(z) = apexp | —

where ag is the height, b is the centre and ¢ is the width (standard deviation) of

the Gaussian function. ay is the constant term, ay is the linear term and aj is the
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quadratic term. The combination of functions that is utilised was determined by
calculating a reduced chi-square goodness-of-fit statistic and using the function with
the smallest value. Figure 3.2 shows the SHV of two sections, one in the interior
and the other on the coast. As expected, the interior section has a smaller range
than the coastal section.

Now that I am able to simulate SHV across the study site, I created three
simulated ICESat surfaces, known as the low (LSHV), medium (MSHV) and high
(HSHV) surfaces. T applied different levels of noise, depending on ice velocities using
the following selection criteria: LSHV - noise was only applied to grid nodes with
ice velocities greater than 100 m/yr, MSHV - greater than 50 m/yr and HSHV -
greater than 10 m/yr. The approximate velocities for each grid node were obtained
from the MEaSUREs InSAR-Based Antarctica Ice Velocity Map provided by Rignot
et al. (2011a). If a grid node fell within one of the above selection criteria a height
offset was applied to that node, which was randomly sampled from the locations
corresponding SHV distribution.

In order to determine which simulated surface best represents the actual ICESat
data, the mean, standard deviation and SHV range were calculated at each crossover
(500 m radius around the crossover) and in 1 km? sections along-track. This was
done both for the actual ICESat heights and simulated data (Figures 3.3 and 3.4).
The difference in the mean height between the actual ICESat data and the MSHV
dataset, across the whole study area, was found to be insignificant (t-test, actual
p = 0.973, MSHV: p = 0.962, p = 0.32). The difference in mean height of the LSHV
and HSHV datasets, when compare to the actual ICESat data mean height, were
both significant (t-test, actual p = 0.973, LSHV: g = 0.821, p = 0.043 & HSHV:
p = 1.088, p = 0.037). Thus, the MSHV dataset best represents the actual SHV
across the study area and the LSHV and HSHV dataset results can be viewed as
best and worst case scenarios.

One of the interpolation methods I tested, the Green’s function spline interpo-
lation is also a spline fitting technique. It can therefore be argued that this is not

an independent test since my simulated data was created using a spline method
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and therefore the Green’s function spline interpolation might be expected to pro-
duce results similar to the continuous curvature splines in tension algorithm. To
test for this possible correlation, I also created surfaces using a inverse distance
nearest-neighbour algorithm.

I found that the Green’s function spline interpolation performed similarly, regard-
less of whether it was applied to the spline or nearest-neighbour derived surfaces (Fig-
ure 3.5a), and the differences in the final height estimates were not significant (t-test,
Green’s function spline: pu = 1.372% 107° | nearest-neighbour: p = 3.427693 x 10~* |
p = 0.5257). Conversely, when T applied the nearest-neighbour interpolation to the
nearest-neighbour derived surface, it performed better than on the spline surface
(Figure 3.5b) and the heights were significantly different (t-test, Green’s function
spline: g = 0.00215 , nearest-neighbour: g = 0.00476 , p = 3.525 % 107?). This
correlation was not apparent for any of the other interpolation methods. I chose to
use the spline-derived surfaces as they tended to represent actual topographic data
better than the nearest neighbour surfaces, which was prone to sudden changes in
height. The above surfaces were then sampled using actual ICESat locations, cre-
ating the LSHV, MSHV and HSHV simulated observational datasets, which will be
used later to test my new crossover and along-track methods.

I will be using a number of terms in later sections that I will now clarify to avoid
confusion. The term “simulated” will now always refer to the above surfaces and
derived ICESat datasets, rather than actual ICESat heights. The term “estimated”
will refer to the results obtained from my analysis techniques when applied to the
simulated dataset. I will be comparing simulated results derived directly from the
surfaces and estimated results, the difference between these two results will be re-
ferred to as the “error”. In other words, the error is the difference between the “true”
results from the simulated surfaces and the estimated results from my analysis tech-
niques. Lastly, when I use the term “uncertainty”, I am referring to the standard
deviation (o) that was calculated using my analysis techniques applied to simulated
data. Ideally the uncertainty estimate will be as close to the magnitude of the error

as possible, as this will give more confidence in my analysis techniques when applied



to actual ICESat data.

3.2.2 Gridded approach to crossover analysis

Rather than comparing height estimates from campaign crossovers that are offset
in position from campaign to campaign, such as in the standard campaign crossover
method (e.g. Brenner et al., 2007), in my new approach, I choose to define a grid that
geographically spans the locations of all the campaign crossovers of any given pair of
intersecting non-exact repeat ground-tracks (known from now on as repeat-tracks). I
then estimate the height at each of the grid nodes. My gridded approach is designed
to allow the location of the repeat-tracks to vary across the crossover region, while
estimating the height for the whole crossover region. I will now describe the method
in detail:

1. The simulated ICESat data is divided into ascending and descending repeat-
tracks. FEach of these “mission” ground-tracks (mission-tracks) includes all the
repeat-tracks which are offset in position and generally do not overlap. Each pair of
ascending and descending repeat-track has its own campaign crossover (Figure 3.6a).

2. To find the centre of the crossover region (mission crossover), I fit a polynomial
to both the ascending and descending mission tracks in 25 km increments. The point
where the two polynomials intersect is the mission crossover location. The position
is further refined by only using data points within a 1 km radius of the first estimate
of the mission crossover location. A linear polynomial is refitted to the subsets
of both the ascending and descending mission tracks. The point where the linear
polynomials intersect is the refined mission crossover location (Figure 3.6b).

3. The mission crossover location becomes the central node of the grid, defined as
the mission grid. I tested a number of different grid sizes and found that a 25-node,
400 m x 200 m grid with a grid spacing of 100 m and 50 m, respectively, is the
optimal size (Figure 3.8). This was large enough to allow for the spatial variability
of the campaign crossovers but not so large that grid nodes have no close data points
from which to interpolate their height (Figure 3.7a). I found that the mission grid

covers all the campaign crossovers in 94% of cases, however at some crossovers this
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is not the case. I will show an example below.

4. The orientation of the mission grid is determined by the angles created by
intersecting mission tracks. The long axis of the grid is determined by running a line
which bisects the two short sides of the intersecting mission tracks, while passing
through the mission crossover (Figure 3.7b).

5. T used all height data points of each repeat-track that makes up the campaign
crossover, within a 500 m radius (interpolation zone) to interpolate the height of
each grid node. I assumed that no significant accumulation or ablation has occurred,
during the time interval between the ascending and descending repeat-tracks.

6. I also calculated an uncertainty for each grid node height estimate, which is
determined by the variance of all height measurements in the interpolation zone and

weighting them using an inverse-distance algorithm:

1
T T (Bdi/fsr)?

=1,N (3.3)

where w is the weighting and d is the distance between the grid node and the
height measurement, sr denotes the search radius, which is set to 500 m. Therefore,
grid node heights that depend upon height measurements further away will have a
higher uncertainty.

7. A dH/dt is estimated for each of the 25 grid nodes by computing a weighted
least-squares regression to the time series of heights of each of the interpolated grid
nodes. The uncertainties are used as weights and, therefore, points that are not
close to ICESat measurements will have little effect on the dH/dt estimate. These
uncertainties are propagated into the uncertainty of each grid node dH/dt.

Figure 3.9a presents one such time series. The height estimate of the central
node for 2003.83, shown in blue, is well constrained as seen in Figure 3.9b. The
ascending and descending campaign repeat-track meet in the middle of the mission
grid, minimising the distance between the grid nodes and the actual height mea-
surements. In the case of the central node, a [CESat height measurement is nearly
directly below it and therefore the uncertainty is low. My choice of grid size aimed

to maximise this situation to minimise the need for interpolation.
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estimated value and the simulated value) when comparing different grid sizes. The
results presented are from the MSHV surface.

As mentioned earlier, some campaign crossovers fall outside of the mission grid,
as is this case for the 2008.83 height estimate (green arrow, Figure 3.9¢). The
central node is far away from the actual campaign crossover or any ICESat height
measurements and, consequently, the uncertainty for this estimate is high.

A weighted mean of the 25 grid node rates is calculated, yielding a mean dH/dt
for each crossover region. Grid nodes far from repeat-tracks will have high uncer-
tainties and, therefore, contribute very little to mean rate. The weightings used
are a combination of the RMS of the least squares regression and propagated un-
certainties from the height estimates. A mean uncertainty is also estimated. The
advantage of this approach is that heights can be estimated at the same locations
over time, allowing to accurately estimate rates of height change for the crossover
region, while accommodating different levels of accuracy because of varying repeat-

track geometry.
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I repeated this method, each time using a different interpolation technique:
nearest-neighbour interpolation (see Lu and Wong, 2008), Delaunay triangulation
with linear interpolation (see Shewchuk, 1996), ordinary kriging (see Journel and
Huijbregts, 1978; Olea, 1999) and Green’s function spline interpolation (see Wessel,
2009), to interpolate the grid nodes heights. These interpolation methods are dis-
cussed in more detail in Section 3.3 and the results of my gridded crossover method
can be found in Section 3.4.2.

This method has a useful by-product: a Digital height Model (DEM) generated
from the interpolated grid nodes for each ~33-day laser campaign, from which the
cross-track slope can be estimated. The method I used to create these DEMs is

described below.

3.2.3 Estimating surface slope correction from crossover DEMs

As the location of my mission grid is static, grid nodes lend themselves well to
creating a localised DEM of the crossover region. To estimate the surface slope and
aspect at each crossover region, I derived a reference DEM by choosing the laser
campaign covering the largest area and having the lowest dH/dt uncertainties, and
estimated a height for each grid node using only data from the given laser campaign.
[ used a 3 x 3 point moving window to calculate the finite differential, where the
central node is the point on the surface z = f(z,y) and its slope (S) and aspect (A)

are defined as a function of the gradients at = and y.

S = arctan /[ f2 + f2 (3.4)

A =270° + arctan (&> —90°

Je

Ja
|/

E

where f, and f, are the cross-track and along-track components (Zhou and Liu,
2004). There are several popular algorithms used for calculating f, and f,, differing
in which grid nodes are used and the weightings applied. I chose to use the second-
order finite-difference algorithm as it was found to perform best using high resolution

DEMs (Jones, 1998), although my own tests found little difference between this and
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Figure 3.9: A) A time series of one grid node from a mission grid. The central node
of the mission grid is used as an example, which happens to also be the location
of the mission crossover (denoted by the blue circle in figure B and figure C). The
blue arrow points to a well constrained point in 2003.83, which is presented in figure
B, while the green arrow points to a badly constrained point in 2008.83, shown in
figure C. B) An ascending (green) and descending (red) repeat-track for the 2003.83
campaign (campaign 2A). The mission grid is well positioned and a ICESat mea-
surement is directly below the central grid node, therefore the uncertainty of the
interpolated height is low. C) An ascending (green) and descending (red) repeat-
track for the 2008.83 campaign (campaign 2D). No ICESat measurements are close
to the central node and therefore the interpolated height in this case has a higher
uncertainty and will contribute less to the mean rate estimate.
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the accuracy of the other five gradient algorithms presented by Zhou and Liu (2004).

The f, and f, for second-order finite-difference algorithm are denoted as:

fo= (28— 22)/2g, fy = (26 — 21)/2g (3.6)

where 2z denotes the grid nodes used and g is the grid resolution. Zhou and Liu
(2004) found that, when grid resolution is low, the choice of algorithm becomes less
important. I chose a grid resolution of 100 m, which Zhou and Liu (2004) deemed
to be low resolution.

As this method requires nine grid nodes (3x3 grid window) to estimate the surface
slope and aspect, only the surface slopes of the central nine grid nodes in my 25-node
crossover grids could be determined (Figure 3.10). T then took the weighted mean of
these nine estimates to derive a mean surface slope, aspect and uncertainty for each
crossover region. An uncertainty for each slope estimate was calculated by adding
the uncertainties of the two height estimates used in each slope estimate. Therefore,
heights that are not well constrained have less effect on the overall estimate of surface

slope for the crossover region.
3.2.4 Gridded approach to along-track analysis and slope cor-

rection

In this section I present a new method of estimating dH/dt along-track, incor-
porating my surface slope estimates at crossovers to provide the cross-track surface
slope corrections for along-track segments between the crossovers. I superimposed
a 500 m x 300 m grid (24 nodes), with a grid spacing of 100 m, over segments of
along-track data for each ~33-day laser campaign and then estimated the height at
each grid node for each laser campaign, using the Green’s function spline interpola-
tion method, which I found to be the most accurate (section 3.4.1). T used the same
gridded method to estimate dH/dt for each along-track segment, as presented in
section 3.2.2. The only differences between my crossover and along-track methods
are the number of nodes, the size of the grid and the use of only one repeat-track for

the interpolation in the along-track method, instead of two in the crossover method.
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In order to correct for surface slope along-track, I applied a two step process.
Firstly, I linearly interpolated the cross-track slope to each along-track segment using
my cross-track slope values derived from the DEMs at the two closest crossovers. The
uncertainty of the surface slope estimate is also propagated to the interpolated slope.
This uncertainty increases as a exponential function of distance from the crossover
positions. That is, the uncertainty increases as the grid’s position is further from

the crossover:

d
g/2

where ¢ is the estimated uncertainty for the along-track segment. oy, is the linearly

(3.7)

0 = Oint * €TP

interpolated uncertainty from the two closest crossovers, d is the distance from the
closest crossover and g is the distance between the two closest crossovers. I chose
this function as it best represented the simulated error distribution over the study
site (Figure 3.16).

As the resolution of the first method is low, especially near coastal regions
where few crossovers are present, I also estimated surface slope along-track using
the method presented by Ewert et al. (2012). I fitted the following biquadratic func-
tion to all the along-track data in the segment to approximate the local ice surface

topography:

AS; = ag + a1z; + agy; + asxi + ayziy; + asy; + agriy; + ariy? + agriy? o (3.8)

where 7 is the counter (i = 1, 2, 3, . . ., N). N denotes the number of height
measurements within the along-track segment. x and y are the location of the height
measurement. This polynomial is used to account for the height differences due to
surface topography between the individual height measurements (Ewert et al., 2012).
As mentioned earlier, this method is susceptible to track constellation correlation
(Serensen et al., 2011; Ewert et al., 2012). T tested for this correlation and, if present,

the surface slope estimate was removed and I used the interpolated surface slope
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value from the crossovers.

I also compared all along-track surface slope estimates to the crossover interpo-
lated estimates and, if they were in agreement (1-sigma), the along-track estimate
was used. If there was agreement, I was confident that the across-track surface slope
signal had been separated from the dH/dt signal. If this is not the case, I compared
the along-track surface slope estimate with the two along-track estimates before and
after (~1 km in either direction) . If there was no along-track constellation correla-
tion and the estimates were in agreement (1-sigma), T used the along-track derived
estimate. Otherwise I used the interpolated crossover estimate. This combination of
methods increases the surface slope correction resolution, which is low when using
only crossovers, while maintaining a higher accuracy than just using the along-track
data. I define this as the combined surface slope correction method.

This is repeated segment by segment along all of the ground-tracks. The slope
uncertainties were propagated into the height estimates, which in turn are propa-
gated into the final dH/dt for each segment. The results of my along-track method
are shown in Section 3.4.3. The accuracy of my slope correction method is discussed
in Section 3.4.1.

This method is similar to that of Schenk and Csatho (2012), who also linearly
interpolate their surface slope parameters along-track. They, as well as other along-
track plane-fitting methods (e.g. Howat et al.; 2008; Smith et al., 2009; Moholdt
et al., 2010; Sgrensen et al., 2011; Zwally et al., 2011a; Ewert et al., 2012), assume
that surface shape does not change over 1 km scales. My method does not make this
assumption and allows the surface shape to vary, which is the case near the margins

of the ice-sheets, where the most change is occurring.
3.3 Interpolation methods

In this section I discuss four different interpolation methods that have been used in
the literature to interpolate between measurements of height (Brenner et al., 2007;
Gunter et al., 2009; Pritchard et al., 2009); being Nearest-neighbour interpolation,

Delaunay triangulation with linear interpolation, Geo-statistical analysis: Ordinary
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Kriging and Green’s function spline interpolation. I discuss each method’s strengths
and weaknesses, to give the reader a good theoretical foundation of the interpolation

method used in this study.

3.3.1 Nearest-neighbour interpolation

The nearest-neighbour interpolation is the simplest and fastest method used to in-
terpolate regular and irregular positioned points. There are many different ways of
implementing this method and, for this study, an inverse-distance weighting algo-
rithm was used. The distances are calculated between the node and all data points
within a specified search radius (500 m in this study) and time interval (~33 days
in this study), the closest points (10 points in this study) are used in the interpola-
tion. Data points that are closer to the node are given greater importance and their
contribution to the final estimate is therefore greater (Lu and Wong, 2008). The
estimate is determined by calculating weighting factors, which are inversely related

to the distance and the search radius:

1 _ )
w; = W’ 1= ]_,4?\' (39)

where d is the distance from the node and sr is the search radius. The estimated

height, H* is found from:

mn

H* =) (wih;), i=1,N (3.10)

i=1
where h; are the original height values and,
Y (wi) =1 and w; = f{d;} (3.11)

i=1

This is one of many inverse-distance weighting algorithms, the simplest being:

wi=—,i=1,N (3.12)

where an exponent can be added to d; to increase the importance of points closer



to the point of interest.

The interpolation uncertainty is calculated for each grid node as a function of
both the variance of the height measurements and how close they were to data
points. Consequently, grid nodes that were closer to repeat-tracks were well deter-
mined and had lower uncertainties, while grid nodes far away from repeat-tracks
were poorly determined and therefore had greater uncertainties. This relationship
between distance and uncertainty is the same for most interpolation methods, even
though their accuracy does vary as shown in Section 3.4.

There are number of disadvantages to this method. Firstly, the choice of weight-
ing function is arbitrary and, if the properties of the underlying surface are not well
understood, this can introduce ambiguities (Burrough, 1986). Secondly, the interpo-
lation can be biased by unevenly distributed height measurements, especially when
there are clusters of points (Hu, 1995). This situation leads to anisotropy where each
point in the cluster will receive nearly the same weighting, creating an artificially
large weight that is directionally dependent (Tomczak, 1998). Lastly, the inverse-
distance weighting method by its very nature is a smoothing/averaging technique
and therefore maximum and minimum values can only occur where there are actual

data points (Burrough, 1986).

3.3.2 Delaunay triangulation with linear interpolation

Delaunay triangulation is one of many different triangulation techniques. Triangu-
lation is broadly defined as the segmentation of a surface into group of triangles,
where each triangle’s side should be entirely shared by two contiguous triangles.
The Delaunay triangulation, like other triangulation algorithms, creates a triangu-
lar mesh of planes which connects the data points inside the area of interest. What
makes this algorithm unique is the way in which the triangles are created. A circle
is placed over the triangle, which intersects each of the three corners of the triangle,
this circle is known as a circum-circle (Figure 3.11). For a triangle to be categorised
as a Delaunay triangle, it must satisfy the “empty circle property” (Shewchuk, 2002),

being that no data points other than the three points that make up the triangle are
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Figure 3.11: The triangle on the left is a Delaunay triangle as it has no other data
points except vertices in the circum-circle and it therefore satisfies the “empty circle
property”. The triangle on the right is not a Delaunay triangle as there are other
data points in the circum-circle.

A

Figure 3.12: The triangular mesh on the left is not a valid Delaunay configuration,
as the AEC triangle has another data point in its circum-circle as seen in the right
hand figure.

allowed to be inside the circum-circle (Figure 3.11). The triangular mesh shown
in Figure 3.12 is an example of an invalid configuration as the AEC triangle does
not satisfy the “empty circle property” and is therefore not a Delaunay triangle.
When the AC edge is flipped to DE edge a valid Delaunay triangulation is created
(Figure 3.13).

There are a number of different algorithms that can yield valid networks of
Delaunay triangles. The goal of these algorithms is not only to create valid networks
but also to maximise the minimum angle of all the triangles to minimise the number
of acute triangles in the triangular network (De Berg et al., 2008). This leads to more
accurate estimates. Figures 3.12 and 3.13 show an example of the flip algorithm,
it is the most simplistic and intuitive method, however it is also very slow when

applied to large datasets (Shewchuk, 2002).



Figure 3.13: The invalid triangular configuration in Figure 3.12 is made valid by
flipping the AC edge to the DE edge as seen on the left hand side. It therefore
satisfies the “empty circle property” as seen on the right.

Other algorithms include the incremental (Watson, 1982), sweepline (Fortune,
1987), sweephull (Sinclair, 2010) and divide and conquer methods (Shewchuk, 1996).
Each method has its strengths and weaknesses. In this study, I used the Shewchuk
(1996) divide and conquer method of Delaunay triangulation, as this algorithm is
the fastest and most robust of the Delaunay triangulation methods.

The advantage of using the Delaunay triangulation method is, firstly, it is an
exact estimator, as the height measurements are part of the triangular surface and
therefore the method honours the original data points (Hu, 1995). Secondly, as
this method does not have a smoothing effect like nearest neighbour interpolation
technique, it performs well over surfaces with substantial relief features. It is able to
maintain the structural integrity of features such as valleys, ridge lines, peaks and
troughs ete. (Hu, 1995). It is also faster at representing surfaces as it requires less
points to do so than other methods (Hu, 1995).

The Delaunay triangulation method also has some disadvantages. As it is an
exact estimator it can only estimate heights within the triangular mesh and cannot
extrapolate outside of this domain. This can be a problem near the boundary of a
dataset, where there are no triangles. Consequently, when using Delaunay triangu-
lation to estimate heights on a regular grid, the grid must fit inside the triangular
network. Furthermore, the surfaces created by Delaunay triangulation can have a

jagged appearance as no smoothing occurs. This can also lead to discontinuous
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slopes at the edges of triangle or outlier height points (Hu, 1995).

In this study, Delaunay triangulations are applied to all the simulated ICESat
data, which creates triangulated irregular networks (TINs). TINs are long thin
triangular mesh networks that follow the ICESat ground-tracks and do not form
triangles between distant ground-tracks. It is important not to triangulate the
regions between distant ground-tracks as this will produce long, acute triangles that
do not represent the true surface properly. As mentioned earlier, estimates can only
be obtained for points within a given triangle, which means Delaunay triangulation
method does not work with my gridded along-track method (see chapter 4, for more
details on this).

The method does work well over crossovers, where a TIN was created using data
points within an 800m radius. This search radius is larger than that of the nearest-
neighbour interpolation method to make sure that all points of interest are within
a corresponding TINs triangle. The estimate is calculated by linearly interpolating
across that triangular surface. The interpolation uncertainty is estimated for each
node using the three height measurements and their distance from the estimated

point.

3.3.3 Geo-statistical analysis: ordinary kriging

Geo-statistical methods for interpolation and extrapolation of irregularly spaced
data are also known as kriging methods. Kriging covers a family of methods based
on the principle of unbiased least-squares optimisation and is generally introduced
in a probabilistic framework (Matheron, 1963; Journel and Huijbregts, 1978). It
can however be viewed as a numerical interpolation technique (Herzfeld, 1992).
Assumptions about degree of stationarity of the variable (in this case surface height)
or an underlying trend can be included in the unbiased estimates (Hock and Jensen,
1999; Herzfeld et al., 2008).

Kriging consists of two steps: (1) an analysis of the spatial structure of the data,
where experimental semi-variograms are calculated and then the variogram models

are derived; (2) kriging estimation including interpolation and extrapolation.

|
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First, an experimental semi-variogram was calculated according to:

mn
v (h) = LZ [2(2) — 2(z; + h)]? (3.13)
2n(h) 4
i—
where z(z;) and z(z;+h) are the measurements at locations x; and z;+h respectively
and n(h) is the number of pairs separated by the vector h. The experimental semi-
variograms are calculated by binning the variances of height measurements by their
distance and then fitting an analytical variogram model. A variogram model was
chosen which best explains the transition from closely neighbouring samples with
a higher degree of co-variation to reduced co-variation typical of samples farther
apart (Olea, 1999). There are a number of authorised variogram models available
and each has its own unique function type and varies depending on the choice of
parameter values. Each model has certain mathematical requirements that have to
be met, so each model has it own distinctive solution(Olea, 1999).

The main variogram model used in my study is the Gaussian model:

2
y(h) = Co+ C{1 — e:c-p(—%)} when h > 0 (3.14)

where 7 is the semi-variogram and h the distance between the two points of interest.
The parameter a represents the so-called “range of influence” of the semi-variogram.
(' is the sill (the point at which samples are “independent” of one another), (Y is
the nugget effect, which is of little importance in this study, due to its extremely
small size (Clark and Harper, 2000).

In the kriging method termed ordinary kriging, the value 2y = z(xg) at the point

xo 1s estimated by:

Zp = Zos!—zi (315)
i=1

where «; are the weighted kriging coefficients and z; = z(z;) are the measurements

at locations x;(i = 1,...,n) in a neighbourhood of the point being estimated .
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The weighted coefficients are determined so that the estimation error has minimum
variance and the estimation is unbiased, which requires the following condition to

be true:

Zaf:— =1 (3.16)

i=1

The kriging system solution is obtained using the best fitting variogram model
(combination of mathematical model and parameter values) as specified earlier (For
a complete derivation of the kriging method, see Cressie (1992); Olea (1999)).

If there is an inherent regional trend apparent in the data, universal kriging
may be used which differs from ordinary kriging in its use of the “unbiasedness”
condition (Eq. 3.8). The “unbiasedness” condition of universal kriging takes into
account a locally variable trend, also called drift (Olea, 1999). Herzfeld et al. (2008)
found that ordinary kriging was better suited for interpolation of altimeter data
than universal kriging, because the drift modelled by a polynomial component in
the higher order universal kriging methods creates artifacts in the gaps between
distant ground-tracks.

The advantage of using kriging to interpolate surface height, is that the uncer-
tainty can be estimated directly. Kriging is an optimal interpolator and therefore
estimates have minimum variances and are also unbiased. The variances can also
be plotted in the same fashion as that of the estimates and therefore a measure
of confidence can be obtained when a specific distribution is assumed (Hu, 1995).
Kriging has an extremely useful property known as declustering, where points that
are in a cluster are treated as the same point and are weighted as such. This helps
to minimise the effect of anisotropy, which is problematic in nearest neighbour in-
terpolation.

The major drawback to kriging is its strong reliance on the variogram model.
The choice of variogram model is guided primarily by the best least-squares fit and
not the actual processes which underpin the spatial variation in the region. It is
therefore often difficult to assess how well it truly represents the spatial correlation

in the area of interest. By its very nature, kriging is basically a smoothing interpo-



lation technique that behaves much in the same way that a filter does (Hu, 1995).
Its strength therefore lies in observing general spatial trends and minimising the
likelihood of erroneous or large oscillations in surface height estimates. Conversely,
it does not perform well when the data presents abrupt breaks, peaks or troughs,

such as one might find in glaciers and outlet flow regions.

3.3.4 Green’s function spline interpolation

One of the most popular methods to obtain height estimates involves using splines to
fit a minimum curvature surface to the available data (Wessel, 2009). While effective,
this method does not perform well when using data with outliers or sudden and
erratic changes in height (Wessel and Bercovici, 1998). Under these conditions, the
method introduces extraneous inflection points resulting in large oscillations between
the data points used to constrain the surface or curve (Wessel and Bercovici, 1998).
This issue can be corrected by adding tension to the surface or curve, a process
called continuous curvature splines in tension (Wessel, 2009).

I used the Green’s function spline interpolation method first presented by Wessel
and Bercovici (1998). The method works by creating an interpolated surface from
a linear combination of Green’s functions at each data point in the domain. The
linear combination is determined by calculating the Green’s function for all distances
between the estimated point and all the available data points (Wessel, 2009). The
contribution of each of these Green’s functions is weighted by a scale related to the
data point in question and then summed to obtain the final height estimate at that
point (Sandwell, 1987; Wessel, 2009).

Formally, the Green’s function spline surface, w(x) , can be expressed as:

w(x) =T(x) + Z a; 9(x,x;) (3.17)

where x is estimated point location, T(x) is a trend function that removes either a
regional trend associated with the data or any processes that cannot be expressed
with Green’s functions, in the later case this is generally a constant (Wessel, 2009).

g is the Green’s function, x; is the position of the jth data point and o; are the
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associated unknown weights (Wessel, 2009).
The a; unknown weights are determined by evaluating Eq. 3.10 at all the data

point locations (1,n):

w(x;) = Z a;9(xi,x;), j=1Ln (3.18)
=1

This yielded a n by n square linear system which is solved for a; (Wessel, 2009).
The Green’s function must satisfy the inhomogeneous partial differential equation

(Wessel, 2009):

V2 V2 —p?] g(x, x)=0(x—x) (3.19)

where V? is the Laplacian operator, ¢ is the Dirac Delta function, and p is the
tension (Wessel, 2009). When solving Eq. 3.12, V2 and 6 must be expressed in the
appropriate coordinate system (Cartesian for this study). This results in a different
Green’s functions g(x, x’). As the splines are in tension it is a prerequisite of the
method that derivatives higher than the curvature should exist and be continuous
as well (Wessel and Bercovici, 1998; Wessel, 2009). There are a number of different
Green’s functions for splines in tension used in the literature. I used the Green’s

functions published by Wessel and Bercovici (1998) for p > 0:

g(x,x) = (1/px)(e ™ = 1) + 1 (3.20)

and its gradient:

Vgl x)| = (1/p <) e = 1(p x| + 1) + 1 (3:21)

Wessel (2009) recommends a moderate p value for topographic data and, for
this study, I tested a series of p values (see section 3.2.1). It is recommended that
the input is normalised before the Green’s function method is applied. After the
linear system has been solved, the trend (if one was present) and normalisations are
recovered for the final output values (Wessel and Smith, 2013). An uncertainty is

also calculated, again using the standard deviation and distances between the data



points and the estimated point.

There are a number of advantages to using the Green’s function spline interpo-
lation. Firstly, as there are no requirements for a regular input or output grid, one
is free to choose the output geometry (Wessel, 2009). Secondly, the interpolation
can be constrained not only by surface heights but also surface slopes, making it
very flexible (Wessel and Bercovici, 1998). Lastly, the method is able to extrapolate
height points outside of the data domain, making it especially useful when applied
to the sparse along-track ICESat data.

The major disadvantage of this method is that, even with tension applied, nu-
merical instabilities can occur when the ratio of the minimum point separation to
the maximum point separation is large (Wessel and Bercovici, 1998). In the rare
occasion that this occurs, the uncertainty is generally large as it is calculated in
part using the distances between data points and the estimate point. Due to the

method’s versatility, it is applied to both crossover and along-track data.

3.4 Results and Discussion

I sampled my simulated surfaces using actual ICESat repeat-tracks to create
three simulated ICESat height datasets, each with a different noise level. Each
height measurement retained its exact location and time of measurement, only the
height value was simulated. These datasets allowed me to test whether my gridded
crossover approach was more accurate than the standard campaign crossover method
and to determine which interpolation technique performed the best when used in
conjunction with the two crossover analysis methods. I could also assess how well my
gridded approach was able to estimate heights and surface slope corrections for the
along-track data. Finally, I could assess how accurately I had estimated the slope
at crossovers and how closely these estimates of surface slope, once interpolated

along-track, resembled the cross-track surface slope at along-track segments.
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3.4.1 Assessing accuracy of crossover and interpolation meth-

ods

From the simulated dataset, I first identified all the campaign and mission
crossover locations. To reiterate, the mission crossover is the central location of
all the campaign crossovers with a crossover region. I then determined the “true”
dH/dt of the crossover region by sampling the simulated surface, and calculated
dH/dt for the crossover region. For the gridded method, T sampled the surfaces
using the grid nodes placed over all the campaign crossovers. I then applied the
gridded crossover approach to calculate dH/dt from the simulated heights, as ex-
plained earlier in section 3.2.2. I determined the error in the approach by differencing
the estimated dH/dt from the simulated dH /dt.

In the case of the standard campaign method, I sampled the heights for both the
ascending and descending repeat-tracks from the simulated surfaces. These heights
were interpolated to the campaign crossover location. I then differenced the heights
to obtain the dH for the campaign crossover. The dH estimates were converted
into dH/dt by using crossover times linearly interpolated from each ascending and
descending repeat-track (Gunter et al., 2009). As the “true” dH/dt is known from
the simulated surfaces, I differenced the dH/dt estimate and the simulated dH/dt
to derive a measure of the error of the estimate.

The result for each method is an interpolated dH/dt estimate, a simulated dH /dt,
the error (the difference between the simulated and the estimated value) and an
uncertainty, for each crossover location. For the gridded crossover method, I tried
four different interpolation methods; nearest-neighbour interpolation (see Lu and
Wong, 2008), Delaunay triangulation with linear interpolation (see Shewchuk, 2002),
Ordinary kriging (see Olea, 1999) and Green’s function spline interpolation (see
Wessel, 2009). For the campaign crossover method T used only linear interpolation
and Green’s function spline interpolation, as the other interpolation methods were
unsuitable for this case.

3.4.1.1 Results: gridded approach to crossover analysis
The use of a static mission grid approach showed that the Green’s function spline
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interpolation method (GRID-GFSI) was the most accurate interpolation technique
when used on all three surfaces (Figure 3.14). 88.7%, 84.8%, 83% of crossovers had
rate error less than 5 mm/yr for the LSHV, MSHV and HSHV surfaces, respec-
tively (I chose the maximum dH/dt target error to be 5 mm/yr as this produced a
dM/dt error which was the approximate average of the dM/dt uncertainties collated
by Shepherd and Wingham (2007)). Delaunay triangulation with linear interpola-
tion using the gridded approach (GRID-DTLI) was the next best approach with
85.4%, 81.8%, 78.3% of crossovers having a rate error less than 5 mm/yr for the
LSHV, MSHV and HSHV surfaces, respectively. It generally performed as well as
the GRID-GFSI approach; however, when few data points were available, the tri-
angles created were very large and the weakness of using a basic method like linear
interpolation became apparent. Nearest-neighbour interpolation using the gridded
approach (GRID-NNI) was outperformed by GRID-DTLI, except with the HSHV
surface, where they performed equally: 76.8% and 77.7% respectively with a rate
error less than 5 mm/yr.

Ordinary Kriging using the gridded approach (GRID-OK) performed least well
with much larger rate errors (Figure 3.14). Ordinary Kriging uses a model of dis-
tance variability (semi-variogram) and assumes that the data is normally distributed,
which works well when using larger more uniformly distributed datasets. The range
of the variogram model was chosen to be 50 km. I also tried using a variogram
model for the whole site and with much smaller ranges, but found that the 50 km
range worked best.

The selection of a well fitted variogram model is paramount for the kriging pro-
cess and requires a detailed understanding of spatial properties of the variable and
the ability to visually interpret the fit of the model (Hock and Jensen, 1999; Herzfeld
et al., 2008). In this study I was unable to visually inspect every variogram (as there
were thousands), and therefore I relied on an automated process which fitted each
variogram model to the data and found the best fit. It is clear that kriging is best
suited for creating dH/dt surfaces for entire ice sheets as, by working with residuals

instead of absolute values, the data can be assumed normally distributed. I found it
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Figure 3.14: Percentage of dH/dt estimates below a given rate error when comparing
gridded campaign crossover dH /dt estimates to dH/dt simulations using the LSHV,
MSHV and HSHV surfaces. Four interpolation methods are applied to each surface,
Green’s function spline interpolation (GFSI), Delaunay triangulation with linear
interpolation (DTLI), Nearest-neighbour interpolation (NNI) and Ordinary Kriging
(OK).
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Figure 3.15: Comparison of estimated dH/dt rates, using the gridded crossover
method, with regards to simulated dH/dt. A) dH/dt estimates with regards to the
LSHYV surface dH/dt. B) dH/dt estimates with regards to the MSHV surface dH/dt.
C) dH/dt estimates with regards to the HSHV surface dH/dt. All four interpolation
types where used (GRID-DTLI, -GFSI, -NNTI and -OK). GRID-GFSI had the lowest
RMS of all of the interpolation methods, regardless of SHV surface.
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is unable to accurately estimate heights at the level of tens to hundreds of metres.

As another measure of uncertainty I looked at the linear relationship between
simulated and estimated uncertainties. I calculated the RMS for interpolation meth-
ods and simulated surfaces as seen in Figure 3.15. The RMS results mirror the
errors obtained when differencing the simulated dH/dt with the estimated dH/dt
as shown above. GRID-GFSI had the lowest RMS values for all surfaces, followed
by, in increasing order of RMS, GRID-DTLI, GRID-NNI and GRID-OK. Moholdt
et al. (2010) also calculated a RMS for their crossover method, obtaining a mean
uncertainty of 0.20 m y!which is similar to the RMS of 0.258 m y! obtained when
I compare the GRID-GFSI method dH/dt estimates to the dH/dt’s of the MSHV
surface (Figure 3.15b). When comparing these results, it should be noted that Mo-
holdt et al. (2010) obtained their RMS estimate by comparing their ICESat height
estimates with glacier DEM’s that had previously been obtained, as opposed to my
comparison with simulated data. Furthermore, they used only used 329 crossover
locations over the Svalbard archipelago, which is mountainous, while T used 3880
crossovers (an order of magnitude greater) of which a large proportion are located
in the interior of East Antarctica, which is mostly flat. It is therefore questionable
whether a true comparison can be made, nonetheless it is reassuring that both my
and their RMS results are similar and follow a basically linear relationship.

The distribution of errors across the study site were not equal and Figure 3.16¢
shows that errors from the GRID-GFSI were generally low in the interior, but in-
creased near the coastline and in the vicinity of rock outcrops and mountains. The
estimated uncertainties generally follow the same trend as the errors, however, they
did over-estimate the error, especially close to the coastline and rocky terrain (Fig-
ure 3.16d). Nonetheless, the similarity between the error and the uncertainty sug-
gests that, when the gridded crossover method is applied to simulated height data,
the estimated uncertainties represent well the actual level of interpolation error.

3.4.1.2 Results: campaign crossover analysis

The campaign crossover method at first glance appears to perform as well as my

gridded approach in replicating the dH/dts of the simulated data (Figure 3.17a).
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Figure 3.16: The distribution of interpolation errors and uncertainties for the stan-

dard campaign crossover method (A, B), gridded crossover method (C, D) and
gridded along-track method (E, F). Green’s function spline interpolation used.
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Green’s function spline interpolation (CC_ CC-GFSI) was more accurate than linear
interpolation (CC_CC-LI) when applied to the LSHV and MSHV surfaces. Using
CC_CC-GFSI on the MSHYV surface resulted in 95.2% of crossovers having a rate
error (the error in estimating dH/dt) less than 5mm/yr, while 85.7% of crossovers
had a rate error of less than 5mm/yr when using CC_CC-LI on the same surface.
Both methods performed equally when applied to the high variability surface, with
CC _ CC-GFSI and CC CC-LI approaches having 47.1% and 46.2% of rates with
errors less than 5mm /yr, respectively.

There is, however, one concern which puts these results into a different light. As
mentioned earlier, the campaign crossover positions are not fixed. Therefore, even
though the estimate of dH is very accurate at the campaign crossovers, the overall
estimate of dH takes place at a different location each time. To assess the effect
that changing location has on dH/dt, I compared these results to the simulated
dH/dt for the crossover region. The rate error between the dH/dts estimated using
the campaign method and the simulated dH/dts was large (Figure 3.17b). The
CC_GRID-GFSI approach only has 60.7% of crossovers with a rate error less than
5mm /yr, when using the MSHV surface. This example shows that dH/dt can and
does vary spatially across crossover regions (the area that includes all the campaign
crossovers) and, consequently, this has a considerable effect on estimating rates
of change of height. This comparison highlights the weakness of the campaign
crossovers method’s assumption that height change signals do not vary greatly in
the crossover region.

The campaign method errors, as presented in Figure 3.17a, are much larger than
those of the gridded crossover method. The errors still follow the basic pattern of the
gridded crossover method, with lower errors in the interior and greater errors close to
the coast and rocky terrain. However, larger errors are far more prevalent, extending
further inland than with the gridded crossover method. The uncertainties generally
over-estimate the errors and there are some large inconsistencies between the two
statistics (Figure 3.16b). The most obvious difference is found along the northern

coast of Enderby Land, where the errors are at times larger than the uncertainties
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standard campaign crossover dH/dt estimates with standard campaign crossover
dH/dt simulations b) standard campaign crossover dH/dt estimates with gridded
crossover dH/dt simulations.



(Figure 3.16a).
3.4.2 Assessing accuracy of surface slope estimates at gridded

crossovers and along-track

To obtain the most accurate estimates of surface slope I used DEMs derived
from the GRID-GFSI method as it was found to perform the best as seen in Section
3.2.2. The differences between the estimated surface slopes at crossovers, calculated
for simulated surfaces and estimates from the GRID-GFSI method, were generally
small with ~82.7% of surface slope differences well below 0.01° and the mean surface
slope difference being 0.012° (Figure 3.18a). This amounts to only a ~1.7 ¢cm height
error over 100 m, which gives confidence that the surface slope and aspect could
be accurately estimated, in most cases, directly from the observations at crossovers.
The slope differences were generally smaller in the interior (~93.4% < 0.005°, mean:
0.0024°), where surface slopes were lower and greater around the margins (~75.3%
< 0.01° , mean: 0.026°), where slopes were larger (Figure 3.18b).

Figure 3.19a shows an example where the difference in surface slope between
the interpolated data and simulated data is very small. In the case of high spatial
height variability, there is also large variability in the surface slope and aspect,
leading to larger surface slope differences across the crossover, and the mean surface
slope does not represent the variations in surface slope occurring at the crossover
(Figure 3.19b). The height errors in these cases, as a result of surface slope over 100
m, were ~1.2 mm (Figure 3.19a) and ~143.4 mm (Figure 3.19b), respectively.

I also calculated the RMS between simulated and estimated slopes for both the
GRID-GFSI and AT-GFSI methods (Figure 3.20). The linear relationship between
the simulated and estimated slopes is clear, with an RMS of 0.542° and 0.948° when
using the GRID-GFSI and AT-GFSI methods, respectively. These RMS result are
similar to those of Moholdt et al. (2010), who obtained a 0.58° and 1.24° for their
crossover and along-track methods, respectively.

Height errors as a result of crossover surface slope were found to be small over
most of the study region when using the GRID-GFSI method (Figure 3.21a). Errors

were smaller in the interior and larger along the coast and on rocky terrain. The
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Figure 3.18: a) Surface slope difference (error) between estimated and simulated
surface slope. b) Spatial distribution of the surface slope error.
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Figure 3.19: a) a crossover where difference between the estimated and simulated
surface slope is small b) a crossover where difference between the estimated and
simulated surface slope is large.

associated uncertainties were in general agreement with the errors, however, the
uncertainties tended to overestimate the errors (Figure 3.21b).

To determine how well I can derive cross-track surface slope for along-track
segments, I calculated the cross-track surface slope at each along-track observation
point using the combined surface slope correction method described in Sections
3.2.3 and 3.2.4. T then calculated the error (the difference between my combined
method and simulated cross-track surface slopes) in cross-track surface slope at each
along-track grid node, and the height error introduced by the surface slope error over
a distance of 100 m (Figure 3.22a). This distance is the approximate average distance
between the centre of all the repeat-tracks and the outermost repeat-tracks. It is
therefore a measure of the likely maximum height error due to cross-track surface
slope, as many repeat-tracks were much closer than 100 m to the centre of the
along-track segment.

As the height errors introduced by changes in surface slope are unknown when
using actual ICESat data, a robust estimate of the error is required. I found that
the height uncertainties derived from my cross-track surface slope uncertainties were
the same magnitude as the height errors, and therefore a good approximation of the
“true” height errors derived from my cross-track surface slope errors (Figure 3.22a).

There is, however, some spatial divergence between the error and the uncertainty
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ity. All height errors and uncertainties are calculated 100 m away from the centre
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across the study site (Figures 3.21c and 3.21d). This difference can be attributed
to the interpolation of surface slope between two crossover points, where the uncer-
tainty is a function of the distance between these points. Consequently, when the
interpolated crossover surface slope estimates are used, the uncertainty increases
along-track as the estimations move further away from the crossovers, with a max-
imum at the midpoint of the two crossovers (Figure 3.21d). The error does not
adhere directly to this spatial relationship, although surface slope errors are gener-
ally smaller closer to crossover locations, where there are more height measurements
present.

I propagated the height errors due to cross-track surface slope and interpolation
into the dH/dt estimates and found that the dH/dt errors introduced due to cross-
track surface slope error were an order of magnitude larger than those introduced
by interpolation. Figure 3.22b presents this relationship as a ratio of the percentage
of errors, binned into 5 mm /yr increments. This is reflected in the ~10.1 ¢m mean
dH/dt error due to surface slope, which is far greater than the ~9.3 mm mean dH/dt
error due to interpolation. This confirms that height errors due to cross-track surface
slope can introduce a considerable amount of error into the final estimate of dH/dt
for each along-track segment. Figure 3.23 shows the distribution of slope error and
uncertainty. The uncertainty generally overestimates the true error and uncertain-
ties are generally higher near the coast. This is not surprising, as my combined
slope method has be tuned to increase uncertainty exponentially as we move further
away from crossovers. Near the coast, crossover density is low thus increasing the
distance between the crossovers, which in turn increases the uncertainty. It is clear
that slope correction uncertainty is considerable and needs to be fully propagated

into the final uncertainty estimates in satellite altimetry studies.
3.4.3 Assessing accuracy of the gridded along-track method.

To test the accuracy of my along-track Green’s function spline interpolation
method (AT-GFSI), I calculated the dH/dt using the simulated surface for each
segment. The difference between the estimated and simulated dH/dt quantifies

the estimate of rate error for each along-track segment. All the height estimates
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Figure 3.23: The distribution of dH/dt a) errors and b) uncertainties due to surface
slope variability.

were corrected for surface slope, using my approach described in Section 3.2.4. As
expected, the results of the AT-GFSI method were less accurate than the gridded
crossover estimates and I found that only 57% of along-track segments had a rate
error of less than 5 mm /yr, whereas 84.8% of gridded crossovers had a rate error of
less than 5 mm/yr (Figure 3.24a).

This difference in accuracy is not surprising as the crossovers have two repeat-
tracks intersecting each other, which improves the interpolation accuracy. Further-
more the need for crossover surface slope correction adds another level of complexity
to the along-track analysis, which is not the case for crossovers. I confirmed this
by comparing the rate errors derived in crossover regions using both intersecting
repeat-tracks and then using single repeat-tracks. The difference is considerable:
when only one repeat-track was used to estimate the dH/dt, ~62% of rate errors
were less than 5 mm /yr, compared to 84.8% when both repeat-tracks were used (Fig-
ure 3.24b). Clearly, having two intersecting repeat-tracks improves the accuracy of
the dH/dt estimates in crossover regions.

The RMS estimates for the along-track method, were 1.424 m y'and 6.732 m y!,

for the AT-GFSI and AT-NNT methods, respectively (Figure 3.25). The AT-GFSI
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Figure 3.25: Comparison of estimated dH/dt rates with regards to simulated dH/dt.
Rates where calculated using both the AT-GFSI (red dots) and AT-NNI (black dots)
methods. The AT-GFSI RMS of 1.424 m y! is smaller than the AT-NNI RMS of
6.732 m y!, showing the latter method to being more accurate.

results were strongly linear however there appears to by a systematic error present
in the estimated dH/dt results for the AT-NNI method, which presents itself as a
horizontal line passing through the zero on the y-axis of (Figure 3.25). Again the
results are similar to Moholdt et al. (2010), who obtained a RMS of 1.24 m y!,
however I used ~400,000 comparisons for my analysis, while Moholdt et al. (2010)
used ~9000 points for their comparison.

The distribution of errors of the AT-GFSI method across the study site again
follows the same trend, where errors are generally smaller in the interior and greater
around the margins and rocky terrain (Figure 3.16¢). There are some large errors
present along some of the ground-tracks in the interior: the cross-track location of
the repeat-track in this region were found to be further apart than in other regions.

This decreases the accuracy of the interpolation (fewer data points over a greater
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distance) and introduces a greater surface slope bias. The uncertainties follow a
similar spatial pattern to the errors, although they again tend to overestimate the

magnitude of the error (Figure 3.16f).
3.4.4 Gridded crossover versus along-track dH /dt uncertain-
ties

Now that I had a relatively good estimator of the height error due to cross-
track surface slope, I propagated the cross-track surface slope uncertainty into the
final AT-GFSI dH/dt uncertainty. These uncertainties also included the previously
calculated interpolation and regression uncertainties. The final weighted dH/dt un-
certainty was ~+8.3 cm/yr for the whole study site. Around the coastal margins of
the site the weighted dH/dt uncertainty was much higher (~+34.7 cm/yr), while in
the interior it was much lower (~+2.1 cm/yr). Approximately 90% of uncertainties
were well below 10 cm/yr.

Using just the GRID-GFSI method, the final weighted dH/dt uncertainty was
~=+1.7 em/yr for the whole study site. Again dH/dt uncertainties were greater
around the margins (~£12.5 cm/yr) and smaller in the interior (~20.7 cm/yr). The
GRID-GFSI uncertainties followed the same pattern as the AT-GFSI uncertainties,
however, ~90% of uncertainties were well below 3 c¢cm/yr. This results show that
the gridded crossover method is more accurate than the gridded along-track method.
This is not surprising as crossovers have twice the height measurements and no need
for across-track slope correction. Furthermore, due to the orbit of ICESat, more
crossovers occur in the centre of the Antarctic continent than along its margins.
Consequently, we would expect uncertainties to be lower as less change is occurring
in the interior of Antarctica. This highlights the deficiency of the gridded crossover
method, in that we are most interested in what is happening along the margins as
this is where most of the ice loss is occurring. Therefore, even though the gridded
along-track method is not as accurate, it is still very useful and should be used in

conjunction with the gridded crossover method.
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3.5 Conclusions

I have tested the accuracy of my ICESat data analysis methods, the gridded
crossover method and the gridded along-track method, using a simulated ICESat
dataset. I found that, regardless of the analysis type and simulated surface used,
the Green’s function spline was the most accurate interpolation method with the
lowest errors and uncertainties (Figures 3.14 and 3.24). I are not aware of this form
of interpolation having been used in the estimating of ICESat dH/dt and I present
it as an accurate alternative to previously used methods.

I devised a new approach to deriving height estimates at crossover regions, in-
troducing a crossover grid of nodes on which heights are interpolated. My grid-
ded crossover method was found to be more accurate than the standard campaign
crossover method often used in previous studies (Zwally et al., 2005; Smith et al.,
2005; Brenner et al., 2007; Gunter et al., 2009; Moholdt et al., 2010) (Figures 3.16
and 3.17). The static nature of the grid allowed me to estimate heights at the same
location through time, which had not previously been the case. It also allowed me
to estimate a DEM directly from the data without having to make any assumptions
about the variation of dH/dt in the crossover region. I was able to mitigate the effect
of interpolation by down-weighting height estimates that were not well constrained,
which in turn minimised their contribution to the final dH/dt estimate (Figure 3.9).
This allowed me to estimate slope at crossovers with some confidence.

My novel gridded crossover method is by no means ideal and suffers from the
some of the deficiencies of the above methods, however it does allow me to create
small DEMs at crossovers, which in turn lent themselves well to estimating surface
slope. By using the crossovers as regions to verify the biquadratic along-track es-
timates of surface slope, I maximised the accuracy of the surface slope estimates,
while minimising the inherent surface slope bias present in the ICESat data.

dH/dt estimates at crossovers were generally more accurate than rates estimated
from along-track segments, where only one repeat-track is available for the interpo-
lation /surface fitting. Nonetheless the gridded crossover method uses only a small

part of the ICESat dataset, whereas the along-track methods uses all of the data,
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making it a more complete method in terms of coverage. I believe my gridded
crossover method is still a very useful tool as it can be used to help validate the
less accurate along-track dH/dt estimates. Moholdt et al. (2010) also used their
campaign crossover method for this same purpose.

Previously, the problem of cross-track surface slope has been dealt with by es-
timating the slope and removing it from the height estimates, using either a low
resolution “independent” DEM (Slobbe et al., 2008; Sorensen et al., 2011) or some
kind of surface created from close lying along-track ICESat data (Howat et al.,
2008; Smith et al., 2009; Moholdt et al., 2010; Sgrensen et al., 2011; Ewert et al.,
2012). These approaches all suffer from the fact that there are no truly independent
DEMs for Antarctica with a resolution required for slope correction. This problem
is currently insurmountable and will be dealt with in upcoming missions such as
ICESat-2.

The mean uncertainty budget for both the surface slope correction and inter-
polation correction, when using the AT-GFSI method, is ~+8.3 ¢cm/yr. All other
interpolation methods had much greater uncertainties. This highlights that the
choice of analysis method, interpolation type and surface slope correction method
can have a large effect on the overall accuracy of dH/dt, while also showing that it

is important to include a measure of uncertainty that reflects these choices.
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Chapter 4

Rates of ice height and mass changes
in Enderby, Kemp, MacRobertson &

Dronning Maud Lands and the East

Antarctic interior.

4.1 Introduction

The Antarctic is currently undergoing great change due to increased global temper-
atures and this change is likely to increase over the coming century (Rignot et al.,
2011b; Shepherd et al., 2012). The magnitude of this change is still uncertain as
the data used in estimating Antarctic mass-balance changes has a relatively small
temporal range that only spans the last two decades (Stocker et al., 2013). This is
further compounded by the large variability of mass balance signals recorded across
Antarctica.

The Western Antarctic is losing mass, with the greatest losses and accelerations
occurring at Thwaites and Pine Island glacier outlets in the Bellingshausen and
Amundsen seas (Pritchard et al., 2009; Rignot et al., 2011b; King et al., 2012;
Shepherd et al., 2012; Sasgen et al., 2013). The Antarctic Peninsula has seen large
scale mass loss from the collapse of the Larsen A & B ice shelves (Rott et al., 2002)

and, even though there is evidence to suggest that precipitation has increased along
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the Antarctic Peninsula (Thomas et al., 2008), it is negligible in the light of the
losses (Pritchard et al., 2009).

The situation in East Antarctica is not so clear, with the overall signal being of
much smaller magnitude than that of Western Antarctica. There is a small overall
gain in mass across the whole ice sheet, however there are some regional differences.
There is a strong positive signal in Dronning Maud and Enderby Lands, however
the mass-balance of these regions is strongly shaped by inter-annual accumulation
variability along the coast. Positive anomalies were found over Dronning Maud Land
during 2005, 2007 and most strongly in 2009 (Shepherd et al., 2012; Sasgen et al.,
2013). These anomalies are more likely due to large-scale changes in the atmospheric
circulation than to any changes in the dynamics of ice flow (Sasgen et al., 2013).
Although these anomalies have decreased the rate at which East Antarctica loses
mass, the overall mass-balance record is too short to assess whether these anomalies
are part of a greater trend (Shepherd et al., 2012).

In contrast, the mass-balance signal for George V and Wilkes Land is negative,
with Totten, Cook and Oats Land outlet glaciers all showing mass loss and accel-
erated flow rates (Pritchard et al., 2009; Rignot et al., 2011b; King et al., 2012;
Shepherd et al., 2012; Sasgen et al., 2013). Nonetheless, the overall contribution to
the total ice loss of East Antarctica from these areas is small in comparison to the
larger positive signal associated with East Antarctica.

The regionally significant trends present in East Antarctica, as seen in the above
examples, are the result of mass signals occurring along the coastline and in the out-
let glaciers. Inland East Antarctica has a smaller signal in comparison to the trends
found along the coast, as precipitation generally decreases from the continental mar-
gins to the interior (Boening et al., 2012). There is evidence from satellite altimetry
to suggest that the rate of ice height change is increasing in the East Antarctic in-
terior (Horwath et al., 2012) and this has been attributed to increased precipitation
(Davis et al., 2005). Furthermore some global circulation models (GCMs) predict
that this will happen (Monaghan et al., 2006). However these findings are contra-

dicted by ice core data which shows no increase in precipitation in the interior since
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the 1950s (Monaghan et al., 2006). Thus, it is still unclear whether the rate of ice
height change is increasing in the interior and furthermore whether this is due to
increased precipitation.

A more recent study by Boening et al. (2012) analysed both GRACE and Cloud-
Sat data and found large mass increases throughout Dronning Maud Land and, to
a lesser extent, Enderby Land between the years 2009-2011. These mass increases
were attributed to large anomalous precipitation events that occurred in May 2009
and June 2010. These were caused by anomalous atmospheric blocking events that
were induced by Rossby wave trains propagating from the tropics to the Southern
Ocean (Hirasawa et al., 2000). These increased the poleward flow of moist air along
the western side of the blocking high pressure system and led to a significant increase
of precipitation from the ocean to the coast of Dronning Maud Land (Boening et al.,
2012). This study, as well as the findings of Shepherd et al. (2012) and Sasgen et al.
(2013), suggests that there has been a marked increase in ice height /mass through-
out the interior of East Antarctica. Nonetheless, as the rate of change signal is very
small in the interior, the uncertainties associated with estimates of mass change are
generally of the same or greater magnitude than that of the estimate (Nguyen and
Herring, 2005). Consequently, it is still unclear as to whether the interior of East
Antarctica is gaining or losing mass.

To try and better determine the trend estimates and their associated uncer-
tainties in the interior of East Antarctica, especially Enderby and Dronning Maud
Lands, I applied my crossover and along-track method, described in Chapter 3, to
analyse actual ICESat data. The ICESat mission’s orbit was chosen, in part, to
cover much of the East Antarctic interior. It had a latitudinal coverage down to

86°S, making it ideal for this study (Zwally et al., 2002).
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4.2 Method

4.2.1 Study Site

The study site I have used encompasses approximately one fifth of East Antarctica
(~2,360,065 km?) and includes all of Enderby and Kemp Land, half of Dronning
Maud Land and a section of MacRobertson Land (Figure 4.1). The purpose of the
study was to test my new interpolation and surface slope correction methods rather
than to obtain a mass balance estimate for the whole of Antarctica. I chose this
region specifically because it included parts of the interior, areas of fast flowing ice,
as well as steep coastal terrain.

This region has previously been found to have one of the largest positive mass
signals in East Antarctica (Boening et al., 2012; Shepherd et al., 2012; Sasgen et al.,
2013). To better compare my results to those of previous studies, T have broken up
the study site into drainage basin divides, using the drainage basin divide dataset
provided by Zwally et al. (2012) (one of the datasets used by the Ice sheet Mass
Balance Inter-comparison Exercise (IMBIE)). The Zwally et al. (2012) dataset is in
large part interchangeable with the previous drainage basin divide datasets described
by Rignot et al. (2008, 2011b).

My study site covers all of the drainage basins 7, 8, 9 and covers ~19% of basin
3, ~83% of basin 6, ~74% of basin 10 and ~2% of basin 11. The study site is
further broken down by ice velocity. Data points with an ice velocity of greater than
100 m a! are separated from those data points with velocities less than 100 m a™
(Figure 4.2), as described by Pritchard et al. (2009). Pritchard et al. (2009) made
this distinction to better detect if the rate of ice change is due to ice dynamics (>
100 m a) or due to seasonal variations in the firn pack due to accumulation or
ablation (< 100 m a'). They obtained their ice velocities from the Jezek (2002)
digital mosaic of ice motion assembled from RADARSAT-1. I obtained ice velocities
from the MEaSUREs InSAR-Based Antarctica ice velocity map provided by Rignot
et al. (2011a). This dataset uses a digital mosaic of ice motion assembled from

multiple satellite interferometric synthetic-aperture radar datasets (RADARSAT-1
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Figure 4.1: The study site: encompassing 1/5 of East Antarctica. The boxes with
numbers show the location of the site looked at in detail. Regions (black text),
mountain ranges (red text) and ice shelves (blue text)
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& -2, ENVISAT, OSAP, ERS-1 & -2 etc.).

4.2.2 Processing ICESat Data

[ used the ICESat GLA12 Release 633 data product, from January 2003 to November
2009, using all available campaigns. This data has been corrected for a variety of
errors and biases including general instrument bias, tropospheric delays, precision
orbit and altitude determination, saturation range correction etc. I have also applied
an out of release correction reported by the ICESat Project Science Team in January
2013, which corrects an error in the range determination from the transmit-pulse
reference point selection, known as the centroid vs. Gaussian offset. This reduces
the laser campaign bias present in all ICESat data (Urban and Schutz, 2005; Gunter
et al., 2009; Borsa et al., 2013). For further information about the correction see

Borsa et al. (2013). The correction files were obtained from NSIDC (2013).
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The ICESat data product comes with several quality flags (Zwally et al., 2011b),
which I utilised to remove points with large errors. I removed all points with a
gain (flag: i_gval rcv) larger than 30 counts (Brenner et al., 2007). This ‘pseudo
cloud filter’ was proposed by Nguyen and Herring (2005) and removes potential
data points affected by cloud cover. T also used the range offset quality/use flag
(i_rng UQF) to remove any data points that potentially have issues with attitude
quality or with corrections (Slobbe et al., 2008). Lastly, I removed all data points
that have more than one peak in the return (flag: i numPk), found by a Gaussian
fitting procedure (Slobbe et al., 2008).

In order to minimise any other erroneous height measurements, I removed any
points that are above the 3-sigma threshold relative to the Antarctic 1 km digital
height model (DEM) from combined ERS-1 radar and ICESat laser satellite altime-
try data created by Bamber et al. (2009). Lastly, using the rock outcrop polygon
dataset (Antarctic Digital Database version 6.0), T removed any height measure-
ments within the rock polygons, as we are interested in change in ice height and not
rock. These height measurements generally have large errors associated with them

due to extreme slopes.

4.2.3 Interpolation of crossover and along-track data

In my simulation study (Chapter 3), I showed the effect that the choice of interpo-
lation has on the accuracy of the final dH/dt estimates. I found that the Green’s
function spline interpolation (see Wessel, 2009) had the smallest error (the difference
between the simulated and estimated dH/dt) and uncertainty (1-sigma) when using
both my crossover and along-track methods. Consequently, this is the main interpo-
lation method I will apply when using actual ICESat data. T will also derive dH/dt
estimates using nearest-neighbour (see Lu and Wong, 2008) and Delaunay triangu-
lation with linear interpolation (see Shewchuk, 1996) to show the effect that using
a less accurate interpolation method can have on the final result. The interpolation

methods are described in detail in Chapter 3.
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4.2.4 Estimating dH/dt

The method T used to estimate dH/d¢t is explained in detail in Chapter 3, Sections
3.2.2 and 3.2.4. In summary, [ divide the ICESat data into ~33-day laser cam-
paigns. A 25-node grid is placed over the central point (mission crossover) of the
crossover and a height is estimated for each node by interpolating the closest height
measurements (the search radius and number of data points varies depending on the
interpolation method used).

An uncertainty is calculated for each node using the distances between the node
point and the height measurements, and the standard deviation of the data points
within the search radius. Consequently, nodes that use fewer and more distant data
points have a higher uncertainty on the interpolated heights. This is repeated for
each laser campaign and a height change rate is estimated for each node, using
weighted least squares. The interpolation uncertainty is used as the weight for the
height at each laser campaign. The least squares surface slope uncertainty and
the interpolation uncertainty are propagated into a final uncertainty of the height
estimate at each node. The crossover dH/dt is calculated by taking the weighted
mean of all 25 dH/dt estimates at each crossover.

The same method is used when processing the along-track data, except that
the grid has 24 nodes and the grid position is moved along the ground-tracks in
600 m intervals. I used Green’s function spline and nearest-neighbour interpolation.
Delaunay triangulation with linear interpolation is not used with the gridded along-
track method, as there are generally not enough triangles to cover the whole gridded
region.

I filtered the dH/dt estimates, using the method described by Pritchard et al.
(2009), by calculating the median over a 25 km radius of each point and removing
any points £+ 0.75 times the inter-quartile range. This limits further error from
forward scattering and any residual error from the other sources (Pritchard et al.,
2009). The added benefit of this is that it allows me to make direct comparisons
between my findings and those of Pritchard et al. (2009). T rejected ~18% of the

dH/dt estimates using this method. Pritchard et al. (2009) have a second step in
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their filtering process where they break Antarctica into 10 km sections and calculate
the spatial mean of the previously filtered points (this typically averages several
thousand points). T chose not to do this to the dH/dt results as I am interested in
the changes at a local level (high resolution). T do use this method when estimating

dV/dt and dM /dt which T discuss later.

4.2.5 Surface slope correction

In Chapters 2 and 3, I discussed in detail the need to correct estimates of along-track
dH/dt for surface slope. Not doing so can lead to the estimated dH/dt being a
measure of the change in sampling of the surface topography over time rather than
a change in ice height. In Section 3.2.4 T presented a novel approach to estimating
surface slope at crossovers and I used this method when analysing the real ICESat
data.

In summary, I estimated the surface slope at the crossovers and then linearly
interpolated them between two neighbouring crossovers to derive cross-track slopes
for the along-track observations. I then also estimated the surface slope along-track
using the method described in Section section 3.2.4. If the surface slope estimates
are in agreement (1-sigma), T used the along-track estimate. In such cases, I am
confident that my along-track estimate of surface slope is not removing any actual
change in height. This scenario generally occurs when surface slopes are small, for
instance in the Antarctic interior. However if the two estimates did not agree, I
used the surface slope estimates at the crossovers. This often occurs in areas of
larger magnitude surface slope, for instance around the coast. This increases the
surface slope correction resolution, which is low when using only crossovers, while

maintaining a higher accuracy than just using the along-track data.

4.2.6 Estimating dV/dt and dM/dt

As there are few studies that estimate dH/dt at a basin level, across Antarctica
(e.g. Zwally et al., 2005; Pritchard et al., 2009), I felt it was important to calculate

mass rate estimates (dM/dt) to establish how my results compare to other studies
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who only published dM/dt basin results (e.g. King et al., 2012; Sasgen et al., 2013).
Furthermore, estimates of mass balance change are extremely important as they
help in our understanding of the current and future contributions of the ice sheets
to sea level rise.

In order to convert the dH/dt estimates into dM/dt, T first removed a firn col-
umn signal to obtain the dH/dt that is solely due to the underlying ice column. I
used the Ligtenberg et al. (2011) firn densification model (FDM), which describes
all the processes that take place inside the firn column (compaction, refreezing, firn
to ice transition) and at its surface (snowfall, sublimation, snow-melt) to calculate
the surface height change due to these processes (Ligtenberg pers. comm., 2013). T
calculated monthly mean surface heights from the FDM and obtained a firn column
rate for the ICESat operational period, which T removed from the ICESat dH/dt.
In this the seasonal firn column signal is removed and the dH/dt due to the under-
lying ice column is obtained. Consequently, if there is no change in the ice column
beneath the firn column, the dH/dt from the FDM should match the ICESat dH/dt
(Ligtenberg et al., 2011). It is worth noting that I compared the results of Pritchard
et al. (2009) to my uncorrected dH/dt results, as they do not correct their dH/dt
for firn densification.

I converted the corrected dH/dt estimates to a rate of change of volume (dV/dt)
by breaking the study site into 10 km? sections and calculating the spatial mean of
all the dH/dt estimates within each section. The change in volume is determined
for each section by multiplying the area by the mean dH/dt. Lastly, I converted
the estimates of dV/dt to dM/dt by multiplying the volume by the density of solid
glacier ice (917 kg m?), as this is an estimate of the solid ice column (Ligtenberg
et al., 2011). This then yields a dM/dt estimate of the ice column for each 10 km?
section.

In order to estimate dM/dt due to the mass change in the firn column, I use
Lenaerts et al. (2012) surface mass balance model (SMB). The SMB model from
Lenaerts et al. (2012) is complementary to the Ligtenberg et al. (2011) FDM, as

the former is used as a forcing for the latter model (Ligtenberg pers. comm., 2013).
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The SMBM model is derived in part from the regional atmospheric climate model
RACMO2.1/ANT and it is assumed that the firn column is in equilibrium over the
32-year (1979-2010) period covered by RACMO2.1/ANT (Ligtenberg et al., 2011;
Lenaerts et al., 2012). So, with this assumption in mind, mass is added to the firn
column (a positive dM /dt) if the firn column accumulation is greater than average,
and visa versa.

I obtained the surface mass balance (mm water equivalent (w.e.)) for each month
and converted them to a mass rate (Gt a') by multiplying the surface mass balance
by the grid box area dataset provided by Ligtenberg, again breaking this into 10 km?
sections (Ligtenberg pers. comm., 2013). T then calculated the SMB anomaly over
the ICESat operational time period, yielding the dM/dt of the firn column for the
same time period for each section. Lastly I added the mass change from the ice and
firn columns to obtain a final dM/dt estimate for each section. I then repeated this
for each of the basin divides described above.

As a side note, the conversion from dV /dt to dM /dt is an extremely complex step
and it is not one of the primary goals of my thesis. The dM/dt results I obtained
from the method described above are by no means comprehensive and should be
viewed as such. Nonetheless, this conversion allows comparisons to other dM/dt
studies (e.g. King et al., 2012; Sasgen et al., 2013). Furthermore, I do not correct
my results for glacial isostatic adjustment (GIA), which is not well constrained for
the Antarctic continent. Again, Pritchard et al. (2009) also do not correct for GIA,

which allows for direct comparison.

4.3 Results

4.3.1 General overview of dH/dt results

In general, for my study site, the mean dH/dt signal increases over late 2003 to late
2009. Combining the along-track and crossover results, I obtained a mean dH/dt
of 0.04 + 0.036 m a! using Green’s function spline interpolation (COMB-GFSI)

and 0.037 4 0.038 m a™! using nearest neighbour interpolation (COMB-NNI). Using
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just the crossover data, I calculated a mean dH/dt of 0.045 + 0.016 ma™ using
GRID-GFSI, 0.043 £ 0.021 m a™! using GRID-DTLI and, lastly, 0.045 + 0.029 m a™*
using GRID-NNI.

That the crossover results are larger than the combined results is not surprising
as the crossover data has a lot less coverage around the coast. Consequently a mean
rate calculated using only the crossover data will be biased towards the positive
interior rates where crossovers are more numerous. Conversely, the along-track data
has a greater coverage near the coast, which is where the majority of negative rates
are located, and therefore the mean rate will reflect this. This, in part, also explains
why crossover uncertainties are lower than the combined uncertainties, as there is
more variation near the coast which is not captured in the crossover data. These
general findings show that using the GRID-GFSI and COMB-GFSI results yield the
smallest uncertainties when applied to crossover and along-track data, respectively.
This mirrors the findings of my simulation study and shows that the GFSI is the

most accurate interpolation method that I have tested.

4.3.2 dH/dt estimates and associated uncertainties for the

whole study site

Although the overall dH/dt rate for my study site is positive, there is variation
across the region, regardless of the interpolation method used (Figures 4.3a - 4.7a).
All of the high rate signals are found near the coast, however these are localised
and consequently have less influence on the larger drainage basin signals. Table 4.1
shows the the mean dH/dt results and uncertainties of each drainage basin in the
region. Rates are calculated for the whole drainage basin (all velocities), as well as
for only points with ice velocities less than or greater than 100 m a™!.
Uncertainties are estimated along with the rates. They follow a similar pattern
to their associated rates, with sigma values being larger along the coast and near
steep terrain, while decreasing on flat terrain mainly in the interior (Figures 4.3b -
4.7b). Uncertainties were lowest for COMB-GFSI followed by COMB-NNI methods,
(Figures 4.3b & 4.4b). Uncertainties obtained using the GRID-GFSI method were
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Figure 4.3: A) dH/dt estimates B) uncertainties of dH/dt estimates using the
COMB-GFSI method. All measurements have been filtered, any points within a
25 km search radius that are £ 0.75 times the inter-quartile range are removed,
after Pritchard et al. (2009). The largest rates and spatial variation in rates occur
along the coast, while in the interior rates are smaller and more homogeneous. The
majority of rates across the study site are positive, with the exception being along
the coast, more specifically at the grounding zone of Amery Ice Shelf and in north-
north western Enderby Land. The uncertainties are smallest in the interior, greatest
along the coast and in areas of steep surface slope (i.e. mountains, rock outcrops).
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Figure 4.4: A) dH/dt estimates B) uncertainties of dH/dt estimates using the
COMB-NNI method. All measurements have been filtered, after Pritchard et al.
(2009). The distribution of rates are similar to the Green’s function spline interpo-
lation results, however in general the rates are slightly lower. The distribution of
sigma values is similar to the COMB-GFSI results, expect that the coastal sigma
signals are slightly larger.
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Figure 4.5: A) dH/d¢t estimates B) uncertainties of dH/dt estimates using the GRID-
GFSI method. All measurements have been filtered, after Pritchard et al. (2009).
The general distribution of rate signals is similar to the combined results, however,
the resolution is much lower. The sigma values are generally lower than those of the
combined data. The general distribution of signal values is similar to the combined
results, however, the resolution is much lower.
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Figure 4.6: A) dH/dt estimates B) uncertainties of dH/dt estimates using the GRID-
NNI. All measurements have been filtered, after Pritchard et al. (2009).
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Figure 4.7: A) dH/d¢t estimates B) uncertainties of dH/dt estimates using the GRID-
DTLI method. All measurements have been filtered, after Pritchard et al. (2009).
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also the smallest when using only crossover data, followed by GRID-DTLI and
lastly GRID-NNT methods (Figures 4.5b, 4.6b & 4.7b). Uncertainties derived from
crossover data were generally smaller than those estimated from the combined data.
This is not surprising as the crossover geometry allows for more accurate estimates of
dH/dt (see Chapter 3). Furthermore, there is no need for surface slope corrections,

which is necessary for the along-track method.

4.3.3 Basin-by-basin dH/dt estimates and associated uncer-

tainties

The integrated drainage basin (all velocities) results are all positive with the ex-
ception of drainage basin 12 (location: Figure 4.2, data: Table 4.1 & Table 4.2).
Drainage basins 6 and 10 both have negative rates for points with ice velocities
greater than 100 m a’! using either the combined or crossover data in conjunc-
tion with any of the interpolation methods (-0.025 4+ 0.041 m a'and -0.036 +
0.028 m a’!, respectively for COMB-GFSI results and -0.018 4 0.011 m a‘and
-0.009 + 0.008 m a* for the GRID-GFSI results) (see Table 4.1 & Table 4.2 for
more results). The uncertainty for the COMB-GFSI basin 6 estimate is larger than
the rate and therefore the result is not significantly different from zero. The GRID-
GFSI results for basin 6 are significant and also negative, which strengthens the
validity of the COMB-GFSI estimate.

Both drainage basins have large fast flowing ice streams that have substantial
glacial outlets that interface with the ocean (Figure 4.2). Drainage basin 10 includes
the grounding zone of the Amery Ice Shelf, which has one of the strongest negative
rate signals for the whole study site (Figures 4.3a - 4.7a). Drainage basin 6, in
comparison, has a number of fast flowing ice streams, each with a negative rate
signal (Figures 4.3a - 4.7a). Each of the signals is not as strong as that of drainage
basin 10; however, in combination they are substantial. Even though both drainage
basins have negative signals for points with ice velocities greater than 100 m a™',
they are overwhelmed by the positive inland signal, which dictates the overall rate

signal (Table 4.1a & b).
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Table 4.1: dH/dt results (along-track and crossover combined) for the study site, us-
ing A) Green’s function spline interpolation and B) nearest neighbour interpolation.
Drainage Basins by Pritchard et al. (2009) and Zwally et al. (2012) are denoted by
letters and numbers, respectively. dH/dt rates are also categorised according to ice
velocity following Pritchard et al. (2009) method, greater than 100 m a™* (ice dynam-
ics) or less than 100 m a™! (seasonal variations in the firn pack due to accumulation
or ablation). Drainage basins with * denote full coverage, while other basins only
have partial data coverage. NM denotes no measurements in this region with for
the given velocity.

A) Green’s function spline interpolation

drainage ice velocity < 100 ice velocity > 100 all velocities
basin m a’l m at
mean mean mean mean mean mean
dH/dt sigma dH/dt sigma dH/dt sigma
3 0.049 0.005 NM NM 0.048 0.005
6 0.021 0.022 -0.025 0.041 0.02 0.023
* 0.03 0.018 0.071 0.064 0.031 0.019
8* 0.047 0.02 0.004 0.068 0.046 0.021
9* 0.086 0.022 0.106 0.04 0.086 0.023
10 0.048 0.009 -0.036 0.028 0.046 0.009
11 0.011 0.034 0.021 0.043 0.011 0.034
12 -0.009 0.025 -0.025 0.031 -0.021 0.028
|
AB 0.054 0.019 0.126 0.067 0.0540 0.0196
BC 0.05 0.012 -0.012 0.031 0.0488 0.0125
B) nearest neighbour interpolation method
draln'agc ice velocity < 100 ice velocity > 100 all velocities
basin 1 -1
m a m a
mean mean mean mean mean mean
dH/dt sigma dH/dt sigma dH/dt sigma
3 0.049 0.006 NM NM 0.049 0.006
6 0.002 0.034 -0.022 0.049 0.001 0.034
* 0.03 0.021 0.064 0.067 0.031 0.022
8* 0.049 0.022 0.02 0.08 0.048 0.023
9* 0.087 0.023 0.102 0.041 0.087 0.024
10 0.048 0.009 -0.034 0.032 0.046 0.009
11 0.016 0.035 0.089 0.071 0.019 0.036
12 0.032 0.034 -0.018 0.028 0.02 0.029
|
AB 0.034 0.021 0.094 0.068 0.035 0.022
BC 0.052 0.013 -0.006 0.037 0.05 0.013
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Table 4.2: dH/dt results (crossover data) for the study site, using A) Green’s func-
tion spline interpolation and B) nearest neighbour interpolation. C) Delaunay tri-
angulation.

A) Green’s function spline interpolation

drainage ice velocity < 100 ice velocity = 100 all velocities
basin m a’l m at
mean mean mean mean mean mean
dH/dt sigma dH/dt sigma dH/dt sigma
3 0.046 0.002 NM NM 0.046 0.002
6 0.02 0.008 -0.018 0.011 0.019 0.007
* 0.035 0.005 -0.008 0.02 0.035 0.006
8* 0.038 0.007 0.153 0.008 0.041 0.009
9* 0.062 0.012 0.061 0.014 0.062 0.014
10 0.054 0.003 -0.009 0.008 0.053 0.003
11 -0.024 0.016 -0.024 0.018 -0.025 0.017
12 -0.124 0.012 -0.035 0.009 -0.068 0.013
| |
AB 0.036 0.006 0.032 0.017 0.036 0.006
BC 0.051 0.005 -0.004 0.014 0.05 0.005
B) nearest neighbour interpolation method
drainage ice velocity < 100 ice velocity = 100 all velocities
basin m a’l m at
mean mean mean mean mean mean
dH/dt sigma dH/dt sigma dH/dt sigma
3 0.047 0.002 NM NM 0.047 0.002
6 0.019 0.008 -0.008 0.011 0.018 0.007
* 0.042 0.007 0.038 0.019 0.042 0.009
8* 0.039 0.009 0.123 0.009 0.041 0.01
9* 0.084 0.014 0.125 0.014 0.085 0.012
10 0.055 0.004 -0.003 0.01 0.054 0.004
11 0.01 0.032 -0.163 0.047 0.001 0.033
12 0.027 0.017 -0.111 0.014 -0.025 0.016
| |
AB 0.042 0.007 0.059 0.016 0.042 0.007
BC 0.055 0.006 -0.008 0.015 0.054 0.006

122



C) Delaunay triangulation method

drainage ice velocity < 100 ice velocity > 100 all velocities
basin m a’l m at

mean mean mean mean mean mean
dH/dt sigma dH/dt sigma dH/dt sigma

3 0.047 0.004 NM NM 0.047 0.004

6 0.026 0.007 -0.008 0.013 0.026 0.007

* 0.036 0.006 0.289 0.025 0.04 0.007

8* 0.06 0.008 0.136 0.016 0.063 0.008

9* 0.026 0.01 -0.008 0.007 0.025 0.01

10 0.049 0.004 0.011 0.011 0.048 0.004

11 0.043 0.027 -0.065 0.036 0.043 0.027

12 -0.047 0.014 MN MN -0.047 0.013

| |

AB 0.04 0.007 0.245 0.022 0.047 0.007
BC 0.047 0.005 -0.003 0.014 0.046 0.005

Drainage basins 7 and 8 both have strong localised negative signals. Drainage
basin 7 has two such signals along the north north-western coast of Enderby Land,
while drainage basin 8 has a number of weak negative signals (Table 4.1 & Table 4.2).
In both cases these localised negative rates have little effect on the overall mean rate
for each drainage basin, which is also reflected in the crossover results (Table 4.2).
This result is similar to the findings of Pritchard et al. (2009); King et al. (2012)
and Sasgen et al. (2012) who all found substantial gains in either dH/dt or dM/dt.

The section of drainage basin 3 which is located in my study site is entirely
landlocked and has a positive dH/dt signal (0.048 + 0.005 m a™', COMB-GFSI)
(Table 4.1 & Table 4.2). It covers most of the interior of the study site and conse-
quently it had no ice height measurements with ice velocities above 100 m at. It
has one of the smallest uncertainties as surface slopes are very small in this region.

Drainage basin 9 has the highest positive signal of 0.086 + 0.023 m a™* (COMB-
GFSI) for the study region. The large positive dH/dt signal just inland of the coast
is clearly shaping the overall signal for the whole basin. This is likely due to accu-
mulation, which will be discussed later. The crossover dH/dt signals for this basin
are very variable, however there is general agreement that the signal is positive (Ta-
ble 4.2). Only 18.6% of drainage basin 11 is located in my study site. It has a small

but insignificant positive signal (0.011 & 0.034 m a', COMB-GFSI) and the fast
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flowing regions are actually gaining mass (0.021 + 0.043 m a!, COMB-GFSI). Again
the estimate is not significant, so it is difficult to determine whether this basin is
losing or gaining height. The crossover data suggests that the basin may in fact be
losing height (-0.024 £ 0.018 m a™*, GRID-GFSI), however the density of crossovers
is low in this region, which casts doubt over this result.

My study site only covers 1.6% of drainage basin 12 and a large portion of this is
in a region of high ice velocities close to the coast. Consequently the drainage basin
signal is completely coastal, with no impact from the interior, unlike all the other
drainage basins in my study site. It is apparent that all the rates of drainage basin
12 (-0.021 £ 0.028 m a!, COMB-GFSI and -0.068 + 0.013 m a™!, GRID-GFSI) are
largely influenced by the mean rates from points with ice velocities greater than
100 m at (-0.025 + 0.031 m a', for COMB-GFSI and -0.35 + 0.009 m a™', for
GRID-GFSI). This is different from the other drainage basins, where the points

L are in the majority and largely dominate

with ice velocities less than 100 m a
the signal from points with ice velocities greater than 100 m a™' (Table 4.1a). The
rates for the combined data are not statistically significant, which minimises the
implications of the results.

This is in general agreement with the findings of Pritchard et al. (2009), who
estimated a rate of -0.08 m a’! for points with ice velocities greater than 100 m a™
for drainage basin 12. Drainage basin 12 is approximately the same as drainage
basin CC’ after Pritchard et al. (2009). This comparison is limited due to the small
percentage of the drainage basin in my study site. Nonetheless, Figure 2 in Pritchard
et al. (2009) shows rates between 0 and -0.3 m a™' for the section of the drainage
basin I used, suggesting they would estimate a similar mean rate for that region.

Interestingly, the rates estimated using the nearest neighbour interpolation are
only negative for points with ice velocities greater than 100 m a!, while the rate for
the whole drainage basin is positive (Table 4.1b). Nearest neighbour interpolation
can be insensitive to sudden changes in height, which would cause this difference.

In the next section I will compare my results with those of Pritchard et al. (2009).
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4.3.4 Comparison with Pritchard et al. (2009) dH/dt results

Currently, there are few other altimetry studies that have published dH/dt estimates
for East Antarctica on a basin scale. Most studies only present their estimates in
dM/dt and then generally for the whole of East Antarctica (Shepherd et al., 2012).
Pritchard et al. (2009) is the only recent study (similar time frame) that published
their dH/dt estimates from ICESat on a basin scale. Their time scale (2003 to 2007)
is slightly shorter than that of my study and they do not estimate the uncertainty
directly, instead they give a “detection threshold” value which is an estimate of
overall uncertainty. Nonetheless this study is very similar to mine and therefore
direct comparisons are valid. My study site covers two of Pritchard et al. (2009)
drainage basins (A’B and BC). The A’B drainage basin approximately covers the
same area as drainage basins 7 and 8 in my study and BC approximately covers
drainage basins 9 and 10. There are some differences, so I recalculated the mean
dH/dt for the A’B and BC drainage basins.

The results T obtained are broadly similar to those of Pritchard et al. (2009), as
both obtained positive signals for basins A’B and BC. For A’B they estimated a mean
rate of 0.07 m a™ (detection threshold: 0.11) and for points with ice velocities less
than 100 m a™, T obtained mean rate of 0.054 £ 0.019 m a™* (using COMB-GFSI).
For points with ice velocities greater than 100 m a! they had a mean rate of 0.15
m a' (detection threshold: 0.13), while I obtained a rate of 0.126 + 0.067 m a™
(using COMB-GFSI) (Figure 4.8 and Table 4.1). This was the largest positive rate
that Pritchard et al. (2009) estimated for the whole of Antarctica. I also obtained
a strong positive signal, however my rate estimate for basin A’B was smaller than
that of Pritchard et al. (2009). This difference is most likely due to the surface slope
correction, which led to more occurrences of small negative rates along the coast of
the A’B basin.

The difference between the rate estimates for the BC basin is less pronounced.
Pritchard et al. (2009) estimated a rate of 0.05 m a™ (detection threshold: 0.09),
while I calculated a rate of 0.05 &£ 0.012 m a™! for points with ice velocities less than

100 m at. For points with ice velocities greater than 100 m a’', Pritchard et al.
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(2009) obtained a rate of -0.01 m a! (detection threshold: 0.09) and I obtained a rate
of -0.012 £ 0.031 m a!(Figure 4.8 and Table 4.1). Both of these latter estimates are
within 1 sigma and are not significantly different from zero, due to the large surface
slopes and height variability around the Amery Ice Shelf. When the COMB-NNI
results are compared to the Pritchard et al. (2009) results, they are not as close in
agreement as are the COMB-GFSI results.

It is important to note that Pritchard et al. (2009) do not correct their esti-
mates for surface slope, as they assume that the Delaunay triangulation interpola-
tion method they use accounts for both across-track and along-track surface slope.
For this to be true, the surface slope covered by the triangle must not be curved and
the rate of height change between the three points of the triangle must be constant
through time. These assumptions may not be valid: firstly, the surface slope of a
surface can be curved, or shaped in a way that a simple triangular surface is not able
to represent. Surface slope bias must be corrected for directly and the differences
between my findings and those of Pritchard et al. (2009), especially in regions of high
surface slope, can be explained by this difference in methodology. Secondly, rates of
height change are not necessarily constant through time and can vary significantly
from season to season. Therefore the points of the triangle might be seasonally
biased, which would bias the linear interpolation across the triangular surface. I
minimise this bias by only estimating heights from data that is collected within a
~33-day laser campaign. Pritchard et al. (2009) use a range of 1.5 to 4.5 years,
which does not take this bias into account. Consequently, I believe my method is
more accurate as I only estimate heights from data points positioned close in time
and I correct for surface slope using polynomial surfaces that are able to account
for the curvature of the surface slope.

The uncertainties estimated for my study were lower (often an order of mag-
nitude lower) than the “detection threshold” estimates given by Pritchard et al.
(2009). These threshold values include 0.07 m a' measurement uncertainty across
all estimates and a SMB /runoff variability uncertainty. I do not include SMB /runoff

variability in my uncertainty budget, as I focused on the uncertainty of the inter-
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polation and surface slope bias. Other factors that also contribute to the higher
accuracy of my method are; firstly, I am using a newer release of the ICESat data,
which has had a number of errors corrected, making it more accurate and with
smaller uncertainties; secondly, I estimate my rates using the complete ICESat data
set, while Pritchard et al. (2009) only used data up to late 2007 (which was all that
was available at the time of publication).

Zwally et al. (2005) also estimated rates on a basin level for the whole of Antarc-
tica. Their findings are different from the results of both this study and Pritchard
et al. (2009). They are not directly comparable as they used ERS-1 & -2, radar al-
timeters that were active over Antarctica from 1992 to 2001. Consequently the time
period does not overlap, making it hard to make comparisons. Furthermore, they
do not publish dH/dt for each drainage basin, but instead estimate dI/dt (change
in ice-thickness) for both grounded and floating ice. My and Pritchard et al. (2009)
studies only estimate dH/dt for grounded ice. The grounded ice dI/dt estimates
that Zwally et al. (2005) obtained for the drainage basins are generally negative but
small. In their Figure 2, they presented the distribution of both dH/dt and dI/dt.
The dH/dt rates appear to be more positive, but it is difficult to compare. Poten-
tially the regional signal for my study has gone from slightly negative to positive
over the two time periods, or alternatively the methods used are too different to

compare.

4.3.5 dH/dt case studies: significant coastal rate signals

As mentioned earlier, all ice height rates are filtered using the method presented by
Pritchard et al. (2009). This filtering process is essential to remove any data points
which are erroneous or affected by large surface slopes. The consequence of this is
that mean rate estimates generally become smaller. In this section I look in detail
at five of the largest regional signals found in my study site, discuss the effect of

filtering and try to establish why the signals are strongest in these regions.
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4.3.5.1 Site 1

The first site is directly inland from the grounding line of the Amery Ice Shelf in
MacRobertson Land, where the Lambert and Mellor glaciers meet (Figure 4.1 and
Figure 4.9). The region is approximately ~20,000 km? in size and most of the region
has a positive dH/dt between 0.1 and 0.2 m a™'. Directly behind the grounding line is
a region ~2500 km? in size which has a negative mean dH/dt of -0.38 & 0.32 m a™*
(Figure 4.9a). Both the ascending and descending repeat-tracks return negative
signals suggesting that, even if surface slope is not accounted for (which it is),
the sign of the signal is clear. Furthermore, there is a crossover situated directly
behind the grounding line, which has a dH/dt of -0.24 + 0.14 m a™'. This result
is in agreement with Pritchard et al. (2009) (ICESat data) and Flament and Rémy
(2012) (ENVISAT data), who both found losses directly behind the grounding line.
Losses at the grounding line were also found at the Totten and Denman glaciers,
also situated in East Antarctica, although losses there were larger than those found
at the Lambert and Mellor glaciers (Figure 4.9a) (Flament and Rémy, 2012).

This region has some of the largest velocities on and around the Amery Ice
Shelf, suggesting that most of the loss is due to ice flow dynamics rather than SMB
of the firn. The SMB model from Lenaerts et al. (2012) reinforces this argument,
as it estimates a SMB of very close to zero for this area. Consequently, all the
changes are occurring in the ice column. This area is not covered by the Ligtenberg
et al. (2011) FDM model and, therefore, I was not able to estimate the seasonal firn
column signal, which makes it difficult to determine whether the height changes are
due to firn densification or ice flow dynamics. Albeit indirectly, the location of the
loss in height does suggest that ice flow dynamics are the cause of this change.

The uncertainties are greatest behind the grounding line as well as on the south-
ern slopes (south on Figure 4.9¢ & d) of a large outcrop of rock and mountains
(denoted as southern slopes). The larger uncertainties behind the grounding line
can be attributed to the substantial surface slope uncertainties, that are due to the
fast flowing nature of the region. The large uncertainties near the rock outcrops are

due in part to the large snow /ice slope going from north to south. Furthermore, the

129



1.2
0.8
0.4
0.0
-0.4
-0.8
-1.2

-1.6
dH/dt

-1
M2 o8

0.6

0.4

0.2

Moo
sigma
dH/dt

L Y
=, 28
2 2

Figure 4.9: Site 1: dH/dt estimates and uncertainties A) unfiltered. B) filtered. C)
unfiltered sigma. D) filtered sigma. The black line denotes the grounding line of the
Amery Ice Shelf and comes from the SCAR Antarctic Digital Database. This site
had some of the highest negative rates, even after the (Pritchard et al., 2009) filtering
process was applied. The blue and red stars show the locations of the Lambert and
Mellor Glaciers, respectively.
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[ICESat repeat-tracks for the ground-track located on the southern slopes are spaced
further apart than usual, leading to less accurate estimates of height. Most of these
points are removed by the filtering process (Figures Figure 4.9¢ & d). However,
the filtered results (Figure 4.9b) and the unfiltered results (Figure 4.9a) still have a
similar distribution, although, in the case of the filtered results, the negative signal
is somewhat diminished. Consequently, the filtering process for this site has had a

small effect on the regional signal.

4.3.5.2 Site 2

The second site is situated on the east coast of Enderby Land and covers an area of
~5000 km?. It has some of the highest recorded unfiltered height losses for my study
site (Figure 4.1 and Figure 4.10a). It also has some of largest uncertainties, which
lessens the significance of the height loss estimates (Figure 4.10¢). The temporal
coverage of the ICESat dataset for this area is very sporadic due to seasonal cloud
cover. Most of the dH/dt estimates are between 0 and -0.5 m a', however there is
a single ground-track in the centre of the site that has rates between -1.2 to -1.6 m
al. There are some suspect points that have rates of greater than -10 m a* and
these are also the points with the greatest uncertainties. This ground-track has the
lowest temporal range of data and rates are estimated using as few as 4 to 6 laser
campaigns of height data over the ICESat operational period (2003 - 2009).

Figure 4.11a shows an example of a point with a low temporal range (5 points)
with a rate of -1.65 & 0.70 m a™' (location: Figure 4.10a, black box). This point was
not removed by the filtering process, as even though the standard deviation for each
of the data points is relatively high, ranging from ~20 to 60 cm, the uncertainty
estimate is still lower than the rate estimate. Many points were removed that had
very high standard deviations, one such point is shown in Figure 4.11b (location:
Figure 4.10a, red box). This point has a rate of -12.6 4+ 6.2 m a'(5 points) and was
filtered out as the rate was significantly larger than surrounding rates. The standard
deviations of each interpolated point were also extremely large suggesting erroneous

data points. To put this into perspective, Figure 4.11c shows a point further inland
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Figure 4.10: Site 2: dH/dt estimates and uncertainties A) unfiltered. B) filtered. C)
unfiltered sigma. D) filtered sigma. The black line denotes the coastline. This site
had some of the largest negative rate changes present in the study site. The black
box shows the location of the time series in 4.11a. The red box shows the location
of the time series in 4.11b. Many of these rates were filtered out using the method
described by Pritchard et al. (2009).
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Figure 4.11: The difference between badly constrained and well constrained height
estimates. A) A point near the coast with only five laser campaigns. The rate
of change is -1.65 + 0.7 m a*. This point was not filtered out. B) This point is
also near the coast and in a region of high surface slope, it was filtered out as it
was significantly different from surrounding points. Both A) & B) located in Site 2
(4.10). The rate of change is -12.6 + 6.2 m a'. C) A point further inland with 14
laser campaigns and a rate of change of 0.06 + 0.014. C) is located in the interior
site (4.17).
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where the temporal resolution (14 points) is much higher and, consequently, the rate
has a much lower uncertainty (location: Figure 4.17). The standard deviations of
interpolated heights for each laser campaign in this example range from single digit
millimetre estimates to tens of millimetres.

There is a crossover close to this ground-track where the estimated dH/dt was
-0.4 + 0.05 m a™', which is more in line with the rest of the dH/dt rates for the
region (Figure 4.10a, large blue box). Furthermore, the estimates from the ascend-
ing and descending repeat-tracks do vary. When the filtered data (Figure 4.10b) is
compared to the unfiltered data (Figure 4.10a), the estimates are significantly differ-
ent (~2-sigma, using the unfiltered sigma estimate and ~4-sigma using the filtered
sigma estimate). For this site the filtering process removes a significant amount of
data, which in turn decreases the overall negative rate signal for the region.

The Lenaerts et al. (2012) SMB model estimates a positive rate ~0.1 m a™ for
this region, which suggests that accumulation is occurring. This accumulation signal
however is overwhelmed by the larger negative signal for the region. Again the
Ligtenberg et al. (2011) FDM model does not cover this coastal area, however points
further inland indicate that positive changes are occurring in the firn. Furthermore,
this region is an area of slow flowing ice and therefore change in rate is most likely

due to firn column ablation rather than ice dynamics.

4.3.5.3 Site 3

The third site is located on the boundary of Dronning Maud Land and Enderby
Land and covers an area of ~9000 km? (Figure 4.1). It is also directly on the border
of two drainage basin divides. The western side of the site (drainage basin 7) has a
positive signal ranging from 0.2 to 1.2 m a™* , while the eastern side (drainage basin
6) has a negative signal ranging from 0 to -0.2 m a™! (Figure 4.12). Both regions
have a large range of height rate uncertainties, which again are directly related to
the sporadic temporal coverage and greater than normal distance between repeat
tracks of the ICESat data.

The dH/dts estimated at crossovers found on both sides of the divide are in
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Figure 4.12: Site 3: dH/dt estimates and uncertainties A) unfiltered. B) filtered.
C) unfiltered sigma. D) filtered sigma. The black line denotes the coastline. This
site had areas with large positive and smaller negative rates. After filtering much of
the strong signal was removed as seen in B).
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general agreement with the along-track data in terms of the sign of the signal,
however the dH/dt estimates at the crossovers are much smaller in both cases. In
the west, dH/dt estimates at crossovers were 0.231 and 0.369 m a! respectively,
while in the east they were -0.261, -0.079 and -0.037 m a™* . This discrepancy is in
large part due to two ground-tracks with large uncertainties, one located in the east
and one in the west. When filtered rates (Figure 4.12b) are compared to unfiltered
rates (Figure 4.12a), it is clear that most of the larger estimates with their large
associated uncertainties are filtered out, leaving the regional mean dH/dt to be
0.68 ma.

Converting the regional mean dH/dt to water equivalent yields an estimate of
0.43 m w.e. a’t which is similar to the SMB estimate of ~0.5 m w.e. al. As these
estimates are so similar, it is very likely that most of the positive signal is due to

increased accumulation.

4.3.5.4 Site 4

The fourth case study is positioned on the border of Enderby Land and Kemp Land
and this region has areas of fast and slow flowing ice (Figure 4.1 and Figure 4.13,
area: ~30,000 km?). Consequently, the range of rates occurring here is very broad.
In the fast flowing ice streams near the coast the rates range from -0.2 to -0.6 m a!,
while further inland in the slower flowing areas rates vary from 0.2 to 1.0 m a™* and
uncertainties range from 0.03 to 0.7 m a™* (Figure 4.14). Up on the near stationary
plateau, rates are an order of magnitude smaller and are typically less than 10 mm
at.

Interestingly, all the crossover points that are found in this region have a positive
dH/dt. There is one crossover which is located in a region where the along-track
rates estimate losses, however this point has a slightly positive dH/dt of 0.0121 m
al. This is one of the few locations where the crossover data is insensitive to a
signal that the along-track method detects. There is a lot of variation in dH/dt

estimates along the coast and, consequently, when these estimates are filtered there

1s a considerable difference between the filtered and unfiltered results. As can be
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Figure 4.13: Site 4: dH/dt estimates A) unfiltered. B) filtered. The black line
denotes the coastline.
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Figure 4.14: Site 4: dH/dt uncertainties. A) unfiltered sigma. B) filtered sigma.
The black line denotes the coastline.
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seen in Figure 4.13 the strong negative signal (unfiltered mean: -0.39) is significantly
smaller (3-sigma, p=0.0012) when the dH/dt estimates are filtered (filtered mean:
-0.06). Of all of the case studies, the composition of rates for this site was the most
affected by the filtering process.

Using the SMB model I estimated an accumulation rate in the firn layer of
~0.4 m w.e. a! for the region, while the regional water equivalent dH/dt estimate
was 0.291 m w.e. a’l. This difference is likely due to the discrepancy in resolutions
of the ICESat and SMB model data. ICESat, which works at a resolution as low
as tens of metres, is able to detect a localised negative signal which in turn reduced
the water equivalent dH/dt estimate for the region. The SMB model on the other
hand has a resolution of 27 km and is unable to detect this small local signal, hence
the difference in the estimates. Nonetheless the ICESat data and the SMB model
are in broad agreement on a regional level and the height increase is most likely due

to increased accumulation.

4.3.5.5 Site 5

The fifth case study is located in MacRobertson Land due east of the Prince Charles
Mountains (Figure 4.1 and Figure 4.15, area: ~25,000 km?). The dH/dt estimates
here are predominantly positive, ranging from 0 to 0.9 m a'. The highest rates
(0.6-0.9m a! ) are found at the centre of the site, which is made up of a combination
of flat terrain and the top sections of valleys which head to the coast. Most of the
rates outside of this region are lower, ranging from 0 to 0.4 m a! . The uncertainties
are generally low except for along the coast where the uncertainty is often greater
then the estimate (Figure 4.16). Many of these points are removed during the
filtering process as can be seen in Figure 4.16b. Interestingly the uncertainties for
the strong positive signal at the centre of the site are relatively small. Consequently,
when the data is filtered this strong signal is still present (Figure 4.15b).

The crossover points in this region are in agreement with the along-track data.
They are mostly positive and of the same magnitude as the surrounding along-track

estimates. Generally, regional signals derived from crossover data are smaller, how-
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Figure 4.15: Site 5: dH/dt estimates A) unfiltered. B) filtered.

The black line

denotes the coastline. This site showed some large gains, which were still present

after the filtering process was applied.
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Figure 4.16: Site 5: dH/dt sigma A) unfiltered. B) filtered. The black line denotes
the coastline. The filtering process removed any points near the coast with large
uncertainties.
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ever in this case the signal is more broadly spread (Figure 4.3). Even though this
region is close to the coast and has a series of ice streams that flow into the Amery
Ice Shelf, it is characterised by slow velocities, which would help in the accumulation
of snow in the firn pack.

The SMB model estimates an accumulation rate in the firn layer of ~0.7 m w.e. a™t,
which is the highest rate estimated for all case study sites. I estimated a regional
water equivalent dH/dt estimate of 0.62 + 0.41 m w.e. a’', which is in agreement

with the SMB model. This agreement is similar to that of case study site 4, in that

the increased height is mostly likely due to seasonal increases in accumulation.

4.3.6 dH/dt case study: is ice height increasing in the inte-
rior?

In the previous case studies I have looked at a number of the large local rate signals
that are present throughout my study site. These signals are considerably larger than
the rates in the interior, as can be seen in Figures 4.3a - 4.7a, where the interior is
represented as a single colour. However, if one focuses specifically on the interior,
variations in the positive signal do appear, albeit of a much smaller magnitude than
the coastal signals. With the previous examples I purposefully did not filter the
results after Pritchard et al. (2009), to show and discuss the effect that filtering has.
In the case of the interior I applied the filter as I wanted to accurately estimate the
rate and its associated uncertainties, while removing outlying or erroneous data.

The region I have denoted as the “interior” is ~750000 km? (~1/3 of the study
site, Figure 4.1) and the closest point to the coast is approximately 500 km away.
Most of the region is over 1000 km from the coast. The majority of the surface
slopes in this region are below 0.1 degrees and it is one of the flattest regions outside
of the geographic south pole (Bamber et al., 2009) (Figure 4.21). T can therefore be
confident that the region I have chosen is a good representation of the East Antarctic
interior.

Previously, studies that estimated dH/dt for Antarctica generally focused on the

coast and, more specifically, on West Antarctica where the greatest changes in mass
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Figure 4.17: dH/dt estimated for the interior of my study site using the COMB-GFSI
method. Filter applied after Pritchard et al. (2009). dH/dt estimates are generally
smaller on the plateau and increase closer to the coast.
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Figure 4.18: dH/dt uncertainty estimated for the interior of my study site using
the COMB-GFSI. Filter applied after Pritchard et al. (2009). Some ground-tracks
have larger uncertainties than close by ground-tracks. These ground-tracks have
a higher than usual distance between the outermost repeat-tracks, which leads to
higher uncertainties as points used in the interpolation are further away.
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Figure 4.19: GRACE dH/dt in water equivalent mm for the region shown in Fig-
ure 4.17 over the ICESat operation period. Area: 750000 km?, rate: 5.7 & 0.74 mm
w.e. a’l. The largest increase happened in 2009 where there was a large precipitation
anomaly over Dronning Maud Land and surrounds.
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balance are occurring. Nonetheless it is also important to determine what is hap-
pening in the interior of East Antarctica as even small increases in height and mass
over a large area can mitigate the losses in the west (Shepherd et al., 2012). Most re-
cent regional atmospheric climate models, such as RACMO2 and RACMO2.1/ANT
models predict low accumulation in the East Antarctic interior (Lenaerts et al.,
2012; Shepherd et al., 2012). This is in direct contradiction to the GCMs, such as
ECHAMS5 and HadCM3 that predict a future increase in accumulation for the East
Antarctic interior under a number of warming climate scenarios (Ligtenberg et al.,
2013). Ligtenberg et al. (2013) found that, without the forcing of the RACMO2
model, the GCMs would over estimate SMB for the Antarctic interior. With the
forcing in place, the SMB of the interior was expected to increase, however, at lower
rates (Ligtenberg et al., 2013).

Using the COMB-GFSI method, T estimated a rate of 0.046 & 0.022 m a™! for
the integrated interior. When I use the GRID-GFSI method, I obtain a rate of 0.046
+ 0.006 m at. The distribution of these estimates can be seen in Figure 4.17. Most
of the estimates range from 0.03 to 0.06 m a™!, which also happen to be located in a
region with the lowest surface slopes (Figure 4.21). In both cases the uncertainty is
smaller than the rate estimate, so I can say with a 95% confidence level (2-sigma)
that the interior is increasing in height.

The distribution of uncertainty in general follows the same pattern as that of the
rate (Figure 4.18), where uncertainties are lowest in the regions with the smallest
surface slopes. There are number of ground-tracks which have higher uncertainties.
This is due to larger than usual distance between the outermost repeat-tracks, which
leads to higher uncertainties as points used in the interpolation are further away.
These points were not filtered out, as there were sufficient points to affect the mean
used in the filtering process.

This positive inland signal is in general agreement with both the findings of
Davis et al. (2005) who suggested that the increase in height in the interior was due
to increased precipitation, and Boening et al. (2012), who found large increases in

precipitation across Maud Drowning and Enderby Lands. To determine the mass
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balance for the interior study site, I converted the dH/dt estimates into water equiv-
alent (w.e.) rates using the method described earlier in Section 4.2.6. T obtained a
rate of 12.2 + 4.6 mm w.e. a' for the COMB-GFSI method and 10.9 4+ 2.9 mm
w.e. a‘for the GRID-GFSI method.

Using data from the GRACE mission (Tapley et al., 2004), T calculate the rate

I was obtained

of change of mass for that region and a rate of 5.7 £ 0.74 mm w.e. a
(Figure 4.19) (Darbeheshti et al., 2013). It should be noted that, similar to my
results, the Darbeheshti et al. (2013) estimates are not corrected for GIA. The two
estimates are both positive and they do fall within approximately two sigma of
each other, nonetheless there is a difference. The difference in estimates may be
attributed to GIA.

Whitehouse et al. (2012) compared two of their own models with the 1J05 (Ivins
and James, 2005) and ICE-5G (Peltier, 2004) models. They found that for the
region I am interested in, the uplift rates were slightly negative for three of the
models (subsidence rate range from 0 to -2.5 mm a'). The exception being the
ICE-5G model which predicts a slightly positive uplift signal (uplift between 0 and
2 mm al).

If one assumes there is a slightly negative uplift signal and there is accumulation
occurring in this region, this could account for the difference in estimates. The
larger subsidence signal might be strong enough that the localised accumulation
signal is overwhelmed, as the GRACE product is a low resolution product and is
more susceptible to the GIA bias (Velicogna and Wahr, 2006; Sutterley et al., 2014).
ICESat has a much higher resolution making it much more sensitive to such changes.
For instance, for satellite altimetry there is a 1:1 relationship, in that 1 mm/yr of
GIA equals 1 mm/yr height change, while for GRACE is is more like ~3:1 ratio
because the gravitational effect is larger then the uplift effect (Paul Tregoning, pers.
comm., 2015).

Conversely, if one takes the positive uplift estimates from the ICE-5G model,
this might be increasing both the mass and height estimates for the region and

any difference between the GRACE and ICESat estimates could be due to differ-
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ent instrumentation, the firn compaction model, differences in spatial footprint or
processing methods used.

Nevertheless, both my estimate and the GRACE estimate are in agreement that,
at least for the section of the interior I have used, the height of the ice is increasing
due to accumulation.

This is in general agreement with regional atmospheric climate model simulations
of Monaghan et al. (2006) (who use a combination of ice core, snow pit and snow
stake data, as well as the ERA-40 model) and Lenaerts et al. (2012) (who use
the RACMO2.1/ANT model). Both predicted positive accumulation rates for the
interior study site region, ranging from 20 to 100 mm w.e. a* for the former and
0 to 50 mm w.e. a’! for the latter. It should be noted that, although Monaghan et al.
(2006) estimated positive accumulation rates for the interior study site region, they
also suggest that there has been no significant change in snowfall since the 1950s for

the whole of Antarctica.

4.3.7 Surface slope corrections

Using the method described in Section 4.2.5, I obtained surface slopes estimates for
my study site (Figure 4.20a). Surface slopes were found to be smallest (less than
0.1 degrees) in the interior around Valkyrie Dome (or Dome Fuji) as well as due
south, due north-west and directly east of the dome (Figure 4.21). The surface
slopes increase from this region to the coast, where surface slopes are 1 degree or
greater. Surface slopes were also found be large over rocky outcrops and mountain
ranges, which is the case over the Princes Charles, Scott and Soer Rondane ranges
(Figure 4.1).

I compared my surface slope estimates with those that I derived from the DEM
of Bamber et al. (2009) (Figure 4.20b). Superficially they look similar, however
my method tends to estimate larger surface slopes than those from the DEM. The
difference in slope estimates of the two methods is presented in Figure 4.20c and the
largest differences are along the coast and on rocky or mountainous terrain. In the

interior the two methods are very similar, because the surface slopes here are small.
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Closer to the coast, the DEM is often not in agreement with my crossover surface
slope estimate. In such cases, I used the crossover estimate, which is generally
steeper than its DEM counterpart. The creation of the Bamber et al. (2009) DEM
required a number of filtering steps that may have had a moderating effect on the
height estimates (Bamber et al., 2009).

Figure 4.23 shows the estimated uncertainty of the surface slope, as computed
100 metres away from the central position of the ground-track. In most cases, the
repeat-tracks are closer than this distance. Consequently, this value is an upper
bound of the maximum likely uncertainty. I chose to err on the side of caution,
preferring to over-estimate the uncertainty than to under-estimate it. Surface slope
uncertainties are generally smaller in the interior and larger along the coastline

(Figures 4.22 & 4.23).

4.3.8 dM/dt estimates and associated uncertainties

Using the method described in Section 4.2.6, T calculated the dM/dt for four of
the drainage basins (basins 6, 7, 8 and 9) using the COMB-GFSI and COMB-NNI
interpolation methods (Table 4.3). T compared these results to those of Sasgen et al.
(2013) and King et al. (2012), being the most recent studies to estimate dM/d¢t for
separate drainage basin divides. Some of the Sasgen et al. (2013) drainage basin
divides differ from those of Zwally et al. (2012), which I have used so far. The
boundaries of the basins that I will compare are very similar, so direct comparisons
are appropriate. I do not correct my estimates for GIA and therefore I am comparing
my results with the uncorrected Sasgen et al. (2013) and King et al. (2012) results.
I chose not to compare my results with those of Sasgen et al. (2013) and King et al.
(2012) for the other basins as they are only partially in my study site and therefore
do not lend themselves well to direct comparisons. In the case of basin 6, 83% of
the basin is within my study site, so I compare values for this basin.

There is general agreement in the sign of each of the basins, however, my estimate
of the overall dM/dt for all basins is smaller (Table 4.3). This difference is not

statistically significant from the studies’ estimates (this study, King et al. (2012)
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Figure 4.20: A) Surface slope magnitude estimates using a combination of surface
slopes derived from the COMB-GFSI. Surface slopes are smallest in the interior
around Valkyrie Dome and increase closer to the coastline. Surface slopes are also
higher near rocky outcrops and mountain ranges. B) Surface slope estimates derived
from the Bamber et al. (2009) DEM. All slope estimates are positive as the value
shown is the magnitude. For plotting purpose the direction of the slope is not shown,
however it is taken into account when the difference was calculated. The distribution
of surface slope is similar to the combined method, however the surface slopes tend
to be smaller overall. C) The difference in surface slope between the combined and
DEM method. Positive values denote that this studies method estimates higher
slopes then the DEM method and visa-versa for the negative values. The largest
differences occur near the coast and on rocky /mountainous terrain.

151



--..76\»

‘-\80 .

- 4 s
o v Eh -
it > & ). e TN IS -
L }.:-'.1::"_'_ .- T

degrees

Figure 4.21: Surface slope estimates in the interior of the study site. Surface slopes
are smallest on the plateau ranging from 0 - 0.25 degrees increasing towards the
coastline and mountainous regions. All slope estimates are positive as the value
shown is the magnitude. For plotting purpose the direction of the slope is not
shown.
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Figure 4.22: The height uncertainty introduced over 100 m because of surface slope
uncertainty, in the interior of the study site. The surface slope uncertainty is calcu-
lated over 100 m, from the centre of all the repeat ground-tracks. Uncertainties are
lowest on the plateau ranging from 0 to 0.02 m over 100 m, up to 0.05 m closer to

the coast.
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Figure 4.23: The height uncertainty introduced over 100 m because of surface slope
uncertainty, from the centre of the all the repeat ground-tracks using my method.
and Sasgen et al. (2013)) being within approximately 1- to 2-sigma of each other
(My estimate: 29.12 & 3.91 Gt a™!, King et al. (2012) estimate: 35.67 & N/A Gt a’!
and Sasgen et al. (2013) estimate: 35.31 £+ 7.78 Gt a!). On a drainage basin level
the differences are more pronounced. The King et al. (2012) and Sasgen et al. (2013)
dM/dt basin rates are generally larger than my dM /dt results. The exceptions are
basin 8 and 9 where, for the former, my estimate is larger than the King et al.
(2012) estimate and for the latter, my estimate is larger than the Sasgen et al.
(2013) estimate (Table 4.3).

A possible reason why the GRACE mass rates are higher than my dM/dt esti-
mates is the temporal range of the datasets. GRACE is currently still operational,
while ICESat stopped collecting data in late 2009. Between mid 2009 and 2011,
large accumulation anomalies occurred across much of coastal Maud Dronning and
Enderby Lands (Shepherd et al., 2012; Sasgen et al., 2013). This was not observed
by ICESat as it was no longer operational and it is therefore not surprising that my
rates are lower than those recently derived from GRACE data.

Furthermore, the uncertainties estimated by this study are smaller than those of
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Table 4.3: dM/dt results (along-track and crossover combined) for study site, using
both the COMB-GFSI and COMB-NNI. Drainage basins by Sasgen et al. (2013).
Drainage basins with * denote full coverage, while other basins only have partial
data coverage. Note no uncertainties are provided in the King et al., 2012 study.

drainage Modified Sasgen Modified King
basin et al., 2013 Results | et al., 2012 Results
(Gt at) (Gt at)

mean mean mean mean

dM/dt sigma dM/dt sigma

6 4.17 2.21 6.67 N/A

7* 17.00 2.00 18 N/A

8* 12.00 3.00 ) N/A

9* 2.14 0.57 6 N/A

All basins | 3531 | 778 | 3567 | N/A
drainage Green’s function Nearest neighbour
basin spline interpolation | interpolation (Gt

(Gt at) al)

mean mean mean mean

dM/dt sigma dM/dt sigma

6 3.71 1.77 2.50 1.79

7* 12.17 1.32 11.97 1.42

8* 8.23 0.47 7.82 0.50

9* 5.01 0.35 5.10 0.53

All basins ‘ 29.12 ‘ 3.91 ‘ 27.39 | 4.24

Sasgen et al. (2013). As the datasets and methodologies used were very different it
is difficult to say exactly the reason for this. One large difference is the resolution of
the two datasets which, given that the dM/dt are estimated on a basin level, may

lead to higher uncertainties for the lower resolution GRACE data.

4.4 Summary and Conclusions

In this chapter I demonstrated that my crossover and along-track methods are able
to obtain statistically significant results across much of the study site. It is clear
that much of Enderby, Kemp, MacRobertson & Dronning Maud Lands are gain-
ing height and mass. This can be attributed to the large positive anomalies which

occurred along the coast of Maud Dronning and Enderby lands during 2005, 2007
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and most strongly in 2009 (Shepherd et al., 2012; Sasgen et al., 2013). My results
were in general agreement with the findings of Pritchard et al. (2009), who esti-
mated height changes for the basins in my study site. The uncertainties I obtained
were smaller than those of Pritchard et al. (2009), due to the different uncertainty
contributors that are included in our respective uncertainty budgets. I obtained
a mean uncertainty of 0.027 m a’! for the whole study site, while Pritchard et al.
(2009) estimated their “detection threshold” by combining a 0.07 m a™' measurement
uncertainty and the variability in height due to accumulation variation. The uncer-
tainties due to interpolation and surface slope are smaller in comparison, however
they are not insignificant and future studies should also include interpolation and
slope uncertainties in total error budgets.

I found that the interior of my study site is gaining height at 12.2 £ 4.6 mm w.e. a™.
This is in general agreement with regional atmospheric climate model simulations of
Monaghan et al. (2006) and Lenaerts et al. (2012), who both predicted positive ac-
cumulation rates for the interior of the study site region. Although my results show
that ice height is increasing in the interior, the GIA signal, regardless of the model
used, is not sufficient to account for the increase in height, suggesting precipitation
is the cause of this increase. There is some doubt over this assessment, as a combi-
nation of the uncertainties I obtained from interpolation and surface slope as well
as the residual pointing and forward scattering errors, would lead to a statistically
insignificant dH/dt estimate for the interior.

Nevertheless, I believe that for my study site, the interior is gaining mass due
to accumulation and the GRACE results also confirm this, as the GRACE rate of
5.7 &£ 0.74 mm w.e. a’! is also larger than any GIA uplift or subsidence. The accu-
mulation, however, is not increasing to the extent that might be expected by some
global climate models for a warming climate, where the greater moisture-holding
capacity of warmer air would offset losses along the margins of the ice sheets (Mon-

aghan et al., 2006).
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Chapter 5

Conclusions

The dH/dt estimates and uncertainties obtained using both the along-track and
crossover data show that the choice of data geometry can have a substantial effect
on the final results. For instance, the crossover method generally has estimates with
lower uncertainties (0.04 & 0.036 m a! for the whole study site, 0.046 4+ 0.006 m a™!
for the interior) when applied to actual ICESat data, as seen in Chapter 4. 1
obtained similar mean uncertainty of 0.017 m a™! for crossovers in my simulation
study (Chapter 3).

This can be attributed to a number of factors. Firstly, the data density (both
temporally and spatially) is always highest around crossovers, as this is the intersec-
tion between two repeat ground tracks. Consequently, there are more data points
available for the interpolation step, which generally decreases the uncertainty of
the height estimate and helps to constrain the rate estimate. Secondly, cross-track
surface slope ambiguity is eliminated when the crossover geometry is such that the
ascending and descending grounds tracks are not nearly parallel (Gunter et al.,
2009).

Lastly, because the ICESat satellite is in a near polar orbit, the majority of
crossovers occur in the interior of Antarctica closest to the geographic south pole.
The density of crossovers decreases as the distance from the coast decreases. This
relationship means that more points will be sampled in the interior than near the
coast.

As most of the height change is occurring along the coastline, proportionally

157



fewer coastal rates will be estimated, in comparison to the more numerous inland
rates. Lastly, as the interior is characterised with having lower slopes, these esti-
mates will be more accurate. Consequently, when a mean rate is obtained, using
uncertainties as a weighting, it will be skewed towards the inland estimates with a
smaller uncertainty.

The upside of this is that more accurate dH/dt estimates are obtained in the
interior. The downside is that less rates are estimated near the coast, which is
where most of the change is occurring. In the worst case a regional signal near the
coast may be incorrectly estimated or not estimated at all, due to the low density
of crossovers. This is the case with site 4 (Section 4.3.5.4) where the rate estimated
from a single crossover was slightly positive, while most of the along-track rates were
negative. Consequently, the crossover analysis method was insensitive to this signal.

In order to calculate dV/dt, a dH/dt surface must be estimated from which the
volume change can be determined. This conversion requires a further interpolation
step, where dH/dt estimates are essentially extrapolated to regions where there are
no height change estimates. This is problematic when using only crossovers, as the
distance between them can be substantial, especially near the coast. Even though
the crossover uncertainties are low, interpolating over these large distances negates
the higher accuracy at the crossovers.

Consequently, crossover methods have fallen out of favour in recent years, in pref-
erence to along-track methods (Howat et al., 2008; Slobbe et al., 2008; Pritchard
et al., 2009; Smith et al., 2009; Moholdt et al., 2010; Sgrensen et al., 2011; Zwally
et al., 2011a; Ewert et al., 2012, etc.). However they are still more accurate and
Moholdt et al. (2010) states that they are extremely important in validating along-
track height estimates and rates. Furthermore, my novel method takes advantage of
the high accuracy and unique geometry of the crossover to independently estimate
surface slope (see Section 3.2.2 for details) and remove surface slope bias from along-
track rate estimates. This has not been attempted before and shows the enduring
importance of crossover analysis methods.

Conversely, the along-track method uses all available data, leading to a much
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higher spatial coverage. This is of great importance along the coast, where crossovers
are rare. The disadvantage of this is that uncertainties are greater, and I estimated
a dH/dt of 0.04 + 0.036 m a™! for the whole site using actual ICESat data (Chapter
4). Using simulated data I obtained an uncertainty of 0.083 m a'for the whole
site (Chapter 3). I found that the uncertainties for the along-track method were
generally an order of magnitude larger than the crossover estimates, for both the
actual and simulated data.

These higher uncertainties are again due to a series of factors. Firstly, there
is less data available temporally, and so estimates are less well constrained than
at crossovers. This problem can be observed for all the case studies in Section
4.3.5 where due to the close proximity to the coast, large uncertainties are often
obtained. Coastal regions generally have higher cloud cover, preventing laser pulses
from reaching the ice surface, which in turn decreases the temporal resolution of
ICESat over these areas.

Secondly, as the repeat ground track diverges from previous ground tracks, a
surface slope bias is introduced if there is a slope perpendicular to the tracks. In
this case any rate of change estimated using these diverging ground tracks must be
corrected for surface slope. I have spoken about this correction in length in Chapter
3, and its impact on dH/dt estimates. As the “true” surface slope is not known it
must be estimated which brings with it a level of uncertainty. This contributes to
the overall increase in the along-track uncertainty budget, especially along the coast
where surface slopes are greatest. Both methods have advantages and disadvantages
and it is clear that, for the best results, a combination of both methods should be
used.

Both the crossover and along-track method are reliant on interpolation, as ICE-
Sat height measurements vary spatially. Therefore, it is also important to determine
whether the interpolation method affects the overall estimate and uncertainty. I have
gone into much detail about this topic in my simulation study (Chapter 3) and found
that the results using real ICESat data mirror the simulation results. The Green’s

function spline interpolation has the greatest accuracy and the lowest uncertain-
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ties when using either the crossover or along-track method. Furthermore, the other
interpolation methods, nearest neighbour interpolation or Delaunay triangulation
with linear interpolation, were found to not only have larger uncertainties, but also
present significantly different dH/dt estimates. This result highlights the need to
test one’s method with a variety of interpolation algorithms, to better understand
the effect that they have on the final dH/dt or dM /dt result.

With these findings in mind, I looked at the actual results for my study site. I
found that overall the region was gaining height, which was in good agreement with
past studies, specifically Pritchard et al. (2009). My dH/dt results were with approx-
imately 1-sigma of the Pritchard et al. (2009) estimates. In their study, they did not
estimate uncertainty directly, whereas I obtained associated uncertainties for my es-
timates which were an order of magnitude smaller than their “detection threshold”
estimates. Pritchard et al. (2009) include a 0.07 m a™' measurement uncertainty
and the variability in height due to accumulation variation (SMB). Consequently
future studies should include uncertainties due to interpolation, surface slope and
instrument bias.

The fact that the differences in the rates are so small, even though Pritchard
et al. (2009) used nearly two years less data, is evidence that the positive anomalous
precipitation events which occurred in 2005, 2007 and 2009 have kept the regional
dH/dt relatively constant from 2003 to 2009. If these increases continue it would in
part help in the mitigation of losses which are occurring in other parts of East and
West Antarctica. In contrast, both my results and those of Pritchard et al. (2009)
show that in areas where ice velocities are high (i.e. ice streams and glacial outlets),
local ice height loss is occurring and, if the velocities were to increase, this could
have a dampening effect on the positive regional signal (Rignot et al., 2008).

Currently, the largest regional rate signals were found along the coast as seen in
Section 4.3. The larger positive signals were generally found in regions with low ice
velocity (Table 4.1 and Section 4.3.5 for case studies), which Pritchard et al. (2009)
also observed. Increases in the height of the firn column for these regions were

generally attributable to increased seasonal precipitation, which led to higher SMB
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estimates (Lenaerts et al., 2012). The large negative signals were found in areas
with both high and low ice velocities (Table 4.1 and Section 4.3.5 for case studies).
In the case of site 1, the SMB estimate was close to zero, suggesting that the losses
in this region could be attributed to ice flow dynamics. Conversely, site 3, had a
positive SMB, however the overall rate for the region was negative. This indicates
that the height loss was occurring in the firn column and was due to ablation rather
than ice flow dynamics.

All these case studies show that, even for a smaller section of East Antarctica,
there are many different factors affecting the loss or gain of height along the coast.
Although all these signals were large in magnitude, they were local in their distri-
bution and consequently they only have a small impact on the overall signal of the
study. Interestingly, it is the numerous smaller positive inland rates which shape
the study site signal. This is also the case on a drainage basin level where, even
though there were negative signals present along the coast, the mean rate was mostly
positive (Table 4.1 & Figure 4.3).

There has been some debate in the scientific community about whether there
has been an increase in precipitation in East Antarctica and whether it has led to
an increase in the ice height in the interior (Davis et al., 2005; Monaghan et al.,
2006; Boening et al., 2012). T investigated this for my study site in Section 4.3.6 and
found that, at least for this region, the interior was gaining height and, importantly,
the uncertainties were lower than the estimates. I converted estimates into water
equivalent dH/dts and compared them to the GRACE estimates over the same
region. The mean rate estimates derived from the ICESat and GRACE datasets
were both positive (ICESat combined method: 12.2 + 4.6 mm w.e. a', GRACE:
5.7 + 0.73 mm w.e. a'). The estimates were significantly different (2-sigma).

As these rate estimates in the interior are generally small, it could be argued
that they are a consequence of GIA uplift. Whitehouse et al. (2012) assessed a
number of GIA models for my region and, for most of the Antarctica interior, found
a small GIA subsidence. The exception is the ICE-5G model which predicts a GIA

uplift for my region. In either case, the GIA signal is smaller than either the ICESat

161



or GRACE rate estimates, which suggests that the positive rates are due to either
accumulation. The rates obtained are similar to those predicted by the regional
atmospheric climate model simulations of Monaghan et al. (2006) and Lenaerts
et al. (2012).

Lastly, I converted my dH/dt rates into dM/dt rates using the method described
in Section 4.3.8 and compared them to the GRACE derived dM/dt estimates from
Sasgen et al. (2013) study. I found general agreement between the results (My
estimate: 29.12 £ 3.91 Gt a', King et al. (2012) estimate: 35.67 + N/A Gt a™
and Sasgen et al. (2013) estimate: 35.31 + 7.78 Gt a™!). My estimate was smaller,
which was most likely due to the different in the temporal range between the two
satellite datasets. As the ICESat mission ended in late 2009, it missed observing the
increased accumulation which occurred in subsequent vears. Nonetheless, all three
studies are in agreement that ice mass for the study site is increasing significantly.
These results give me confidence that my methods are sensitive to both local and
larger regional ice height /mass changes, while improving our understanding of how
interpolation and surface slope bias contribute to the uncertainty budget of those

estimates.
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