Mapping permeability in low-resolution micro-CT images: A multiscale statistical approach
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Abstract We investigate the possibility of predicting permeability in low-resolution X-ray microcomputed tomography (µCT). Lower-resolution whole core images give greater sample coverage and are therefore more representative of heterogeneous systems; however, the lower resolution causes connecting pore throats to be represented by intermediate gray scale values and limits information on pore system geometry, rendering such images inadequate for direct permeability simulation. We present an imaging and computation workflow aimed at predicting absolute permeability for sample volumes that are too large to allow direct computation. The workflow involves computing permeability from high-resolution µCT images, along with a series of rock characteristics (notably open pore fraction, pore size, and formation factor) from spatially registered low-resolution images. Multiple linear regression models correlating permeability to rock characteristics provide a means of predicting and mapping permeability variations in larger scale low-resolution images. Results show excellent agreement between permeability predictions made from 16 and 64 µm/voxel images of 25 mm diameter 80 mm tall core samples of heterogeneous sandstone for which 5 µm/voxel resolution is required to compute permeability directly. The statistical model used at the lowest resolution of 64 µm/voxel (similar to typical whole core image resolutions) includes open pore fraction and formation factor as predictor characteristics. Although binarized images at this resolution do not completely capture the pore system, we infer that these characteristics implicitly contain information about the critical fluid flow pathways. Three-dimensional permeability mapping in larger-scale lower resolution images by means of statistical predictions provides input data for subsequent permeability upscaling and the computation of effective permeability at the core scale.

1. Introduction

With the availability of three-dimensional imaging techniques such as micro X-ray computed tomography (µ-CT), it is becoming common practice to determine fluid flow properties in reservoir and aquifer rocks through direct image-based simulation [Bell, 2001; Turner et al., 2004; Riepe et al., 2011; Blunt et al., 2013]. In computed tomography imaging, field of view and image resolution are directly related through the number of voxels in each dimension in the reconstructed tomogram [Sakellariou et al., 2004]. Lower resolution images, such as those of whole core samples, provide greater sample coverage and capture more sample heterogeneity, but do not adequately represent the pore structure and cannot be used for direct permeability computation. On the other hand, images with higher resolution permitting direct computation of fluid flow properties have correspondingly smaller fields of view. These small images, though high in resolution, only cover a representative volume for the most homogenous rocks and are very different in scale from core plugs used in conventional experiments. High-resolution µ-CT imaging can generally be achieved for sample sizes ranging from 5 to 25 mm in diameter; however, sample size limits are very much a function of the imaging system in question. For samples greater than 25 mm diameter, one would start considering the use of whole core or medical CT scanners, keeping in mind that medical CT images of whole core often provide little information about petrophysical properties. Classifying an image as high or low-resolution depends on how the image resolution compares to the scales of sample textures. Two core plug samples of 10 mm diameter, one with fine and one with coarse textures, could be imaged at the same absolute resolution (say 8 µm/voxel), and the image of the fine texture sample considered to be low-resolution and that of the course texture sample to be high-resolution, based on the extent to which the rock texture is captured within each image.
Several authors have shown that absolute and relative permeability, both key petrophysical parameters, are strongly dependent on pore space geometry [Doyen, 1988; Fredrich et al., 1993; Pape et al., 1999], therefore, reliable simulation results can only be achieved from images that accurately represent all major flow paths within the rock’s pore space. This work focuses on developing a workflow to predict and map absolute permeability variations over the large fields of view obtainable from lower-resolution tomographic images, such as images of whole core samples. The approach is based on statistical correlations between low-resolution characteristics and high-resolution computed permeability. Such a permeability map can ultimately be used as input for permeability upscaling at the whole core scale and beyond. Multiphase transport properties will be the subject of future work.

1.1. Image Resolution and Property Computation

Figure 1 is a quantitative diagram showing the theoretical effect of image resolution on phase proportions and the ability to compute absolute permeability. Consider a two-component system comprising one solid phase (grains) and one air phase (pores). With modern 3-D scanning systems achieving micron and nanometer-scale imaging resolution [Metz et al., 2009; Varslot et al., 2010; Cnudde and Boone, 2013] the two components are well differentiated and a histogram of gray scale intensities shows only two peaks, one gray scale value for each component. As image resolution decreases (e.g., for imaging larger fields of view), an increasing fraction of the voxels lie on the surfaces between grain and pores and thus appear as intermediate gray-scale values, because the volume sampled by those voxels includes both grain and pore (the “partial volume effect”). With a further decrease in image resolution, the proportion of intermediate gray scale voxels increases and the proportions of voxels representing the original two components decrease. At some pore-size–dependent resolution, the interconnections within the pore space (i.e., pore throats) start to be represented by intermediate gray scale values and direct transport modeling becomes impossible. Extracting information from images in this regime, where transport pathways cease to be fully resolved, is the focus of this work.

At even lower resolution, the spatial averaging associated with each voxel covers such a large volume that all geometric information is lost. It is normally considered that medical CT scanning, with a typical resolution of around 500 μm/voxel, falls into this last category. With a complete absence of geometric information, CT scans of whole core are not used to estimate permeability, and it seems unlikely that worthwhile information for predicting transport properties could be extracted.
Archie [1942] described the formation resistivity factor ($F$) of porous material in terms of its porosity ($\phi$) and the cementation exponent ($m$) with the equation $F = \phi^{-m}$. Berg [2012] and Zhang and Knockstedt [1995] evaluate electrical conductance and highlight the importance of pore geometry and flow path tortuosity. Arns et al. [2001b] investigate the effects of image resolution and associated discretization (segmentation) errors, such as poor representation of pore geometry, on the numerical computation of electrical conductivity. For a single sample represented by a range of image resolutions, they observed systematic overestimation of formation factor with decreasing image resolution.

Permeability simulations in this study are based on the Lattice-Boltzmann method for solving the Navier-Stokes flow equation, where the fluid is represented as generalized particles [Arns et al., 2004] and placed under a pressure gradient by a body force throughout the volume [Ferréol and Rothman, 1995], or by constant-pressure boundary conditions. Marty et al. [1999] were among the first to identify the need for sufficient imaging resolution in their experiments with Fontainebleau sandstone. Generally permeability simulations only return useful results if the image resolution is sufficiently high to represent flow pathways in the pore system with at least four open voxels, i.e., the voxel size needs to be 4 times smaller than the diameter of the smallest pore throats that lie on percolating flow paths. This is dictated by the simulation algorithm that applies no-slip conditions at the solid-fluid interfaces: with four voxels spanning, a pore throat only the inner two voxels allow significant fluid flow. In lower-resolution images, the pore throats are depicted by intermediate gray scale voxels (rather than open pore voxels) and consequently do not allow flow during simulation: the simulated permeability will therefore be zero regardless of the actual permeability. Apourvari and Arns [2014] assess the effect of subresolution porosity on permeability and use a Lattice Boltzmann method modified with the Brinkman approach [Brinkman, 1949] that includes regions of subresolution porosity in the permeability computation by applying Darcy’s law to such regions. This approach suffers the shortcoming that one must estimate the permeability of the subresolution porosity, often without knowledge of the pore space geometry.

In studying the effect of image resolution on permeability simulation, Peng et al. [2014] found that two µ-CT images of Berea Sandstone with resolutions of 1.85 and 5.92 µm/voxel return nearly identical permeability, indicating that the latter is high enough resolution to capture the main flow paths for that rock, and that the smaller pores need not always be resolved. Zhang et al. [2000] investigated the scale dependency of the so-called representative element volume (REV), a range of physical sample volumes for which a measured quantity such as permeability does not change. Their results show that the REV for a Brent Triassic Sandstone sample is considerably larger than that of a sample of crushed glass beads, because of the increased degree of heterogeneity of the sandstone. In the context of image resolution and field of view, and depending on the sample heterogeneity, it is clear that for any given sample, volumes that fall in the range of an REV may not always have sufficient resolution to allow permeability simulation.

### 1.2. Permeability Prediction

Predicting the permeability of aquifer and reservoir rocks based on laboratory measurements of rock characteristics has long been a topic of interest. The Kozeny-Carman equation [Carman, 1956; Aubertin and Chapuis, 2003] is a well-known method of estimating permeability for porous material and forms the basis for subsequent work by [Van Baaren, 1979; Paterson, 1983; Walsh and Brace, 1984]. Their method is based on the theory of fluid flow through a set of capillary tubes where permeability is described as a function that includes the pore space specific surface area, the void ratio, and a constant taking into account channel shape and tortuosity. Swanson [1981] was among the first to investigate the use of parameters derived from a capillary pressure curve to estimate permeability, suggesting that the point defining the maximum mercury saturation to pressure ratio defines the effective connecting porosity. Katz and Thompson [1986] continued the use of the capillary pressure curves but instead use it to derive a pore system length scale they refer to as the characteristic length ($L_c$). They propose an expression that relates permeability to a universal constant ($C$), the characteristic length and the electrical conductivity ($\sigma/\kappa_0$) (equation (1)).

$$k = C L_c^2 \left( \frac{\sigma}{\kappa_0} \right) = C L_c^2 \left( \frac{1}{F} \right) = C L_c^2 \tau$$

(1)

The characteristic length is determined from the capillary pressure inflection point on the mercury intrusion curve, which is suggested to correspond with the establishment of a connected mercury cluster. In the
absence of grain surface conductivity, the electrical conductivity is the inverse of the formation factor \((1/F)\), which captures the connectedness of the pore system and can be expressed in terms of tortuosity \((\tau)\) [Clennell, 1997]. Berg [2014] provides an excellent summary of works related to permeability estimation in the context of characteristic length, tortuosity, and porosity.

In the context of detailed 3-D imaging, the characteristic length can be given a precise geometric definition as the diameter of the largest sphere that can pass through the pore system. Arns et al. [2005] use parameters computed from \(\mu\)-CT images to predict permeability using empirical methods, including Kozeny-Carman and Katz-Thompson, and correlate the results with Lattice Boltzmann simulated permeability. They conclude that for resolutions where it is possible to compute, the characteristic length provides the best measure of length scale to predict permeability.

More recently, Dehghan Khalili et al. [2013] focus on carbonate reservoir rock and investigate the use of porosity-permeability relationships derived from \(\mu\)-CT images to estimate permeability in larger-scale lower resolution \(\mu\)-CT images. Benavente et al. [2015] propose permeability prediction in sandstones and carbonates through a series of statistical models based on the relationships between laboratory measurements of permeability and capillary imbibition, porosity, and pore structure. Their recommended models include the capillary absorption coefficient and connected porosity, but not mean pore radius, which does not improve the statistical fit of their regression models.

1.3. Contribution of This Work

This paper explores the fundamentals of predicting the spatial variations in absolute permeability of heterogeneous sandstone from high field of view tomographic images whose resolution is not sufficient to allow direct permeability computation. The unique contribution is the development of a new workflow that combines existing analytical techniques to predict the spatial distribution of absolute permeability throughout the large field of view of low-resolution \(\mu\)-CT images, such as images of whole core, where permeability cannot be computed directly by numerical methods. This workflow predicts the permeability of many small homogeneous regions within low-resolution images, providing information that is unavailable from bulk laboratory techniques, by statistically correlating the permeability computed from regions in high-resolution images with rock characteristics determined from the same regions in low-resolution images. Segmentation of lower resolution images (binarizing the image) typically eliminates much of the gray scale information related to pore geometry. In addition to macroscale quantities such as porosity, this work explores the use of a segmentation technique that preserves gray scale information and allows the computation of characteristics that incorporate image gray scales. Such characteristics should have the potential to correlate well with geometry-dependent properties like permeability.

Absolute permeability is computed directly on high-resolution images by numerical solution of the Navier-Stokes equations using the Lattice Boltzmann method, while characteristics such as open pore fraction, pore size, and formation factor are calculated from low-resolution images and used as predictor variables of permeability. To better understand their predictive ability, each characteristic is correlated with permeability in a series of ordinary least squares (OLS) models. The most promising characteristics are then combined and correlated with permeability in multiple linear models.

The essential steps in the proposed workflow are:

1. Acquire a low-resolution (LR) 3-D image of a core sample that spans a relatively large volume of the rock (in this work: 25 mm diam. \(\times\) 80 mm long).
2. Acquire a high-resolution (HR) image of one or more subsamples of the core, and compute directly the permeability on homogeneous regions within each image. In total, the subsamples should span the bulk of the rock texture variability.
3. Digitally align the low and high-resolution images to locate the overlap region.
4. Calibration: determine statistical correlations between permeability (from HR image) and rock characteristics (from the aligned overlap region of the LR image).
5. Prediction: calculate rock characteristics for the LR image of the whole core plug from step 1 and predict permeability using the statistical correlations from step 4.

Optionally, the workflow may include more than two levels of imaging to span a larger range of length scales. In the context of reservoir-scale modeling and simulation, the predicted permeabilities obtained
from this workflow for individual rock units can ultimately be used to compute effective permeability at the core scale by means of Darcy simulation techniques [Kløv et al., 2003].

2. Methods

2.1. Sampling and Imaging

This paper reports on two core plugs (sample 1 and sample 2) from the Precipice Sandstone in the Surat Basin, Australia, which can be considered a good example of relatively clean siliciclastic aquifer rock. It is highly porous and permeable, with generally less than 10% clay, and limited silica redistribution. Deposited by a low sinuosity braided river system [Martin, 1977], the Precipice Sandstone contains fine to coarse-grained laminations ranging from one millimeter to several centimeters in thickness. In this work, we apply the previously described permeability prediction workflow to two 25 mm diameter 80 mm tall core plugs. In the main body of the paper, we discuss the development of the workflow in the context of the results from sample 1, and then report on the main results from sample 2 in section 4. The 25 mm core plugs were first imaged rapidly as part of a bundle with other cores to produce image (1) a low-resolution image at \(16 \, \mu\text{m/voxel}\), after which image (2) an intermediate resolution image at \(16 \, \mu\text{m/voxel}\) was acquired through a high-fidelity scan of the core plugs in isolation. Finally, image (3) a high-resolution image at \(5 \, \mu\text{m/voxel}\) was acquired through physical coring and imaging of a 8mm diameter 15 mm long subplug from the original core plug of sample 1. The high-resolution image for sample 2 was collected using a “region of interest scan” (see section 4). The three images for each of the core plugs are aligned to one another using a distributed-memory parallel cross-scale 3-D image registration algorithm [Latham et al., 2008a,b]. In addition to the high-fidelity imaging of significant sample heterogeneity across multiple scales, this imaging program enables the study of cross-scale correlations because of precise voxel to voxel registration of the images to each other. The overlap regions between the images provide information at all three resolutions; therefore, the statistical calibration step is restricted to the domain of the high-resolution image. Figure 2 shows the difference in resolution between the images and the approximate location of the subplug for sample 1. The location for collecting the subplug was selected for both practical and analytical considerations. Based on visual assessment, the subplug location was selected to provide the best sampling across the range of relatively fine, medium, and coarse textures. The coarsest lamination in the subplug is poorly cemented and necessitates a 8 mm diameter subplug to avoid sample damage that may occur during coring to a smaller diameter. Furthermore, the 8 mm diameter makes it possible to collect reliable data...
on a larger volume of the coarsest lamination. Given the configuration of the μ-CT imaging equipment, the 8 mm diameter subplug can be imaged with a maximum resolution of ~5 μm/voxel, which is sufficient to accurately represent the pore system in all three rock textures. As we discuss in section 3.4, it is worth noting that the analytical results may be affected if the subplug is chosen in such a way that it does not represent the range of rock textures present in the larger-scale sample, or if it is too large for accurate imaging of the finest textures in the heterogeneous pore system. Since the images were not constructed through a digital downsampling procedure, they all contain real imaging artifacts such as noise and blur.

Figure 3 shows 2-D slices, gray scale histograms and intensity profiles of select regions of the registered low, intermediate, and high-resolution images. The reduction in image resolution causes significant smoothing of the intensity profile and the inability to capture smaller features is evident. Furthermore, the intensity histogram of the 64 μm/voxel image shows an overall increase of intermediate gray scale values due to spatial averaging (blurring), which results in many regions of the pore space, most notably the pore throats, being completely occupied by intermediate gray scale values.

The resolution of images 1 and 3 differ by a factor of 13, corresponding to a reduction in volumetric sampling density of over 2000, i.e., image 1 can cover a volume 2000 times larger than that of image 3, given an image of the same number of voxels.

Figure 3. Close-up regions taken from the three different resolution images. Each image has an accompanying gray scale histogram above and intensity profile below (indicated by the yellow lines). Note how the change in resolution is reflected in the smoothing of the intensity profile. The red arrows indicate a narrow pore space, which is resolved in the high-resolution image, but represented by intermediate gray scale values in the low-resolution image.
2.2. Image Segmentation

Conventionally the 65,535 gray levels in the 16 bit gray scale images are partitioned into a smaller number of phases, with each phase representing a different class of material. Typically the segmented phases are: pore, intermediate phase (clays), and solid phase (framework minerals). However, segmentation generally causes a loss of geometric information contained in the image gray scales. Figures 4a and 4b show how pore throats may be closed during segmentation and how corners and crevasses of pores are not always accurately represented by a segmented image, especially at low-resolution. Here we make use of a two-stage segmentation method. First, using the converging active contour method [Sheppard et al., 2004], where the gray scale values are divided into three main phases; and second, a “soft” thresholding segmentation procedure (microporosity segmentation) allocates 100 gray levels to intermediate intensity voxels to build a porosity map, which includes subresolution pores within the intermediate phase (Figure 4c). Each voxel in the intermediate phase is assigned a value based on a linear interpolation between a minimum and maximum attenuation value corresponding to 100% pore and 100% grain, respectively [Sok et al., 2009]. This process assumes that the intensity of each intermediate-phase voxel in the image is linearly related to the porous fraction of that voxel. This is a tolerable assumption for the very simple mineralogy of the Precipice Sandstone studied here; however, for more complex rock types, it would be necessary to perform more reliable porosity mapping using a method such as the multimage wet/dry imaging workflow described in Sheppard et al. [2014].

2.3. Image Unitization

Figure 5 shows that the sample used for this study contains significant heterogeneity with fine, medium, and coarse-grained bands. To improve the probability of identifying correlations between rock properties and absolute permeability, a unitization procedure was developed to identify internally homogeneous zones, or units, for individual characterization. We should emphasize that this procedure is not intended for rock classification. It serves to isolate internally homogenous zones within the image for individual analysis with minimal overlap. The method makes use of the gradient of the grain-size profile, calculated from covering radius transform (CRT) data [Hazlett, 1995], and open pore fraction profile to identify points of maximum change along the length of the core sample. These points of maximum change are considered potential boundaries between units. The method iteratively compares and merges adjacent units based on a user-adjustable threshold [Botha et al., 2014]. The result is a series of units in which the grain size and pore fraction of each unit are distinct from its neighbors’. For the overlap region between all three images, the unitization procedure identified three units based on grain size. The pore fraction profile has too little variation to warrant subdivision into units.

To increase the number of data points for the statistical correlations, each unit is subdivided into a series of approximately cubic subvolumes. Absolute permeability and predictor rock characteristics are computed for each subvolume, and, therefore, each unit separately. The top and bottom boundaries for the subvolumes for each unit are chosen to match those from the unitization results, while the x and y dimensions are chosen so that the resultant subvolume approximates a representative element volume (REV) of that unit (Figure 5).
2.4. Computing Rock Characteristics

We compute a range of rock characteristics for each subvolume identified in the unitization step (section 2.3) and use these characteristics as predictor variables in statistical models of absolute permeability.

2.4.1. Grain and Pore Size and Sorting (GS, Gsort, PS, and Psort)

To compute grain and pore size and sorting, we use the segmented data to construct a Euclidean distance map, which, for each voxel, assigns a value equivalent to the shortest distance to a boundary voxel [Danielsson, 1980]. The distance map is further processed by a watershed transform [Beucher and Meyer, 1992], followed by merging of labeled watershed regions, which generates a partitioning of the grain or pore space into individual grains or pores [Thompson et al., 2005; Sheppard et al., 2006]. An analysis of regions volumes bins the resulting regions into size classes expressed in number of voxels, which we convert to equivalent sphere diameter (ESD) [Jennings and Parslow, 1988]. Assuming a log-normal distribution, a cumulative logarithmic ESD size distribution curve is used to calculate the median grain and pore size in microns for each subvolume [Krumbein, 1934]. We express grain and pore sorting as a measure of spread using the 5th, 16th, 84th, and 95th percentiles from the same size distribution curves [Folk and Ward, 1957].

2.4.2. Open Pore Fraction (OPF), Porosity (P), and Clay Fraction (CF)

Here we make use of the segmented data files that represent the original gray scale tomograms in terms of three classes representing (a) open pores as low brightness voxels, (b) clay and subresolution porosity as intermediate gray scale voxels, and (c) the grain phase as high brightness voxels (Figure 4b). Summing the number of voxels in each class and normalizing to the total number of voxels in the image gives the
fractional contribution of each class. Open pore fraction is the fraction of resolved void space clearly distinguished from the intermediate and grain phases. As mentioned in section 2.2 on image segmentation, we use a "soft" thresholding segmentation method, which allocates 100 gray scale values to the intermediate intensity voxels (Figure 4c). Based on a linear interpolation between a minimum and maximum gray scale value, we compute the fractions of clay phase and subresolution pores. By adding the fraction of subresolution pores to the open pore fraction, we determine the porosity value [Sok et al., 2009].

2.4.3. Formation Factor (F)

We compute the formation factor by numerically solving Laplace’s equation using a finite element or finite difference formulation to solve for the potential in a unity strength electrical field [Arms et al., 2001a, 2002]. The electrical conductivity (S) of each gray scale voxel is given by Archie’s law \( S = \phi^m \) where \( m \) is the cementation exponent and \( \phi \) the porosity. Using conventional experimental data, the \( m \) exponent can be computed as the slope of a plot of the logarithm of formation factor and the logarithm of porosity. The numerical computation of formation factors requires a predetermined value for \( m \). Archie [1942] found that \( m \) ranges between 1.8 and 2 for consolidated sandstone, and mentioned it can be as low as 1.3 for clean unconsolidated sands. We are specifically interested in testing if formation factor contributes significantly to a statistical model of permeability, because here the formation factor computation is tuned to take into account the scaled subresolution porosity data in the intermediate gray scale voxels. For this reason, especially in the case of low-resolution images, the result from the formation factor computation is not necessarily a reliable measure of electrical conductivity. Instead it is an arbitrary characteristic chosen for possible correlation with absolute permeability because it represents current flow through voxel space where resistance to flow at each voxel is determined by the fraction of pore space and intermediate clay phase in that voxel. To test the sensitivity of the correlation between formation factor and permeability to variations in the \( m \) exponent, we generate formation factor data for \( m = 2, 2.5, \) and 4. We select 2 because it is the classically accepted value for consolidated sands, while higher values are considered because they may help to capture the fact that fluid flow is highly sensitive to obstructions.

2.4.4. Minkowski Functionals

The so-called Minkowski Functionals are a set of additive morphological measures representing, for three-dimensional objects, volume, surface area (SA), mean curvature (MC), and the Euler characteristic (EC) [Mecke, 1996; Arms et al., 2001b; Schladitz et al., 2006]. The volume measurement is equal to the open pore fraction explained in section 2.4.1. Here we generate data for the Minkowski Functionals using the morphological analysis algorithm implemented by Arms et al. [2001b], which includes the computation of the critical length (lc).

2.5. Statistical Modeling

The permeability prediction workflow involves two stages of statistical calibration based on the 8 mm subplug region in the three images. The first stage is the correlation between individual predictor character characteristics from the low and intermediate-resolution images with numerically computed permeability from the high-resolution image using ordinary least squares (OLS) linear regression. The second stage combines several characteristics in a multiple OLS linear regression to develop a more complete statistical description of the response variable (absolute permeability). In OLS, the coefficient of determination \( (R^2) \) is a measure of how much variance in the response variable can be explained by the predictor characteristics. \( R^2 \) is the difference between 1 and the ratio of the total sum of squares (SS\text{\_tot}) and the residual sum of squares (SS\text{\_res}) (equation (2)).

\[
R^2 = 1 - \frac{SS\text{\_res}}{SS\text{\_tot}} \tag{2}
\]

SS\text{\_res} is equal to the sum of the squares of the difference between the observed values and the mean of the observed values (response variable). SS\text{\_res} is equal to the sum of the squares of the difference between the observed values and the predicted values of the model. \( R^2 \) ranges between 0 (no correlation between the predictors and the response variable) and 1 (the predictor characteristics perfectly describe the variability in the response variable). Based on 48 data points for each characteristic, we use \( R^2 \) as a measure of the predictive capability of individual rock characteristics, and to assess their relative contribution to predicting permeability in multiple linear models combining a subset of characteristics. Additionally, the F-statistic, expressed as a probability value (p-value), gives an indication if a model of the response variable is significantly different from a regression model with no predictor variables (intercept model).
As is typical in regression analysis when considering multiple predictors with a range of values in different units, we standardize each predictor by subtracting the mean and normalizing to its standard deviation [Marquardt, 1980].

In developing the statistical models used for permeability prediction, we first assess the predictive ability of each individual characteristic. The next step is to consider if some combination of variables in a multiple linear model provides a more complete description of the permeability variations. Critically, we must consider which characteristics to include in such a multiple model. One method is to assess each single variable model and decide, based on $R^2$, the model p-value, and an understanding of the physical meaning of each characteristic, which combination of predictors are most likely to define a reliable model. Alternatively, one could use a multivariate analysis technique such as principal component analysis (PCA). We perform a PCA on standardized variables since it aims to identify directions of maximum variance [Jackson, 2005]. The results include eigenvalues, the amount of variance, and eigenvectors, the principal components defining the direction of maximum variance. PCA of $n$ variables produces $n$ principal components, with each principal component a linear combination of the original variables [Jolliffe, 2014]. The “loadings” between each principal component and the original variables are computed using equation (3), and indicate how well each principal component is aligned with the original variables, i.e., how much information from each variable is reflected in each principle component [Abdi and Williams, 2010] (Please note that the popular statistics software package “R” refers to eigenvectors as “loadings,” which is distinct from the definition used here). The loadings between the principal components and the original variables may reveal which original characteristics are best suited to construct a predictive multiple OLS model. Furthermore, the principal components can be used as new predictor variables of the response variable in a principal component regression; however, in this instance, we choose not to make use of this regression method for statistical calibration, because the principal components cannot be interpreted directly in terms of their physical meaning.

$$r_{ij} = \frac{u_i \sqrt{l}}{s_j}$$

where $r_{ij}$ is the correlation between the $i$th principal component and the $j$th original variable, $u_i$ is the eigenvector coefficient, $l$ is the eigenvalue, and $s_j$ is the variance of the original variable, which is 1 for standardized data.

### 3. Results and Discussion: Sample 1

#### 3.1. Permeability Estimation and Image Resolution

Whenever possible, one would determine permeability directly; indirect methods are required only when direct computation is impossible. In this section, we demonstrate that conventional methods of estimating permeability, such as Lattice-Boltzmann-based simulations and Katz-Thompson calculations, fail when there is not sufficient resolution in the image to accurately represent the pore space. Figure 6a shows how the loss of geometric information impacts computed permeability using the Lattice-Boltzmann method. The 16 $\mu$m/voxel image yields unreliable results, returning zero or underestimating the permeability compared to the 5 $\mu$m/voxel data for values lower than $\sim$2000 mD.

Figure 6b shows the good correlation between permeability computed using the Lattice-Boltzmann method and the Katz-Thompson equation for the 5 $\mu$m/voxel image. The resolution is sufficient high to accurately represent the largest connecting pore throats and to allow reasonable estimates of the pore system critical length, and therefore its permeability using the Katz-Thompson method. Note that to achieve this correlation the universal constant in equation (1), reported as $\frac{1}{90}$ by Katz and Thompson, was modified to $\frac{1}{4}$. Computing the $R^2$ statistic for the 1:1 line (an indication of how closely the data points fall on the line passing through zero with a 45° angle) yields a value of 0.86, indicating the Lattice Boltzmann and Katz-Thompson computations match one-another closely. Figure 6c shows the permeability using the Lattice-Boltzmann method for the 5 $\mu$m/voxel image against the permeability computed using Katz-Thompson and the 16 $\mu$m/voxel image. In this instance, the universal constant was set to $\frac{1}{4}$. Note how the Katz-Thompson results for the 16 $\mu$m/voxel image returns zero permeability for several volumes. The lower image resolution is not sufficient to capture the permeability-controlling flow pathways, leading to zero
critical length values and zero computed permeability. It follows that for the 16 and 64 μm/voxel images of these samples both the Lattice-Boltzmann and Katz-Thompson methods cannot produce reliable results and we need an alternative method of determining permeability.

3.2. Statistical Calibration: Individual Characteristics

As a first step, we compile OLS models between the logarithm of each characteristic and the logarithm of permeability. The second stage of statistical calibration combines some subset of the individual characteristics into multiple linear models (section 3.3) to provide a more complete statistical description of permeability. One method of identifying predictor variables for a multiple OLS linear model is a principal component analysis. The results from the PCA (Table 1) show that the first three principal components explain 90% of the variance in the predictor characteristics for both the 16 and 64 μm/voxel images. For the 16 μm/voxel data, the first two principal components, PC1 and PC2, correlate well with permeability based on their $R^2$ values. The loadings for the 16 μm/voxel data indicate that PC1 shares considerable information with open pore fraction, porosity, formation factor, grain sorting, clay fraction, and mean curvature, while PC2 shares information with pore and grain size and pore sorting. For the 64 μm/voxel image, PC1 correlates best with permeability. The loadings of PC1 show a similar trend compared to that of 16 μm/voxel image, but with the addition of the Euler characteristic, which also shares considerable information with the first principal component.
Another method of choosing the characteristics for a multiple regression model is to consider the predictive capability of the individual characteristics by interpreting the coefficient of determination from OLS regressions (Table 2). Based on the $R^2$ statistic, the characteristics relating to rock fabric in neither the 16 nor 64 μm/voxel images correlate well with permeability, while specifically open pore fraction and formation factor, which relate more directly to the pore system, show much stronger correlations. Mean curvature, surface area, and the Euler Characteristic correlate reasonably well and justify further investigation. Each model's $p$-value of the F-statistic is lower than 0.05. With a chosen significance threshold of 95%, the $p$-values indicate that each model has less than 5% probability of being equal to the intercept model; therefore, each individual characteristic provides a statistically significant description of permeability variance.

We now choose the most suitable predictor characteristics based on the combined results of the principal component analysis and the regression for each individual characteristic with permeability.

### 3.2.2. Open Pore Fraction, Pore Size, and Formation Factor

The PCA results show that open pore fraction and formation factor share considerable information with the first principal component in both image resolutions (Table 1). Table 2 indicates that these are the characteristics that correlate best with permeability, for both 16 and 64 μm/voxel images. $R^2$ for the correlation between open pore fraction and permeability is lower in the 5 μm/voxel image, compared to the 16 and 64 μm/voxel images.

### Table 2. The Coefficient of Determination From Ordinary Least Squares Modeling of Each Calculated Characteristic (From the 5, 16, and 64 μm/voxel Images) With Lattice Boltzmann Permeability From the 5 μm/voxel Image

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>$R^2$ for log (k) (5 μm/voxel)</th>
<th>$R^2$ for log (k) (16 μm/voxel)</th>
<th>$R^2$ for log (k) (64 μm/voxel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grain size (GS)</td>
<td>0.114</td>
<td>0.018</td>
<td>0.206</td>
</tr>
<tr>
<td>Grain sorting (Gsort)</td>
<td>0.556</td>
<td>0.544</td>
<td>0.275</td>
</tr>
<tr>
<td>Clay fraction (CF)</td>
<td>0.393</td>
<td>0.542</td>
<td>0.286</td>
</tr>
<tr>
<td>Pore system</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Porosity fraction (P)</td>
<td>0.612</td>
<td>0.780</td>
<td>0.221</td>
</tr>
<tr>
<td>Open pore size (μm)</td>
<td>0.564</td>
<td>0.332</td>
<td>0.216</td>
</tr>
<tr>
<td>Open pore sorting (Psort)</td>
<td>0.103</td>
<td>0.019</td>
<td>0.033</td>
</tr>
<tr>
<td>Formation factor (m = 2) (F)</td>
<td>0.770</td>
<td>0.932</td>
<td>0.871</td>
</tr>
<tr>
<td>Formation factor (m = 2.5) (F)</td>
<td>0.754</td>
<td>0.931</td>
<td>0.850</td>
</tr>
<tr>
<td>Formation Factor (m = 4) (F)</td>
<td>0.740</td>
<td>0.928</td>
<td>0.875</td>
</tr>
<tr>
<td>Minkowski functionals</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open pore fraction (OPF)</td>
<td>0.567</td>
<td>0.841</td>
<td>0.899</td>
</tr>
<tr>
<td>Surface area (SA)</td>
<td>0.071</td>
<td>0.770</td>
<td>0.643</td>
</tr>
<tr>
<td>Mean curvature (MC)</td>
<td>0.555</td>
<td>0.719</td>
<td>0.488</td>
</tr>
<tr>
<td>Euler characteristic (EC)</td>
<td>0.187</td>
<td>0.752</td>
<td>0.626</td>
</tr>
</tbody>
</table>

### Table 1. Principal Component Analysis Results for the 16 and 64 μm/voxel Data Showing the Coefficient of Determination ($R^2$) Between the First Three Principal Components and Permeability, the Fraction of Variance Explained by the Components, and the Loadings (Correlations) of the Components Onto the Original Variables

<table>
<thead>
<tr>
<th>Component</th>
<th>$R^2$</th>
<th>Permeability</th>
<th>OPF</th>
<th>P</th>
<th>PS</th>
<th>F</th>
<th>GS</th>
<th>Gsort</th>
<th>Psort</th>
<th>CF</th>
<th>SA</th>
<th>MC</th>
<th>EC</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 μm/voxel image</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC1</td>
<td>0.8</td>
<td>0.6</td>
<td>-0.9</td>
<td>-0.9</td>
<td>-0.5</td>
<td>0.8</td>
<td>0.0</td>
<td>0.9</td>
<td>0.1</td>
<td>0.9</td>
<td>-1.0</td>
<td>-0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>PC2</td>
<td>0.7</td>
<td>0.2</td>
<td>0.3</td>
<td>0.1</td>
<td>-0.8</td>
<td>0.2</td>
<td>-0.9</td>
<td>0.0</td>
<td>-0.8</td>
<td>-0.4</td>
<td>0.0</td>
<td>-0.3</td>
<td>0.0</td>
</tr>
<tr>
<td>PC3</td>
<td>0.3</td>
<td>0.1</td>
<td>0.3</td>
<td>0.3</td>
<td>-0.1</td>
<td>0.3</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.6</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>64 μm/voxel image</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC1</td>
<td>0.8</td>
<td>0.5</td>
<td>-0.9</td>
<td>-0.3</td>
<td>-0.6</td>
<td>0.9</td>
<td>0.2</td>
<td>0.7</td>
<td>-0.4</td>
<td>-0.3</td>
<td>-1.0</td>
<td>-0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>PC2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.9</td>
<td>-0.6</td>
<td>0.2</td>
<td>-0.9</td>
<td>0.1</td>
<td>-0.3</td>
<td>0.9</td>
<td>-0.1</td>
<td>-0.4</td>
<td>0.1</td>
</tr>
<tr>
<td>PC3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>-0.2</td>
<td>0.1</td>
<td>0.0</td>
<td>-0.2</td>
<td>-0.8</td>
<td>-0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>-0.2</td>
</tr>
</tbody>
</table>
Figures 7a and 7b plot simulated permeability against open pore fraction for the 16 and 64 μm/voxel images of the 8 mm subplug. The correlation is relatively poor at 5 μm/voxel image resolution since relevant factors such as the length scale and connectedness of the pore system make no direct contribution to the open pore fraction characteristic. However, at lower image resolutions, open pore fraction is no longer a direct measure of sample porosity, but rather the resolved fraction of the larger actual pore volume; i.e., pores larger than some resolution-dependent length cutoff. Figure 7b demonstrates an excellent correlation between open pore fraction and permeability in the 64 μm/voxel images. We postulate that when the resolution is such that the length...
cutoff is close to a controlling length scale of the pore system (e.g., the critical length), then the fraction of open pore space correlates well to the number of transport pathways relevant for permeability. The correlation coefficient for pore size shows that it is a stronger predictor characteristic in the 16 \text{ \mu m/voxel} image, which retains more geometric information compared to the 64 \text{ \mu m/voxel} image (Table 2 and Figures 7c and 7d). Even though the pore-size correlation coefficient is relatively low, being the only direct measure of size in these low-resolution images it may contribute to the statistical description of permeability in a multiple model, and we choose to include it in the subset of characteristics for further analysis.

Formation factor represents relative electrical conductivity; however, in low-resolution images, where electrical flow paths are poorly characterized, formation factor computations do not provide reliable information on the electrical properties of the rock. In this study, we see similar results than those of Arn et al. [2001a] with higher computed formation factor for lower-resolution images. Additionally, the correlation coefficient between formation factor computed on the 5 \text{ \mu m/voxel} image and that from the 16 and 64 \text{ \mu m/voxel} images is 0.5 and 0.3, respectively, indicating that formation factor is poorly correlated with itself between image resolutions. Here the formation factor computation is tuned to take into account the scaled microporosity information contained in the gray scale value of each intermediate voxel. Computation results with \(m = 2, 2.5, \text{ and } 4\) show only minor differences in the correlation coefficients when modeled against permeability (see section 2.4.3 for a discussion on why we selected these values for \(m\)). For each value of \(m\), the correlation coefficient for formation factor is lowest in the 5 \text{ \mu m/voxel} image and highest in the 16 \text{ \mu m/voxel} image. We suggest that in the lower resolution images, the formation factor computation appears to incorporate some measure of connecting channel size from image gray scales and therefore becomes a reasonable predictor of permeability (Figures 7e and 7f). Additionally, when computing gray scale sensitive formation factor values in lower resolution images, the smaller pores, which contribute to permeability but which are not fully resolved in lower resolution images, are still taken into account because they are represented as intermediate gray scale values. It is expected that the range of resolutions for which formation factor is a useful predictor will vary between samples as a function of rock texture.

### 3.2.3. Sensitivity to Segmentation Parameters

Open pore fraction is directly dependent on the image gray scale segmentation threshold, so the sensitivity of this promising correlation to the threshold parameter should be explored. Figures 8a and 8b show open pore fraction from the 64 \text{ \mu m/voxel} image and its correlation with permeability as a function of simple gray scale thresholding. As the threshold increases, the open pore fraction and its range increase indefinitely as more voxels are included in the segmented pore phase. The correlation coefficient with permeability increases to a maximum and then decreases. The maximum \(R^2\) of 0.915 is very similar to the \(R^2\) of 0.899 (reported in Table 2), indicating that the component of the pore system that correlates well with permeability can be captured over a
This is not true for the 64 m voxels. As individual characteristics the Minkowski functionals generate promising accounts for permeability. Instead the pore geometry is now represented by intermediate gray scale values and is showing that the 64 m voxels does not appear to contain any significant predictive capability (Table 2 above), adding it to model 1, to produce multiple model 2, significantly increases the correlation coefficient in the 16 m voxels. The coefficient of determination alone, though a valuable measure of precision, cannot be used to determine the quality of a model. Model residuals (the differences between the predicted and observed values) should ideally show a random distribution around zero with no clustering of the data points and no clearly discernable patterns, the presence of which may point to some systematic bias in the model [Draper and Smith, 2014]. Figure 9a shows the simulated permeability from the 5 μm/voxel image plotted against the predicted permeability from the 16 μm/voxel image using multiple linear model 2 (open pore fraction, open pore size, and formation factor). Figure 9b shows the model residuals plotted against the predicted values. Figured 9c and 9d show similar data for the 64 μm/voxel image obtained from model 1 (open pore fraction and formation factor). Upon visual inspection, we note the residuals in Figures 9b and 9d show relatively random distributions indicating that a linear model is unbiased and appropriate for the data. There are a few data points at lower permeabilities with higher residual values, which we suggest is a relatively large range of gray scale thresholds. This result indicates that the predictive model based on open pore fraction is relatively independent of the segmentation parameters used for the low-resolution image.

### 3.3. Statistical Calibration: Multiple Characteristics

Combining predictor characteristics into multiple linear models has the potential to improve predictive capabilities and serves as the second step in calibrating the statistical models. Based on the results from the principal component analysis and the regression of each characteristic with permeability, we suggest that some combination of open pore fraction, pore size, formation factor, and the Minkowski Functionals are likely to generate good multiple linear models of absolute permeability. We emphasise that the intention is to develop a workflow rather than an empirical model for predicting permeability. It is possible that other samples will require different statistical models depending on their textures and the image resolution.

Table 3 shows six multiple models and their $R^2$ values for regressions using characteristics from the 5, 16, and 64 μm/voxel images. Each model’s $p$-value of the F-statistic is lower than 0.05, indicating that each model is significantly different from the intercept model. The two best individual characteristics are open pore fraction and formation factor, and a multiple linear model containing both (model 1) provides an excellent description of permeability, especially in the 16 μm/voxel image. Even though pore size alone does not appear to contain any significant predictive capability (Table 2 above), adding it to model 1, to produce multiple model 2, significantly increases the correlation coefficient in the 16 μm/voxel image. This is not true for the 64 μm/voxel data, where adding pore size to model 1 only increases the $R^2$ by 0.004. This indicates that at low-resolution the pore size characteristic no longer has any predictive capability, showing that the 64 μm/voxel image contains no direct geometric information that contributes to a model for permeability. Instead the pore geometry is now represented by intermediate gray scale values and is accounted for by the formation factor, which incorporates gray scales during computation.

As individual characteristics the Minkowski functionals generate promising $R^2$ values, particularly for the 16 μm/voxel image (Table 2 above). However, when combined in model 3, the correlation coefficient is less impressive at 0.8, 0.78, and 0.67 for the 5, 16, and 64 μm/voxel images, respectively. Only when open fraction or formation factor is added to surface area, mean curvature, and the Euler Characteristic in models 4 and 5 does the $R^2$ improve. Furthermore, model 6 contains open pore fraction, pore size, and all three of the remaining Minkowski Functionals, and produces an $R^2$ of 0.968 and 0.927 for the 16 and 64 μm/voxel data, which is only marginally better than the correlation coefficients for models 1 and 2. It is therefore clear that the Minkowski Functionals do not contribute additional information to a multiple model, which is not already accounted for by open pore fraction, pore size, and formation factor. Based on the results in Table 3, we therefore identify models 1 and 2 for use in predicting permeability in the 25 mm 64 and 16 μm/voxel images, respectively.

The coefficient of determination alone, though a valuable measure of precision, cannot be used to determine the quality of a model. Model residuals (the differences between the predicted and observed values) should ideally show a random distribution around zero with no clustering of the data points and no clearly discernable patterns, the presence of which may point to some systematic bias in the model [Draper and Smith, 2014].

### Table 3. The Coefficient of Determination From Ordinary Least Squares Modeling of Five Combinations of Predictor Characteristics (From the 5, 16, and 64 μm/voxel Images) with Lattice Boltzmann Permeability From the 5 μm/voxel Image

<table>
<thead>
<tr>
<th>Multiple Model</th>
<th>$R^2$ for log (k) Versus log (5 μm/voxel Characteristics)</th>
<th>$R^2$ for log (k) Versus log (16 μm/voxel Characteristics)</th>
<th>$R^2$ for log (k) Versus log (64 μm/voxel Characteristics)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) OPF, F</td>
<td>0.843</td>
<td>0.932</td>
<td>0.908</td>
</tr>
<tr>
<td>2) OPF, PS, F</td>
<td>0.965</td>
<td>0.963</td>
<td>0.912</td>
</tr>
<tr>
<td>3) SA, MC, EN</td>
<td>0.696</td>
<td>0.777</td>
<td>0.677</td>
</tr>
<tr>
<td>4) OPF, SA, MC, EN</td>
<td>0.830</td>
<td>0.955</td>
<td>0.922</td>
</tr>
<tr>
<td>5) SA, MC, EN, F</td>
<td>0.910</td>
<td>0.953</td>
<td>0.875</td>
</tr>
<tr>
<td>6) OPF, PS, F, SA, MC, EN</td>
<td>0.971</td>
<td>0.969</td>
<td>0.927</td>
</tr>
</tbody>
</table>
consequence of the low-permeability data being more scattered. It also shows the difficulty of predicting lower permeability values (<1000 mD) from such low-resolution images.

3.4. Predicting Permeability in the 25 mm Core Plug

The last step in the workflow is to predict permeability from the images of the full 25 × 80 mm core plug. Using the statistical calibration of model 1 (open pore fraction and formation factor) for the 64 µm/voxel image and model 2 (open pore fraction, open pore size, and formation factor) for 16 µm/voxel image, Figure 10 shows the predicted absolute permeability for the 25 mm core plug from both image resolutions. As before, the predictor characteristics are computed on several subvolumes within each unit separately. Figure 10 shows a single value permeability for each rock unit, which is the average of the predicted permeability of the subvolumes. Certain sections in the core plug such as units 2 and 3 show relatively high permeability, despite their fine-grained rock fabric and apparently closed pore systems compared to that of units 11 and 12.

The best imaging resolution that could be achieved over the full 25 × 80 mm volume was 16 µm/voxel, a data set of 1800 × 1800 × 5000 voxels, which was insufficient to allow direct simulation of permeability. In the absence of accurate direct simulations, and having achieved excellent statistical permeability predictions from the 16 µm/voxel calibration data (Figure 9a), we use the predicted permeability over the full 25 × 80 mm volume as a proxy for directly computed permeability. Comparisons between predicted permeability for the 8 mm subplug (the calibration volume) and 25 mm core plug are shown in Figure 10. The 1:1 $R^2$ values show that predictions from the low-resolution 64 µm/voxel image match those from the 16 µm/
voxel image very well for both the 8 × 15 mm calibration volume ($R^2 = 0.93$) and the as-yet-unexplored 25 × 80 mm volume ($R^2 = 0.90$). This is an exciting result since two different statistical models, applied to two images with different resolutions, predict very similar permeabilities.

As a word of caution, we emphasize that the high-resolution data from the 8 mm subplug underpins the permeability predictions made over the full 25 × 80 mm volume from the 16 and 64 µm/voxel images. If the subplug does not represent an adequate range of rock textures, so that significant extrapolation of the statistical model is required beyond the range of rock characteristics captured in the 8 mm subplug, then uncertainties in the predicted permeability are bound to increase. Future research will need to look into this aspect in more detail. An approach likely to provide some quantitative data is to collect a second subplug from a different location, and test the predicted permeability over the whole 25 mm core plug from the two calibration volumes.

4. Results and Discussion: Sample 2

After initial development of the workflow, we apply it to sample 2, another Precipice core sample of similar character to sample 1. We follow the same imaging protocols and perform the statistical calibration on a separate 8 mm subplug image collected from the new sample. Figure 11 shows statistical calibration data for the intermediate resolution 16 µm/voxel image (Figure 11a) and the low-resolution 61 µm/voxel image (Figure 11b). Notably the $R^2$ of the models are not as high as for the first sample; however, they appear good enough to suggest that the low-resolution images contain the relevant information on the pore system to allow permeability prediction.

We suggest that the main cause of the poor correlations is related to the quality of the high-resolution image used for permeability computation. Here the high-resolution image was not collected on a physically cored subplug, but rather as a "region of interest scan," which means that the high-resolution image was...
collected by physically positioning the original large-scale sample closer to the X-ray source, thereby reducing the field of view and increasing the image resolution. This technique reduces the contrast-to-noise ratio in the high-resolution image (Figure 12a), directly impacting image segmentation. Most notably the pore space contains isolated groups of nonpore voxels (Figure 12b), which in turn impact the permeability computation because nonpore voxels do not allow fluid flow. The result is less reliable permeability data for calibration leading to poorer statistical correlations.

To test this hypothesis, we compute a new set of permeability data using a microporosity segmented image; specifically we set the first 26 gray scale values of the 100 intermediate gray scale voxels to permit fluid flow as if they were open pore voxels, thereby removing the negative effect of some of the isolated nonpore voxels (Figure 12c). The calibration results using this new set of permeability data show significant improvement and give R² values of 0.93 and 0.91 for the 16 and 61 μm/voxel images, respectively (Figured 13a and 13b). The 1:1 comparisons of the predicted permeability data are nearly as good as for sample 1 (Figure 13c and 13d), showing that 16 and 61 μm/voxel models produce similar predicted permeability values. This result demonstrates that image quality and the resultant computed permeability directly impact the statistical calibrations and the quality of the predicted data.

Samples 1 and 2 presented in this paper contain a wide range of rock textures from fine to coarse-grained, which makes them ideal for testing correlations between rock characteristics and petrophysical properties. However, both samples are from the same formation of sandstone, which may limit the generality of the results. Further work is required to fully understand the impact of the choice of subplug location and whether or not similar relationships exist in samples from other sandstone formations.

![Figure 11](image.png)

**Figure 11.** Calibration of statistical models for sample 2. The simulated permeability from the 5 μm/voxel image plotted against the predicted permeability from (a) the 16 μm/voxel image and (b) the 61 μm/voxel image.

![Figure 12](image.png)

**Figure 12.** (a) A 2-D slice from the original tomogram showing the presence of noise, (b) the segmented image of the same area showing isolated clusters of nonpore voxels in the pore space, (c) a slice of the microporosity segmented image where the first 26 gray scale values are set to permit fluid flow.
5. Conclusions

Large-scale whole core images often capture a range of rock textures and heterogeneities; however, they do not always have sufficient resolution to allow direct numerical simulations of fluid flow properties, and laboratory analysis of large quantities of core samples are not always practical or cost effective. We show that it is possible to use rock characteristics, namely open pore fraction, open pore size, and formation factor in a multiscale statistical modeling workflow to make good indirect predictions of permeability variation in low-resolution whole core images where it cannot be computed directly. The workflow produces a 3-D permeability map for large-scale core images, which is ideally suited for permeability upscaling and the computation of effective permeability at the core scale.

It can be inferred from our results that the open pore fraction and formation factor characteristics appear to capture critical aspects of the pore system when computed on images with relatively low resolution. The resolution is, in fact, far lower than that required to capture the full pore system in black-and-white. Open pore fraction is no longer a measure of porosity in these lower-resolution images and appears to relate to the...
number of transport pathways critical to fluid flow. Critically, the correlation coefficient of the statistical model between permeability and open pore fraction remains relatively unchanged over a reasonable range of gray scale thresholds used for image segmentation. Formation factor, because of the use of gray scale information in its computation, seems to incorporate some measure of pore system length scale and connectedness.

We emphasise that further research is required to assess the general applicability of the results presented in this paper. Additional work should test the degree to which the choice of subplug location impacts on the predicted permeability results and to what extent a single calibration can be transferred to other samples collected from the same or different formations. Additionally, the quality of the statistical calibrations should be assessed on a sample-by-sample basis before any predictions are made at the larger scale. It is likely that there is a relatively narrow range of image resolution for which the characteristics identified in this paper are effective predictors of permeability for a given rock. If the resolution is too high, then open pore fraction and formation factor do not contain information on channel sizes; if the resolution is too low, then pore system geometric information is lost altogether. Nevertheless, the approach presented here allows for permeability estimation for images of significantly lower resolution than was hitherto possible, and opens up the possibility of estimating permeability for whole-core digital images, since scanners exist today which can image whole core of 100 mm diameter at the ~64 µm/voxel resolution used in this study.

In more complex rocks with more varied clay mineral composition and where the pore system connects in a different way, it is possible that the characteristics used in this study lose some of their value as predictors of permeability. For example, intermediate gray scale values representing pore throats and those representing clay minerals could easily be confounded, potentially compromising the statistical models. In the workflow presented here, these cases would be identified by poor cross-scale correlations during the statistics calibration stage. We also show that image quality and the associated quality of the reference computed permeability values are of critical importance to the reliability of the predicted permeability.
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