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Abstract

Recently, an increase in use of micro-satellites constructed from commercial off the shelf (COTS) components has developed, to address the large costs associated with designing, testing and launching satellites. One particular type of micro-satellite of interest are CubeSats, which are modular 10 cm cubic satellites with total weight less than 1.33 kg. To assist with orbit boosting and attitude control of CubeSats, micro-propulsion systems are required, but are currently limited.

A potential electrothermal plasma micro-thruster for use with CubeSats or other micro-satellites is under development at The Australian National University and forms the basis for this work. The thruster, known as ‘Pocket Rocket’, utilises neutral gas heating from ion-neutral collisions within a weakly ionised asymmetric plasma discharge, increasing the exhaust thermal velocity of the propellant gas, thereby producing higher thrust than if the propellant was emitted cold.

In this work, neutral gas temperature of the Pocket Rocket discharge is studied in depth using rovibrational spectroscopy of the nitrogen (N$_2$) second positive system ($C^3Π_u \rightarrow B^3Π_g$), using both pure N$_2$ and argon/N$_2$ mixtures as the operating gas. Volume averaged steady state gas temperatures are measured for a range of operating conditions, with an analytical collisional model developed to verify experimental results. Results show that neutral gas heating is occurring with volume averaged steady state temperatures reaching 430 K in N$_2$ and 1060 K for argon with 1% N$_2$ at standard operating conditions of 1.5 Torr pressure and 10 W power input, demonstrating proof of concept for the Pocket Rocket thruster. Spatiotemporal profiles of gas temperature identify that the dominant heating mechanisms are ion-neutral collisions within the discharge and wall heating from ion bombardment of the thruster walls.

To complement the experimental results, computational fluid dynamics (CFD) simulations using the commercial CFD-ACE+ package are performed. Simulation
results demonstrate that the discharge is driven by ion induced secondary or ‘gamma’ electrons emitted from the surface of the plasma cavity radial wall in the vicinity of the powered electrode. These electrons are accelerated to high velocities through an enhanced sheath formed by the asymmetry of the device, creating a peak in ion density within the centre of the discharge tube.
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Chapter 1

Introduction

The first artificial satellite to successfully reach space was Sputnik 1, launched on 4 October 1957. Since then, the number of artificial satellites launched by humans has passed several thousand and they now form an integral part of modern civilisation. Satellites are used for civilian, military, and scientific applications and are involved in the everyday activities of most humans. However, most satellites are large, highly complex systems that can cost upwards of $600 million US dollars.

A large portion of satellite expenses comes from launch costs which are on the order of $10,000 US per kilogram lifted into orbit [1], and from costs associated with development and qualification of components. In an attempt to combat the increasing expense of satellites the current trend is moving towards decreased satellite size and use of Commercial-Off-The-Shelf (COTS) components. These smaller satellites are known as micro-satellites and are opening up space to a wider range of users.

1.1 Micro-satellites

While an exact definition for micro-satellites does not yet exist, it is generally accepted that a micro-satellite has a total mass less than 100 kg, total power less than 100 W and maximum dimension less than 1 m [2]. Within the micro-satellite category is a sub-class of interest here called CubeSats. CubeSats are 10 cm cube satellites with a maximum mass of 1.33 kg [3], designed to be constructed from standardised components. The standardised size and mass means CubeSats can be easily deployed into space from a larger mothership using a specially designed de-
ployer [4]. They are also designed to be modular, and can be easily fitted together to form larger satellites if required.

To date, over one hundred CubeSat missions have been launched into space, covering a variety of missions such as technology demonstration, scientific research, communications or simply educating students in the design and build process for satellites [5]. Like all satellites, CubeSats require on-board systems to control attitude (orientation) and orbit altitude. Currently, the majority of CubeSats are launched with no propulsion system on board, using reaction wheels or similar devices to maintain attitude control with uncontrolled orbital decay limiting operational lifetimes. The strict size and weight requirements of CubeSats limit the size and weight of the associated propulsion systems adding complex design challenges. Fittingly, propulsion systems designed for use on CubeSats or other micro-satellites are known as micro-propulsion systems.

1.2 Micro-propulsion

For any vehicle travelling within a vacuum (or near vacuum), thrust is produced by expelling propellant from the spacecraft. To maintain conservation of momentum, the momentum with which the propellant is expelled from the spacecraft must be equal and opposite to the momentum gained by the spacecraft. Assuming the propellant is expelled at a constant velocity (the thermal exhaust velocity \(v_{ex}\)), the resultant thrust \(T\) is given by Equation 1.1 [6, 7], where \(\dot{m}_p\) is the time rate of change of propellant mass on board the spacecraft.

\[
T = v_{ex}\dot{m}_p
\]  

(1.1)

Thermal exhaust velocity \(v_{ex}\) is directly related to the propellant neutral gas temperature \(T_g\), as shown in Equation 1.2, where \(k\) is the Boltzmann constant and \(M\) the propellant molecular mass. The higher the gas temperature, the higher the exhaust thermal velocity and the higher the thrust produced.

\[
v_{ex} = \sqrt{\frac{8kT_g}{\pi M}}
\]

(1.2)

Thrust is required by spacecraft for attitude control, orbit boosting or orbital transfers. For orbit boosting and attitude control, short low thrust bursts are re-
required to generate only small changes in velocity, whereas orbital transfers require higher thrust to sufficiently change the velocity of the spacecraft to reach the new orbit. The change in velocity ($\Delta v$) required for any spacecraft manoeuvre is related to $v_{ex}$ and propellant usage through Equation 1.3 where $m_0$ is the initial mass of the spacecraft including propellant and $m_f$ is the final mass of the spacecraft after the manoeuvre including any leftover propellant [8,9].

$$\Delta v = v_{ex} \ln\left(\frac{m_0}{m_f}\right)$$ (1.3)

The specific impulse ($I_{sp}$) is a measure of how efficiently thrust is produced per unit mass of propellant used. The maximum attainable $I_{sp}$ assuming all propellant exits the thruster with $v_{ex}$ is given by Equation 1.4 where $g$ is acceleration due to gravity.

$$I_{sp} = \frac{T}{mg} = \frac{v_{ex}}{g}$$ (1.4)

A high specific impulse indicates a high production of thrust per unit mass of propellant, requiring less propellant mass to be carried on board to complete a specific $\Delta v$ manoeuvre. However, the slower usage of propellant mass requires a longer burn time ($t_{burn}$), as shown in Equation 1.5.

$$t_{burn} = \frac{m_p}{m_p}$$ (1.5)

The choice of a propulsion system depends on both the $\Delta v$ and $t_{burn}$ requirements of the mission. Micro-satellite missions do not carry human life, so $t_{burn}$ is usually a low priority, whereas minimising the propellant mass is a high priority and a high $I_{sp}$ is desirable. A summary of performance values for some micro-propulsion systems potentially suited for CubeSat applications in use or under development is included in Table 1.1, with a summary of the thrusters following in Sections 1.2.1 to 1.2.3.

**Cold gas thrusters** are the smallest and least complex type of propulsion system, where an inert propellant is simply expelled through a nozzle [10,11]. Thrust produced by small cold gas thrusters suitable for CubeSats varies from $\mu$Ns to mNs [2], but propellant efficiency is quite low as the gas is cold. Propellant efficiency can be improved by heating the propellant before it is expelled through the nozzle, which can be performed through either chemical or electrical means.
<table>
<thead>
<tr>
<th>Thruster Type</th>
<th>Propellant</th>
<th>Thrust (mN)</th>
<th>$I_{sp}$ (s)</th>
<th>Power (W)</th>
<th>Efficiency (%)</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold Gas</td>
<td>Nitrogen</td>
<td>0.1-5</td>
<td>45-75</td>
<td>-</td>
<td>-</td>
<td>[2,10,11]</td>
</tr>
<tr>
<td>Monopropellant</td>
<td>Hydrazine</td>
<td>1-4450</td>
<td>162-230</td>
<td>-</td>
<td>-</td>
<td>[2,12]</td>
</tr>
<tr>
<td></td>
<td>$H_2O_2$</td>
<td>1-1.82</td>
<td>100-180</td>
<td>-</td>
<td>-</td>
<td>[13,14]</td>
</tr>
<tr>
<td>Solid Rocket</td>
<td>Various</td>
<td>157-325</td>
<td>196-257</td>
<td>-</td>
<td>-</td>
<td>[2,15]</td>
</tr>
<tr>
<td>PPT</td>
<td>Teflon</td>
<td>0.01-5</td>
<td>200-1500</td>
<td>2.5-30</td>
<td>-</td>
<td>[1,2,16]</td>
</tr>
<tr>
<td>FEEP</td>
<td>Cesium</td>
<td>0.001-1.4</td>
<td>9000</td>
<td>3-93</td>
<td>95</td>
<td>[2]</td>
</tr>
<tr>
<td></td>
<td>Indium</td>
<td>0.001-0.14</td>
<td>2000-8000</td>
<td>1</td>
<td>95+</td>
<td>[17,18]</td>
</tr>
<tr>
<td>Colloid</td>
<td>Various</td>
<td>&lt;0.007</td>
<td>300-1500</td>
<td>2</td>
<td>75</td>
<td>[2,19,20]</td>
</tr>
<tr>
<td>Mini-Ion</td>
<td>Xenon</td>
<td>0.1-1.553</td>
<td>3000</td>
<td>20-60</td>
<td>45</td>
<td>[9]</td>
</tr>
<tr>
<td>Mini-Hall</td>
<td>Xenon</td>
<td>0.1-16</td>
<td>830-1718</td>
<td>50-300</td>
<td>6-34</td>
<td>[2,21]</td>
</tr>
<tr>
<td>Hollow Cathode</td>
<td>Xenon</td>
<td>0.0016</td>
<td>85</td>
<td>55</td>
<td>-</td>
<td>[22]</td>
</tr>
<tr>
<td>Micro-Plasma</td>
<td>Argon</td>
<td>0.3-0.4</td>
<td>-</td>
<td>15-20</td>
<td>5-20</td>
<td>[23]</td>
</tr>
<tr>
<td>Mini-Helicon</td>
<td>Xenon</td>
<td>1</td>
<td>1000</td>
<td>50</td>
<td>20</td>
<td>[24]</td>
</tr>
<tr>
<td></td>
<td>Argon</td>
<td>-</td>
<td>1200</td>
<td>50</td>
<td>-</td>
<td>[25]</td>
</tr>
<tr>
<td>Resistojet</td>
<td>Hydrazine</td>
<td>-</td>
<td>300-400</td>
<td>100-1000</td>
<td>65-90</td>
<td>[1,26]</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>0.125</td>
<td>127-150</td>
<td>100</td>
<td>-</td>
<td>[2]</td>
</tr>
<tr>
<td></td>
<td>Various</td>
<td>109-335</td>
<td>93-385</td>
<td>167-506</td>
<td>-</td>
<td>[27]</td>
</tr>
<tr>
<td>Arcjet</td>
<td>Helium</td>
<td>0.014-0.031</td>
<td>313</td>
<td>119</td>
<td>36</td>
<td>[28]</td>
</tr>
<tr>
<td></td>
<td>Hydrazine</td>
<td>-</td>
<td>345-471</td>
<td>650-1400</td>
<td>29-36</td>
<td>[1,29]</td>
</tr>
<tr>
<td></td>
<td>Ammonia</td>
<td>-</td>
<td>600-900</td>
<td>$10^3-10^4$</td>
<td>-</td>
<td>[1,26]</td>
</tr>
<tr>
<td></td>
<td>Hydrogen</td>
<td>-</td>
<td>700-1200</td>
<td>$10^4$</td>
<td>-</td>
<td>[1,26,30]</td>
</tr>
<tr>
<td>MET</td>
<td>Argon</td>
<td>0.2-1.4</td>
<td>50-80</td>
<td>6</td>
<td>2-12</td>
<td>[31,32]</td>
</tr>
<tr>
<td></td>
<td>Helium</td>
<td>0.04-0.51</td>
<td>150-270</td>
<td>6</td>
<td>2-12</td>
<td>[33]</td>
</tr>
<tr>
<td>RFET</td>
<td>Argon</td>
<td>0.01-0.1</td>
<td>50-85</td>
<td>10-60</td>
<td>-</td>
<td>[34,35]</td>
</tr>
<tr>
<td></td>
<td>Hydrogen</td>
<td>0.1</td>
<td>30000</td>
<td>100</td>
<td>75</td>
<td>[36]</td>
</tr>
</tbody>
</table>
1.2.1 Chemical Propulsion

Chemical propulsion systems are those where the energy produced is stored within the propellant itself, usually in chemical bonds. **Monopropellant rockets** heat the propellant, commonly HAN (Hydroxylammonium Nitrate) or hydrogen peroxide ($H_2O_2$) through an exothermic breakdown reaction induced by an appropriate catalyst [2,13,14]. Monopropellant rockets are usually too large for CubeSat applications, but work investigating microelectromechanical systems (MEMS) techniques to reduce the size and weight is being undertaken [12–14].

Hydrazine monopropellant rockets decompose hydrazine into ammonia and nitrogen, then further decompose the ammonia to nitrogen and hydrogen [2,12]. The additional energy gained through the decomposition of hydrazine compared to hydrogen peroxide or HAN means significantly higher thrusts can be achieved. However, hydrazine is extremely toxic and flammable increasing cost and risk, and the by-products of hydrazine decomposition are hazardous to the environment.

**Solid propellant rockets** are widely used for orbit insertion and orbit boosting of larger satellites, but are also usually too large and heavy for CubeSat applications, although a small array of solid rockets suited for micro-satellite applications has been tested giving sub mN thrust and specific impulse of a few seconds [15]. Solid propellant storage is simple but the rockets can only be ignited once. Hybrid rockets allow for reignition and hence multiple burns, but the propellants are required to be kept separate increasing the size and complexity of the complete system [1].

Chemical propulsion systems produce high thrust, but $v_{ex}$ is limited to 5000 m s$^{-1}$ by the energy stored in the chemical bonds [6, 7]. Low $v_{ex}$ gives low $I_{sp}$ which increases the mass of propellant required to be carried on board. Alternatively, the propellant may be heated or accelerated through electrical means in which case the energy of the propellant is controlled by an external source and is not limited by the propellant internal energy storage [1,6]. This results in higher achievable $v_{ex}$ and $I_{sp}$ reducing the fuel required to be carried on board. Conversely, the thrust to power ratio is quite low so thrust from electric propulsion can be orders of magnitude lower than chemical propulsion.
1.2.2 Electric Propulsion

Electric propulsion systems are divided into three categories being electrothermal, electrostatic and electromagnetic. Electrothermal systems use electrical means to directly heat the propellant and will be discussed further in Section 1.2.3. For electrostatic or electromagnetic propulsion, ionised propellant is accelerated by static electric devices or Lorentz forces, respectively.

The first electric propulsion system was a pulsed plasma thruster (PPT), launched in 1964 on the Soviet Zond 2 spacecraft [37]. A PPT contains a solid bar of propellant, usually Teflon [2, 26, 37], held between two electrodes. An electrical discharge across the surface of the Teflon from discharging a capacitor ablates propellant material that is then accelerated by electromagnetic forces. The thrust per pulse is low so PPTs are well suited for precision pointing applications [1].

Field Emission Electric Propulsion (FEEP) devices extract ions from the surface of a liquid propellant using a strong electric field, then accelerate the ions across a potential gradient [1, 2]. Colloid or electrospray thrusters work on similar principles, but use charged droplets formed at the tip of a highly biased needle or capillary from a liquid feed that is not necessarily metallic [1, 2].

The charged propellant may also come from a gaseous discharge rather than extracted from a solid or liquid source. Within a standard gridded ion thruster, ions in a gaseous discharge are accelerated using biased grids to speeds in the order of $10^5$ to $10^6$ m s$^{-1}$ [6] giving an $I_{sp}$ of several thousand seconds. Micro-ion thrusters suitable for CubeSat applications with powers under 100 W and dimensions on the order of centimetres are currently under development [9]. Hall thrusters operate with a gaseous discharge created using counterflowing electrons in an annular chamber [26, 38]. The ionised propellant is accelerated by an electric field removing the exposed grids of ion thrusters, somewhat reducing erosion issues. Micro-Hall thrusters suited for CubeSat applications with diameters of a few centimetres operating on 50-300 W are currently being investigated [21].

Both Hall and ion thrusters expel only positive ions in the exhaust plume leading to spacecraft charging problems. To balance the charge and allow the plume to detach from the spacecraft, an external neutraliser is required to inject electrons into the plume, adding weight and complexity to the propulsion system. Commonly,
neutralisers are hollow cathode devices [6] that utilise a heater to emit electrons from a source tube inside a hollow cylindrical cathode. In addition to applications as neutralisers for ion and Hall effect thrusters, hollow cathodes are also being developed directly as thrusters. The Surrey Space Centre have developed a hollow cathode thruster, capable of delivering a maximum thrust of 1.6 mN with a specific impulse of 85 s for 55 W power input [22].

The need for a neutraliser is nullified with the use of plasma thrusters that expel equal numbers of electrons and ions leading to a naturally quasi-neutral exhaust plume. A 0.6 mm diameter capillary micro-plasma thruster creates an estimated thrust of 0.3-0.4 mN using 20 W input power [23]. Mini-Helicon thrusters are a sub-type of micro-plasma thruster with high plasma densities, with expected performance of around 1 mN and 1000 s for less than 50 W power input [25,39].

1.2.3 Electrothermal Thrusters

As opposed to the electric thrusters discussed in Section 1.2.2 where thrust is produced by ions or other charged particles accelerated through electrical or magnetic means, electrothermal thrusters use electrical means to directly heat the propellant, with thrust produced by the heated neutral propellant expanding through a nozzle.

A resistojet supplies heat to the propellant gas by passing it around a heating element or through a tube with heated walls [1,2]. Propellant choices vary and most gases can be used, but superheated decomposed hydrazine is most successful [26,27]. Arcjets work on similar principles to resistojets, but gas heating is produced by passing the propellant gas through an electrical arc. The heating then occurs in the gas volume rather than by the walls, increasing gas temperatures significantly by removing any material restrictions on maximum temperature. Propellants used are mostly inert gases [28,30], although hydrazine has also been investigated [40].

Both resistojets and arcjets require high powers ($10^2$-$10^3$ W) to operate, potentially beyond the capabilities of a CubeSat. Power is limited to less than 5 W continuous for a 1U CubeSats by the available solar panel area, although bursts of higher power may be available for short time [41].

Alternatively, low power plasma discharges can be used to heat the propellant. The low power discharge may be created using microwave power [31,32] (microwave
electrothermal thrusters (METs)) or radio-frequency power [34, 36] (radio-frequency electrothermal thrusters (RFETs)). Performance values for METs and RFETs are similar, giving thrust in the order of mNs and specific impulses up to 85 s for powers less than 10 W using argon.

A radio-frequency electrothermal plasma micro-thruster known as ‘Pocket Rocket’ [42, 43], under development in the Space Plasma, Power and Propulsion laboratory at The Australian National University, operates on the theory of propellant heating occurring through ion-neutral collisions within the discharge volume. The Pocket Rocket thruster forms the basis for this work and is described in depth in Chapter 2. Firstly though, a complete understanding of propellant heating from ion-neutral collisions within a plasma discharge requires an understanding of base plasma physics, collisional processes and gas dynamics. A summary of the relevant physics follows in Section 1.3.

### 1.3 Plasma

Plasma is the fourth state of matter, created when additional energy supplied to a gas through thermal or electrical means ionises a non-negligible number of neutral gas particles. To sustain a plasma, there must be a sufficient number of electrons with energy higher than the ionisation potential of the background gas to partially or fully ionise the gas [44].

The charged particles in a plasma discharge interact over relatively long distances through Coulombic forces, making the plasma conductive and controllable using applied electric and magnetic fields. Overall a plasma is quasineutral (equal numbers of positive and negative charges) but small regions of charge imbalance may spontaneously form within the discharge. The scale length over which charge imbalance can exist is called the Debye length ($\lambda_{De}$) [38, 45], which is a function of electron temperature ($T_e$), permittivity of free space ($\epsilon_0$), elementary charge ($e$) and plasma density ($n_0$), as shown in Equation 1.6.

$$\lambda_{De} = \sqrt{\frac{\epsilon_0 T_e}{e n_0}}$$

The length of the containing volume must be many times larger than the Debye length [44, 45], otherwise charge imbalances and potential gradients form over the
entire volume and charged particles are lost to the wall until charge balance is once again reached.

### 1.3.1 Plasma Breakdown

Breakdown of a gas into the plasma state can be done electrically in a laboratory environment using an applied electric field. The electric field by itself is usually not strong enough to directly ionise gas particles, but even in a neutral gas there exists a sufficient number of free electrons to initiate a breakdown. Free electrons are accelerated in a direction parallel to the applied electric field gaining energy. Electrons with sufficient energy undergo ionising collisions with neutral particles creating electron-ion pairs.

Newly created electrons drift through the discharge volume potentially undergoing additional ionising collisions, exponentially increasing the electron density \(n_e\) in a process termed an electron avalanche, represented by Equation 1.7 where \(n_{e0}\) is the initial electron population, \(d\) is the distance between the electrodes or the size of the container, and \(\lambda_i\) is the average distance between ionising collisions [45, 46].

\[
n_e = n_{e0} e^{d/\lambda_i} \tag{1.7}
\]

If the applied electric field is direct current (DC), then the electric potential acting to accelerate the electrons is constant and unidirectional. Therefore, each electron has only one pass through the discharge volume as it moves from the cathode to the anode to undergo ionising collisions before being lost to the anode surface. For an alternating current (AC) applied electric field, the electric potential constantly switches polarity and electrons oscillate within the discharge volume making multiple passes through the gas before being lost to the walls or anode, thereby undergoing more ionising collisions [47, 48].

Breakdown in a radio-frequency (RF) field occurs at a specific applied peak voltage known as the breakdown voltage \(V_{br}\), dependent on both the input power frequency \(\omega_{rf}\) and the pressure-distance \((pd)\) parameter [48, 49]. The \(pd\) parameter is simply the product of the pressure \(p\) of the background gas and the characteristic distance of the discharge \(d\), usually the distance between electrodes, and provides a standardised parameter for breakdown characterisation.
For low $\omega_{rf}$ or high pd electrons undergo many collisions per oscillation decreasing $T_e$, therefore a higher $V_{br}$ is required for sufficient ionising collisions. For high $\omega_{rf}$ or low pd the gas trends towards becoming a vacuum insulator as electrons undergo many oscillations per collision, and $V_{br}$ heads to infinity at a critical value [46,48,49]. A curve of $V_{br}$ with pd is known as a Paschen curve, a generic example of which is shown in Figure 1.1. The minimum point on the curve corresponds to the minimum $V_{br}$ achievable for the gas.

### 1.3.2 Plasma Sheaths

Ions formed during breakdown are accelerated by the external field in the opposite direction to the electrons, and at a much slower rate as ion thermal velocity is around 100 times lower than electron thermal velocity [45]. During the initial stages of breakdown, an influx of electrons lost to the walls occurs before the slower moving ions reach the walls, creating a region of positive space charge in the plasma bulk separated from the walls by sheaths. A sheath is a sharp potential drop over a relatively small physical space that acts to retain electrons in the main plasma bulk and accelerate ions towards the walls. Once sheaths are established, the plasma bulk sits at a positive potential known as the plasma potential ($V_p$), with a region called the presheath separating the main bulk and the wall sheath. The plasma potential...
remains at a constant value by the sheath maintaining equal fluxes of electrons and ions to the walls. A generic example of potential gradient, and electron and ion densities within the sheath, presheath and plasma bulk is shown in Figure 1.2.

Ion density ($n_i$) within the sheath is higher than $n_e$ as shown in Figure 1.2, with quasineutrality returning at the presheath boundary. Lower $n_e$ in the sheath makes the region appear dark as excitation collisions from electrons occur less frequently than in the main bulk [50]. Despite $n_i$ being greater than $n_e$ in the sheath region, the electrons are moving significantly faster and to maintain a stable sheath to allow equal fluxes of ions and electrons to the wall ions must enter the sheath region at a specific velocity. This is known as the Bohm velocity ($v_B$) [38, 45, 46], given by Equation 1.8 where $M_i$ is the ion mass. Complete derivation of $v_B$ is widely available (in [38,45] for example) so not included here.

$$v_B = \sqrt{\frac{e T_e}{M_i}}$$ (1.8)

The potential in the main plasma bulk changes slowly and can be assumed to have a scale length approximately equal to the size of the containing vessel [46]. Ions in the main bulk are therefore relatively static and an additional region of potential change must exist acting to give the ions the required directed velocity to reach $v_B$ at the sheath edge. This is the presheath region, shown in Figure 1.2, and it carries a potential drop of $\Delta V_{ps} = \frac{T_e}{2}$ [45].

The Child law sheath thickness approximation (Equation 1.9) can be used as an
estimate for average sheath thickness \( s \), where \( \lambda_{Ds} \) and \( V_0 \) are the Debye length and potential at the sheath edge, respectively [45].

\[
s = \frac{\sqrt{2}}{3} \lambda_{Ds} \left( \frac{2V_0}{T_e} \right)^{3/4}
\]

(1.9)

Sheaths are usually a few Debye lengths thick, as \( \lambda_{De} \) gives an indication of the distances that a potential gradient can exist within a plasma.

### 1.3.3 Secondary Electrons

Ions accelerated through the sheath regions impact on the wall surface and may release a secondary electron into the discharge through the Auger process [51]. The charged nucleus of an ion approaching within atomic distances to the wall deforms the surface potential well into a passable potential barrier and an electron is released to neutralise the ion. If the excess energy from neutralisation is higher than the workfunction of the surface an additional or secondary electron may also be released [46, 51]. The secondary electron emission coefficient \( \gamma \) gives an indication of the number of electrons emitted per incident ion. Metastable atoms may also release secondary electrons through a similar process by the atom becoming ionised near the surface [46].

The emitted secondary electron is accelerated by the sheath back into the main plasma bulk reaching high energies, potentially well above the ionisation potential of the discharge gas. In a direct current (DC) discharge, secondary electrons are required to sustain the plasma as electrons pass only once from the cathode to the anode, and the number of secondary electrons emitted must be sufficient to balance the electrons lost to the anode to maintain population levels in the bulk. In an AC discharge with frequency sufficient to trap electrons through oscillations in the bulk region, secondary electrons are not as important but can play an important role in discharge parameters, and there have been reported cases where a radio-frequency (RF) discharge cannot be maintained without secondary electrons [52].

### 1.3.4 Capacitively Coupled Plasmas

Power coupling to the discharge gas from RF sources in low pressure discharges occurs through three different modes. These are the capacitively coupled (electro-
static - E) mode, inductive (evanescent electromagnetic - H) mode, and the Helicon (propagating wave - W) mode [38, 45, 53]. Each successive mode achieves slightly higher power deposition and plasma density compared to the previous.

The capacitively coupled plasma (CCP) has a powered electrode immersed directly within the discharge, sometimes covered with a dielectric material, developing large sheath potentials oscillating with the same frequency as the applied power. The oscillation of the sheath potentials deposit power into the plasma by accelerating the electrons. The CCP mode has two additional sub-modes, being the $\alpha$ and $\gamma$ modes, where the main ionisation is from bulk electrons and secondary electrons, respectively [54, 55]. Heating in a CCP occurs through both Ohmic and stochastic processes. Ohmic heating comes from collisions between electrons and heavy background gas particles within the discharge [38, 54]. Stochastic heating comes from moving sheaths imparting energy to the electrons [38, 45].

The sheath regions in a CCP act like capacitors, so a sheath at the RF electrode and a sheath at the grounded electrode can be thought of as two capacitors in series with capacitances $C_{rf}$ and $C_g$, respectively [56]. The voltage ($V$) distribution between the two sheaths is given by Equation 1.10 where $S$ is the maximum sheath width and $A$ is the electrode area.

\[
\frac{V_{rf}}{V_g} = \frac{C_g}{C_{rf}} = \frac{A_gS_{rf}}{A_{rf}S_g}
\]  

(1.10)

Usually, $S_{rf}$ is bigger than $S_g$, so if $A_g$ is bigger than $A_{rf}$ then $V_{rf}$ is significantly larger than $V_g$ and a blocking capacitor placed in the circuit prior to the RF electrode will charge to give a negative DC self-bias at the RF electrode. The self-bias forms during breakdown as an influx of electrons to the electrode surface occurs before the positive space charge and sheaths develop. Electrons lost to the powered electrode during this period contribute to negatively charging the blocking capacitor [56].

A dielectric material capable of carrying a capacitance placed between the powered electrode and the plasma may also carry a DC self-bias. A voltage applied to the powered electrode induces a response voltage ($V_r$) on the surface of the dielectric exposed to the plasma. When $V_r$ is positive an electron current flows readily to the dielectric surface while little or no ion current flows. However, as the dielectric acts as an insulator, there must be equal fluxes of ions and electrons to the surface, and $V_r$ must sit at an average negative value [50].
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Figure 1.3: General features of an asymmetric CCP showing self-bias, asymmetric sheath potentials and secondary electron emission.

The negative DC self-bias developed on the dielectric insert must be smaller in magnitude than the peak RF voltage to allow the sheath to collapse once per RF cycle. Ions are lost to the walls throughout the entire RF cycle, whereas electrons are only lost if the sheath potential near the wall collapses to near zero. To balance the number of positive and negative charges within the discharge, the sheath must collapse once per cycle to allow a sufficient number of electrons to be lost to the walls to maintain quasineutrality [45, 56, 57].

An example asymmetric CCP is given in Figure 1.3. The asymmetric sheath potentials from a negative self-bias on the powered electrode are clearly shown. Secondary electron emission from ion bombardment of the powered electrode surface is also demonstrated.

1.3.5 Global Modelling

For a plasma to be in a steady state condition, the number of charged particles lost to the walls must balance the volume production of charged particles through ionisation. This provides the basis for a global or zero dimensional model of a plasma accounting for energy and particle conservation. Particle conservation is represented by Equation 1.11 [45, 46]. The left hand side (LHS) of Equation 1.11 represents volumetric ionisation with ionisation rate $K_{iz}(T_e)$ of a background neutral population with density $n_g$, by electrons with density $n_e$ in an effective volume $V_{eff}$.
The right hand side (RHS) of Equation 1.11 represents walls losses through the effective surface area $A_{eff}$ assuming ions are travelling at the Bohm velocity ($v_B$). 

$$K_{iz}(T_e)n_e V_{eff} = n_e v_B (T_e) A_{eff}$$  \hspace{1cm} (1.11)

Effective volume and area depend on the plasma density profile. For a high pressure CCP (>100 mTorr) the density profile is approximately sinusoidal [45] and $V_{eff}$ and $A_{eff}$ can be approximated using the length correction factor ($h$) given in Equation 1.12, where $l$ is length (or radius) of the plasma volume and $v_i$ is the ionisation collision frequency.

$$h = \frac{\pi v_B}{l v_i}$$  \hspace{1cm} (1.12)

Both $K_{iz}$ and $v_B$ are functions of $T_e$, so an iterative procedure to scan through values of $T_e$ until the LHS and RHS of Equation 1.11 are equal gives an estimate for $T_e$. Once $T_e$ is known, a power balance accounting for energy within the discharge gives an estimate for plasma density ($n_0$) using Equation 1.13, where the LHS is power input to the discharge from an external source ($P_{in}$) and the RHS is energy losses from processes within the discharge [45,46].

$$P_{in} = n_0 e v_B (T_e) A_{eff} [\epsilon_c(T_e) + \epsilon_s(T_e) + 2T_e]$$  \hspace{1cm} (1.13)

Energy loss related to collisions, both ionisation and excitation, is given by $\epsilon_c(T_e)$, energy lost to the walls though ion bombardment is given by $\epsilon_s(T_e)$, and energy lost during electron collisions with walls is equivalent to the electron thermal energy ($2T_e$). For a low voltage sheath, $\epsilon_s(T_e) \approx 5kT_e$ (the plasma potential) but for a high voltage sheath or in the presence of a negative DC self-bias, $\epsilon_s(T_e)$ is much higher and becomes the dominant energy loss mechanism [45].

### 1.3.6 Gas Discharge Collisional Processes

Within the main plasma bulk collisions between particles both sustain and heat the discharge and are paramount to plasma physics. Collisional processes within a gas discharge may be elastic, inelastic or superelastic. During an elastic collision potential energy does not change and kinetic energy is conserved. An elastic collision between two particles of the same mass will result in about half the kinetic energy being transferred on average. During an inelastic collision a transfer between kinetic
energy and potential energy occurs and one particle enters an excited or ionised state. Inelastic collisions only occur if the energy of the incoming particle exceeds the first excitation potential. A superelastic collision results in a transfer from potential energy to kinetic energy during de-excitation of a particle.

The collisional cross-section ($\sigma$) is the area within which two particles will interact. For neutral-neutral collisions $\sigma$ can be approximated simply as a hard body sphere cross section and is independent of particle velocity (energy). For collisions involving charged particles the electric field of the charged particle temporarily changes the electronic configuration of the neutral by attracting or repelling the electron cloud, forming a temporary dipole acting to increase the attraction between the particles. The effect of the electric field is dependent on the velocity of the charged particle and $\sigma$ is dependent on particle energy.

The mean free path ($\lambda_{mfp}$) is a measure of the distances a particle will travel before the uncollided flux drops to $\frac{1}{e}$, and is given by Equation 1.14 for charged particle collisions, where $n_g$ is neutral gas particle density [45]. For neutral-neutral collisions, a factor of $\frac{1}{4}$ must be included on the RHS of Equation 1.14 to account for the size of the colliding particles [46]. The mean time between collisions ($\tau_c$) is given by Equation 1.15 where $\bar{v}$ is the average particle velocity.

$$\lambda_{mfp} = \frac{1}{\sigma n_g} \tag{1.14}$$

$$\tau = \frac{\lambda_{mfp}}{\bar{v}} \tag{1.15}$$

Of particular interest in this work are ion-neutral momentum transfer collisions, and ion-neutral charge exchange (I-N CEX) collisions that occur when an ion passes sufficiently close to a neutral atom for a valance electron to be transferred from the neutral to the ion. If this occurs with no change in particle kinetic energy the collision results in a slow ion and a fast neutral. For a discharge volume where the ion-neutral mean free path is much smaller than the containing vessel scale length, a significant population of hot neutral atoms is generated. The hot neutrals have higher velocities than the cold neutral population and may accelerate in the direction of plasma flow leaving a depleted neutral population in the main bulk in a process termed ‘neutral pumping’ [58,59]. Thermalising collisions between the hot and cold neutral atom populations increases neutral gas temperature, and in an open ended
plasma source, the flow of hot neutrals increases the momentum of the neutral jet expelled from the source [60], making a device based on these principles a viable electrothermal plasma micro-thruster.

1.4 Thesis Scope

The Pocket Rocket device under development at the Australian National University (ANU) is an electrothermal plasma micro-thruster concept based around neutral gas heating from ion-neutral collisions and is described in depth in Chapter 2. This thesis focusses on the use of experimental and computational techniques as outlined in Chapter 3 to investigate the underlying physical mechanisms of the Pocket Rocket device, especially in regards to neutral gas heating.

Direct experimental measurements of neutral gas temperature are made and discussed in Chapter 4, successfully demonstrating proof of concept for the device. Basic estimates for performance (thrust, specific impulse and efficiency) are made using the measured temperatures to compare with other micro-propulsion devices discussed in Section 1.2. Direct measurement of thrust using a thrust balance or similar device is not included here due to engineering challenges associated with the early experimental design of the Pocket Rocket device.

Spatiotemporal profiles of neutral gas heating in Pocket Rocket are given in Chapter 5, identifying the various gas heating mechanisms involved. Computational Fluid Dynamics (CFD) simulations complement the spectroscopy experiments and are presented in Chapter 6. A preliminary simulation of the Pocket Rocket device operating under standard conditions is initially performed with results compared to previous experimental results where possible for validation. Extension simulations investigating the role of secondary electrons and pressure gradient are then performed to further investigate the application of Pocket Rocket as an electrothermal plasma micro-thruster without the need to adapt the physical experimental device.

Outcomes of this work are demonstrating proof of concept for the Pocket Rocket device and enhancing the understanding of gas heating mechanisms in electrothermal plasma devices. Results can be used in the further development of a flight ready Pocket Rocket prototype, or applied to similar electrothermal devices.
Chapter 2

Apparatus and Diagnostics

An electrothermal plasma micro-thruster device being developed at the Australian National University, known as ‘Pocket Rocket’ [42, 43] and described completely in Sections 2.1 to 2.3 forms the basis for this work. The Pocket Rocket device has been designed for operation with small satellites, including CubeSats, and must therefore be small, lightweight and low power. As this work does not include the development of a self-contained, fully developed flight prototype, many of the components used during experiments are not suited for satellite operation. However, the setup provides the opportunity to study the Pocket Rocket device using multiple experimental techniques, and gain a better understanding of the operation and physics behind the thruster.

2.1 The Pocket Rocket Device

The Pocket Rocket device, shown in Figure 2.1, consists of an 18-20 mm long, 4.2 mm inner diameter, 6.3 mm outer diameter alumina tube. A 5 mm wide, 12 mm diameter, annular copper powered electrode surrounds the alumina tube at the midpoint, creating an asymmetric weakly ionised (< 1%) capacitively coupled plasma (CCP) inside the tube. Two 3 mm wide sections of the 60 mm outer diameter grounded aluminium thruster housing contact the alumina tube at either end, acting as the grounded electrodes to complete the circuit.

The powered and grounded electrodes are separated by 3 mm on the downstream side and 4 mm on the upstream side, with electrical insulation provided by a 15 mm
Figure 2.1: The Pocket Rocket device with section cutaway showing electrode detail.

diameter two part Macor housing encasing the powered electrode. Downstream, the grounded electrode has a large exposed surface normal to the alumina tube with a diameter of 50 mm, referred to as the end plate of the device. Upstream, the grounded electrode has an exposed surface normal to the alumina tube with 40 mm diameter and acts as one wall of an upstream plenum chamber.

The plenum chamber is 12 mm deep, with 40 mm inner diameter, 70 mm outer diameter and grounded aluminium walls. When the 20 mm long alumina tube is used, the tube protrudes 2 mm upstream of the thruster housing and electrodes, into the plenum chamber. Operating gas, or the propellant, is introduced to the system through a 2 mm hole on the side of the plenum chamber. A pressure gauge, either a Granville Phillips Convectron gauge for the work in Chapter 4, or an MKS 10 Torr Baratron gauge for the work in Chapter 5, connects to the plenum chamber through a similar 2 mm hole directly opposite the gas inlet. The rear wall of the plenum chamber contains a 20 mm diameter quartz window providing axial optical access to the discharge inside the alumina tube. The window may also be removed, leaving a 30 mm diameter probe access port.

Argon (Ar) \([42, 43, 61]\), nitrogen (N\(_2\)) \([62–64]\), hydrogen (H\(_2\)) \([65, 66]\) or carbon dioxide (CO\(_2\)) may be used as the propellant, with Ar and N\(_2\) the main operating gases used throughout this work. Gas flow into the plenum is through a series of
external plastic and metallic pipes, with flow rates controlled by a either a ball valve, leak valve, 100 sccm MKS flow controller or 500 sccm MKS flow controller, depending on the particular experiment. Both MKS flow controllers are calibrated for N\(_2\) and are controlled by an MKS type 247 four channel readout device, with separate channels calibrated for Ar and N\(_2\).

### 2.2 Power System and Matching Network

Radio-frequency (RF) power at 13.56 MHz is coupled to the Pocket Rocket discharge through the annular copper powered electrode. Power is produced by an ENI OEM-25 RF generator with 3000 W maximum output power and 50 \(\Omega\) output impedance for the work in Chapter 4, or an ENI ACG-10 RF generator with maximum output power of 1200 W and 50 \(\Omega\) output impedance for the work in Chapter 5. Standard operational power is 10 W (generator output), but for experiments powers used range from 5 W to 60 W as required to suit the experimental application.

The use of RF power introduces complexities into the system in regards to impedance matching. The RF generator and all cables used for connecting components are designed with 50 \(\Omega\) impedance. However, the impedance of a typical laboratory plasma varies widely and an intermediate electrical component known as a matching network must be placed between the generator and Pocket Rocket to make the discharge and matching network combine to give a 50 \(\Omega\) total impedance. For this work, a \(\pi\)-matching network consisting of four capacitors (two variable and two fixed capacitance) and a hand wound inductor, with schematic shown in Figure 2.2(a), matches the impedance of the plasma to the 50 \(\Omega\) impedance of the generator and cables.

The load capacitor \((C_{\text{load}})\) is a MEIVAC 0-1000 pF variable vacuum capacitor placed in parallel with a 500 pF fixed capacitor, and the tune capacitor \((C_{\text{tune}})\) is a MEIVAC 0-500 pF variable vacuum capacitor. The hand wound inductor is constructed of 5 mm thick copper wire wound into 4.25 loops with 75 mm diameter and a total length of 85 mm.

A 100 pF bias capacitor \((C_{\text{bias}})\) placed between the output of the matching network and the plasma, protects the power system from any direct current (DC) self-
Figure 2.2: Impedance matching network: (a) circuit diagram of the π-matching network used to match Pocket Rocket to the 50 Ω generator including the locations of two Impedans Octiv probes to measure current and voltage at A and B, and (b) power transfer efficiency through the matching network for N\textsubscript{2} at 4.0 Torr (blue circles), 1.5 Torr (green squares) and 0.5 Torr (red diamonds), and argon at 4.0 Torr (purple circles), 1.5 Torr (orange squares) and 0.5 Torr (grey diamonds).
bias that develops. The Pocket Rocket device is highly asymmetric, with a powered electrode area of \( \sim 1 \text{ cm}^2 \) compared to a grounded electrode area encompassing the ground electrode surfaces in contact with the alumina tube, the grounded plenum walls and the grounded end plate of \( \sim 58 \text{ cm}^2 \). As discussed in Section 1.3.4, an asymmetric CCP will develop a DC self-bias, and while the dielectric alumina tube carries some of the DC self-bias, the bias capacitor is included for additional protection. This is especially relevant at higher applied voltages when the dielectric tube cannot carry the entire DC self-bias.

Prior to the matching system a Daiwa CN-801 standing wave ratio (SWR) meter inserted in series into the circuit measures the ratio of the forward to reflected power, as a guide to the effectiveness of the match. The SWR is expressed as shown in Equation 2.1 in terms of forward power \( (P_f) \) and reflected power \( (P_r) \). The closer the SWR value is to 1, the higher the ratio of forward to reflected power, the more effective the match and the better the power transfer is through the matching network and plasma load. Throughout this work, unless otherwise stated, the SWR is less than or equal to 1.2.

\[
\text{SWR} = \frac{1 + \sqrt{P_r/P_f}}{1 - \sqrt{P_r/P_f}} \quad (2.1)
\]

Power transfer efficiency through the matching network for various operating conditions is shown in Figure 2.2(b), measured using two Impedans Octiv 13.56 MHz probes inserted in series into the circuit. One Octiv probe was positioned pre-match (position A in Figure 2.2(a)) and the other positioned post-match (position B in Figure 2.2(a)), to simultaneously measure the power before and after the matching network during operation. For power inputs from the generator of 20 W or higher, power transfer efficiency is approximately 60%, decreasing to 40% for lower input powers down to 5 W. All powers stated in this work represent the forward power measured pre-match at position A.

Post match, an Impedans Octiv 13.56 MHz probe inserted in series into the circuit measures post-match power, current \( (I_{rms}) \) and voltage \( (V_{rms}) \). Power is fed into the vacuum chamber through a hermetically sealed SMA connector, located at the bottom of the Pocket Rocket housing, in line with the location of the powered electrode. Input power is transferred from the SMA connector into the powered electrode through a specially made copper pin, with approximate dimensions of 3 mm.
diameter and 20 mm length. The pin sits within a hole drilled into the aluminium and Macor housings (see Figure 2.1), protected from the grounded housing by a thin sleeve of alumina tubing. One end of the pin is inserted into the female side of the SMA connector and the other end screws into the powered copper electrode.

Within the Pocket Rocket device, the dielectric alumina tube acts as a capacitor and carries at least some of the DC self-bias that develops [43, 61]. The weakly ionised discharge, without considering the annular geometry, constitutes an equivalent electrical circuit comprising a capacitance from the powered electrode sheath, a resistance from the main plasma bulk and another capacitance from the grounded electrode sheath.

### 2.3 Vacuum Chamber

As previously discussed in Section 1.3.1, the voltage required to initiate breakdown of a gas discharge depends on the operating gas, gas pressure \((p)\) and inter-electrode or characteristic distance \((d)\). Each gas will have a minimum breakdown voltage at a particular pressure-distance \((pd)\), regardless of the other operating parameters. Paschen curves for Pocket Rocket discharges for Ar, \(\text{N}_2\), and \(\text{CO}_2\), determined by recording the post-match voltage required for breakdown for various operating conditions, measured using an Octiv probe, are shown in Figure 2.3. Using the diameter of the Pocket Rocket tube (4.2 mm) as the characteristic distance, this gives minimum breakdown voltages, hence standard operating pressures, of 1.2 Torr for \(\text{CO}_2\), 1.5 Torr for Ar and around 2.5 Torr for \(\text{N}_2\).

To achieve the required sub-atmospheric pressures for operation, a six way cross vacuum chamber with 200 mm diameter arms, fitted with a 40 m\(^3\) hr\(^{-1}\) flow rate rotary pump is used. The Pocket Rocket device connects to the left arm of the chamber using the 50 mm diameter, 700 mm long glass tube to allow optical access to the exhaust plume. The complete experimental setup including vacuum chamber, Pocket Rocket, gas feed and power systems is shown in Figure 2.4.

Base pressures within the vacuum chamber are on the order of \(10^{-3}\) Torr, measured using a Granville Phillips Convectron gauge mounted on the right arm of the vacuum chamber for the work presented in Chapter 4, or an MKS 20 Torr Bara-
Figure 2.3: Paschen Curves for Pocket Rocket showing argon (red diamonds), N\textsubscript{2} (blue circles), and CO\textsubscript{2} (green squares).
	on gauge mounted on the rear arm of the vacuum chamber for works presented in Chapter 5. During operation of the Pocket Rocket device, the pressure gradient between the plenum chamber and vacuum chamber is between two and four for all operating conditions used.

2.3.1 Pressure Gradient and Choked Flow Criterion

As an electrothermal thruster operating in space, Pocket Rocket will be subjected to significantly higher pressure gradients, with background pressures around 10\textsuperscript{-10} to 10\textsuperscript{-8} Torr in low earth orbit (LEO) giving pressure gradients between 10\textsuperscript{8} to 10\textsuperscript{10}. However, as an electrothermal thruster Pocket Rocket operates on the principle of neutral gas flow through a tube expanding into a lower pressure volume. The gas starts in an effective near stagnant state in the plenum with pressure \( p_{pl} \), and accelerates through the discharge tube to expand into the downstream glass tube with background pressure \( p_{ex} \). When the pressure ratio \( \frac{p_{pl}}{p_{ex}} \) reaches a critical value given in Equation 2.2, the flow will reach Mach 1 at the tube exit and become choked [67].

\[
\frac{p_{pl}}{p_{ex}} = \left( \frac{\gamma + 1}{2} \right)^{\frac{1}{\gamma - 1}}
\] (2.2)

For all gases the choked flow criterion is reached for values of \( \frac{p_{pl}}{p_{ex}} \) less than 2.1 [67], after which the pressure at the tube exit becomes independent of the pressure in the expansion chamber (\( p_{ex} \)). Therefore, for pressure gradients higher than approxi-
Finally 2, the gas flow within the Pocket Rocket discharge tube is unlikely to change significantly, and the preliminary experiments presented here can be performed without the need to introduce additional complexities and costs to the vacuum chamber setup described above by adding a higher pumping capacity.

The flow becoming choked at the exit of the discharge tube makes Pocket Rocket naturally act similar to a de Laval nozzle, where flow converges through a narrow section (the discharge tube) to reach Mach 1 at the throat (the discharge tube exit), before expanding into a divergent section (the expansion tube). In the preliminary experimental design state, as outlined above, the geometric properties of Pocket Rocket in respect to nozzles is completely unoptimised, as noted by the sharp right angle corners on the discharge tube inlet and outlet. For this work, the effects of a nozzle are not important as the focus is on the underlying plasma physics within the discharge tube and not the overall performance of the device as a thruster. For future prototype development, addition of shaped converging and diverging nozzle sections and optimisation of tube length will need to be considered.
Chapter 3

Diagnostics

Understanding main discharge parameters such as plasma potential ($V_p$), electron temperature ($T_e$) and plasma density ($n_0$), is essential to characterise the discharge for any plasma application. For Pocket Rocket, with its application as an electrothermal thruster, it is also important to understand the background neutral flow parameters such as velocity ($v$) and neutral gas temperature ($T_g$). To gain an understanding of both the discharge and flow properties within Pocket Rocket, a combination of experimental and computational diagnostic techniques is used.

Experimental diagnostics for discharges are either invasive, where a diagnostic tool is placed directly into the discharge, or non-invasive, where measurements are made remotely without perturbing the discharge. For this work, the majority of experiments are performed using non-invasive optical techniques outlined in Sections 3.2 and 3.3 with simplistic invasive probe experiments also performed as required, outlined in Section 3.1. To complement the experimental diagnostics with a computational diagnostic, Computational Fluid Dynamics (CFD) simulations are also used and are discussed in Section 3.4.

3.1 Langmuir Probe

Electric probes have been used for laboratory plasma diagnostics since the 1920s [68] and a variety of probes now exist to study different plasma parameters. Emissive probes measure plasma potential [38,69] with a resolution around 0.2 eV [70], Langmuir probes can measure $V_p$, $T_e$, electron density ($n_e$), ion density ($n_i$) and the
Figure 3.1: Langmuir Probe used for Pocket Rocket diagnostics

electron energy distribution function (EEDF) [45,71,72], and more advanced probe configurations such as the retarding field energy analyser (RFEA) measure directed current and infer energy distribution, $n_0$ and local $V_p$ [73,74].

Only Langmuir probe diagnostics are used in this work. Langmuir probes consist of a metal wire, disk or ball inserted into the discharge that may be biased with an electric potential [45,71]. A biased probe tip will draw a current from either ions or electrons (depending on applied bias voltage), from which $V_p$, $T_e$, $n_e$, $n_i$ and the EEDF can be inferred. When unbiased, the probe tip floats to the floating potential, such that no net current is drawn by the probe tip.

The Langmuir Probe used in Pocket Rocket is shown in Figure 3.1. The end cap provides the termination point for internal probe wiring, with a vacuum BNC connection fitted to allow bias voltages to be applied to the tip and the collected signal returned to an external reading device (multimeter or oscilloscope). The end cap connects to the metal shaft, passing through the vacuum feed-through, designed to be installed in place of the rear plenum viewport, allowing the probe to be inserted and moved axially down the alumina tube of Pocket Rocket, without needing to break vacuum.

The probe head is a planar disc with 1 mm diameter, separated from the metal shaft by a 30 mm long, 2 mm diameter alumina tube. The probe tip protrudes from the end of the alumina tube, held in place by Autocrete high temperature vacuum safe ceramic paste, which also provides a seal against plasma entering the
shaft of the probe and perturbing the measurements. The alumina tube is inserted
telescopically inside the metal shaft, held in place by a small grub screw and sealed
with Autocrete, and provides an electrical separation between the grounded shaft
and the probe tip. For all measurements in this work, the probe is inserted through
the plenum probe port such that the probe tip lies on the central axis of the device,
at the axial midpoint of the tube in line with the centre of the powered electrode.

The plasma density is measured by applying a negative bias greater than the
floating potential to the Langmuir probe tip using a series of 9 V batteries, such
that probe tip collects positive ions but repels any negatively charged electrons. The
resulting net current, measured using the voltage drop across a 10 kΩ resistor, is the
ion saturation current ($I_{\text{sat}}$). For a 1D planar probe, $I_{\text{sat}}$ is related to $n_i$ through
Equation 3.1 [75–77], where $v_b$ is the Bohm velocity and $A_s$ is the collecting area of
the probe including the sheath. The constant 0.368 is to account for the shape of a
1D planar probe presheath [77].

$$I_{\text{sat}} = 0.368en_iA_sv_b$$

(3.1)

Further probe measurements of the Pocket Rocket discharge are not feasible as
the small diameter of Pocket Rocket combined with the invasive nature of Langmuir
probes results in plasma perturbation and flow constriction, and restricts the use
of RF compensation [78, 79]. Instead, non-invasive optical techniques are used for
further measurements.

### 3.2 Optical Emission Spectroscopy

Plasma discharges are naturally luminous, which means non-invasive emission spec-
troscopy diagnostics are a powerful tool for analysing plasma discharges. The light
emitted from a plasma arises from the continual excitation and de-excitation of
electrons to different electrical levels within the discharge atoms. Within an atom,
electrons are confined to orbitals defined by a wavefunction $\psi$, which is essentially
a probability function, and are therefore restricted to orbitals that form a standing
wave around the nucleus. Otherwise, over successive electron orbits, the wavefunc-
tion goes to zero at every point, the probability of finding the electron anywhere
goes to zero and the orbital cannot exist.
The wavefunctions of electron orbitals are eigenfunctions found through solving the time independent Schrödinger equation \[80\], given in Equation 3.2.

\[ H \psi = E \psi \] \hspace{1cm} (3.2)

The Hamiltonian \((H)\), defines the total energy of the electron. The eigenvalues of the wavefunction \((E)\), are the allowed energy levels of orbitals, with each orbital (with wavefunction \(\psi\)) having a single allowed energy.

Transitions between any two orbitals with \(E'\) and \(E''\) (where \(E' > E''\)) will correspond to a discrete energy difference given by \(\Delta E = E' - E''\). For an electron to move to a higher energy orbit, energy equal to \(\Delta E\) must be absorbed. This energy may be gained through collisions or photon absorption. Absorption spectroscopy uses this principle, where a laser is tuned to a specific energy to excite a certain transition within a particle for the study of a resulting excited state \([81,82]\).

Conversely, emission spectroscopy utilises naturally occurring photon emission from an electron in an upper or excited state spontaneously returning to a lower state. During this transition, a photon with energy exactly equal to \(\Delta E\) is emitted. From Planck’s law, \(E = h\nu\), and the frequency (hence wavelength) of the emitted radiation is constant for a particular transition, as given by Equation 3.3.

\[ \frac{1}{\lambda} = \frac{\nu}{c} = \frac{(E' - E'')}{hc} \] \hspace{1cm} (3.3)

The wavelength of the emitted photons are often within the visible spectrum, allowing for optical emission spectroscopy (OES) diagnostics. The simplest OES diagnostics can be performed with just the human eye. Depending on the discharge gas used, light emission will be weighted towards a set range of wavelengths, giving different gases varying colours \([46,83]\). For example, argon \((Ar)\) appears purple, nitrogen \((N_2)\) appears orange/pink and carbon dioxide \((CO_2)\) appears violet/blue, as demonstrated by Figures 3.2(a), 3.2(b) and 3.2(c), capturing the Pocket Rocket discharge as viewed through the plenum window for Ar at 10 W and 1.5 Torr, N\(_2\) at 10 W and 2.5 Torr and CO\(_2\) at 20 W and 1.0 Torr.

Sputtering of solid objects within the discharge may also be visible to the naked eye. Figure 3.2(d) shows an argon discharge in Pocket Rocket at 10 W and 1.5 Torr with the alumina tube removed, exposing the copper electrode to the plasma. Sput-
Figure 3.2: (a) 10 W, 1.5 Torr Argon (b) 10 W, 2.5 Torr N\textsubscript{2} (c), 20W, 1.0 Torr CO\textsubscript{2} and (d) 10 W 1.5 Torr Argon with alumina tube removed displaying copper sputtering.

tering of the copper electrode by the plasma results in a green glow in addition to the purple of argon.

More precise identification of the species within a discharge can be quickly obtained using a spectrometer to record low-resolution spectra over a wide wavelength range. Comparing experimentally observed wavelengths with published values for atomic or molecular transitions, ion and neutral species present within the discharge can be identified. Throughout this work, the *Handbook of Basic Atomic Spectroscopic Data* by Sansonetti and Martin [84] is used for atomic species identification, and *The Identification of Molecular Spectra* by Pearse and Gaydon [85] is used for molecular species identification.

Low resolution spectra are captured using an Ocean Optics QE65000 scientific grade spectrometer, simultaneously recording from 200-990 nm with a resolution of 2 nm. Light enters the spectrometer through a 1 mm diameter fused silica optic fibre, where a collimating mirror directs the light onto a diffraction grating before being focussed by another mirror onto a 24.5 by 1.4 mm charge coupled device (CCD) detector.

Example low resolution spectra captured using the Ocean Optics spectrometer are shown in Figure 3.3 for Ar and N\textsubscript{2}. Identification of species using these spectra show that Ar and Ar\textsuperscript{+} are present, as are N\textsubscript{2} and N\textsubscript{2}\textsuperscript{+}, but atomic nitrogen (N) is not observed so significant dissociation is not occurring. There are also no aluminium or oxygen species identified demonstrating voltages used are sufficiently low that sputtering of the alumina tube is not significantly occurring. No hydroxyl or oxygen species are present demonstrating there are no significant leaks within the system.

As the discharge emission spectra are not continuous but are comprised of many
discrete transition lines, a single transition can be isolated for further analysis using a bandpass filter. Using the simple coronal model, which is based on the low electron density \((n_e)\), high electron temperature \((T_e)\) non-equilibrium (low temperature) plasma found in the solar corona, it can be assumed excitation only occurs through electron impact (due to high \(T_e)\) and de-excitation is only through spontaneous radiative decay (due to low \(n_e\) for collisional de-excitation) [83]. Given these assumptions, the intensity \((I)\) of light emission from a plasma is proportional to neutral gas density \((n_g)\), \(n_e\), and a function of \(T_e\) and \(\sigma (f(T_e, \sigma))\), as shown in Equation 3.4. For a quasi-steady state plasma, \(n_g, T_e\) and \(\sigma\) can be assumed constant, and \(I\) is directly related to \(n_e\).

\[
I \propto n_g n_e f(T_e, \sigma)
\]  

Equation 3.4

Placing an optical bandpass filter between the emitting discharge and a standard digital camera captures a 2D map of the intensity of an isolated emission line. The intensity is proportional to \(n_e\) if a neutral species transition is imaged, or \(n_e^2\) for imaging of a singly ionised species transition, essentially giving a 2D map indicating qualitative electron density variation. It is possible to calibrate the recorded intensity against a known light source to give quantitative electron density data, but in this work the technique is used only to give qualitative indications of spatial electron density variation (see Section 4.2), hence calibration is not performed.
3.3 Rovibrational Spectroscopy

For application of Pocket Rocket as an electrothermal thruster, the main focus of this work is to measure the neutral gas temperature. A metallic thermocouple placed directly into the discharge will perturb the plasma, forming sheaths and producing extraneous currents within the thermocouple system that will affect the results and make them unreliable. Instead, a non-invasive advanced branch of OES known as rovibrational spectroscopy is used.

Rovibrational spectroscopy focuses on the study of diatomic or molecular species with excited rotational and vibrational states. Rotational and vibrational states within a molecule add additional excitation channels for electrons, and the resulting spectra are quite different from that of an atomic element.

For an atomic element, the difference in electron energy levels depends only on the electronic state of the atom, resulting in a spectrum of sharp narrow peaks. Separation of electronic energy levels is of the order of $10^4 \text{ J mol}^{-1}$ [86], so successive peaks in most cases do not overlap. A molecular species has multiple rotational modes and one or more vibrational modes, so within an electronic transition the electron may move between different vibrational states, identified by vibrational quantum number ($v$), and rotational states, identified by rotational quantum number ($J$), and there is no longer a single well defined energy difference.

Compared to the $10^4 \text{ J mol}^{-1}$ of electronic energy level separation, vibrational energy level separation is on the order of $10^3 \text{ J mol}^{-1}$ and rotational energy level separation is of the order of 1 J mol$^{-1}$ [86]. So a molecular spectra of a single electronic transition will not be a single well defined peak but will instead consist of a series of moderately spaced vibrational bands, each with a series of tightly spaced rotational bands within it.

3.3.1 Neutral Gas Temperature Estimates

For certain rovibrational band systems, such as the nitrogen second positive and carbon Swann bands, it is possible to simulate the intensity profile of a band using well published equations and constants. The relative intensities of the vibrational and rotational bands are dependent on the distribution of particles within the vi-
brational and rotational states, and hence the vibrational temperature ($T_v$) and rotational temperature ($T_r$). So estimates for $T_v$ and $T_r$ of an experimental discharge can be found using rovibrational spectroscopy band fitting, by iteratively comparing experimentally recorded spectra with simulated spectra of known $T_r$ and $T_v$ until a good fit is found. The temperatures used in the fitted simulated spectra are then approximately $T_r$ and $T_v$ of the experimental discharge [87].

Under certain conditions, rovibrational band fitting can be extended to estimate neutral gas temperature ($T_g$) as well as $T_r$ and $T_v$. Having higher energy level separation, excitation energy for vibrational modes is higher than for rotation and translation, and $T_v$ is often much higher than $T_g$, but $T_r$ and $T_g$ may be in thermal equilibrium. For $T_r$ and $T_g$ to be in equilibrium, the lifetime of the ground rotational state must be longer than the time between collisions [88] allowing for molecules in the rotational ground state to thermalise. Additionally, during rovibrational spectroscopy experiments, the light analysed is from emission from an upper rotational state, not the ground state, so it is also a requirement that the upper and ground rotational states are in thermal equilibrium. Assuming that the ground state is a single Boltzmann distribution, then the excited state of interest must also be a single Boltzmann distribution [88, 89]. This can be safely assumed if the lifetime of the excited state is shorter than the time between heavy particle collisions, such that the excited state is created mainly from electron collisions. Electrons having low mass do not significantly alter the molecular rotational moment during a collision and the ground states distribution effectively maps onto the upper state distribution [90].

A variety of rovibrational bands within a variety of molecules in various discharges have been used previously for gas temperature determination from rovibrational fitting. The temperature of an atmospheric pressure air plasma was estimated using oxygen ($O_2$) and nitrogen ion ($N_2^+$) bands, in agreement with each other to within 2.4% [91]. Temperature of an inductively coupled CF$_4$ plasma was found to range from 1250 K to 1800 K using $C_2$, CF, CN and CO bands [92]. The Swann bands of carbon ($C_2$) have been used to determine a neutral gas temperature of a high power transformer coupled fluorocarbon plasma [93], and hydroxyl (OH) bands have been used to estimate temperatures in a 10 kV gliding arc discharge at atmospheric pressure [94].
Nitrogen gas is the most common gas used for temperature estimates from rovibrational band fitting. The $N_2^+$ first negative system has been used to find gas temperature in a gliding arc discharge at atmospheric pressure [94], a pulsed direct current (DC) hollow cathode discharge [95], and a low pressure dual frequency capacitively coupled plasma (CCP) [96]. The $N_2$ first positive system has been used for temperature estimates in a low pressure helicon plasma [97,98], for a high pressure DC slot discharge [99], a radio-frequency (RF) inductively coupled plasma (ICP) at low pressure [100], and a high power, low pressure microwave discharge [101].

The second positive system (SPS) of neutral nitrogen ($C^3\Pi_u \rightarrow B^3\Pi_g$) is the most common $N_2$ band used, with gas temperature estimates made for CCPs and ICPs [82,90,96,102,103], an RF helicon discharge [104], and low pressure glow or positive column discharges [105,106]. Temperatures of higher pressure and atmospheric pressure discharges have also been analysed with the $N_2$ SPS [107–109], as have temperatures during the first 400 ns of spark breakdown for an $N_2$ discharge [87]. This technique has also been used previously to determine neutral gas temperatures in a microwave electrothermal thruster [31] and a low power arcjet [110].

For $N_2$ at pressures of a few Torr (as found in Pocket Rocket) the time between collisions for heavy particles, calculated using Equation 1.15, with hard body sphere cross section estimated at $5 \times 10^{-16}$ cm$^2$, is approximately 2 $\mu$s. The lifetime of the $N_2$ $C^3\Pi_u$ state is $\sim$37 ns [111], hence the $C^3\Pi_u$ state can be assumed to be a single Boltzmann distribution from electron excitation. This is supported by the rate coefficient from electron excitation being several orders of magnitude greater than other excitation channels [88]. Additionally, the rotational constants of the ground and $C^3\Pi_u$ states are similar, so even if the collisional condition is not completely satisfied, the $C^3\Pi_u$ should still be representative of the ground state [112].

The lifetime of the ground rotational state has not been measured exactly here but is expected to be significantly longer than 2 $\mu$s due to the inherent stability of $N_2$ molecules and the low ionisation degree, so it can be safely assumed that $T_r \approx T_g$ for the $N_2$ SPS under the conditions found in Pocket Rocket.
3.3.2 Application to Atomic Species

Atomic species do not produce rovibrational bands, so alternative methods to measure temperature must be explored. For example, it is possible to infer the temperature of an atomic species using OES by measuring the thermal Doppler broadening of spectral lines. Atomic velocities are related to the gas temperature (see Equation 1.2), so as atoms move relative to the optic capture device, the wavelength of light captured is Doppler shifted, and the atomic spectral line becomes broadened.

The half-width, half-maximum broadening of a spectral line from Doppler shifts ($\Delta \lambda_D$) is given by Equation 3.5, where $\lambda_0$ is the frequency of the spectral line of interest, $c$ is the speed of light in a vacuum and $m$ is the mass of the atom [113].

$$\Delta \lambda_D = \frac{2\lambda_0}{c} \sqrt{\frac{2kT_g \ln 2}{m}} \quad (3.5)$$

However, using the strong 750 nm line as a guide, the Doppler broadening is only 0.1 pm for argon at 1000 K, two orders of magnitude below the resolution of the available OES equipment of 0.2 Å (see Section 3.3.3) and the temperature of argon cannot be determined directly from thermal Doppler broadening here.

Alternatively, addition of trace amounts of a diatomic gas to an atomic element discharge allows for the same rovibrational spectroscopy method described above in Section 3.3.1 to be used to estimate temperature. This has been previously done with trace amounts of N$_2$ in chlorine gas (Cl$_2$) [82,102], hydrogen gas (H$_2$) [33,110] and for noble gas discharges of helium [105,108,114] neon (Ne) [107], argon (Ar) [31,89,90,93,99,103,104,108] and krypton (Kr) [90]. For this work, argon gas temperatures are estimated by adding trace amounts of N$_2$ to an argon discharge and fitting the N$_2$ SPS system.

For this technique to be valid for atomic temperature determination additional requirements must be met, being that the atomic and diatomic species are in thermal equilibrium and that the main excitation channel for the upper state remains as electron impact to retain the Boltzmann distribution. Further discussion on these additional requirements in relation to the Pocket Rocket discharge specifically is included in Section 4.1.
3.3.3 Experimental Setup

Observed bands of the SPS range from 281.4 nm to 497.6 nm [85] with persistent strong bands occurring at 337.1 nm, 357.7 nm, 371.1 nm, 375.5 nm, 380.5 nm, 394.3 nm, 399.8 nm and 405.9 nm. For this work, the wavelength region 365 nm - 381 nm is used, capturing the persistent strong bands at 380.5 nm, 375.5 nm and 371.1 nm corresponding to the (0,2), (1,3), (2,4) vibrational transitions, as well as the slightly weaker (3,5) band at 367.2 nm. Additionally, this region contains only a few weak argon lines to minimise argon interference during the argon-nitrogen mixture experiments [84].

For this technique individual rotational bands may be unresolved [87], but it is desirable to resolve the band head and tail region which is not possible with the 2 nm resolution provided by the Ocean Optics spectrometer. Instead, a SPEX 500M monochromator with 500 mm focal length, 1200 groove/mm grating, and 50 μm entrance slit width is used in conjunction with a 3.5 mm diameter fused silica fibre optic cable positioned to capture light emitted through the plenum window.

An Ames Photonics Garry 3000S charge coupled device (CCD) array is placed at the exit plane of the monochromator. The CCD array is 21 mm long with 3000 pixels which when combined with a dispersion of 1.6 nm/mm in the monochromator simultaneously captures a 34 nm wavelength range spectra with a resolution of 0.02 nm. A higher resolution can be achieved by using an exit slit and a photomultiplier tube (PMT) tube in place of the CCD array. However, only one wavelength can be measured at a time so to scan through the entire 16 nm region of interest of the N₂ SPS takes several minutes during which time the discharge characteristics may change affecting the results.

The monochromator is aligned so that the 16 nm wavelength range of interest is located between pixels 750 and 2250 of the CCD array. The response function of the CCD array over this central range is essentially flat, so no intensity correction is needed. The response function was tested by scanning a constant intensity argon line across the full pixel range of the CCD and recording the change in intensity. A slight decrease in measured intensity was noted for pixels near both ends of the CCD array, but this is well outside the 750-2250 pixel range used to capture the rovibrational spectra.
To process the experimental spectra for fitting, background noise spectra captured at the start of each experiment are subtracted from the discharge spectra. In the case of the argon-nitrogen mixture experiments, the background spectra are pure argon discharge spectra to remove any interference from argon lines, otherwise they are spectra recorded with the discharge off. The spectra are then smoothed using a Golay smoothing function to reduce any remaining noise effects and trimmed to the 16 nm region of interest from 365 nm to 381 nm.

### 3.3.4 Simulating Rovibrational Spectra

To artificially create the spectra required for fitting to the experimental data, the wavelengths and intensities for each possible transition between the various rotational, vibrational and electronic states must be calculated. This is achieved by first calculating the energy of each rotational and vibrational state of interest by analysing the molecule as a anharmonic oscillating, non-rigid rotor.

The vibration of a diatomic molecule comes from the repelling force of the positively charged nuclei and the attracting force of the electron swarm causing oscillatory motion of the two atoms, analogous to two point masses connected by a spring. The bounds for diatomic vibration are given by the limits of the molecular potential energy curve, a generic example of which is shown in Figure 3.4, representing the balance between the repulsion of the nuclei and the attraction of the electron swarm. The horizontal axis shows interatomic distance \((r)\) with the lowest point of the curve representing the equilibrium bond length \((r_e)\), and the vertical axis shows the potential energy \((U)\).

The wavefunction of each vibrational mode must form a standing wave within the bounds of the curve, otherwise the wavefunction annihilates and the vibrational mode cannot exist. Example wavefunctions are included in Figure 3.4 for the ground and first three excited states, with an additional four vibrational levels shown without wavefunctions. Although many more vibrational states exist within diatomic molecules, these few only are included as examples for clarity.

The potential energy \((U)\) of a molecular bond is approximated by Equation 3.6, where \(D_e\) is dissociation energy and \(\beta\) represents the narrowness of the well.

\[
U(r) = D_e(1 - e^{-\beta r - r_e})^2
\]  

(3.6)
For low vibrational quantum numbers, only oscillations near the bottom of the well are considered so potential energy can be estimated as a Maclaurin series expansion about \( r_e \), given in Equation 3.7 where \( r \) is instantaneous bond length.

\[
U(r) = U(r_e) + r\left(\frac{dU}{dr}\right)_r + \frac{1}{2}r^2\left(\frac{d^2U}{dr^2}\right)_r + \frac{1}{6}r^3\left(\frac{d^3U}{dr^3}\right)_r + ... \tag{3.7}
\]

 Arbitrarily taking the potential energy at the equilibrium bond length \( (r_e) \) to be 0 and given that \( (dU/dr)_r = 0 \) makes the first two terms in Equation 3.7 zero. Retaining only the \( r^2 \) term gives a solution identical to the classical Hooke’s law spring treatment. However, the asymmetry of the potential energy curve is better represented as an anharmonic oscillator by retaining both the \( r^2 \) and \( r^3 \) terms in Equation 3.7, giving \( U(r) = \frac{1}{2}r^2\left(\frac{dU}{dr}\right)_r + \frac{1}{6}r^3\left(\frac{d^3U}{dr^3}\right)_r \). An approximate solution of the Schrödinger equation with this \( U(r) \) is found using a perturbation method [115] and leads to an expression of allowed vibrational energy levels given in Equation 3.8 where \( \bar{\omega}_e \) and \( \omega_e \bar{x}_e \) are molecular constants found in references [115,116] for example.

\[
E_v = \bar{\omega}_e(v + \frac{1}{2}) - \omega_e \bar{x}_e(v + \frac{1}{2})^2 \tag{3.8}
\]

Rotational motion of a molecule is approximated as a non-rigid rotor, as the changing bond length from vibration can affect the rotational modes. The total energy \( (E) \) of a non-rigid rotor, given by Equation 3.9, is a combination of the kinetic energy \( T = \frac{1}{2}I\omega^2 \) where \( I \) is the moment of inertia and \( \omega \) is the angular velocity, and potential energy from stretching of the bond \( U = \frac{1}{2}k(r - r_e)^2 \) where \( k \) is the spring constant.

\[
E = \frac{1}{2}I\omega^2 + \frac{1}{2}k(r - r_e)^2 \tag{3.9}
\]
Throughout the molecule’s rotation, the stretching of the bond is balanced by centrifugal force $mr\omega^2$, as shown in Equation 3.10.

$$\frac{1}{2}k(r - r_e) = mr\omega^2$$  \hspace{1cm} (3.10)

Combining Equations 3.9 and 3.10, and assuming the nuclei act as point masses such that angular momentum is given by $I = mr^2$ gives Equation 3.11.

$$E = \frac{1}{2}\left(\frac{I}{mr^2}\right)^2 + \frac{1}{2}\frac{(I\omega)^4}{m^2r^4k}$$  \hspace{1cm} (3.11)

Rotational angular momentum $(I\omega)$ of a molecule is quantised as $\sqrt{J(J+1)\frac{\hbar}{2\pi}}$ [115, 117]. Substituting this into Equation 3.11 gives Equation 3.12, the allowed rotational energies of a diatomic molecule.

$$E_J = B_eJ(J+1) - D_eJ^2(J+1)^2$$  \hspace{1cm} (3.12)

Often, Equation 3.12 is written in the simplified form shown in Equation 3.13 where $B_e = \frac{\hbar^2}{8\pi^2mr^2_e}$ and $D_e = \frac{4B_e^3}{\omega^2_e}$ are the rotational constants, found in references [115, 116] for example.

$$E_J = B_eJ(J+1) - D_eJ^2(J+1)^2$$  \hspace{1cm} (3.13)

For this work, all nitrogen second positive system vibrational and rotational constants ($\omega_e$, $\omega_e\omega_e$, $B_e$ and $D_e$) are taken from Herzberg and Huber ([115] pg 552).

The wavelength ($\lambda$) of an electronic transition within a diatomic molecule is still related to the change in energy as given in Equation 3.3 for an atomic species, but the addition of the rotational and vibrational energies adds complexity. The wavelengths for transitions from an upper state ($n'v'J'$) to lower state ($n''v''J''$) in a diatomic molecule are given by Equation 3.14 [87].

$$\lambda_{n'v'J',n''v''J''} = [n_a \sum_{pq} Y_{pq}^{n'}(v' + \frac{1}{2})^p[J'(J' + 1)]q - Y_{pq}^{n''}(v'' + \frac{1}{2})^p[J''(J'' + 1)]q]^{-1}$$  \hspace{1cm} (3.14)

In Equation 3.14, $n_a$ is the refractive index of air, included to convert the calculated wavelength from the vacuum state to the adjusted wavelength for propagation in air and $Y_{pq}$ are Dunham coefficients [118] with subscripts $p$ and $q$ referring to the powers of the vibrational and rotational quantum numbers, respectively. Dunham coefficients are essentially reduced versions of various combinations of $\omega_e$, $\omega_e\omega_e$, $B_e$,
and $D_e$ to simplify the wavelength equation, taken for this work for values of $p$ from 0 to 5 and $q$ from 0 to 2 from equations published in Dunham [118].

The intensity ($I$) of an electronic transition with wavelength $\lambda$ is given by Equation 3.15, dependent on the number of molecules in the upper state ($N_{n'v'J'}$), and the transition probability ($A_{n'v'J',n''v''J''}$).

$$I_{n'v'J',n''v''J''} = \frac{hc^2}{\lambda N_{n'v'J'}A_{n'v'J',n''v''J''}}$$ (3.15)

The number of molecules in the upper state can be estimated using a Maxwell-Boltzmann distribution as long as the temperature is significantly higher than the difference between vibrational and rotational energy levels. In general, the difference between vibrational levels is 0.01 eV [86], whereas temperature is 0.03 eV (300 K) or higher. Hence, the number of molecules in the upper vibrational state ($v'$) is given by Equation 3.16a, where $N_{v0}$ is the number of molecules in the vibrational ground state and $T_v$ is vibrational temperature. The number of molecules in the upper rotational state ($J'$) is given by Equation 3.16b, where $N_{r0}$ is the number of molecules in the rotational ground state and $T_r$ is the rotational temperature.

$$N_{v'} \approx N_{v0} e^{-\frac{E_v}{kT_v}}$$ (3.16a)

$$N_{J'} \approx N_{r0} e^{-\frac{E_j}{kT_r}}$$ (3.16b)

The probability of a vibrational transition is dependent on the overlap of the wavefunctions of the upper and lower vibrational levels [119]. The internuclear separation of a diatomic molecule immediately after an electronic transition is the same as immediately prior to the transition [120]. However, often this no longer is the equilibrium position for the new vibrational level and the molecule will begin to vibrate more. The most probable transitions involve a minimum change in equilibrium internuclear distance. The resulting vibrational transition probabilities are known as Franck-Condon factors ($q_{v',v''}$) [115,117] and are always constant for a given transition [121]. For this work, values for $q_{v',v''}$ are taken from Zare et al. [122].

Transition probabilities for rotation depend on the selection rules for allowed rotational transitions. The total angular momentum ($\vec{J}$) of a molecule is a combination of electron spin, electron orbital angular momentum and angular momentum of nuclear rotation, and must be conserved during a rotational transition. The component of $\vec{J}$ along the internuclear axis of a diatomic molecule is denoted by $\vec{\Lambda}$, and
is given values of 0, 1, 2, ... for states designated as Σ, Π, Δ, ... [115], hence \( \vec{\Lambda} = 1 \) for both the upper and lower states of the \( \text{N}_2 \) SPS. For a transition where \( \vec{\Lambda} \neq 0 \) in either the upper or lower state, the selection rule for \( J \) is given by Equation 3.17 [115].

\[
\Delta J = J' - J'' = 0, \pm 1
\]  

(3.17)

This results in three branches: the \( \Delta J = 1 \) or R branch, the \( \Delta J = -1 \) or P branch, and the \( \Delta J = 0 \) or Q branch. The transition probabilities, hence relative line strengths between the three branches, are determined by HönL-London factors \( (S_J) \). Calculation of \( S_J \) depends on the coupling of the angular momentum of rotational and electronic motion given by the Hund’s coupling case, of which there are five possible cases in total ((a)-(e)) [115], two of which are relevant here.

Hund’s case (a) occurs when the angular momentum of nuclear rotation interacts only weakly with electron angular momentum effects, so electron motion occurs mostly on the axis joining the nuclei. The treatment of a molecule in Hund’s case (a) is that of a simple vibrating rotator (as described above). For Hund’s case (b), spin is only weakly or not at all coupled to the internuclear axis in which case total orbital angular momentum excluding spin may become slightly magnetically coupled leading to a slight splitting into triplet states occurring.

The \( \text{N}_2 \) SPS is Hund’s case (a) for low \( J \), transitioning to Hund’s case (b) for higher \( J \) [87]. However, at high \( J \) values the difference between the (a) and (b) cases is small, and case (a) can be assumed throughout. Also, the separation of triplet splitting is 0.08 nm, less than the difference in rotational separation and can safely be neglected [87]. Another splitting effect, known as \( \Lambda \)-type doubling, occurs at high rotational speeds when \( \Lambda \neq 0 \). For the \( \text{N}_2 \) SPS, splitting from \( \Lambda \)-type doubling is less than 0.04 nm [87], again lower than the rotational separation and can be neglected.

Assuming Hund’s case (a), and neglecting the various splitting effects, the relevant equations to calculate the HönL-London factors for the \( \text{N}_2 \) SPS are shown in Equation 3.18 [115].

\[
S_J^R = \frac{(J' + \Lambda')((J' - \Lambda')}{J'}
\]

(3.18a)

\[
S_J^Q = \frac{(2J' + 1)\Lambda'^2}{J'(J' + 1)}
\]

(3.18b)

\[
S_J^P = \frac{(J' + 1 + \Lambda')(((J' + 1 - \Lambda'))}{J' + 1}
\]

(3.18c)
Substituting the Hönl-London factors (Equations 3.18), the Franck-Condon factors \( (q_{v',v''}) \) and Maxwell-Boltzmann population distributions (Equations 3.16) into Equation 3.15, gives Equation 3.19, the intensity of a spectral line in the N\(_2\) SPS, where \( D \) is an arbitrary scaling constant accounting for constants collected throughout the analysis and experimental equipment sensitivity.

\[
I_{v',v'',J',J''} = \frac{D}{\lambda^4} q_{v',v''} e^{-\frac{E_{v'}}{kT_v}} S_{J',J''} e^{-\frac{E_{J'}}{kT_r}}
\]  

(3.19)

Using Equation 3.14 for wavelength and Equation 3.19 for intensity, the rovibrational spectrum of a diatomic molecule can be simulated, for fitting to an experimental spectrum for temperature estimation.

### 3.3.5 Rovibrational Band Fitting

Before fitting the theoretical and experimental spectra, the simulated lines must be artificially broadened to match the natural experimental broadening effects, such as Doppler broadening and equipment broadening. Here, a Gaussian convolution kernel, described in Equation 3.20, is used on \( \lambda \) to match the experimental broadening.

The value of \( \sigma \) determines the magnitude of the broadening and is chosen based on the shape of the sharp mercury 546 nm line, produced by a mercury lamp and recorded using the same equipment as outlined in Section 3.3.3.

\[
g(\lambda) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(\Delta\lambda)^2}{2\sigma^2}}
\]  

(3.20)

The iterative fitting procedure between the experimental and simulated spectra is performed using Monte Carlo Markov Chains (MCMC) over 50000 iterations, with the first 10000 iterations binned. This results in a range of credible values output for \( T_r \) and \( T_v \) from which a 95\% confidence range for the temperature is stated. It should be noted that the fitting code used here is adapted from software previously developed by the Inversion Laboratory (ilab) that employed the same MCMC technique and is not written directly by the author.

Example fits between the experimental data and corresponding simulated spectrum for a 10 W, 1.5 Torr plasma in N\(_2\) and argon with 1 \% N\(_2\) addition are shown in Figure 3.5. Validation of the fitting procedure was performed by comparison of temperature results with two other independently developed fitting codes from
Figure 3.5: Example rovibrational band fitting for a 10 W, 1.5 Torr plasma in (a) N$_2$ and (b) argon with 1% N$_2$. The experimental spectra are shown as dotted black lines with the simulated spectra overlayed as solid grey lines.

Open University and the York Plasma Institute. The experimental spectrum used was produced by a 10 W, 1.5 Torr argon plasma with 10 % N$_2$ addition captured using the PMT placed at the exit slit of the monochromator, noting this is a different data set than the example fit shown in Figure 3.5. A summary of the three results is shown in Table 3.1.

<table>
<thead>
<tr>
<th>Code</th>
<th>$T_r$</th>
<th>$T_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP3</td>
<td>1605$\pm$15 K</td>
<td>3905$\pm$200 K</td>
</tr>
<tr>
<td>Open University</td>
<td>1570$\pm$75 K</td>
<td>4050 K</td>
</tr>
<tr>
<td>York Plasma Institute</td>
<td>1530$\pm$25 K</td>
<td>-</td>
</tr>
</tbody>
</table>

All three independent codes produced corresponding values for $T_r$ with uncertainties taken into account. The values for $T_v$ produced by the code used in this work and the Open University code are also in agreement. The York Plasma Institute code employed a slightly different technique to that outlined above and did not produce values for $T_v$ for comparison.

Using the rovibrational band fitting technique outlined and validated in this section allows for direct measurement of the neutral gas temperatures within the Pocket Rocket discharge. This is used to infer proof of concept and estimate rough
3.4 Computational Fluid Dynamics

Complementary to experiment diagnostics, computer based modelling of plasma discharges provides an alternative method for analysing plasma discharges. Particle-In-Cell (PIC) simulations involve tracking individual particles, or super particles representing millions of individual particles, over physical and velocity space. Fully kinetic PIC simulations of RF CCP discharges have previously been performed for one [55, 57, 123, 124], two [52, 125] and three [126] spatial dimensions. However, as particles are simulated directly, high dimension, high pressure PIC simulations become very computationally expensive.

Computational Fluid Dynamics (CFD) simulations are a continuum modelling alternative to PIC simulations, where fluid equations are solved using numerical methods, rather than directly simulating particles. The use of continuum equations limits the use of CFD to fully collisional regimes but significantly reduces computational times. For the use of a continuum approximation to be valid, the Knudsen number of the flow needs to be less than \( \sim 0.1 \) [127]. The Knudsen number \( (Kn) \) is a dimensionless parameter relating the mean free path \( (\lambda_{mfp}) \) and characteristic length scale \( (L) \). For a Boltzmann gas \( Kn \) is given by Equation 3.21, and is dependent on neutral gas temperature \( (T_g) \), pressure \( (p) \) and hard shell diameter of the gas particles \( (d) \).

\[
Kn = \frac{\lambda_{mfp}}{L} = \frac{kT_g}{\sqrt{2\pi d^2 pL}} \tag{3.21}
\]

Within Pocket Rocket, the characteristic length scales of interest are the plenum diameter (40 mm), the discharge tube diameter (4.2 mm) and the expansion tube diameter (50 mm). Assuming a temperature of 300 K throughout the flow, with pressures of 1.5 Torr in the plenum, 1 Torr in the discharge tube and 0.75 Torr in the expansion tube, the corresponding Knudsen numbers are 0.015, 0.105 and 0.024. Although the flow in the discharge tube is on the limit of the continuum approximation, it is suitable to use CFD to examine the Pocket Rocket discharge.

For this work, the commercial Computational Fluid Dynamics Advanced Com-
putational Environment (CFD-ACE+) package from the ESI Group is utilised to perform a transient, 2D simulation of the Pocket Rocket device. The CFD-ACE+ software has been previously used to simulate a DC N\textsubscript{2} microplasma [128], xenon dielectric barrier discharge (DBD) [129], a 2D argon DC glow discharge [130, 131], 2D and 3D ICP etching reactors [132, 133] and CCP etching reactors in 2D and 3D with argon and hydrocarbon discharges [133, 134].

3.4.1 Fluid Model

Simulations of CCPs, like that within Pocket Rocket, require background gas flow and turbulence, heating, electric fields, space charges, collisions and plasma kinetic effects to be included. The equations and techniques used to simulate these effects are outlined below. The governing equations for heavy particle flow parameters are mass conservation and the Navier-Stokes equation, given in Equations 3.22 and 3.23 respectively, where $\rho$ is density, $\vec{V}$ is velocity, $\mu$ is viscosity and $S_M$ represents momentum added from any defined source, such as the inlet.

$$\frac{\delta \rho}{\delta t} + \nabla . (\rho \vec{V}) = 0 \quad (3.22)$$

$$\frac{\delta (\rho \vec{V})}{\delta t} + \nabla . (\rho \vec{V}u) = -\nabla . p + \nabla . (\mu \nabla u) + S_M \quad (3.23)$$

The total pressure, $p$, is given by Equation 3.24, and is the sum of the static partial pressures ($p_i$) for all heavy species, calculated from the ideal gas law, and the electron pressure ($p_e = n_e k T_e$, where $n_e$ is electron density, $k$ is Boltzmann’s constant and $T_e$ is the electron temperature).

$$p = \sum_i p_i + n_e k T_e \quad (3.24)$$

A standard $k - \epsilon$ turbulence model is included for all heavy species (refer to Launder and Spaulding [135] for full details of this model). However, the low pressure in the system results in little difference (~2.4%) between fully laminar and turbulent simulations.

A transport equation of the form shown in Equation 3.25 is solved for each species (k) including ions, where $Y_k$ is the species mass fraction, defined as the mass of the $k^{th}$ species per mixture unit mass, $\vec{D}_k$ is diffusion from concentration gradients, $M_k$
is the molecular weight of the species, and $\omega_k$ is the production rate from reactions.

$$\frac{\delta \rho Y_k}{\delta t} + \nabla \cdot \rho \vec{V} Y_k = -\nabla \cdot \vec{D}_k + M_k \omega_k$$ \hspace{1cm} (3.25)

For ions, the effect of ion drift must be considered, with ion mass flux $\vec{J}_i$ given by Equation 3.26, where $\vec{V}_{di}$ is ion drift velocity, and $\vec{J}_i^c$ is a correction/source term to account for ion creation and loss and ensures species flux conservation holds. The ion diffusion coefficient ($D_i$) is taken to be the same as that of the corresponding neutral particle.

$$\vec{J}_i = -\rho D_i \nabla Y_i + \rho \vec{V}_{di} Y_i + \vec{J}_i^c$$ \hspace{1cm} (3.26)

The pressures used in Pocket Rocket are around a few Torr, so it is assumed that the collision frequency of ions is sufficiently high to use the drift diffusion approximation for ion drift velocity ($\vec{V}_{di} = q_i \mu_i \vec{E}$, where $q_i$ is the charge of the ion and $\vec{E}$ the electric field), rather than solving directly for ion momentum. Ion mobility ($\mu_i$) is solved for using Einstein’s relation, $\mu_i = \frac{D_i}{T_i}$, where ion temperature ($T_i$) is approximated as the neutral gas temperature.

The applied RF field and space charge effects from ions and electrons are solved using Poisson’s equation (Equation 3.27) for the electrostatic potential ($\phi$), where $\epsilon$ is the permittivity of the local medium, $e$ is electron charge, $q_i$ is the charge on the $i^{th}$ ion and $n_e$ and $n_i$ are the electron and ion densities, respectively.

$$-\nabla \cdot \epsilon \nabla \phi = e \left( \sum_i q_i n_i - n_e \right)$$ \hspace{1cm} (3.27)

Heavy particle surface reactions are invoked, such that on collision with a wall an ion or excited neutral will return to the neutral ground state. Particle fluxes normal to the wall for both ions ($\Gamma_{i,n}$) and electrons ($\Gamma_{e,n}$) are used to calculate space charge ($\sigma$) accumulation on the surface of the alumina (dielectric) tube as shown in Equation 3.28.

$$\frac{\delta \sigma}{\delta t} = e \sum_i (q_i \Gamma_{i,n} - \Gamma_{e,n})$$ \hspace{1cm} (3.28)

Ion flux normal to the wall ($\Gamma_{i,n}$) is given by Equation 3.29, where $\alpha_i$ is the sticking coefficient, $C_i^w$ is the concentration of the species of interest at the wall and $\vec{V}_{ch,i}$ is the characteristic velocity given by the drift velocity ($V_{di}$) for ions and $\vec{V}_{ch,i} = \sqrt{\frac{RT}{2\pi m_i}}$ for neutrals, where $R$ is the universal gas constant.

$$\Gamma_{i,n} = m_i \alpha_i \vec{V}_{ch,i} C_i^w$$ \hspace{1cm} (3.29)
Electron flux normal to the wall ($\Gamma_{e,n}$) is given by Equation 3.30 where $m_e$ is the mass of an electron and $\gamma$ is the ion induced secondary electron emission coefficient.

$$\Gamma_{e,n} = n_e \left( \frac{kT}{2\pi m_e} \right)^{\frac{3}{2}} - \gamma \sum_i (q_i \Gamma_{i,n}) \quad (3.30)$$

Electron transport behaviour within the bulk plasma is modelled using the electron drift diffusion approximation given in Equation 3.31 where $\vec{\Gamma}_e$ is electron density flux and $\mu_e$ is electron mobility, and the electron particle balance equation given in Equation 3.32 where $S_e$ accounts for electrons produced or consumed in chemical reactions.

$$\vec{\Gamma}_e = \mu_e n_e \nabla \phi - D_e \nabla n_e \quad (3.31)$$

$$\frac{\delta n_e}{\delta t} + \nabla \cdot \vec{\Gamma}_e = S_e \quad (3.32)$$

Electron diffusivity ($D_e$) is calculated using Equation 3.33, where $\epsilon_k$ is electron kinetic energy and $C$ is the Maxwellian distribution scaling factor. The electron collision frequency ($\nu_m$) is a function of $T_e$ assuming a single temperature Maxwellian distribution ($f_0(T_e)$), as shown in Equation 3.34.

$$D_e = T_e \mu_e = \frac{2e}{3m_e n_e} \int_0^{\infty} C \epsilon_k^\frac{3}{2} \nu_m(\epsilon_k) e^{\left(\frac{-\epsilon_k}{T_e}\right)} \delta \epsilon_k \quad (3.33)$$

$$\bar{\nu}_m = \frac{3}{2n_e} \int_0^{\infty} \nu_m(T_e) T_e^{\frac{1}{2}} f_0(T_e) d\epsilon \quad (3.34)$$

The electrons are assumed to follow a single temperature Maxwellian distribution due to high collision frequencies within the high pressure discharge, hence the electron temperature ($T_e$) is calculated using the electron energy balance equation (Equation 3.35).

$$\frac{3}{2} \frac{\delta}{\delta t} (n_e T_e) + \frac{5}{2} \nabla (T_e \vec{\Gamma}_e - n_e D_e \nabla T_e) = P - n_e \sum_k N_k c_k \epsilon_k \quad (3.35)$$

Energy loss from collisions is equated by the sum term on the right hand side (RHS) with $N_k$, $c_k$ and $\epsilon_k$ being the number density, coefficient of collisional energy loss and kinetic energy of the collisional species, respectively. Power density ($P$) includes Joule heating and stochastic sheath heating, given in Equations 3.36 and 3.37, respectively.

$$P_{\text{Joule}} = e \Gamma_e \cdot (\nabla \phi) \quad (3.36)$$
\[ P_{\text{stoch}} = 0.61 \left( \frac{m_e}{e} \right)^{\frac{1}{2}} \epsilon_0 \omega^2 T_e^2 V \]  

(3.37)

Stochastic heating is considered only in the sheath region near the powered electrode, dependent on the angular driving frequency at the RF electrode \((\omega)\) and the potential difference between the RF electrode and current grid point \((V)\). Higher operating pressures in Pocket Rocket and the self-bias that develops on the alumina tube from the large asymmetry of the device means stochastic heating effects are small and the majority of electron heating comes from Joule heating.

Heavy particle heat transfer is expressed using the energy equation in terms of gas temperature \((T_g)\), given by Equation 3.38, where \(c_p\) is specific heat and \(k\) is thermal conductivity.

\[ c_p \left( \frac{\delta \rho T_g}{\delta t} + \nabla \cdot (\rho \vec{V} T_g) \right) - \nabla \cdot (k \nabla T_g) = \sum_m \Gamma_m C_m p_k \nabla T_g - \sum_n \epsilon_n \dot{\omega}_n + \dot{Q} \]  

(3.38)

The two terms on the left hand side (LHS) represent the convective and conductive heat transfer respectively, and the first term on the RHS the concentration \((C)\) and temperature gradient driven diffusive flux. The last two terms on the RHS represent heating from electron and ion effects, respectively.

Electron elastic collisions result in the release of heat \(\epsilon_n\) through non-electronic reactions and momentum transfer collisions with collision rate \(\dot{\omega}_n\). For non-electronic reactions, \(\epsilon_n\) is given by Equation 3.39 where \(h_i\) is enthalpy and \(v''_{ir}\) and \(v'_{ir}\) are the stoichiometric coefficients for the products and reactants. For momentum transfer collisions with Maxwellian electrons, \(\epsilon_n\) is given by Equation 3.40.

\[ \epsilon_{n_{\text{non-elec}}} = \sum_i (v''_{ir} - v'_{ir}) h_i \]  

(3.39)

\[ \epsilon_{n_{\text{mtm}}} = \frac{3 m_e e}{M} (T_e - T_g) \]  

(3.40)

Volumetric heat addition from ion Ohmic heating and ion surface recombination \((\dot{Q}\) in Equation 3.38) is denoted by Equations 3.41 and 3.42, respectively.

\[ \dot{Q}_{\text{ion}} = \sum_{q_i > 0} q_i n_i \mu_i \vec{E} \cdot \vec{E} \]  

(3.41)

\[ \dot{Q}_{\text{wall}} = \sum_{i=\text{heavy}} \Gamma_{i,n} h_i + \sum_{i=\text{ions}} \Gamma_{i,n} \epsilon_{k,i} \]  

(3.42)
Ion surface heating constitutes chemical heat released during ion neutralisation on the surface (first term on the RHS of Equation 3.42) and heat released from ion kinetic energy (second term on the RHS of Equation 3.42, with ion kinetic energy $\epsilon_{k,i} = \frac{1}{2}m_i\vec{V}_i^2$, with $\vec{V}$ the potential gain of the ion across the sheath.

### 3.4.2 Pocket Rocket Model

The equations described above to simulate the various gas flow and plasma effects are solved on a grid representing the geometry of the Pocket Rocket device, known as the mesh. To minimise the simulation run time without losing any geometric aspects of the device, the cylindrical symmetry of Pocket Rocket is exploited. The CFD model used, shown in Figure 3.6, is the top half of an axial 2D cross section including the plenum chamber, discharge tube and expansion tube. An axisymmetry condition applied around the central axis of the discharge tube (the dashed line in Figure 3.6) reduces the total number of mesh points while retaining all geometric features.

The plenum chamber, discharge tube, and glass expansion tube are defined as joined fluid domains, with the alumina tube (shaded grey in Figure 3.6) defined as a solid domain with dielectric properties. The main thruster housing is not included to reduce simulation complexity and simulation time, and instead all boundaries around the fluid volumes and alumina solid, including the electrodes, are modelled as thin walls. The location of the powered RF electrode is shown as a thick red line on the outer surface of the alumina tube, and the grounded walls including the grounded electrodes, end plate and plenum walls are shown as thick black lines.
Although the inlet of the experimental device is a small 2 mm diameter hole through the side wall of the plenum as outlined in Section 2.1, the simulation inlet is defined as the entire upper edge of the plenum chamber cross-section, as shown in Figure 3.6 in green. During experiments, the plenum pressure is used to define the upstream conditions rather than a specific flow rate, therefore the simulation inlet is defined using only a fixed pressure and not a flow rate. The use of a constant pressure inlet rather than a flow rate means the larger simulation inlet will not change the result, allowing for a simpler geometry to be modelled. The outlet corresponds to the end of the glass tube adjoining the vacuum chamber, and is the complete right hand side edge of the model geometry as shown in yellow in Figure 3.6.

To solve the continuous form partial differential equations (PDEs) defined in Section 3.4.1 over the mesh, the equations must first be discretised to allow stepping between temporal grid points ($n$) and spatial grid points ($i$). Discretisation over the time domain is performed using the backwards Euler method, which assuming the PDE is in the form $\frac{df}{dx} = 0$, is given by Equation 3.43, where $n$ is the current time step and $i$ is the current spatial mesh point.

$$\frac{f_{i}^{n+1} + f_{i}^{n}}{\Delta t} + O(\Delta t) = \frac{f_{i+1}^{n} - f_{i-1}^{n}}{\Delta x^2} + O(\Delta x^2)$$

(3.43)

To ensure both heavy particles and electron kinetics are correctly captured by the simulation, a dual time-step approach is implemented. The heavy particle parameters are solved using a time step of 7.382 $\mu$s, longer than the period of one RF cycle ($\sim$72 ns), as the larger masses do not move sufficiently within an RF period to affect the results. Electrons, having much smaller mass, will exhibit sufficient movement within an RF cycle that must be resolved, therefore electron kinetics are solved using a time scale of $\frac{1}{20}$th of an RF period.

Spatial discretisation is performed using the first order upwind scheme, which assuming the PDE is in the form $\frac{df}{dx} = 0$, is denoted by Equation 3.44.

$$\frac{f_{i}^{n} - f_{i-1}^{n}}{\Delta x} + O(x) = 0$$

(3.44)

The first order upwind scheme is the most stable scheme in that it only uses one other grid point to solve for the current point. However, this results in errors of the first order ($O(x)$), so the solution may take longer to converge.
Starting points for the discretised solution are input by the user in the form of boundary and initial conditions. Initial conditions (ICs) are approximate values applied to each mesh point to give the solver a starting point for the first iteration and have no effect of the final solution, except that poorly chosen ICs may result in the simulation taking longer to converge. Boundary conditions (BCs) exist at the spatial limits of the mesh including walls, inlets and outlets, and can have a significant effect of the solution so must be as close to reality as possible.

The finer the spatial mesh of the model geometry the more accurate the final solution but the longer the computational time required. Conversely, a coarse mesh results in a solution far from the actual solution. For faster processing without losing accuracy the mesh can be weighted to be finer in important regions. In the case of a CCP discharge for example, the mesh should be weighted to be finer in regions expected to produce sheaths to better capture electron kinetics. The small mass of electrons gives them higher velocities than the heavy particles, so to correctly capture movement in the sheath the mesh needs to be finer in those regions.

To determine the best mesh density to use, a mesh convergence study was performed by running a simple flow only simulation of the Pocket Rocket device using various mesh densities and recording results of certain parameters. The mesh is independent of the result and no longer affects the solution when increasing the number of grid points does not change the solution results. Mesh densities tested are 1335, 2054, 4586, 11075, 19242 and 45812 total grid points, with the mesh weighted to be finer in regions expected to produce sheaths in all cases.

Inlet pressure is fixed at 1.5 Torr, outlet pressure is fixed at 0.75 Torr and the operating gas is defined as argon. The ideal gas law is used to calculate density, and dynamic viscosity is set as a constant $2.06 \times 10^{-6} \text{ kg m}^{-1} \text{ s}^{-1}$. All walls are defined as isothermal at 300 K with a no-slip condition invoking fluid boundary layers.

Maximum global axial velocity (blue circles), maximum global radial velocity (blue squares) and local pressure at the centre of the discharge tube (red diamonds) for each mesh density are shown in Figure 3.7(a). For clarity, the radial velocity values have been multiplied by 20 so they are displayed on a similar scale to the axial velocity. The total solution time for each run is shown in Figure 3.7(b). The mesh affects the result less than 1% above 11075 grid points but the solution time
Figure 3.7: Mesh convergence results for (a) maximum values for axial (blue circles) and radial velocity multiplied by 20x for clarity (blue squares) and the pressure at MP1 (red diamonds) and (b) total solution time.

increases sharply for mesh densities higher than this, so to balance computational time and accuracy, the 11075 grid point mesh is used for all further simulations.

A complete 2D axisymmetric simulation of Pocket Rocket produces 2D results for all main plasma parameters (plasma potential ($V_p$), $n_e$, ion density ($n_i$), $T_e$, etc) and all main background flow parameters (velocity ($v$), pressure ($p$), density ($\rho$), $T_g$, etc).

Here, a simulation of the standard operating condition for a 10 W, 1.5 Torr argon plasma is performed (see Chapter 6) to validate the results against experimental data and develop a better understanding of the operation of Pocket Rocket. After the simulation results are validated, further simulations investigating various geometric and operational changes can be performed, to enhance the understanding of Pocket Rocket operation without the need for time consuming and potentially expensive adaptations to the experimental setup.
Chapter 4

Direct Measurement of Gas Temperature

Electrothermal thruster principles are based around high temperature gases expanding and cooling through a nozzle to provide thrust to the associated spacecraft. Within a plasma discharge based electrothermal thruster, neutral gas heating arises from energetic ions undergoing charge-exchange collisions with the background gas or propellant, as outlined in Section 1.3.6. To demonstrate that the Pocket Rocket concept has potential applications as an electrothermal plasma thruster, the neutral gas temperature \( T_g \) within Pocket Rocket is measured using the rovibrational band fitting technique outlined in Section 3.3.

Standard operating propellant for Pocket Rocket is argon (Ar) which is an atomic element, so to use the rovibrational band fitting technique trace amounts of nitrogen (N\(_2\)) are added to the Ar discharge, allowing the N\(_2\) second positive system \((C^3\Pi_u \rightarrow B^3\Pi_g)\) to be used for analysis. Pure N\(_2\) discharges are also analysed as an alternate propellant for comparison. Addition of N\(_2\) to an Ar discharge opens additional excitation channels for the \( C^3\Pi_u \) state, introducing complications to the rovibrational band fitting method which are discussed in Section 4.1. Steady state volume averaged neutral gas temperatures in N\(_2\) and Ar (with trace N\(_2\)) for various powers and pressures are measured and discussed in Section 4.2. The chapter finishes with a discussion summarising these temperature measurements and the resulting application of Pocket Rocket as an electrothermal thruster in Section 4.3.
4.1 Argon Metastable Influence

Rovibrational band fitting to determine $T_g$ from rotational temperature ($T_r$) of a diatomic molecule outlined in Section 3.3 is only relevant if the single excitation channel to the upper measured state (here the $C^3\Pi_u$ state) is from electron impact. Being very low mass in comparison to $N_2$ molecules an electron collision has little effect on the rotational distribution, and the upper rotational distribution can be considered to be identical to the ground state rotational distribution, giving correct values for $T_r$ and hence $T_g$.

For discharges involving mixtures of $N_2$ and Ar, resonance energy transfer between argon metastable atoms ($Ar^*_m$) and $N_2$ molecules introduces a second excitation channel that does not necessarily map the ground rotational state onto the $C^3\Pi_u$ state and enhances high rotational levels of the $C^3\Pi_u$ state [136, 137]. If the excitation channel from $Ar^*_m$ and $N_2$ collisions is a significant process, the $T_r$ estimated from the rovibrational spectroscopy method may be incorrect, and any resultant estimates of $T_g$ will also be incorrect.

4.1.1 Metastable Resonance Energy Transfer

The $Ar^*_m$ states, $^3P_2$ and $^3P_0$, have lifetimes in the order of seconds [123], due to the spin and rotation selection rules ($\Delta S = 0$ and $\Delta J = 0, \pm 1$, respectively) preventing spontaneous radiative transitions to the ground state. The long lifetimes mean $Ar^*_m$ density can become a significant proportion of the neutral density population.

Excitation energies for the $^3P_2$ and $^3P_0$ states are 11.72 eV and 11.54 eV, respectively [98, 138], similar to the threshold excitation energy for the $N_2$ second positive system (SPS) of 11.1 eV [139]. Collisions between $Ar^*_m$ and $N_2$ results in deactivation of the metastable atom with resonance energy transfer to the $N_2 C^3\Pi_u$ state through the process shown in in Equation 4.1, where $N_2(X^1\Sigma_g)$ is the $N_2$ ground state.

$$N_2(X^1\Sigma_g) + Ar^*_m \rightarrow N_2(C^3\Pi) + Ar$$  \hspace{1cm} (4.1)

Excess energy from the collision is transferred into high rotational levels of the $N_2$ SPS resulting in enhanced tail structures within the rovibrational bands [136, 137]. Deactivation of $Ar^*_m$ by an $N_2$ molecule has a cross-section 100 times larger than for
deactivation by another Ar atom [136], making it a significant process within Ar-N\(_2\) discharges.

The rate of reaction for resonant energy transfer (\(r_{N_2,Ar^*}\)) is given by Equation 4.2 [103], where \(n_{Ar^*}\) is the metastable Ar density and \(n_{N_2}\) is the N\(_2\) density. The rate of reaction for electron impact excitation of the \(C^3\Pi_u\) state (\(r_{N_2,e}\)) is given by Equation 4.3, where \(T_e\) is electron temperature and \(n_e\) is the electron density [103].

\[
r_{N_2,Ar^*} = 2.9 \times 10^{-14} \sqrt{\frac{T_e}{300}} n_{Ar^*} n_{N_2} \text{ cm}^{-3} \text{s}^{-1} \quad (4.2)
\]

\[
r_{N_2,e} = 1.36 \times 10^{-8} T_e^{0.138} e^{-11.03} n_e n_{N_2} \text{ cm}^{-3} \text{s}^{-1} \quad (4.3)
\]

To identify the dominant excitation process in Pocket Rocket, Equations 4.2 and 4.3 are used to calculate \(r_{N_2,Ar^*}\) and \(r_{N_2,e}\) for varying percentages of N\(_2\) in a 1.5 Torr total pressure Ar discharge. Electron temperature (\(T_e\)) is estimated as 2.5 eV based on previous experimental and global model results for Pocket Rocket [43]. Electron density (\(n_e\)) is estimated as \(2 \times 10^{12}\) cm\(^{-3}\) for pure Ar and \(1 \times 10^{12}\) cm\(^{-3}\) for pure N\(_2\) based on ion saturation current (\(I_{sat}\)) measurements of 10 W discharges, made with the Langmuir probe as described in Section 3.1 biased at -28 V. A linear decrease in \(n_e\) was assumed between pure Ar and pure N\(_2\) [100,140].

In the absence of experimental data for Ar\(_m^*\) density, a value of \(2 \times 10^{13}\) cm\(^{-3}\) is used for pure Ar, based on previous works demonstrating Ar\(_m^*\) density can be up to an order of magnitude higher than \(n_e\) [123,140]. Density of Ar\(_m^*\) is assumed to decrease by two orders of magnitude by 90% N\(_2\) addition [140]. Using these approximations, estimates for \(r_{N_2,e}\) and \(r_{N_2,Ar^*}\) for both 300 K and 1000 K with varying percent N\(_2\) in Ar are as shown in Figure 4.1.

The electron impact excitation rate is consistently two orders of magnitude higher than excitation from quenching of Ar\(_m^*\), supported by previous findings [88,90]. However, electron impact excitation may be from the ground state (Equation 4.4) or from the N\(_2\)(A\(^3\Sigma_u\)) metastable state (Equation 4.5), with excitation from the metastable state usually dominant over excitation from the ground state.

\[
e + N_2(X^1\Sigma_g) \rightarrow e + N_2(C^3\Pi_u) \quad (4.4)
\]

\[
e + N_2(A^3\Sigma_u) \rightarrow e + N_2(C^3\Pi_u) \quad (4.5)
\]

In discharges where the N\(_2\)(X\(^1\Sigma_g\)) density is significantly higher than the N\(_2\)(A\(^3\Sigma_u\)) density, then excitation through Ar\(_m^*\) quenching may become dominant over electron
impact excitation. Even if that is not the case, the enhanced rotational tail from Ar$^*$ quenching may still affect $T_g$ estimated by rovibrational band matching of the N$_2$ SPS. The effect of this in Pocket Rocket is tested experimentally by measuring $T_g$ of Ar discharges with varying percentages of N$_2$ added.

### 4.1.2 Experiment Parameters

Pocket Rocket is attached to a six-way vacuum chamber as described in Chapter 2. Plenum pressure is measured using a Convectron gauge and is held constant at a total pressure of 1.5 Torr for all mixtures tested. Chamber pressure, also measured with a Convectron gauge, is $\sim$0.75 Torr for all mixtures tested giving a pressure gradient of two across the system. The percent of N$_2$ added to Ar is given by the partial pressures in the plenum and ranges from 1% to 100%. Nitrogen flow is controlled using a leak valve and Ar flow is controlled using a ball valve. Pre-match power is held constant at 10 W, with standing wave ratio (SWR) values around 1.1 recorded for all gas mixtures tested.

Experimental spectra used to match the simulated spectra are recorded using the monochromator and charge coupled device (CCD) setup as described in Section 3.3.3. The discharge is turned on and left to run for 20 to 30 s prior to starting the
first integration to ensure steady state has been reached. Integration times range from 1000 ms for argon with 1% nitrogen (Ar with 1% N$_2$) to 60 ms for pure N$_2$, decreasing as the percentage of N$_2$ increases and the rovibrational signal increases. To assist in reducing noise while ensuring a sufficient rovibrational signal is captured, 30 spectra are recorded and averaged.

4.1.3 Experiment Results

Results for neutral gas temperature ($T_g$) measured in Ar with varying percentages of N$_2$ added are shown in Figure 4.2, with error bars based on a 95% confidence interval from the fitting procedure. Errors bars are larger for lower N$_2$ percentages as the reduced rovibrational signal results in a lower signal to noise ratio.

For 1% N$_2$ addition, the lowest percent addition of N$_2$ tested, $T_g$ is 1030 K. Increasing N$_2$ to 20% increases $T_g$ to 1360 K, the highest temperature measured. At 100% N$_2$, $T_g$ has decreased to 400 K giving an asymmetric inverted parabolic trend. Previous work has shown increases in gas temperature for increasing percentages of N$_2$ added to Ar, with addition of 0%, 3% and 45% N$_2$ giving temperatures of 400-700 K in a 100 W capacitively coupled plasma (CCP) using a combination of Doppler
broadening and N$_2$ SPS rovibrational band fitting [103]. Enhanced thermionic emission from a titanium nozzle in a radio-frequency (RF) hollow cathode discharge with low percentage N$_2$ addition in Ar, caused by a small population of hot N$_2$ in the discharge creating Ar$^*_m$ quenching, has also been previously noted [138].

The intensity of an Ar-N$_2$ spectrum is highest with 10% N$_2$ addition [136, 141], roughly corresponding to the highest measured $T_g$ here at between 10% and 20% N$_2$. Additionally, above \(~\sim\)10% N$_2$ the density of nitrogen ion (N$_2^+$) does not significantly change, but below 10% N$_2$, density of N$_2^+$ is significantly lower and is almost negligible below 5% [140]. These results suggest that the increased temperatures measured between \(~\sim\)5% N$_2$ and 50% N$_2$ are enhanced by metastable quenching.

Dilute values of N$_2$ addition, such as 1% or 2%, produce lower gas temperature estimates than between 5% and 50% N$_2$. The gas temperature estimates for trace N$_2$ addition in argon are still higher than the values produces for pure N$_2$. For trace addition of N$_2$ in argon, the majority of ion-neutral collisions within the discharge are between argon neutrals and argon ions. Argon ion-neutral collisions are expected to produce higher hot neutral temperatures than N$_2$, as N$_2$ has six degrees of freedom for energy to be distributed between (three translational, two rotational and one vibrational), whereas argon has only three (translational) degrees of freedom. High vibrational temperatures have been noted for N$_2$ discharges in Pocket Rocket [63].

With a dominant, hot, population of argon neutrals within the discharge, most Ar-N$_2$ collisions will be thermalising neutral collisions. Resonant energy transfer collisions between Ar$^*$ and N$_2$ are occurring, but due to the dilute amount of N$_2$ will form only a small proportion of total collisions, thereby reducing the effect on the gas temperature. This is supported by the temperature increasing with N$_2$ addition where the Ar$^*$-N$_2$ collisions become more dominant. At even higher percentages of N$_2$ addition, the temperature begins to decrease again as the temperature of the hot neutral population decreases due to the additional degrees of freedom in N$_2$ molecules.
4.1.4 Analytic Model of Ion-Neutral Charge Exchange Collisions

To confirm that the apparent higher temperature of Ar with 1% N\textsubscript{2} than pure N\textsubscript{2} measured here is a true representation of \(T_g\) and not an artefact of trace amounts of N\textsubscript{2} in the discharge, a simplistic model of charge exchange collisional heating is developed. The simplistic model formulated by analysing the energy exchange processes during ion-neutral charge exchange (I-N CEX) collisions is used to estimate expected \(T_g\) for pure Ar and pure N\textsubscript{2} discharges at 1.5 Torr and 10 W, for comparison to experimental results. The experimental results of interest are 400 K for pure N\textsubscript{2} at 1.5 Torr and 10 W, and 1030 K for Ar with 1% N\textsubscript{2} at 1.5 Torr and 10 W.

The ionisation energies of Ar and N\textsubscript{2} are 15.76 eV and 15.58 eV, respectively, giving 0.18 eV of excess energy during an Ar-N\textsubscript{2} I-N CEX collision, three orders of magnitude lower than the ion translational kinetic energy. With only 1% N\textsubscript{2} in the discharge the resulting effects are expected to be negligible and the pure Ar model can be compared directly to Ar with 1% N\textsubscript{2} experimental results.

During an I-N CEX collision with a low energy ion, it is assumed that half the kinetic energy (KE) is transferred on average from the hot ion to the cold molecule [142, 143], with KE\(=\frac{1}{2}mv^2\) where \(m\) and \(v\) are the molecules mass and velocity, respectively. The initial KE of the ions is based on the Bohm velocity \((v_B)\), calculated using Equation 1.8 as \(v_{B_{Ar}} = 2450 \text{ m s}^{-1}\) and \(v_{B_{N_2}} = 2930 \text{ m s}^{-1}\) using a \(T_e\) of 2.5 eV [43].

For an \(n\)-degree of freedom molecule, KE is related to \(T_g\) by Equation 4.6, where \(k\) is the Boltzmann constant.

\[
\text{KE} = \frac{n}{2} kT_g
\]

Argon, being an atomic element, has three translational degrees of freedom \((n_{Ar} = 3)\), whereas N\textsubscript{2}, being a diatomic molecule, has one vibrational and two rotational degrees of freedom in addition to three translational degrees of freedom \((n_{N_2} = 6)\). Using Equation 4.6, the temperature of a hot neutral particle \((T_H)\) after an I-N CEX collision is therefore \(T_{H_{Ar}} = 4980\ \text{K}\) and \(T_{H_{N_2}} = 2640\ \text{K}\).

In Pocket Rocket, the discharge is only weakly ionised \((<1%)\) [43], so not all neutrals undergo a charge exchange collision with an ion. The fraction of cold neutrals that do undergo a charge exchange collision with a hot ion depends on the
ionisation degree and mean free path for I-N CEX collisions. Ionisation degrees \(\frac{n_i}{n_g}\) are calculated using Equation 3.1, with \(I_{sat}\) measured using the Langmuir probe as described in Section 3.1 biased at -28 V, and are \(\frac{n_i}{n_g}\)\(_{Ar} = 0.44\%\) and \(\frac{n_i}{n_g}\)\(_{N_2} = 0.19\%\).

The mean free path \(\lambda_{mfp}\) for an I-N CEX collision is given by Equation 1.14, inversely related to neutral gas density \(n_g\) and ion-neutral charge exchange collision cross section \(\sigma_{CE}\), taken for this work from Phelps [144] as 45 Å\(^2\) for Ar and 40 Å\(^2\) for N\(_2\). Calculated \(\lambda_{mfp}\) is 46 µm in Ar and 40 µm in N\(_2\), giving 90 total collisions across the discharge diameter in Ar and 80 in N\(_2\). However, the cross sections for elastic and I-N CEX collisions are approximately equal for both Ar and N\(_2\), meaning half the collisions are elastic, resulting in estimates of 45 and 40 I-N CEX collisions across the discharge diameter for Ar and N\(_2\), respectively. Combining this with the measured ionisation degrees, an estimated 20% and 8% of neutrals for Ar and N\(_2\), respectively, undergo an I-N CEX collision and become hot neutrals.

The hot and cold populations will thermalise if a sufficient number of collisions occur between hot and cold molecules in the discharge. Using Equation 1.2 for average velocity of the hot molecules \(v_H\) with the calculated values of \(T_H\) above gives \(v_{H_{Ar}} = 1760\) m s\(^{-1}\) and \(v_{H_{N_2}} = 1533\) m s\(^{-1}\). Similarly, average velocities of the cold population molecules \(v_C\), assuming a temperature of 300 K, are \(v_{C_{Ar}} = 432\) m s\(^{-1}\) and \(v_{C_{N_2}} = 516\) m s\(^{-1}\). Assuming the majority of neutrals become heated at the midpoint of the tube, in line with the RF electrode, there is 10 mm to travel before exiting the discharge volume, giving transit times without collisions of the hot neutrals of \(t_{tr}=5\) ms.

The number of thermalising neutral-neutral collisions is calculated using Equation 4.7, where \(\sigma_n\) is the neutral-neutral collision cross section estimated as hard body sphere cross sections.

\[
\tau_{n-n} = 2(v_H + v_C)n_g\sigma_n t_{tr} \tag{4.7}
\]

Approximately sixty neutral-neutral collisions occur in the downstream half of the discharge tube for both Ar and N\(_2\) which is sufficient to assume thermalisation occurs. Thermalised temperatures are \(T_{Ar} = 1240\) K and \(T_{N_2} = 480\) K. These values are slightly higher than, but in agreement with the measured temperature values of 1030 K and 400 K. The slight overestimates result from the broad approximations made throughout the model, particularly in regard to the fraction of energy
transferred during each collision. Importantly, the model predicts the difference in temperature between Ar and N₂ of \( \sim 700 \) K and confirms experimental \( T_g \) values measured for Ar with 1\% N₂ are indicative of pure Ar temperatures.

### 4.1.5 Alternate Rovibrational Bands

The resonant energy transfer between Ar* and N₂ is confined to the SPS because of the similarity in excitation potentials. The excitation energy of the N₂ first positive system (FPS) is 3-4 eV below the Ar metastable energy, so the transfer is not resonant and is much slower than electron impact excitation. The N₂⁺ first negative system (FNS) has an excitation energy of 18.7 eV, significantly higher than the Ar metastable energy. Therefore, both the N₂ FPS and N₂⁺ FNS are potential alternatives to use for rovibrational band fitting to estimate \( T_g \).

When using the N₂⁺ FNS, it is required that the ion and neutral temperatures are in thermal equilibrium, which is reasonable in a highly collisional discharges as the ion-neutral mean free path is small [145]. Previous rovibrational experiments have used the N₂⁺ FNS as an indication of \( T_g \) [95,96,105]. However, for a 1 Torr positive column discharge enclosed in an oven to provide limits for \( T_g \) estimates, values for \( T_g \) using the N₂⁺ FNS were consistently 150 K too high [105]. Comparatively, values for \( T_g \) using the N₂ SPS were found to lie within the bounds given by the oven temperature. Similarly, for a dual frequency CCP at 20 mTorr, the N₂⁺ FNS gave 493 K whereas the N₂ SPS gave a lower temperature of 379 K [96].

The higher temperatures estimated from the N₂⁺ FNS are caused by there being two excitation channels at low pressures, being electron impact excitation of the ground state and collisions between ground state N₂⁺ and neutral N₂ molecules in high vibrational states [146]. Through electron impact excitation, the light mass of the electron means the rotational distribution remains essentially the same and \( T_r \approx T_g \), but collisions between heavy particles changes the rotational distribution giving a higher \( T_r \) that does not reflect \( T_g \).

Rovibrational band fitting has also been performed using the N₂ first positive system (FPS) [98,99,101]. Excitation channels for the N₂ FPS are from electron impact excitation of the ground state (N₂(X¹Σ_g) or the N₂(A³Σ_u) metastable state, and radiative decay from the N₂(C³Π_u) state [147]. The rate coefficient for popu-
lation through radiative decay is an order of magnitude lower than from electron impact excitation, and $T_r \approx T_g$.

Good agreement between $T_r$ (and hence $T_g$) estimates obtained with the N$_2$ SPS and FPS has been demonstrated for a 1.0 Torr microwave discharge at 600 W [101]. Measured vibrational temperature ($T_v$) using the N$_2$ FPS are lower than with the N$_2$ SPS, as quenching and predissociation processes affect the number density of the upper vibrational states in the first positive system. The N$_2$ SPS is not affected as the quenching and predissociation processes occur too slowly.

When simulating a FPS rovibrational band spectrum for fitting, the triplet state fine structure must be resolved and a change from Hund’s case (a) to (b) at high rotational states must be considered [98, 101]. Calculated wavelengths may have up to 0.04 nm errors which is significant in relation to the wavelength separation of the fine structure of the triplet states [97], and experimentally predetermined wavelengths are required to be used instead. This introduces additional complexity and potential sources of error when compared to simulating the N$_2$ SPS.

While the N$_2^+$ FNS and N$_2$ FPS may provide adequate alternatives to estimating $T_g$, especially in regards to Ar-N$_2$ discharges, the simplicity of the N$_2$ SPS is preferred. Based on results from Sections 4.1.3 and 4.1.4 trace amounts ($\sim$1%) of N$_2$ added to an Ar discharge do not significantly affect estimates for $T_g$, and the SPS continues to be used for temperature estimates here.

### 4.2 Neutral Gas Temperature Measurements

The performance of Pocket Rocket as an electrothermal thruster depends on the neutral gas temperatures reached by the propellant. To estimate performance without the need to place Pocket Rocket directly on a thrust balance, rovibrational band fitting of the N$_2$ SPS is used to estimate the neutral gas temperature ($T_g$) of N$_2$ and Ar with 1% N$_2$ discharges. The addition of 1% N$_2$ to the Ar discharge is required for the use of the rovibrational band fitting technique on the atomic element discharge, but has little effect on the measured temperature as discussed in Section 4.1.
4.2.1 Experiment Parameters

Measurements are performed with Pocket Rocket attached to a six-way vacuum chamber as described in Chapter 2. Plenum pressures are measured using a Convectron gauge and range from 0.5 Torr to 4.5 Torr. Chamber pressure is also measured using a Convectron gauge and a pressure gradient of two occurs across the system for all pressures tested. Pre-match power ranges from 5 W to 40 W, with SWR values around 1.1 for all runs. Nitrogen flow rates are controlled using a leak valve and Ar flow rates are controlled with a ball valve. Mass flow rates are not measured directly and plenum pressures are used to parameterise the discharge.

Experimental spectra are captured using the monochromator and CCD setup described in Section 3.3. Thirty spectra are recorded and averaged to reduce noise using integration times of 200 ms for N\textsubscript{2} and 1000 ms for Ar with 1\% N\textsubscript{2}, where the N\textsubscript{2} signal is diluted. Total spectrum capture time is around 20 s for N\textsubscript{2} and 60 s for Ar with 1\% N\textsubscript{2}. The discharge is turned on and left to run for 20 to 30 s prior to starting the first integration to ensure steady state has been reached.

4.2.2 Nitrogen Results

Steady state volume averaged rovibrational spectroscopy results for $T_{v}$ and $T_{r}$ (hence $T_{g}$) for N\textsubscript{2} discharges ranging from 5 W to 40 W and 0.5 Torr to 4.5 Torr are shown in Figure 4.3. Errors in the measurements, based on a 95\% confidence interval from the fitting procedure are $\pm 20$ K for $T_{g}$ and $\pm 100$ K for $T_{v}$.

Measured $T_{g}$ range from 350 K at 5 W and 4.5 Torr to 520 K at 40 W and 0.5 Torr. Previously, N\textsubscript{2} gas temperatures have been measured as $\sim 500$ K for a 25 W, 1 Torr discharge at 55 kHz [82], 379 K for a 40 mTorr dual frequency CCP with high and low frequency powers of 100 W and 30 W, respectively [96], and 595 K for a 1 Torr RF glow discharge at 1 kW input power [106], in agreement with gas temperatures measured here.

Increasing the power input into the discharge increases $T_{g}$ as more power is deposited in the ions resulting in more neutral gas heating. A similar increase in $T_{g}$ with increasing power has also been noted in other experiments [96,101,148,149]. A slight increase in $T_{g}$ with decreasing pressure is observed and is more pronounced at higher powers. Decreasing pressure is caused by a decrease in mass flow rate, which
increases the residence time of the gas in the tube. The power deposited per molecule in the discharge is therefore higher and $T_g$ will increase slightly with decreasing pressures [150]. This has previously been noted in experiments by Huang et al. [96], but other experiments have noted no change in $T_g$ with pressure [101, 148, 149]. Power deposition will saturate eventually, after which point a change in pressure will result in no change in $T_g$ [150].

Figure 4.3: Rovibrational spectroscopy results for (a) rotational (gas) temperature and (b) vibrational temperature for N$_2$ discharges from 5 W to 40 W for plenum pressures of 0.5 Torr (blue circles), 1.5 Torr (green squares), 2.5 Torr (red crosses), 3.5 Torr (aqua diamonds) and 4.5 Torr (purple triangles).
Figure 4.4: Rovibrational spectroscopy results for neutral gas temperature for Ar with 1% N$_2$ from 10 W to 40 W for plenum pressures of 0.5 Torr (blue circles), 1.5 Torr (green squares), 2.5 Torr (red crosses), 3.5 Torr (aqua diamonds) and 4.5 Torr (purple triangles).

Vibrational temperature ($T_v$) ranges from 3800 K at 5 W and 4.5 Torr to 5040 K at 30 W and 0.5 Torr. Previously, $T_v$ in N$_2$ has been measured as 6000 K in a 10 mTorr helicon discharge at 600 W [97], and 3000 K for a 40 mTorr dual frequency CCP with high and low frequency powers of 100 W and 30 W, respectively [96].

Taking errors into account, increasing power has no discernible effect on $T_v$, while increasing pressure decreases $T_v$ but only slightly. Decreasing $T_v$ with increasing pressure has also been noted by Huang et al. [96] in a dual frequency CCP discharge. Increasing pressure decreases residence time of N$_2$ within the tube, potentially decreasing the amount of power deposited in the vibrational states, resulting in a decrease in $T_v$.

### 4.2.3 Argon with 1% N$_2$ Results

Steady state volume averaged rovibrational spectroscopy results for $T_g$ in Ar with 1% N$_2$ for powers ranging from 10 W to 40 W and pressures from 0.5 Torr to 4.5 Torr are shown in Figure 4.4. Rovibrational signal strength is too low at 5 W power with only 1% N$_2$ for a sufficient signal to noise ratio, hence results for 5 W are not included as they are for N$_2$. Errors in the measurements are estimated as ±75 K based on a 95% confidence interval from the fitting procedure and repeatability of experimental results in terms of variation in the percentage of N$_2$ added.
Neutral gas temperature ($T_g$) ranges from 745 K at 10 W and 4.5 Torr to 1040 K at 20 W and 0.5 Torr. Previously, Ar gas temperatures have been measured up to 1000 K in a high pressure slot discharge with 0.05% N$_2$ at 200-300 Torr [99] and in a 75 Torr microwave microdischarge at 6 W with 2% N$_2$ [31], at 600 K for a 100 W inductively coupled plasma (ICP) for pressures on the order of 0.1 Torr with 3% N$_2$ addition [103], and at 1900 K in a 1 Torr transformer coupled discharge (power on the order of kW) with 2.5% N$_2$ [93].

Large error bars in the Ar with 1% N$_2$ measurements ($\pm$75 K) makes identifying trends more difficult than in pure N$_2$, but it appears there is no discernible trend with pressure, corroborated by previous studies [99,103]. There is also no discernible trend with power suggesting power deposition into the plasma has saturated and $T_g$ is no longer dependent on input power. A computational study of an Ar microdischarge at 30 Torr found power deposited into the plasma saturated at only 1 W [150]. Nitrogen power deposition saturates at higher powers than Ar due to the availability of rotational and vibrational levels for power to be deposited into.

### 4.2.4 Comparison with Analytic Model

The presence of rotational and vibrational levels in N$_2$ gives lower $T_g$ than in Ar that has no rotational or vibrational states, confirmed using an simplistic analytical model in Section 4.1.4. The above results for pure N$_2$ and Ar with 1% N$_2$ also show distinctly lower gas temperatures in N$_2$. For completeness, rovibrational estimates for $T_g$ are made for additional pressures between 0.5 Torr and 4.5 Torr at 10 W, and are compared to estimated values for $T_g$ using the analytic model.

Experimental results for $T_g$ for N$_2$ and Ar with 1% N$_2$ discharges at 10 W over a range of pressures from 0.5 Torr to 4.5 Torr are shown in Figure 4.5 with Ar with 1% N$_2$ shown as blue circles and N$_2$ shown as red squares. Error bars are included in the results and are $\pm$15-20 K for N$_2$ based on a 95% confidence interval from the fitting procedure and $\pm$75-80 K for Ar with 1% N$_2$ based on a 95% confidence interval from the fitting procedure and repeatability of experimental results in terms of variation in the percentage of N$_2$ added.

Temperature estimates from the analytic model are overlayed of Figure 4.5 as black plus symbols for Ar and grey crosses for pure N$_2$. Measurements of $I_{sat}$ for
Figure 4.5: Experimental neutral gas temperature results with pressure for Ar with 1\% N\textsubscript{2} (blue circles) and N\textsubscript{2} (red squares) compared to estimated neutral gas temperatures using a simplistic ion-neutral charge exchange collision model for Ar (black plus symbols) and N\textsubscript{2} (grey crosses) at 10 W power input.

Pressures less than 1 Torr are not possible in Ar as the discharge cannot be maintained at lower pressures with the Langmuir probe in place. For N\textsubscript{2}, the discharge cannot be maintained for pressures under 2 Torr with the Langmuir probe in place. Instead, $I_{sat}$ for 1 Torr and 1.5 Torr in N\textsubscript{2} are estimated using the trend of the remaining results to allow the model to be extended down to 1 Torr for both discharge gases. Predicted $T_g$ values are similar to the experimental results for all pressures with Ar temperatures consistently just over two times higher than the N\textsubscript{2} temperatures.

Predicted $T_g$ for Ar decrease rapidly from 1200 K at 3 Torr to 780 K at 4.5 Torr. Ar discharges in Pocket Rocket with pressures less than 3 Torr have a radial electron profile with a single peak on the central axis, but as pressures increase to over 3 Torr the radial electron profile changes to an annular configuration [43]. Measurements of $I_{sat}$ are made with the Langmuir probe inserted such that the probe tip lies on the central axis. For pressures over 3 Torr, the majority of ions are located in the annular ring with the majority of electrons and not on the central axis, resulting in underestimates of $I_{sat}$, hence underestimates of $T_g$ by the model.

To confirm a similar issue is not occurring in the N\textsubscript{2} model, intensity profiles
Figure 4.6: \(N_2^+\) 391 nm emission line intensity imaged with the digital camera as a function of radial distance (from centreline) of an \(N_2\) plasma for plenum pressures ranging from 0.73 Torr to 6 Torr at 20 W input power.

of the \(N_2^+\) 391 nm line across the discharge diameter are measured using a digital camera in conjunction with a 390 nm filter with 10 nm bandwidth, using the method described in Section 3.2. Radial intensity profiles for a 20 W \(N_2\) plasma are shown in Figure 4.6, and are proportional to \(n_e^2\), where \(n_e\) is the electron density. A mode change from a central peak electron density profile to an annular electron density profile occurs at pressures above \(\sim 6.0\) Torr. This is higher than pressures used for the gas temperature experiment and analytic model comparison, therefore the mode change does not affect results for \(N_2\) discharges.

### 4.3 Thruster Performance Estimates

Preliminary performance estimates for thrust \((T)\), specific impulse \((I_{sp})\) and efficiency \((\eta)\) of Pocket Rocket are made using the measured neutral gas temperatures from Section 4.2. This is done using standard operating power of 10 W, with plenum pressures corresponding to the Paschen minimum for each propellant, being 1.5 Torr for argon and 2.5 Torr for \(N_2\) (see Section 2.3), achieved using flow rates of 110 sccm
(3.3 mg s\(^{-1}\)) and 270 sccm (5.6 mg s\(^{-1}\)), respectively.

Measured neutral gas temperature \((T_g)\) is used to calculate exhaust velocity \((v_{ex})\) using Equation 1.2, from which \(T\) and \(I_{sp}\) are calculated from Equations 1.1 and 1.4, respectively. Efficiency is calculated as \(\frac{P_{rf}}{P_{pl}}\), where \(P_{rf}\) is the pre-match input RF power (10 W) and \(P_{pl}\) is the plume power. Plume power is estimated as the plume jet kinetic energy, given in Equation 4.8, where \(\dot{m}\) is the mass flow rate.

\[
P_{pl} = \frac{1}{2}\dot{m}v_{ex}^2
\]  

A summary of the calculated performance values, and other values of interest used during calculations, are given in Table 4.1. Thrust estimated for argon is 2.4 mN and for \(N_2\) is 3.0 mN, with specific impulses of 76 s and 55 s, respectively. The higher thrust produced by \(N_2\) is due to the higher mass flow rate \((\dot{m})\) compared to argon to maintain the Paschen minimum pressure. This is reflected in the lower \(I_{sp}\) for \(N_2\) when compared with argon.

<table>
<thead>
<tr>
<th></th>
<th>(T_g) (K)</th>
<th>(\dot{m}) (mg s(^{-1}))</th>
<th>(v_{ex}) (m s(^{-1}))</th>
<th>(I_{sp}) (s)</th>
<th>(T) (mN)</th>
<th>(P_{pl}) (W)</th>
<th>(\eta) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argon</td>
<td>1060</td>
<td>3.3</td>
<td>750</td>
<td>76</td>
<td>2.4</td>
<td>0.9</td>
<td>9.2</td>
</tr>
<tr>
<td>Nitrogen ((N_2))</td>
<td>385</td>
<td>5.6</td>
<td>540</td>
<td>55</td>
<td>3.0</td>
<td>0.8</td>
<td>8.2</td>
</tr>
</tbody>
</table>

The substantially lower temperature of \(N_2\) when compared with argon translates into a lower \(v_{ex}\), but as \(N_2\) is a lighter molecule than argon (28 g mol\(^{-1}\) compared to 40 g mol\(^{-1}\)) the difference is not as pronounced as the difference in temperatures. The plume power and efficiency of both argon and \(N_2\) are similar, with \(N_2\) slightly lower in each case.

Based on the above values, argon is a better propellant than \(N_2\), as it has similar performance values for thrust and efficiency but at a lower flow rate, hence a higher \(I_{sp}\). Lower performance from \(N_2\) comes from power deposited in the plasma lost to internal vibrational and rotational modes, reducing the power in the plume (kinetic energy) useful for producing thrust.
For comparison, a cold gas thruster with the same dimensions as Pocket Rocket operating with argon at a flow rate of 3.3 mg s\(^{-1}\) produces 1.3 mN of thrust with an \(I_{sp}\) of 35 s. In comparison to other micro-thruster concepts, as outlined in Table 1.1, Pocket Rocket has similar thrust and specific impulse to a microwave electrothermal thruster operating with argon [31, 32], and a RF electrothermal thruster operating with argon [34]. Thrust and specific impulse values for resistojets are higher than those estimated from Pocket Rocket, but the power input requirements for resisto-jets are at least an order of magnitude higher [26, 27]. Performance compared to hydrazine monopropellant thrusters is substantially lower in regards to both thrust and specific impulse, but Pocket Rocket operates on green propellants.

Calculated performance estimates for thrust and \(I_{sp}\) from \(T_g\) measurements demonstrate that the Pocket Rocket concept is viable as an electrothermal plasma micro-thruster. These results are based on a preliminary, unoptimised design and could no doubt be improved upon. For optimisation of the Pocket Rocket concept, an understanding of the gas heating mechanisms is required, so that maximum propellant temperatures, hence maximum thrust and \(I_{sp}\) can be achieved.

### 4.4 Chapter Summary

Direct measurement of neutral gas temperature (\(T_g\)) in Pocket Rocket is made using rovibrational spectroscopy band fitting for both pure nitrogen (N\(_2\)) and argon with 1% nitrogen (Ar with 1% N\(_2\)) discharges. The following observations are noted:

- Resonant energy transfer between argon metastable atoms (Ar\(_m^*\)) atoms and N\(_2\) molecules may affect temperature measurements for Ar-N\(_2\) mixtures involving between 5% and 50% N\(_2\).

- Argon gas temperatures are higher than N\(_2\) gas temperatures as argon has only the three translational degrees of freedom for kinetic energy distribution, whereas N\(_2\) has two rotational and one vibrational mode in addition to three translational modes for kinetic energy to be distributed between.

- Measured gas temperatures in N\(_2\) increase with power and decrease slightly with pressure. Both increasing the power and decreasing the pressure result in
higher power deposition per molecule and higher gas temperatures. Measured
gas temperatures in argon have no discernible trend with either power or
pressure, with power deposition likely saturated.

• Thruster performance estimates made using the measured gas temperatures
  show argon is a preferable propellant over N\textsubscript{2}, producing both higher thrust
  and specific impulse. Pocket Rocket operating on argon has improved perfor-
  mance over a cold gas thruster, and similar performance to other microwave
  and radio-frequency electrothermal thrusters.
Chapter 5

Spatiotemporal Study of Gas Heating Mechanisms

Neutral gas heating within the Pocket Rocket discharge was confirmed in Chapter 4 using rovibrational band fitting for both nitrogen (N\textsubscript{2}) and argon with 1% nitrogen (Ar with 1% N\textsubscript{2}) discharges. For standard operating conditions of 1.5 Torr plenum pressure and 10 W pre-match radio-frequency (RF) power input, the neutral gas temperature ($T_g$) for N\textsubscript{2} is 430 K, and for Ar with 1% N\textsubscript{2} is 1060 K. An analytic model of ion-neutral charge exchange collisions confirms that the Ar with 1% N\textsubscript{2} temperature is indicative of pure argon, and the difference in temperatures between N\textsubscript{2} and argon is attributed to a lower ionisation percent in N\textsubscript{2} combined with fewer internal degrees of freedom for argon atoms compared with N\textsubscript{2} molecules.

These results confirm neutral gas heating is occurring, but give no indication of the heating mechanisms involved. Different heating mechanisms occur over different timescales and in different physical locations within the discharge, and are therefore identifiable by performing a spatiotemporal analysis of $T_g$. The volume averaged temporal evolution of $T_g$ is analysed in Section 5.2, and a full spatiotemporal study of $T_g$ is discussed in Section 5.3. Heating of the thruster housing is analysed with a lumped thermal model in Section 5.4 and is discussed in relation to electrothermal thruster applications.
5.1 Theory of Gas Heating in a Plasma Discharge

Gas heating mechanisms within plasma discharges include both volume and surface effects. Volume heating results from energy absorbed by the plasma from the external RF field being redistributed between the electronic, translational, rotational and vibrational states of the molecules. Redistribution of energy occurs through elastic collisions [151, 152], ion-neutral charge exchange (I-N CEX) collisions [34, 36, 153], quenching of excited states [112, 154], electron-ion recombination [112, 151] and chemical reactions between heavy species [151]. Additionally, for diatomic molecules dissociation [112, 151, 152], and vibration-vibration and vibration-translation relaxation may occur [151, 154].

Being collisional effects, volume heating occurs on similar timescales to the collisional processes involved. Collisional timescales in Pocket Rocket for a 1.5 Torr discharge, calculated using Equation 1.15 using cross-section data from Phelps [144], are on the order of 100 ns for neutral-neutral collisions and 10 ns for ion-neutral collisions. Heating from collisional effects is therefore expected to occur on timescales a few orders of magnitude longer than this to allow thermal equilibrium, on the order of tens to hundreds of microseconds.

Surface or wall heating results from ion neutralisation [45], metastable quenching [151, 154] and vibrational de-excitation [151, 154] through collisions with the walls. Excess energy from the collision is transferred to the wall increasing the temperature of the surface. The heat is then transferred into the neutral gas through convection and conduction processes. As surface heating is a direct result of the temperature increase of a solid object, timescales of surface heating are substantially longer than volumetric heating, and can be on the order of tens or hundreds of seconds.

Within Pocket Rocket it is expected both volumetric and surface heating mechanisms contribute to neutral gas heating. Expected surface heating comes from ion bombardment, metastable quenching, and in the case of an N₂ discharge, vibrational deactivation on the walls. Dominant collisional mechanisms are expected to be from I-N CEX collisions, elastic collisions and momentum transfer collisions, as both N₂ and argon are inert so chemical reactions are not occurring, and for N₂ there is no
significant dissociation apparent (see Section 3.2).

Vibrational relaxation is the transfer of energy between upper vibrational and lower vibrational or translational states of a molecule. The vibrational relaxation time constant \( \tau_v \) of simple systems can be reasonably estimated using Equation 5.1 [155], where \( p \) is the pressure in atmospheres, \( \mu \) is the reduced mass of the molecule \( (\mu = 14 \text{ for } \text{N}_2) \), and \( \theta \) is the characteristic vibrational temperature \( (\theta = 3395 \text{ K for } \text{N}_2 [155]) \).

\[
\ln(p\tau_v) = (1.16 \times 10^{-3})\mu^{\frac{1}{2}}\theta^{\frac{1}{2}}(T_g^{-\frac{1}{4}} - 0.015\mu^{\frac{1}{4}}) - 18.42
\]

Using Equation 5.1 with a temperature of 1000 K, \( \tau_v \approx 30 \text{ s} \). However, transit time of the gas through the tube is on the order of 100 ms based on the gas travelling at the sound speed \( (343 \text{ m/s}) \). Therefore any relaxation effects occur on timescales much longer than the time the gas spends in the tube and resultant heating effects are expected to be minimal.

### 5.2 Temporal Evolution of Gas Temperature

The large difference in time scales between volumetric and surface heating means the overall contribution from each effect can be determined by recording the temporal evolution of temperature to extract the time constants of heating. The time constant \( (\tau) \) of heating is the time taken for the temperature to rise to \( 1 - \frac{1}{e} \) of the final value for heating, or conversely for cooling, the time taken for the temperature to decrease by \( \frac{1}{e} \), assuming uniform heating or cooling of a body. By measuring the temporal evolution of temperature, then fitting lines of the form shown in Equation 5.2a for heating and Equation 5.2b for cooling, where \( T_0 \) is the initial temperature and \( \Delta T \) is the total temperature change, the relative contributions from volumetric and surface heating can be separated and identified.

\[
T = T_0 + \Delta T(1 - e^{-\frac{t}{\tau}})
\]  

\[
T = T_0 + \Delta Te^{-\frac{t}{\tau}}
\]  

---

**Temporal Evolution of Gas Temperature**

The large difference in time scales between volumetric and surface heating means the overall contribution from each effect can be determined by recording the temporal evolution of temperature to extract the time constants of heating. The time constant \( (\tau) \) of heating is the time taken for the temperature to rise to \( 1 - \frac{1}{e} \) of the final value for heating, or conversely for cooling, the time taken for the temperature to decrease by \( \frac{1}{e} \), assuming uniform heating or cooling of a body. By measuring the temporal evolution of temperature, then fitting lines of the form shown in Equation 5.2a for heating and Equation 5.2b for cooling, where \( T_0 \) is the initial temperature and \( \Delta T \) is the total temperature change, the relative contributions from volumetric and surface heating can be separated and identified.
5.2.1 Experiment Parameters

The temporal evolution of temperature within Pocket Rocket over the first 300 s of operation is measured using the same rovibrational spectroscopy technique described in Section 3.3 and used throughout Chapter 4. The discharges analysed are pure N\textsubscript{2} and argon with 10% nitrogen (Ar with 10% N\textsubscript{2}) at 1.5 Torr total plenum pressure with pre-match input power of 60 W. The higher input power of 60 W provides stronger light emission from the plasma, reducing integration times and giving better temporal resolution. Similarly, 10% N\textsubscript{2} is added to argon, rather than 1% as in Section 4.2, as 1% does not provide sufficient rovibrational signal for fitting at high temporal resolution. This means the effect of argon metastable atoms may influence the results as discussed in Section 4.1 and the absolute values of temperature recorded may not be entirely accurate; however, assuming the metastable argon population density is constant over time the evolution of temperature is still able to be analysed correctly.

Temporal evolution is captured through the use of a specially written Labview program to simultaneously control the RF power generator and charge coupled device (CCD) array and synchronise the initiation and duration of the discharge with the integration timing of the CCD array. Two different timing techniques are used to capture temporal evolution over seven orders of magnitude, from 50 \( \mu \text{s} \) to 300 s.

From 50 \( \mu \text{s} \) to 20 ms light intensity from a single pulse gives insufficient rovibrational signals for fitting. Instead, the CCD array is integrated continuously for 500 ms while the discharge is pulsed for the duration of interest, capturing light output from multiple pulses. A 2.5% duty cycle ensures no residual heat is left in the system between pulses, confirmed by recording the plenum pressure with a 10 Torr range Baratron gauge over multiple pulses, as shown in Figure 5.1. The plenum pressure returns to the original level after each pulse, confirming residual heat is not left in the system.

For the 50 ms to 300 s time range, the discharge is operated in continuous mode while the CCD array records short duration integrations at 168 set times. The procedure is repeated ten times, averaging the recorded spectra to reduce the effect of noise. The Labview program ensures the 300 s pulse is initiated simultaneously with the first CCD integration window to maintain constant timing throughout each
Integration time is chosen to be 8 ms for pure N\textsubscript{2} and 100 ms for Ar with 10\% N\textsubscript{2}. The longer integration time for Ar with 10\% N\textsubscript{2} is necessary as the diluted amount of N\textsubscript{2} produces a significantly weaker rovibrational signal than a pure N\textsubscript{2} discharge. Spectrum capture times are weighted to be more frequent during the early stages of discharge operation where it is expected temperature will change more rapidly, ranging from every 50 ms for N\textsubscript{2} or every 200 ms for Ar with 10\% N\textsubscript{2} during the first second of operation, to every 5 s after 60 s of operation for both gas mixtures.

### 5.2.2 Temporal Results

Results for the temporal evolution of $T_g$ (blue circles - taken to be the same at rotational temperature ($T_r$)) and vibrational temperature ($T_v$) (red squares) in a 1.5 Torr, 60 W, N\textsubscript{2} discharge are shown in Figure 5.2 using a log scale for time to clearly show the full seven order of magnitude captured. The times represent the length of time from the commencement of the RF generator ramping, and not from plasma breakdown. Using this timescale, plasma breakdown occurs at approximately $\sim$40 $\mu$s, shown in Figure 5.2 as a dashed black line. Error bars included in Figure 5.2 for both $T_g$ and $T_v$ are based upon 95\% confidence intervals from the fitting procedure.

An increase in $T_v$ to $\sim$3900 K occurs within the first 10 ms before remaining at a
similar temperature for the remainder of the 300 s operation, with a possible slight decrease of $\sim 100$ K between 1 and 10 seconds. The time constant fit equation for $T_v$ is given by Equation 5.3 and is shown in Figure 5.2 as a solid red line overlayed on the experimental data. A temperature of 3395 K is taken for $T_{v0}$ (first term of the right hand side (RHS) of Equation 5.3) to match the characteristic ground state vibrational temperature of N$_2$ [155].

$$T_v = 3395 + 450(1 - e^{-\frac{t}{2 \times 10^{-4}}}) + 100(e^{-\frac{t}{8}})$$ (5.3)

Temporal evolution of $T_v$ exhibits one heating period with $\Delta T_{v1} = +450$ K and $\tau_{v1} = 2 \times 10^{-4}$ s or 200 $\mu$s (second term of the RHS of Equation 5.3) and one cooling region with $\Delta T_{v2} = -100$ K and $\tau_{v2} = 8$ s (last term of the RHS of Equation 5.3).

Electron impact excitation of the vibrational states results in the initial fast heating with $\tau_{v1} = 200$ $\mu$s. The cooling is possibly due to vibrational relaxation, although as discussed in Section 5.1 is unlikely to be a noticeable effect here due to transit time in the tube being significantly shorter than the relaxation timescales. Error bars for $T_v$ are large enough that the apparent decrease in temperature occurs entirely within the error scale, and may not actually exist.
A sharp increase in $T_g$ to $\sim 420$ K occurs within the first $200 \mu$s, followed by a slower increase to the final measured $T_g$ of 580 K at 300 s. These results are in agreement with previous results that measured a steady state N$_2$ gas temperature of $\sim 480$ K for 40 W input power (see Section 4.2). This experiment was performed at higher power (60 W) to give sufficient signal strength with shorter integration times, explaining the slightly higher temperature measured here.

The time constant fit equation for $T_g$ in N$_2$ is given by Equation 5.4 and is overlayed on the data in Figure 5.2 as a solid black line. Ambient temperature (300 K) is chosen for $T_{g0}$ (first term of the RHS of Equation 5.4).

$$T_g = 300 + 140(1 - e^{-\frac{t}{8 \times 10^{-5}}}) + 100(1 - e^{-\frac{t}{8}}) + 60(1 - e^{-\frac{t}{100}})$$ (5.4)

Neutral gas temperature in N$_2$ exhibits three heating periods, the first with $\Delta T_{g1} = 140$ K and $\tau_{g1} = 8 \times 10^{-5}$ s or 80 $\mu$s (second term of the RHS of Equation 5.4), the second with $\Delta T_{g2} = 100$ K and $\tau_{g2} = 8$ s (third term of the RHS of Equation 5.4), and the third with $\Delta T_{g3} = 60$ K and $\tau_{g3} = 100$ s (fourth term of the RHS of Equation 5.4). As with the fast heating of the vibrational states, the fast gas heating ($\tau_{g1} = 80 \mu$s) is likely from collisional processes within the discharge.

The initial rise in $T_g$ in Pocket Rocket occurs approximately three times faster than the initial increase in $T_v$ from electron impact vibrational excitation. The cross section for I-N CEX collisions between a nitrogen ion (N$_2^+$) and N$_2$ molecule is $\sim 10^{-14}$ cm$^2$ [144], and the cross section for vibrational excitation of N$_2$ by electron impact is $\sim 10^{-20}$ cm$^2$ [156]. Therefore the collision frequency of I-N CEX collisions will be higher than that for vibrational excitation by electron impact and the resulting heating will occur faster as demonstrated.

The rise time of the RF generator used here is $\sim 70 \mu$s with plasma breakdown occurring approximately 45 $\mu$s into the RF pulse. This is seen in Figure 5.3, showing the normalised RF voltage envelope measured post-match during an 800 ms pulse (panel (a)), corresponding photodiode signal of discharge light emission (panel (b)) and ion saturation current ($I_{sat}$) measured with the Langmuir Probe as discussed in Section 3.1 biased at -29 V (panel (c)). The measured fast initial increase in $T_g$ occurs on the same timescale as the rise time of the RF generator. So although heating is likely caused by elastic and I-N CEX collisions within the discharge occurring on timescales at or below that of the RF generator rise time, the exact time constant...
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Figure 5.3: Breakdown in the Pocket Rocket device during an 800 µs pulse showing (a) normalised RF voltage envelope post match, (b) normalised photodiode signal of discharge light emission and (c) normalised ion saturation current measured with a Langmuir Probe.

is impossible to determine with the current experimental setup.

The intermediate heating with $\tau_{g2} = 8$ s, corresponds with the decrease in $T_v$ of 100 K with $\tau_{v2} = 8$ s (third term of the RHS of Equation 5.3), seemingly supporting a transfer of energy from vibrational to translational states. However, as the transit time through the tube is much shorter than this, any correspondence is likely a coincidence. Both the intermediate heating and slow heating mechanisms ($\tau_{g2} = 8$ s and $\tau_{g3} = 100$ s, respectively) have time constants longer than the transit time of the gas in the tube ($\sim 100$ ms) and are likely from heating of the thruster tube and housing or related effects. A similar increase on these slower time scales is not seen for $T_v$, as vibrational states are excited only through electron impact processes and not from surface heating effects.

Results for the temporal evolution of $T_g$ in Ar with 10% $N_2$ are shown in Figure 5.4 with error bars estimated from a 95% confidence interval from the fitting procedure and repeatability of experimental results in terms of variation in the percentage of $N_2$ added. Conversely to the pure $N_2$ results, a decrease in temperature
from 1000 K to around 700 K occurs within the first millisecond, followed by a slow increase in $T_g$ similar to that seen in pure N$_2$. The final temperature measured after 300 s is 790 K, consistent with previous $T_g$ measurements from Section 4.2 of an Ar with 1% N$_2$ discharge at 1.5 Torr.

Although the decrease in $T_g$ within the first millisecond is a repeatable experimental result, no logical explanation can be provided as to why this might be physically occurring, and instead it is assumed to be an aberration of the rovibrational band fitting method, possibly related to a settling time for electron impact and metastable resonant energy transfer balance, or the metastable population density changing significantly within the first millisecond. A spike in impedance, hence post-match voltage, is observed during breakdown for Ar with 10% N$_2$, which is not as pronounced in pure N$_2$ discharges, but this is still not enough to account for the reversal in trend for $T_g$ in the first millisecond.

The time constant fit line for $T_g$ in Ar with 10% N$_2$ is given in Equation 5.5 and
is overlayed on the data in Figure 5.4 as a solid black line. The initial temperature of 690 K (first term on the RHS of Equation 5.5) is chosen arbitrarily to allow for the initial decrease in temperature to be fitted, and the second term on the RHS accounts for the initial decrease in $T_g$.

$$T_g = 690 + 380e^{-\frac{t}{1\times10^{-4}}} + 40(1 - e^{-\frac{t}{10^5}}) + 60(1 - e^{-\frac{t}{10^6}})$$  \hspace{1cm} (5.5)$$

A second time constant fit line for $T_g$ in Ar with 10% N$_2$ ignoring the initial increase in temperature in the first millisecond is given in Equation 5.6 and is overlayed on the data in Figure 5.4 as a dashed grey line. Here, the initial temperature is assumed to be ambient $T_0=300$ K (first term on the RHS) and a fast increase in temperature with the same time constant as the fast heating in pure N$_2$ of 80 $\mu$s is assumed.

$$T_g = 300 + 390(1 - e^{-\frac{t}{8\times10^{-5}}}) + 40(1 - e^{-\frac{t}{10^5}}) + 60(1 - e^{-\frac{t}{10^6}})$$  \hspace{1cm} (5.6)$$

Regardless of the treatment of the initial settling period, $T_g$ in Ar with 10% N$_2$ exhibits similar behaviour to $T_g$ in pure N$_2$ after $\sim$1 ms. There are two distinct heating periods with time constants $\tau_2 = 10$ s and $\tau_3 = 100$ s, respectively (last two terms in Equations 5.5 and 5.6). This suggests that after the initial settling period, the Ar$^*$ density is not changing significantly and the temporal evolution results at longer times are unaffected.

Being a mostly atomic element discharge, heating from vibrational relaxation should not be significant here, confirming that the intermediate heating is not from relaxation processes within the discharge, supporting the hypothesis that the intermediate and slow heating processes are surface heating effects. To further investigate the heating mechanisms and confirm if the intermediate and slow heating are surface effects, a spatiotemporal profile of temperature in Pocket Rocket is captured and analysed.

### 5.3 Spatiotemporal Gas Temperature

The spatial profile of temperature indicates in which physical locations each heating mechanism is dominant. Volumetric processes should occur uniformly throughout the volume, whereas surface heating processes are localised to regions near hot walls.
Here, spatiotemporal studies of $T_g$, $T_r$ and $T_v$ in a 1.5 Torr, 60 W, N$_2$ discharge, and $T_g$ in a 1.5 Torr, 60 W, Ar with 10% N$_2$ discharge in Pocket Rocket are performed to confirm the suggested heating mechanisms identified in the volume average temporal study in Section 5.2.

### 5.3.1 Experiment Parameters

The experimental setup used is the same as previously described for the temporal evolution study in Section 5.2, with a set of baffles used to restrict the optical image and separate heating mechanisms occurring in the central bulk discharge region and near the thruster walls. Three regions of interest are analysed to allow temperature measurements both in the centre of the discharge and near the walls. Using the convention of the axial centreline of the thruster as $r=0$ mm the three regions are (1) the centre of the discharge ($r_1=0$-1.1 mm), (2) a broad annular region near the walls encompassing the sheath and some of the plasma bulk ($r_2=0.8$-2.1 mm), and (3) a narrow annular region near the walls ($r_3=1.4$-2.1 mm) encompassing just the sheath region based on previous estimates for sheath width of 0.6 mm [64]. The broad wall region is used in addition to the narrow region for comparison, as the brightness of the discharge in the sheath region is significantly lower than in the plasma bulk, and noise in the rovibrational spectra may introduce errors in the temperature estimates.

To isolate the regions of interest opaque disks constructed from thin (∼1-2 mm thick) aluminium with (1) a 0.5 mm diameter central hole, (2) an annular ring with 1 mm inner diameter and 1.5 mm outer diameter, and (3) an annular ring with 1.5 mm inner diameter and 2.25 mm outer diameter are placed over the plenum viewport. When used in conjunction with the 4 mm diameter optical fibre placed 13 cm to the rear of the plenum window, these disks isolate the discharge regions of interest as shown in Figure 5.5 (drawn to scale but resized in the vertical direction here for clarity). The discharge volume is spatially resolved across the radius, but it is not resolved axially. However, the main plasma bulk forms a peak with a full width half maximum of less than 0.5 mm [43, 61] at the axial mid-point of the discharge tube (4 cm from the opaque disks as noted in Figure 5.5), and the majority of the light emission is expected to come from this relatively narrow axial region.
Figure 5.5: Optical ray diagrams showing spatial regions of interest for (a) 0-0.5 mm radius circular mask giving a region of interest \( r_1 = 0 - 1.1 \) mm, (b) 1-1.5 mm radius annular mask giving a region of interest \( r_2 = 0.8 - 2.1 \) mm and (c) 1.5-2.25 mm radius annular mask giving a region of interest \( r_3 = 1.4 - 2.1 \) mm (drawn to scale but resized in the vertical direction for clarity here).
Temporal evolution is captured using the same Labview control program described in Section 5.2, but reduced light emission from blocking part of the discharge requires longer integration times and reduces temporal resolution. Spectra are recorded every 5 seconds for the first 100 seconds of continuous mode operation, with an integration time of 1 s to allow sufficient light to be collected. The procedure is repeated eight times and averaged to reduce noise. Temperature data on the order of microseconds is not achievable due to diminished light from blocking large sections of the discharge emission.

5.3.2 Spatiotemporal Results

Spatiotemporal results for $T_v$ and $T_g$ (taken to be the same as $T_r$) in N$_2$ are shown in Figures 5.6(a) and 5.6(b), respectively, and for $T_g$ in Ar with 10% N$_2$ in Figure 5.6(c). Measured temperatures at each spatial and temporal co-ordinate recorded are shown as filled circles, with corresponding error bars based on a 95% confidence interval from the fitting procedure shown as thin black lines. Each region is given a single spatial co-ordinate for the purposes of plotting, and are defined as 0 mm for the central circular region of interest ($r_1$), and half the difference between the inner and outer diameters for the annular regions of interest, being 1.45 mm for $r_2$ and 1.75 mm for $r_3$. Colours indicating temperature and an extrapolated grid connecting the measurement points are also included as visual aids.

Vibrational temperatures for N$_2$, shown in Figure 5.6(a), range from 3810 K to 3980 K in agreement with previous volume averaged temporally resolved $T_v$ measurements in Section 5.2 (see Figure 5.2) where $T_v$ ranged from 3780 K to 3900 K between 1 s and 100 s. Taking uncertainties into account, $T_v$ is approximately constant over the entire spatiotemporal profile. Excitation of vibrational states of N$_2$ in this system occurs only through electron impact excitation so $T_v$ is expected to be reasonably constant throughout the discharge volume, and after one second has reached the equilibrium temperature. The lack of a decrease in $T_v$ near the walls when compared to the central bulk of the discharge suggests that vibrational de-excitation on the walls is not a dominant process. This is supported by a low accommodation coefficient for vibrational de-excitation for N$_2$ on alumina of $1.2 \times 10^{-3}$ [157].
Figure 5.6: Spatiotemporal profiles of (a) $T_v$ in $N_2$, (b) $T_g$ in $N_2$ and (c) $T_g$ in argon with 10% $N_2$, during the first 100 s of operation at 60 W and 1.5 Torr. Measured temperatures are filled circles with colouring indicative of temperature. Error bars are shown as thin black lines and an extrapolated grid is included for clearer visualisation of the data. Thicker dashed black lines in (b) and (c) represent fit lines for $T_g$ given in Equations 5.4 and 5.5, respectively.
Neutral gas temperature \( T_g \) for \( N_2 \), taken to be the same as \( T_r \), is shown in Figure 5.6(b). Within the first 1 s of operation, \( T_g \) rises to between 440 K and 460 K across the entire radius, in excellent agreement with the volume averaged result of 450 K after 1 s of operation (see Figure 5.2). After 100 s, the temperature near the walls has risen to 570 K, while the temperature in the centre of the discharge has risen to a lower value of 535 K. Both these results are slightly lower than the volume averaged result of 580 K at 100 s (see Figure 5.2) but are still in reasonable agreement.

For argon with 10% \( N_2 \) the spatiotemporal profile of \( T_g \) is shown in Figure 5.6(c). During the first 1 s of operation the temperature has risen to between 790 K and 860 K across the entire radius. The measurements are in good agreement with each other to within uncertainties but are slightly higher than the volume averaged temporal result of 700 K after 1 s of operation (see Figure 5.4). After 100 s, the temperature near the walls has risen to 1060 K, while the temperature in the centre of the discharge has risen to a lower value of 910 K, again higher than the volume averaged result of \(~800\) K.

The contribution to \( T_g \) from each heating mechanism is estimated by fitting lines of the form shown in Equation 5.2 to the data for each spatial region of interest. Fit lines are not included for \( T_v \) in \( N_2 \) as the only heating is from electron impact excitation of vibrational states, occurring on timescales faster than 1 s which is not resolved here.

For \( N_2 \), the fit lines for \( T_g \) are given in Equation 5.7 and are overlayed on the experimental data in Figure 5.6(b) as dashed black lines, with \( T_{g1-N_2} \) the gas temperature in region \( r_1 \), \( T_{g2-N_2} \) the gas temperature in region \( r_2 \) and \( T_{g3-N_2} \) the gas temperature in region \( r_3 \). Fast heating \((<1\) s) cannot be resolved using the present experimental data as the first measurement occurs at 1 s, so the same values as previously measured in the volume averaged temporal evolution study \((\tau_{1-N_2} = 80 \mu\text{S} \) and \(\Delta T_{1-N_2} = 140 \) K) from Equation 5.4 is assumed for all three regions instead.

\[
\begin{align*}
T_{g1-N_2} &= 300 + 140(1 - e^{-\frac{t}{8\times10^{-5}}}) + 50(1 - e^{-\frac{t}{10}}) + 80(1 - e^{-\frac{t}{100}}) \quad (5.7a) \\
T_{g2-N_2} &= 310 + 140(1 - e^{-\frac{t}{8\times10^{-5}}}) + 60(1 - e^{-\frac{t}{10}}) + 100(1 - e^{-\frac{t}{100}}) \quad (5.7b) \\
T_{g3-N_2} &= 300 + 140(1 - e^{-\frac{t}{8\times10^{-5}}}) + 60(1 - e^{-\frac{t}{10}}) + 100(1 - e^{-\frac{t}{100}}) \quad (5.7c)
\end{align*}
\]

Similar fit lines for each spatial region in Ar with 10% \( N_2 \) are shown in Equation
5.8 and are overlayed on the experimental data in Figure 5.6(c) as dashed black lines, with $T_{g1-Ar}$ the gas temperature in region $r_1$, $T_{g2-Ar}$ the gas temperature in region $r_2$ and $T_{g3-Ar}$ the gas temperature in region $r_3$. Again, fast heating below 1 s is not directly resolved here, and $\tau_{1Ar} = 80 \mu s$, is approximated from volume averaged temporal data in Section 5.2 (Equation 5.6) for all three spatial regions.

$$T_{g1-Ar} = 300 + 480(1 - e^{-\frac{t}{8 \times 10^{-5}}}) + 80(1 - e^{-\frac{t}{100}}) + 90(1 - e^{-\frac{t}{1000}}) \quad (5.8a)$$

$$T_{g2-Ar} = 300 + 540(1 - e^{-\frac{t}{8 \times 10^{-5}}}) + 120(1 - e^{-\frac{t}{100}}) + 100(1 - e^{-\frac{t}{1000}}) \quad (5.8b)$$

$$T_{g3-Ar} = 300 + 540(1 - e^{-\frac{t}{8 \times 10^{-5}}}) + 120(1 - e^{-\frac{t}{100}}) + 130(1 - e^{-\frac{t}{1000}}) \quad (5.8c)$$

In both N$_2$ and Ar with 10% N$_2$, there are three distinct gas heating mechanisms for each spatial region, identified by the time constants $\tau_1 = 80 \mu s$, $\tau_2 = 10$ s and $\tau_3 = 100$ s, from the second, third and last terms, respectively, on the RHS of Equations 5.7 and 5.8. The intermediate and slow time constants, ($\tau_2$ and $\tau_3$) are similar to those previously found for the volume averaged temporal results of $\tau_2 = 8$ s and $\tau_3 = 100$ s in N$_2$ (see Equation 5.4) and $\tau_2 = 10$ s and $\tau_3 = 100$ s in Ar with 10% N$_2$ (see Equation 5.6). The time constants are the same for all spatial co-ordinates as expected, as the same three dominant heating mechanisms are present throughout the volume. The change in temperature associated with each mechanism varies slightly depending on location, as different heating mechanisms may be dominant in certain physical locations.

Volume heating from I-N CEX is expected to be fairly uniform over the discharge volume, which is demonstrated in both N$_2$ and Ar with 10% N$_2$ by the uniform radial profile of temperature at 1 s and similarity in $\Delta T_1$ and $\tau_1$ for each of the fit lines applied (second terms on the RHS of Equations 5.7 and 5.8), confirming the fast heating is from collisions within the discharge. Both the intermediate and slow heating mechanisms with $\tau_2 = 10$ s and $\tau_3 = 100$ s are more pronounced near the wall regions in both N$_2$ and Ar with 10% N$_2$ supporting the surface heating hypothesis.

### 5.4 Heating of the Thruster Housing

Various components of the thruster and housing are constructed from different materials with different density ($\rho$), specific heat ($c_p$) and thermal conductivity ($k$)
that may heat at different rates. To investigate heating of the thruster housing and the resulting effect on propellant (gas) heating, a lumped thermal model approach is used. Thruster housing dimensions are shown in Figure 5.7, and the associated material properties are listed in Table 5.1.

There are three possible thermal paths for heat flow from the inner alumina tube surface through the housing to the external environment. These are (1) through the alumina tube, copper electrode, Macor casing and aluminium housing, (2) through the alumina tube, Macor casing and aluminium housing, or (3) through the alumina tube and aluminium housing directly.

The majority of the heat will flow through the path with the least thermal resistance. Thermal resistance is given by Equation 5.9, where $k$ is thermal conductivity, and $L$ is the length and $A$ is the cross-sectional area through which the heat flows [158].

$$R = \frac{L}{kA} \quad (5.9)$$

Thermal resistances in series add in the same manner as electrical resistances, so the total thermal resistance through each of the three possible paths is the sum
of the resistance through each individual component. Using the dimensions given in Figure 5.7 and thermal conductivities given in Table 5.1, total thermal resistances are $R_1 = 4.7 \text{ K W}^{-1}$, $R_2 = 28.3 \text{ K W}^{-1}$ and $R_3 = 0.22 \text{ K W}^{-1}$ for paths one, two and three above, respectively. The thermal resistance through path three is significantly lower than the other two paths that involve passing through Macor which is an excellent thermal insulator, hence the majority of the heat flow through the housing will be through the alumina tube and aluminium housing directly. The lumped thermal model of the housing is therefore simplified to consider only the alumina to aluminium path. The thermal model is deconstructed into two nodes, being the alumina tube (node 1) and the aluminium housing (node 2).

At node 1, the power input onto the inner tube wall by the plasma ($Q_{in}$) is balanced by the increase in temperature (internal energy) of the alumina tube with density $\rho_1$, volume $V_1$ and specific heat $c_{p1}$, the heat transfer through convection to the neutral gas over area $A_g$ with heat transfer coefficient $h_g$, and the loss through conduction to the aluminium housing over contact area $A_c$ with thermal conductance coefficient $h_c$. No data is available for $h_g$, so an estimate of 100 W m$^{-2}$ K$^{-1}$ is used based on a low pressure flowing gas [158].

$$Q_{in} = m_1 c_{p1} \frac{dT_1}{dt} + h_g A_g (T_1 - T_g) + h_c A_c (T_1 - T_2) \quad \text{(5.10)}$$

The thermal conductance coefficient $h_c$ depends on contact pressure and surface roughness of the alumina tube and aluminium housing, and as no data is available must be estimated. An estimate for $h_c$ can be made from the heat flow ($Q_{in}$) from the inner alumina tube surface to the outer housing surface, as represented by Equation 5.11 [159], where $L_1$ and $k_1$ are the width and thermal conductivity of the alumina tube, respectively, and $L_2$ and $k_2$ are the width and thermal conductivity of the aluminium housing, respectively. The temperature difference between the inner alumina tube surface and outer housing surface ($\Delta T$) is estimated as the difference between the gas temperature from steady state experimental results in Section 4.2 and ambient (300 K).

$$Q_{in} = \frac{L_1}{k_1 A_c} + \frac{1}{h_c A_c} + \frac{L_2}{k_2 A_c} \quad \text{(5.11)}$$

At node 2, power input ($Q_{in}$) is balanced by the increase in temperature of the aluminium housing with density $\rho_2$, volume $V_2$ and specific heat $c_{p2}$ and the
Heat loss through convection to the ambient air over area $A_a$ with heat transfer coefficient $h_a$, as shown in Equation 5.12. No data is available for $h_a$, so an estimate of 300 W m$^{-2}$ K$^{-1}$ is used based on still atmospheric air [158].

$$Q_{in} = h_a A_a (T_2 - T_{inf}) + m_2 c_p 2 \frac{dT_2}{dt} \tag{5.12}$$

Results of the lumped thermal model are shown in Figure 5.8. The temperature of node 1 (alumina tube) is shown as a solid red line, the temperature at node 2 (aluminium housing) shown as a solid blue line, and for reference, the measured argon gas temperature by the wall from Section 5.3 is shown as a solid green line. At 300 s the wall temperature is higher than the gas temperature, which has previously been noted for a low temperature plasma discharge [82].

The results show that while the aluminium housing has a steady heating rate throughout, the alumina tube has a period of faster heating followed by a steady rate approximately equal to that of the aluminium housing. This is also obvious from Equations 5.10 and 5.12, where the alumina tube (node 1) has two convective
heating terms, while the aluminium housing (node 2) only has one, resulting in two heating rates for the alumina and one for the aluminium.

The heating rate or time constant of heating for a solid with volume \( V \) and heat transfer surface area \( A \) is given by Equation 5.13 [158], assuming the solid heats uniformly throughout the volume.

\[
\tau = \frac{\rho c_p V}{h A} \tag{5.13}
\]

Using the dimensions given in Figure 5.7 and thermal property values listed in Table 5.1, the heating time constant for the alumina is \( \tau_{Al_2O_3} \approx 10 \) s, and the heating time constant for the aluminium is \( \tau_{Al} \approx 100 \) s. These values match the time constants found during the spatiotemporal studies for the intermediate and slow heating \( (\tau_2 = 10 \) s and \( \tau_3 = 100 \) s), confirming that heating of the alumina tube and thruster housing accounts for both the intermediate and slow neutral gas heating measured in Pocket Rocket.

The lumped thermal model assumes that each node has a uniform temperature throughout the volume. In reality, thermal gradients develop across different housing components, with the magnitude of the gradient dependent on the thermal conductivity of the material. A low thermal conductivity material resists heat flow and a large thermal gradient will develop between the inner and outer surfaces, whereas a high thermal conductivity allows heat to flow readily and little or no thermal gradient will develop.

For a cylindrical system with length \( L \) and thermal conductivity \( k \), the temperature difference \( \Delta T_{1-2} \) between two points at radius \( r_1 \) and \( r_2 \) for a total heat flow of \( Q \) is given by Equation 5.14 [159].

\[
\Delta T_{1-2} = \frac{Q}{2\pi k L} \ln \frac{r_2}{r_1} \tag{5.14}
\]

Using Equation 5.14, the thermal gradient through the Pocket Rocket housing after 10 s of operation is shown in Figure 5.9. The temperature gradient across the alumina tube (the region between the two dotted lines) is significantly sharper than the temperature gradient across the aluminium housing, due to the lower thermal conductivity of alumina compared to aluminium.

Combining the thermal gradient results from Figure 5.9 and spatiotemporal results from Section 5.3, it is concluded that in Pocket Rocket a power input from the
plasma to the alumina tube through ion bombardment and metastable quenching results in heating of the alumina tube (with $\tau \approx 10$ s) and a thermal gradient developing across the alumina tube radius. Once the thermal gradient develops fully, the temperature of the inner surface of the alumina tube becomes limited by the outer surface of the alumina tube being in contact with the cold aluminium housing. As the bulk aluminium housing begins to slowly heat (with $\tau \approx 100$ s), the outer alumina tube surface temperature increases, the thermal gradient across the alumina is no longer limiting and the inner discharge tube surface continues to increase in temperature (with $\tau \approx 100$ s). This results in two distinct time scales for neutral gas heating of the propellant, as noted by the spatiotemporal results presented in Sections 5.2 and 5.3.

### 5.4.1 Housing Material Optimisation

To maximise the efficiency of surface heating on propellant heating in Pocket Rocket, the inner surface of the discharge tube should heat to the highest possible temperature as quickly as possible. Heating of the main thruster housing bulk should be limited and slow, as in the vacuum of space, radiation is the only mechanism available to remove heat and problems with thermal expansion and stress may arise if the housing heats significantly [9].

A high inner discharge tube surface temperature and slow bulk housing heating
can be achieved using a discharge tube constructed of a material with low thermal conductivity, to limit the flow of heat away from the inner surface and into the main housing bulk. Expected thermal gradients across the discharge tube after 10 s of operation calculated using Equation 5.14 for alternate discharge tube materials with various thermal conductance values are shown in Figure 5.10. The materials shown are diamond (k=2000 W m$^{-1}$ K$^{-1}$ - dotted blue line), alumina (k=30 W m$^{-1}$ K$^{-1}$ - dashed purple line), titanium dioxide (k=8 W m$^{-1}$ K$^{-1}$ - dash-dotted green line) and Macor (k=2 W m$^{-1}$ K$^{-1}$ - solid red line).

Diamond, with a high thermal conductance, develops little or no thermal gradient resulting in a low inner surface temperature. The lower the thermal conductance, the larger the temperature gradient across the discharge tube and the hotter the inner discharge tube surface becomes, making materials with low thermal conductance better suited to electrothermal thruster applications. Additionally, based on Equation 5.13, the lower the density ($\rho$) and specific heat ($c_p$) of a material, the faster the final temperature will be reached. Therefore, materials with low thermal conductance, low density and low specific heat are best suited to electrothermal plasma micro-thrusters and Pocket Rocket.
5.5 Chapter Summary

Spatiotemporal profiles of neutral gas temperature in Pocket Rocket are made using rovibrational spectroscopy band fitting for both pure nitrogen and argon with 10% nitrogen discharges. The following observations are made:

- Fast (sub-millisecond) neutral gas heating in both nitrogen and argon with 10% nitrogen occurs evenly across the discharge volume resulting from collisional processes within the plasma.

- Slower neutral gas heating (tens to hundreds of seconds) in both nitrogen and argon with 10% nitrogen is enhanced in regions near the walls, caused by surface heating effects from heating of the thruster housing. Two distinct timescales for surface heating are observed, being from heating of the alumina discharge tube initially, followed by slower heating of the entire housing bulk.

- Discharge tube materials with low thermal conductance develop large temperature gradients between the inner and outer surfaces. A high inner surface temperature is optimal for propellant heating in an electrothermal device, hence materials with low thermal conductance should be used to maximise the surface heating gain.
Chapter 6

Pocket Rocket Computational Fluid Dynamics Simulation

Rovibrational spectroscopy experiments demonstrate that neutral gas heating occurs within Pocket Rocket for both argon and nitrogen (N$_2$) propellants, with heating coming from collisional volumetric processes and surface heating effects. Further investigations into the physics of operation for Pocket Rocket are performed with Computational Fluid Dynamics (CFD) simulations, using the Computational Fluid Dynamics Advanced Computational Environment (CFD-ACE+) software package outlined in Section 3.4. The use of simulations allows for a deeper understanding of the operation of Pocket Rocket without the problems associated with probe use within small devices, and eliminates the need for costly and time consuming adaptations to experimental setups.

Only argon simulations are considered for this work as the higher temperatures make it more favourable as a propellant than nitrogen, as discussed in Section 4.3. Initially, a 10 W, 1.5 Torr argon discharge simulation, representing the standard operating conditions of Pocket Rocket, is performed and compared to experimental results where possible for validation in Section 6.3. A comparison of experimental neutral gas temperature results from Chapters 4 and 5 and simulation results is included in Section 6.3.2. Once validated, the initial simulation forms the basis for further simulation work investigating the role of secondary electrons (see Section 6.3.1) and the pressure gradient throughout the system (see Section 6.4).
6.1 Parallel Plate CCP Test Case

Prior to commencing the complex 2D Pocket Rocket simulations, a simple parallel plate capacitively coupled plasma (CCP) is modelled using the same parameters as a previous study performed with the benchmarked PHOENIX Particle-In-Cell (PIC) code from Lafleur et al. [55] for preliminary comparison. An argon discharge at 100 mTorr created by symmetric electrodes placed 20 mm apart, as shown in Figure 6.1, is simulated using the CFD-ACE+ program. One electrode is grounded (black) and one carries a radio-frequency (RF) (13.56 MHz) voltage with maximum amplitude of 270 V (red). A single temperature Maxwellian electron distribution and ion induced secondary electron coefficient ($\gamma$) of 0.1 are used to match the PHOENIX PIC simulation.

Four volumetric gas phase reactions are used in the simulation, being elastic collisions between heavy particles and electrons, electron impact ionisation, electron impact excitation and stepwise ionisation, shown in Equations 6.1a to 6.1d, respectively. Rate coefficients and cross sectional data are taken from the JILA database, University of Colorado, as included in the CFD-ACE+ package.

\[
\begin{align*}
Ar + e & \rightarrow Ar + e \quad (6.1a) \\
Ar + e & \rightarrow Ar^+ + 2e \quad (6.1b) \\
Ar + e & \rightarrow Ar^* + e \quad (6.1c) \\
Ar^* + e & \rightarrow Ar^+ + 2e \quad (6.1d)
\end{align*}
\]

The PHOENIX PIC simulation was performed in one spatial dimension (1D), whereas the CFD-ACE+ simulation is performed in two spatial dimensions (2D). To make the 2D CFD results comparable to the 1D PIC results, the electrodes and discharge fluid volume are given a finite width of 2 mm with both sides applied with a symmetric boundary condition, shown in Figure 6.1 as dashed grey lines. This eliminates edge effects and effectively makes the simulation an infinitely wide parallel plate CCP. Any vertical slice through the 2D geometry will be a quasi-1D solution and directly comparable to the 1D PIC results. The location of the quasi-1D slice used here is shown in Figure 6.1 as a dotted blue line.

While this simulation has a larger physical dimension and lower pressure than Pocket Rocket, applying the pressure-distance scaling law using a factor of 5 gives
Parallel Plate CCP Test Case

Figure 6.1: CFD simulation geometry for the simple parallel plate CCP test case (not to scale).

a 4 mm physical length scale (approximately the same as the Pocket Rocket tube diameter of 4.2 mm), and a pressure of 0.5 Torr. This is a factor of three lower than the 1.5 Torr pressure stated for Pocket Rocket in the upstream plenum, but as the pressure decreases throughout the Pocket Rocket tube to 0.75 Torr downstream, the pressure at the centre of the tube is likely to be around 1 Torr [160], closer to the scaled pressure value. Although this still does not exactly match the Pocket Rocket parameters, the difference is sufficiently small for the benchmarked PIC simulation to provide a suitable test case for the CFD-ACE+ solution.

Phase resolved RF electrode voltage (dashed line) and plasma potential (solid line) for the CFD simulation are shown in Figure 6.2(a). The plasma potential is taken at the midpoint between the two electrodes (x=10 mm) and oscillates between the maximum input voltage of 270 V and ∼5 V. The phase averaged plasma potential is represented by the straight dotted line in Figure 6.2(a) and is found to be 100 V, matching the time averaged plasma potential at the midpoint of the PIC simulation of just over 100 V [55].

Phase averaged electron (dashed line) and ion (solid line) densities are shown in Figure 6.2(b). Maximum electron and ion densities of $9.9 \times 10^{15} \text{ m}^{-3}$ occur at the midpoint of the discharge, tapering off by an order of magnitude at the electrodes, again matching the PIC simulation that gave a density in the order of $6 \times 10^{15} \text{ m}^{-3}$
The similarity between the CFD simulation results for plasma potential and density of a parallel plate CCP compared with the benchmarked PHOENIX PIC results gives preliminary confidence in the CFD-ACE+ CCP fluid model and its ability to correctly model the more complex 2D Pocket Rocket discharge.

### 6.2 Pocket Rocket Simulation Parameters

The parameters defined for the preliminary Pocket Rocket CFD simulation match the standard experimental operating conditions for the thruster (10 W, 1.5 Torr plenum pressure in argon) to allow for direct comparison to previous experiments and global model estimates [43,62–64] for validation purposes. Model geometry used including dimensions and inlet and outlet locations is as discussed in Section 3.4.2 and shown in Figure 3.6. Mesh density is 11075 total grid points, refined in regions expected to have sheaths, and is independent of results as discussed in Section 3.4.2.

The inlet is defined with a fixed pressure of 200 Pa (1.5 Torr), with pure neutral argon inflow at 300 K. Argon density is calculated using the ideal gas law, viscosity is calculated using Sutherland’s law, and relative permittivity is defined as a constant 1.00. The outlet for the simulation is defined with a fixed pressure of 100 Pa (0.75 Torr) to give a pressure gradient of two across the simulation model to
match experiments. The same four volumetric gas phase reactions used in the PIC comparison, given in Equation 6.1, are used here.

The alumina tube is modelled as a solid dielectric with a density of 3950 kg/m$^3$ and relative permittivity of 9.3. A 13.56 MHz sinusoidal voltage with maximum amplitude of 240 V is applied to the powered electrode, corresponding to the experimental post match voltage for a 10 W power input, measured with the Octiv probe placed at location A in Figure 2.2.

The initial conditions are pressures of 200 Pa in the plenum, 150 Pa in the discharge tube and 100 Pa in the expansion chamber, a temperature of 300 K everywhere, and an electric potential of 0 V everywhere. Within the plenum chamber and expansion tube the initial gas is pure neutral argon, but in the discharge tube an argon mixture containing $1 \times 10^{-6}$ molar concentration of argon ions with a quasi-neutral amount of electrons at 2 eV is used to provide an arbitrary amount of charged particles to initiate breakdown.

The simulation is run for 20,000 timesteps using only eight iterations per timestep to accelerate the solution to a quasi-steady state near the final solution. Quasi-steady state is defined here as no change in parameters between successive RF cycles determined using monitor points placed within the discharge tube, plenum chamber and expansion tube. The number of iterations per timestep is then increased to sixty and the simulation continued for an additional 400 timesteps, the final 60 of which (corresponding to 3 complete RF cycles) being used for the final results presented in Section 6.3. This method minimises the simulation run time while maintaining the required accuracy of the final solution. Total computational run time for this preliminary Pocket Rocket simulation is approximately 8 hours which represents 150 ms of total transient simulation time.

6.3 Pocket Rocket Simulation Results

While the main focus of this study is plasma parameters such as electron density ($n_e$), electron temperature ($T_e$), plasma potential ($V_p$) and bias voltage ($V_b$), the CFD simulation also produces complete 2D results for background gas parameters including velocity ($v$), density ($\rho$) and pressure ($p$). Although most background gas
results are not included here as they are not of direct interest, Figure 6.3 shows 2D phase averaged plots of neutral gas density \( (n_g) \) and ion density \( (n_i) \), cropped from the complete 2D results to show only the discharge tube (region of interest) for clarity. The low ionisation degree in Pocket Rocket (0.44% in argon (Ar) at 10 W and 1.5 Torr [62]) means the plasma has little effect on the neutral gas density.

The peak in ion density in the centre of the tube, visible in Figure 6.3(b), has been previously noted in experiments by Charles et al. [43]. Charles et al. measured ion saturation current \( (I_{sat}) \) along the central axis of the Pocket Rocket discharge tube using the same Langmuir Probe as discussed in Section 3.1 and observed a peak in \( I_{sat} \) at the axial midpoint of the tube. From Equation 3.1, \( I_{sat} \) is directly proportional to \( n_i \), therefore axial ion density peaks at the midpoint of the tube.

A qualitative comparison between ion density from the CFD simulation and ion saturation current previously measured by Charles et al. [43] is shown in Figure 6.4. Both the experimental ion saturation current and simulated ion density peak
Figure 6.4: Ion saturation current along the central axis measured using a Langmuir Probe (top) [43] and simulated ion density along the central axis (bottom). The discharge tube lies between 0 mm and 20 mm, with the plenum chamber and expansion tube results cropped for clarity. The gas flow is from left to right (in the direction of increasing x).

at x = 11 mm, corresponding to the centre of the RF electrode. Downstream of the peak, the experimental results taper off slower than the simulation results due to flow constriction from the Langmuir probe increasing error bars in that region.

Similarly, a peak in electron density also occurs in the centre of the discharge tube, visible in Figure 6.5(a) showing complete 2D results for phase averaged $n_e$. The electron density peaks in the centre of the discharge tube, reaching $2.1 \times 10^{18} \text{ m}^{-3}$, similar to previous experimental and global model estimates in the same axial location from Charles et al. [43] of $1.8 \times 10^{18} \text{ m}^{-3}$ and $2.4 \times 10^{18} \text{ m}^{-3}$, respectively.

The neutral gas density gradient throughout the tube results in a higher absolute electron density in the upstream end of the discharge tube when compared with the downstream end giving an asymmetric electron density profile. However, the ionisation percentages in the upstream and downstream ends are both still approximately equal (< 0.1%).

Phase averaged complete 2D results for $T_e$ and $V_p$ are shown in Figures 6.5(b) and 6.5(c), respectively. Electron temperature within the main bulk of the discharge tube lies between 2 and 2.4 eV, in agreement with global model estimates of 2 eV [43]. Downstream in the expansion tube the electron temperature decreases to <1 eV as the plasma expands into the larger volume and cools. Plasma potential peaks at
Figure 6.5: Complete phase averaged CFD simulation results for (a) electron density, (b) electron temperature and (c) plasma potential, showing the plenum chamber, discharge tube and expansion tube.
42 V in the centre of the discharge tube, corresponding to the peak in electron density, and decreases to 36 V at the discharge tube exit. Experiments by Dixon et al. [72] on a similar experimental setup, gave a plasma potential around 32 V near the tube exit for an approximately 1.5 Torr argon plasma, matching the simulation.

The asymmetry between the powered electrode area and the grounded area (including the grounded electrodes and plenum walls) in Pocket Rocket and a non-uniform axial density profile [43] results in a negative direct current (DC) self-bias developing on the alumina tube insert. This is clearly visible in Figure 6.5(c), as is the corresponding enhanced sheath in the nearby discharge region. Ion induced secondary electrons emitted from the walls in the vicinity of the DC self-bias are accelerated through the enhanced sheath to high velocities. Phase averaged $T_e$ in this region has a maximum of 19.1 eV, as shown in Figure 6.5(b), substantially higher than the phase averaged 2.4 eV in the centre of the discharge tube. Similar acceleration of ion induced secondary electrons also occurs in the grounded electrode sheath regions as shown in Figures 6.5(b) and 6.5(c). However, without a negative DC bias to enhance the sheath voltage, the electrons attain significantly lower phase averaged temperatures of around 5 eV.

The self-bias on the alumina tube is also clearly evident in Figure 6.6, showing phase resolved potentials on the powered electrode and inner alumina tube surface, and the plasma potential on the central axis of the tube, all measured at the axial midpoint of the tube (x=11 mm). The potential on the inner alumina tube surface oscillates between 80 V and -200 V, with a DC bias of -43 V. Sheath capacitance model calculations previously performed estimate the inner surface of the alumina tube will develop a bias of -36 V [43], similar to the -43 V produced by the simulation. A slight phase offset between the inner alumina tube surface and the powered electrode potentials occurs, which is characteristic of the response voltage on the inner surface of a cylindrical dielectric tube with applied RF voltage on the outside [50]. Plasma potential follows the phase of the inner alumina surface potential and matches the maximum positive voltage, as expected for CCP in direct contact with a potential surface.

The effect of the hot ion induced secondary electrons accelerated through the enhanced sheath region caused by the self-bias is seen in Figure 6.7(a), showing
phase resolved results for $T_e$, $n_e$ and $n_i$ at a point 0.1 mm from the inner surface of the alumina tube directly in line with the centre of the RF electrode (coordinates (11,2) in Figure 3.6). During the positive half of the RF period (phase $<0.5$), $T_e$ sits around 1.6 eV, but during the negative half of the period (phase $>0.5$) $T_e$ increases dramatically up to 42 eV as the enhanced negative sheath accelerates the ion induced secondary electrons into the main plasma bulk. Correspondingly, electron density decreases by two orders of magnitude during the negative half of the period as electrons are accelerated away from the sheath region by the large negative potential. As the electrons reach temperatures up to 42 eV, a significant number have energies well above the first ionisation potential of argon of 15.76 eV, and a corresponding peak in ion density occurs.

Figure 6.7(b) shows phase resolved $T_e$, $n_e$ and $n_i$ in the centre of the alumina tube (coordinates (11,0) in Figure 3.6). Only a slight increase in $T_e$ (up to $\sim$3 eV) occurs during the negative half of the RF cycle (phase $>0.5$), followed by a slight increase significantly less than an order of magnitude in ion and electron density. The lower $T_e$ shows that the hot electrons from the sheath region have undergone
Figure 6.7: Electron density (black dotted line), ion density (black dashed line) and electron temperature (blue solid line) with rf phase at a point in the discharge in line with the rf electrode ($x=11 \text{ mm}$) and (a) $0.1 \text{ mm}$ from the inner surface of the dielectric tube ($y=2 \text{ mm}$) and (b) on the central axis of the thruster tube ($y=0 \text{ mm}$).

significant inelastic collisions to either lose their additional energy or not diffuse into the central bulk plasma region. The bulk plasma remains quasi-neutral with $n_e$ and $n_i$ shadowing each other exactly as the effects of the negative bias are negated by this point.

### 6.3.1 Secondary Electrons

The DC self-bias from the asymmetry of the Pocket Rocket device appears to create a beam of ion induced secondary electrons with high energies that migrate into the main plasma bulk creating a peak in ion density in the centre of the discharge tube. This is supported by a recent 2D PIC simulation of a hollow cathode discharge that showed the discharge was driven by secondary electrons and sheath heating was not sufficient to sustain the discharge in the absence of secondary electrons [52]. To investigate the role of secondary electrons in the Pocket Rocket device, the above CFD simulation was repeated with ion induced secondary electron coefficients ($\gamma_s$) of 0.001, 0.01, 0.02, 0.05, and 0.2. The results for axial ion densities for each $\gamma$ tested are shown in Figure 6.8, including the original results from Section 6.3 using $\gamma=0.1$.

For secondary electron emission coefficients of 0.02 or higher, the axial ion density profile containing a single peak at the midpoint of the tube is consistent with experimental results, but the peak density varies from $1.3 \times 10^{18} \text{ m}^{-3}$ to $4.9 \times 10^{18} \text{ m}^{-3}$. For secondary electron coefficients of 0.01 or less, the ion density along the central...
axis develops a two peak distribution with a drop in density at the axial midpoint, diverging from experimental results. The decrease in density at the axial midpoint is caused by the sheath near the RF electrode extending across the entire radius, effectively blocking the plasma from the centre of the tube. With secondary electrons turned off (results not included in Figure 6.8), the solution also contains a two peak distribution but with unrealistic densities, suggesting the role of secondary electrons is crucial within the Pocket Rocket discharge as it was in the hollow cathode PIC simulations [52].

These results suggest that even with low secondary electron effects, plasma breakdown still occurs between the RF and grounded electrodes creating low plasma densities in those regions. Ions then bombard the surface of the dielectric, especially in the centre of the tube where the negative DC bias develops. If the ion induced secondary electron coefficient is too low, the density of ion induced secondary electrons accelerated by the sheath in the vicinity of the RF electrode is insufficient to further breakdown the plasma and create the peak in density in the centre of the tube. However, if the ion induced secondary electron coefficient is sufficient to create a beam of ion induced secondary electrons with sufficient density and energy to undergo ionisation collisions with neutral argon atoms, the central peak observed in experiments occurs.
The ion induced secondary electrons enter the main plasma bulk as a beam and as a result may not undergo significant collisions for the fluid approximation to hold. For the fluid approximation to be valid for electrons in the sheath region, the mean free path for electron-argon collisions must be significantly smaller than the sheath width. Mean free path ($\lambda_{mfp}$) for electron-argon collisions within the sheath region is calculated using a neutral density in the central region of the tube of $3.5 \times 10^{22} \text{ m}^{-3}$ (see Figure 6.3(a)) and cross sectional data from the JILA database, University of Colorado. Values for $\lambda_{mfp}$ range from 0.57 mm for an electron energy of 2 eV ($\sigma = 3.52 \times 10^{-20} \text{ m}^{-2}$), to 85 $\mu$m for an electron energy of 14 eV ($\sigma_{\text{max}} = 23.8 \times 10^{-20} \text{ m}^{-2}$). Energetic tail electrons with an electron energy of 180 eV ($\sigma = 6.42 \times 10^{-20} \text{ m}^{-2}$) based on the maximum sheath potential that develops during the RF cycle (see Figure 6.6), have a mean free path of $\sim 0.91$ mm.

Sheath width is estimated as $\sim 0.5$ mm, based on the phase-averaged electron and ion density simulation results across the tube radius at $x=11$ mm (in line with the centre of the RF electrode), taken as the point where ion and electron density distinctly differ in Figure 6.9. This value is in good agreement with experimental estimates from digital photography [64] of 0.3 mm to 0.6 mm, but higher than estimates made with the Child sheath law of $\sim 0.2$ mm [43] and is likely slightly overestimated.

Based on the above approximations, low energy and energetic tail electrons will not undergo a sufficient number of collisions within the sheath for the fluid approximation to be valid in that region and will instead enter the main plasma bulk as
an energetic beam. While the exact effect of this on the simulation results is indeterminate, the agreement between the simulation and experimental results suggest the effect is small and the simulation results are reasonable. However, as with all modelling applications, the simulation results are an approximation and should be taken as a guideline only.

6.3.2 Neutral Gas Temperature

The final results of the preliminary CFD Pocket Rocket simulation are for neutral gas temperature, to compare directly with experimental results in Chapters 4 and 5. Simulated neutral gas temperature includes heat transfer to the gas from plasma species, as outline in Section 3.4.1, Equations 3.38 to 3.42, including ion Ohmic heating and ion surface recombination heating.

Phase averaged simulation results for neutral gas temperature ($T_g$) along the central axis of the discharge tube are shown in Figure 6.10. The temperature peaks at just over 1000 K at the axial midpoint of the tube (in the same region as the peak plasma density) after entering from the plenum at approximately ambient temperatures (300 K). A decrease in temperature occurs downstream as the gas accelerates and expands into the expansion tube.

Although the simulation maximum temperature of $\sim$1000 K appears to match the steady state temperature of 1060 K for Ar with 1% N$_2$, measured using rovibrational spectroscopy in Chapter 4, this is likely a coincidence. After the 20400 timesteps performed here, the simulation time has reached only 150 ms. This places the solution roughly in the plateaued region in the temporal results between 100 ms and 1 s (see Figure 5.4), which means collisional effects inducing volumetric heating are in effect, but the simulation has not run for sufficient time for wall heating effects to be visible in the results. At 150 ms, the temperature of the discharge is expected to be lower than 1000 K by a few hundred degrees based on results of the temporal study performed in Section 5.2.

The steady state rovibrational spectroscopy measurement of 1060 K for Ar with 1% N$_2$ at 1.5 Torr and 10 W from Chapter 4 is a volume averaged result, and not the maximum value. The average temperature in the discharge tube from the simulation results is 580 K, shown in Figure 6.10 as a dashed grey line. This is 480 K cooler.
than the measured 1060 K steady state temperature and seems reasonable compared to the \( \sim 700 \text{ K} \) measured in Chapter 5 at 150 ms before wall heating effects become noticeable.

Given that it takes eight hours to run 150 ms of Pocket Rocket simulation time, running 100 s of simulation time will take approximately 220 days (7 months). It is therefore not feasible to run the complete 2D CCP simulation for long enough time scales for wall heating effects to be directly included in the results. Instead, a modified steady state simulation encompassing only neutral gas flow and heat transfer is used as an indication of wall heating effects. The volumetric heat addition from collisional plasma effects is simulated by applying a constant power density to the discharge tube fluid volume. The surface heating effects are simulated by applying a constant power density to the inner surface of the alumina tube. Using this method, the transient plasma effects do not need to be included and an approximation of the final neutral gas temperature accounting for volume and surface heating effects, including the resulting effect on the gas flow and density profiles, can be approximated with simulation times of a few minutes, rather than several months.

Constant power density applied to the discharge tube fluid volume to simulate collisional heating effects is taken directly from the Pocket Rocket CFD simulation outlined in the preceding sections of this chapter. Phase averaged 2D power density
results in the discharge tube are shown in Figure 6.11 giving a spatially averaged power density of $5.8 \times 10^6$ W m$^{-3}$. Assuming this power is deposited throughout the entire discharge tube volume, this corresponds to 1.6 W of total power.

Constant power density onto the wall is calculated using fluxes of metastable argon atoms and argon ions to the wall, and the amount of energy deposited per particle. Fluxes of excited atoms and ions are taken from the complete Pocket Rocket CFD simulation outlined in Section 6.3 and are shown in Figure 6.12. It is assumed that the main contribution from excited argon atoms comes from the $^3P_0$ and $^3P_2$ metastable states with excitation potentials of 11.72 eV and 11.54 eV, respectively. The energy deposited onto the inner alumina tube surface per atom is approximated as the average excitation energy for these two states, or 11.63 eV. Assuming the entire 11.63 eV is deposited onto the wall during the quenching collision gives $1.8 \times 10^{-18}$ J per atom. Multiplying this by the flux density from Figure 6.12 and taking the average along the wall gives 310 W m$^{-2}$ of power deposited from quenching of metastable states on the walls.

For ion bombardment of the walls, the kinetic energy of the ion is approximated using Equation 3.42, giving $7.0 \times 10^{-18}$ J per ion. Assuming all of this energy is transferred to the wall during the collision, multiplying by the ion flux density from Figure 6.12 and taking the average along the wall gives 2050 W m$^{-2}$ of power deposited from ion collisions with the walls.

A small contribution to wall heating may also come from radiated photons with
Figure 6.12: Fluxes of excited argon and argon ions to the inner surface of the alumina tube wall from the Pocket Rocket CFD simulation results

wavelengths of 104.5 nm and 106.7 nm from resonant emission processing occurring in the main bulk [161]. However, photons emitted in the main bulk must first travel through the discharge and may be absorbed before reaching the walls, depending on the optical thickness. Optical thickness ($\tau_a$) for a photon with wavelength $\lambda_a$ is approximated by Equation 6.2, where $r_e$ is the classical electron radius, $M$ is the mass of a discharge atom and $d$ is the discharge diameter [81].

$$\tau_a = \frac{1}{2} \frac{\pi \frac{1}{2}}{r_e \lambda_a n_g d \left( \frac{M c^2}{kT_g} \right)^{\frac{3}{2}}}$$  \hspace{1cm} (6.2)

A 1000 K argon plasma with neutral density in the order of $3.5 \times 10^{22}$ has an optical thickness of $\sim 250$ at wavelengths around 104-107 nm. Therefore, few of the photons emitted in the bulk will reach the walls and any contribution to wall heating from radiated photons in the bulk is neglected.

The total average power density deposited onto the inner alumina tube surface from ion bombardment and metastable quenching is therefore approximated as 2360 W m$^{-2}$, corresponding to approximately 0.6 W total power. This is significantly less than the energy deposited in the plasma, but not all power deposited into the plasma is transferred to the walls as some is carried out in the plume. From calculations performed in Section 4.3, plume power is approximately 1 W, accounting for the difference between simulation volumetric power and calculated surface power.

The steady state heat transfer simulation requires that the complete thruster
Figure 6.13: Model geometry including Pocket Rocket housing used for steady state heat transfer CFD simulations.

Table 6.1: Thermal properties of housing materials.

<table>
<thead>
<tr>
<th>Material</th>
<th>$\rho$ [kg/m$^3$]</th>
<th>$c_p$ [J/kg-K]</th>
<th>$k$ [W m$^{-1}$K$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al$_2$O$_3$</td>
<td>3950</td>
<td>880</td>
<td>40</td>
</tr>
<tr>
<td>Cu</td>
<td>8960</td>
<td>386</td>
<td>385</td>
</tr>
<tr>
<td>Macor</td>
<td>2520</td>
<td>790</td>
<td>1.46</td>
</tr>
<tr>
<td>Al</td>
<td>2700</td>
<td>900</td>
<td>210</td>
</tr>
</tbody>
</table>

housing be modelled, as only the temperature of the outer housing surface is known to include as a simulation boundary condition. The housing was not required to be included for the initial simulation as wall heating effects, hence thruster housing heating, were not significant given the short simulation time, and neglecting the housing reduced computational expense. The modified geometry used is shown in Figure 6.13, with the alumina tube shown in dark grey, the copper electrode as orange, the Macor housing as hatched white and the aluminium housing as light grey. The fluid volumes are white and are the same three volumes as the previous simulation.

Thermal properties used for the different materials are given in Table 6.1. A constant volumetric heat addition of $5.8 \times 10^6$ W m$^{-3}$ is applied to the discharge tube fluid volume (not including the plenum or expansion tube), and a constant surface heat addition of $2050$ W m$^{-2}$ is applied to the entire inner surface of the alumina tube. The inlet remains as pure argon at 1.5 Torr and 300 K, and the outlet at 0.75 Torr. As this is a steady state simulation involving just heat transfer and neutral gas flow effects, no plasma effects are considered and the entire fluid is assumed to be pure neutral argon.

Results for the temperature of the gas and housing are shown in Figure 6.14.
Figure 6.14: Temperature of the neutral gas and housing for (a) constant volumetric power input only, (b) constant surface power input only and (c) combined heating effects from constant volume and surface power inputs. The results are cropped to show only the region of interest for clarity.
The results have been cropped from the full simulation model to a region of interest encompassing the discharge tube, alumina tube, copper electrode and Macor housing for clearer presentation. Figure 6.14(a) shows heating effects from volumetric power input alone, Figure 6.14(b) shows heating effects from surface power input alone, and Figure 6.14(c) shows the combined heating effects from volume and surface power input.

The volumetric heating only case is used to compare with temperature results from the complete Pocket Rocket CFD simulation in Section 6.3, to ensure the steady state approximation method is valid. Average gas temperature from the complete Pocket Rocket CFD results is 580 K. The constant power density steady state approximation is around 600 K within the discharge tube, as shown in Figure 6.14(a), in agreement with the complete simulation result. The temperature increase from surface heating alone is shown in Figure 6.14(b). While there is no direct comparison with experiments or other simulations available, the temperature through the discharge tube from surface heating alone is around 650 K. This is the same temperature increase as from volume heating alone, something previously noted in the temporal experiment for nitrogen, but not for argon where volume heating was dominant, and it is possible the surface heating effects here are overestimated.

Combined heating from both volumetric and surface heating effects is shown in Figure 6.14(c), showing temperatures within the discharge tube around 1100 K, in excellent agreement with the measured steady state result of 1060 K. The spatial variation of temperature measured in Section 5.3, where neutral gas temperature ($T_g$) was higher in the vicinity of the walls, is not corroborated here as the volume and surface heating power inputs were defined as single constant average values throughout the entire discharge tube volume and over the entire alumina tube surface, removing any localised heating effects.

Neutral gas temperature results from the 10 W, 1.5 Torr argon Pocket Rocket CFD simulation agree with the experimental gas temperatures measured using rovibrational spectroscopy, and support the spatiotemporal rovibrational study results that heating occurs through both volumetric collisional processes and wall heating effects. The complete plasma simulation results also agree with previous experimental and global model estimates for plasma density, plasma potential, electron
temperature and DC self-bias, supporting the use of CFD simulations to further analyse the Pocket Rocket thruster and the underlying discharge physics. The use of CFD simulations for further investigations eliminates the need for costly and time consuming changes to the physical experimental setup, and is therefore a very powerful diagnostic tool.

6.4 Pressure Gradient Simulations

While many choices could be made for further investigations using CFD, such as electrode configuration or discharge tube geometry, here it is chosen to investigate the pressure gradient. During experiments the pressure gradient between the upstream plenum and downstream vacuum chamber is between two and four, with background pressures up to 0.75 Torr for the standard operating plenum pressure in argon of 1.5 Torr. As discussed in Section 2.3.1, the flow becomes choked at higher pressure gradients forming a shock at the exit of the discharge tube. The shock formed by the choked flow is expected to make the behaviour of the plasma inside the discharge tube independent of the downstream pressure [67], thereby removing the requirement to upgrade the experimental setup to produce higher pressure gradients.

However, as an electrothermal thruster operating in space, Pocket Rocket will be subjected to a significantly higher pressure gradient, with background pressures of around $10^{-10}$ to $10^{-8}$ Torr at altitudes between 100 and 1000 km, the approximate altitudes of low earth orbit (LEO). Background pressures around $10^{-10}$ to $10^{-8}$ Torr give a pressure gradient between $10^8$ to $10^{10}$, many orders of magnitude higher than the pressure gradient in the standard experimental setup, and further investigations into the effect of a higher pressure gradient should be performed to make the preliminary investigations into the operation of Pocket Rocket complete.

6.4.1 Simulation Parameters

The flow through Pocket Rocket becomes choked at pressure gradients higher than approximately 2.1, after which a shock forms at the tube exit and the downstream pressure becomes independent of the pressure within the discharge tube. It is there-
fore expected that the discharge parameters inside the tube will not significantly change with increasing pressure gradient, hence a higher pressure gradient will not affect thruster performance.

The initial simulation of Pocket Rocket in Chapter 6 was performed to emulate the standard experimental setup, including the 50 mm diameter, 700 mm long downstream glass expansion tube connecting the Pocket Rocket device to the vacuum chamber. The inlet pressure was defined at 1.5 Torr and the outlet pressure defined at 0.75 to give a pressure gradient between the plenum chamber and outlet of the glass expansion tube ($\frac{p_{pl}}{p_{ex}}$) of two. To investigate the effect of pressure gradient on plasma parameters in the discharge tube and plume regions, the simulation is repeated with the outlet pressures set to 0.375 Torr, 0.075 Torr, 0.0025 Torr and 0.00025 Torr, giving values for $\frac{p_{pl}}{p_{ex}}$ of 4, 20, 200 and 2000 to compare with the initial simulation with $\frac{p_{pl}}{p_{ex}}$ of 2. A stagnant flow case, with an outlet pressure set to 1.5 Torr ($\frac{p_{pl}}{p_{ex}}=1$) is also included for comparison. The remaining simulation parameters are identical to those presented in Chapter 6.

### 6.4.2 Simulation Results

Figure 6.15 shows the simulation results for neutral gas number density and plasma (ion) density along the thruster central axis with changing pressure gradient across the system. The stagnant case ($\frac{p_{pl}}{p_{ex}}=1$) is shown as a blue line, $\frac{p_{pl}}{p_{ex}}=2$ is shown in green, $\frac{p_{pl}}{p_{ex}}=4$ is shown in red, $\frac{p_{pl}}{p_{ex}}=20$ is shown as an aqua line, $\frac{p_{pl}}{p_{ex}}=200$ is shown as a magenta line and $\frac{p_{pl}}{p_{ex}}=2000$ is shown as a brown line.

For a pressure gradient of 4 or above, the neutral density at the tube exit remains constant regardless of the downstream neutral density, demonstrating the flow has become choked as predicted by the choked flow criterion (Equation 2.2). Plasma density demonstrates no significant trend with pressure gradient in either the discharge tube or plume region (expansion tube), and retains a peak density of $\sim 2 \times 10^{18}$ m$^{-3}$ at the axial midpoint of the discharge tube for all conditions tested.

Phase averaged electron temperature and potential also demonstrate no significant trend with increasing pressure gradient. Figure 6.16 shows phase averaged electron temperature in the centre of the discharge tube (blue circles), phase averaged electron temperature in the sheath region by the powered electrode (blue
Figure 6.15: Axial profiles for (a) neutral gas density and (b) plasma (electron) density for pressure gradients of 1 (blue line), 2 (green line), 4 (red line), 20 (aqua line), 200 (purple line) and 2000 (brown line).

Triangles), phase averaged plasma potential in the centre of the discharge tube (red squares) and DC self-bias potential on the alumina tube (red diamonds).

The electron temperature in the centre of the tube remains around 2.5 eV regardless of pressure gradient. Plasma potential in the centre of the discharge tube changes slightly, varying between 30 V and 43 V for all simulations run, but has no apparent trend with changing pressure gradient.

The phase averaged electron temperature in the powered sheath region is slightly lower in the stagnant case ($T_e=15.6$ eV) where the background gas density is much
higher than the other pressure gradient simulations resulting in more electron collisions, but otherwise has no significant trend apparent and remains between 18 eV and 23 eV. Similarly, the stagnant case develops a DC self-bias of -32 V, which is lower than the remaining simulations with DC self-bias results between -42 V and -60 V, again with no apparent trend with pressure gradient.

Based on the results for electron temperature in the sheath region and DC self-bias, the beam of secondary electrons entering the main plasma bulk and driving the discharge, as discussed in Section 6.3.1, is likely unaffected by changing pressure gradient. This is supported by main bulk plasma parameters of electron temperature and plasma potential also demonstrating no significant change with pressure gradient (Figure 6.16), and corroborates the results from Figure 6.15, where the bulk plasma density is unaffected by pressure gradient.

Testing pressure gradients higher than 2000 with CFD simulations is not feasible as the low downstream pressures create rarefied flow conditions, beyond the limit of the fluid approximation. Simulations of higher pressure gradients would need to be performed with a hybrid fluid-particle code, which is currently beyond the capabilities of the CFD-ACE+ software. However, a neutral gas temperature of 1260 K has recently been measured in a 1.5 mm diameter Pocket Rocket thruster prototype.
Chapter Summary

known as Mini Pocket Rocket operating at 1.6. Torr and 30 W with an experimental pressure gradient of 5000 [162], confirming pressure gradient has no effect on neutral gas heating for higher pressure gradients. Therefore, the operating pressure gradient across Pocket Rocket should have little effect on thruster performance.

6.5 Chapter Summary

A preliminary Computational Fluid Dynamics simulation of the Pocket Rocket device performed and validated against experimental results where possible has demonstrated the following:

- The asymmetry between the powered and grounded electrode area results in a negative DC self-bias developing on the surface of the alumina tube in the vicinity of the powered sheath region. The negative DC bias enhances sheath potentials by the powered electrode, accelerating ion induced secondary electrons in that region to high velocities and energies. The ion induced secondary electrons enter the main plasma bulk as a beam, resulting in a peak in plasma density in the centre of the tube (both axially and radially).

- The ion induced secondary electron emission coefficient affects the peak plasma density of the simulation, demonstrating ion induced secondary (gamma) electrons drive the discharge. For low ion induced secondary electron emission coefficients, the peak in plasma density in the centre of the tube disappears, deviating from experimental results and confirming Pocket Rocket operates in the gamma mode.

- Volumetric and surface heating contributions to neutral gas temperature are approximately equal, and are in agreement with direct measured temperatures in Chapter 5.

- Increasing the pressure gradient across the Pocket Rocket system has little effect on either bulk plasma parameters or the beam of secondary electrons driving the discharge. Hence, operating pressure gradient across Pocket Rocket has little effect on thruster performance, confirming proof of concept of Pocket Rocket as an electrothermal plasma micro-thruster.
Chapter 7

Conclusions

An electrothermal plasma micro-thruster known as ‘Pocket Rocket’, under development at the Australian National University, has been studied using rovibrational spectroscopy and Computational Fluid Dynamics (CFD). The Pocket Rocket device consists of a small alumina tube surrounded at the midpoint by a radio-frequency (RF) powered electrode. Neutral gas (here argon (Ar) and nitrogen (N\textsubscript{2})) at pressures of a few Torr flows from an upstream plenum chamber with grounded walls through the tube before expanding downstream into an insulated expansion tube connected to a vacuum chamber. Power input of a few tens of Watts creates a weakly ionised plasma discharge within the alumina tube.

Ion-neutral collisions within the plasma bulk results in neutral gas heating throughout the discharge volume. Ion neutralisation and metastable atom quenching on the alumina tube walls results in surface heating, increasing the temperature of the neutral gas flowing through the tube. The heated neutral gas particles have higher velocities than cold gas particles, and accelerate in the direction of plasma flow increasing the momentum of the neutral jet expelled from the alumina tube. The increased momentum of the expelled jet makes the Pocket Rocket device a viable electrothermal plasma micro-thruster.

The neutral gas temperatures of both argon and N\textsubscript{2} discharges were measured using the rovibrational spectroscopy technique outlined in Section 3.3. As this technique is only suitable for diatomic molecules, trace amounts of N\textsubscript{2} were added to the argon discharge to produce the required rovibrational bands. Resonant energy transfer between argon metastable atoms and N\textsubscript{2} molecules may affect temperature
measurements made using the rovibrational spectroscopy band fitting technique for Ar-N₂ mixtures. The effect of the resonant energy transfer was tested by measuring the gas temperature of various percentage mixtures of N₂ in argon and comparing the results to an analytical model. Results showed (see Section 4.1) that mixtures involving between 5% and 50% N₂ may produce inaccurate gas temperatures, but low percentages of N₂ (<5%) do not significantly affect measured argon gas temperatures.

Neutral gas temperatures for standard operating conditions of 1.5 Torr plenum pressure and 10 W pre-match input power were measured as 1060 K for an argon with 1% N₂ discharge and 430 K for a pure N₂ discharge (see Section 4.2). Argon gas temperatures are higher than N₂ gas temperatures as an argon atom has only three translational degrees of freedom for kinetic energy distribution, whereas N₂ has two rotational and one vibrational mode in addition to the three translational modes for kinetic energy to be distributed between. Measured gas temperatures in N₂ increase with power and decrease slightly with pressure, as both increasing the power and decreasing the pressure results in higher power deposition per molecule. Measured gas temperatures in argon have no discernible trend with either power or pressure, with power deposition likely saturated at powers below those used here.

Spatiotemporal studies of neutral gas temperature for both N₂ and argon with 10% N₂, described and discussed in Chapter 5, demonstrate that fast (sub-millisecond) neutral gas heating occurs evenly across the discharge volume, resulting from collisional processes within the plasma. Slower neutral gas heating (tens to hundreds of seconds) from ion bombardment of the thruster walls resulting in surface heating is enhanced in regions near the walls. Two distinct timescales for surface heating in Pocket Rocket are observed, being from heating of the alumina discharge tube initially, followed by slower heating of the entire housing bulk. The thermal design of Pocket Rocket can therefore be optimised for future design iterations by using discharge tube materials with high thermal conductance values. This will create large temperature gradients between the inner and outer surfaces of the discharge tube, optimising the amount of heat retained in the tube for gas heating while minimising the heat transferred into the thruster housing and associated satellite components. Further investigations into thruster housing materials and thermal de-
sign optimisation should be performed as part of the development of a flight ready prototype.

Additional investigations into the operation of the Pocket Rocket device were performed using Computational Fluid Dynamics (CFD) simulations, instead of making expensive and time consuming changes to experimental components. Results of a preliminary CFD simulation representing standard experimental operating conditions were validated against experimental results where possible, to benchmark the use of CFD simulations using the Computational Fluid Dynamics Advanced Computational Environment (CFD-ACE+) package on Pocket Rocket, as discussed in Chapter 6. Simulation results agreed with experimental values for plasma density, plasma potential, direct current (DC) self-bias and neutral gas temperature, benchmarking the preliminary simulation and allowing for further simulations using CFD to be performed with confidence.

The Pocket Rocket device is highly asymmetric resulting in a DC self-bias developing on the surface of the ceramic tube in the vicinity of the powered electrode, as demonstrated by CFD simulations in Chapter 6. Ions bombarding the surface of the tube in this region release secondary or gamma electrons, that are accelerated as a beam into the main discharge bulk by the enhanced sheath from the self-bias. This results in a peak in plasma density in the centre of the tube, both radially and axially. The role of the ion-induced secondary electrons on the peak in plasma density was investigated using additional CFD simulations, outlined in Section 6.3.1. It was shown that with a low ion-induced secondary electron coefficient, the discharge plasma density profile deviates from the single peak at the centre of the tube observed during experiments, demonstrating Pocket Rocket operates in the gamma capacitively coupled plasma (CCP) mode.

For all experiments and preliminary simulations performed in this work, the pressure gradient across the system was between two and four. At pressure gradients higher than approximately two, the flow becomes choked, a shock forms at the discharge tube exit, and the downstream pressure becomes independent of the pressure upstream of the shock, as discussed in Section 2.3.1. Therefore, the flow and plasma parameters within the discharge tube are expected to remain relatively constant at higher pressure gradients, and the need for a more complex and expensive pump-
ing system for experiments is not required. However, as an electrothermal plasma micro-thruster operating in space, the pressure gradient across the system will be significantly higher than two, and for completeness the effect of a higher pressure gradient was investigated using additional CFD simulations.

Results of the CFD simulations performed with pressure gradients between the upstream plenum and downstream expansion tube of greater than two, as discussed in Section 6.4, demonstrated there was little effect on either the bulk plasma parameters or the beam of ion-induced secondary electrons driving the discharge. Therefore, thruster operation is not expected to be significantly affected at higher pressure gradients, and although experimental testing was performed with low pressure gradients the results should be indicative of true thruster performance.

Thruster performance estimates (see Section 4.3) made using the measured gas temperatures and the Rocket Equation (Equation 1.1) show argon is a preferable propellant over N\textsubscript{2}, producing similar thrust but with higher specific impulse and efficiency. Pocket Rocket operating on argon at 10 W and 1.5 Torr produces an estimated thrust of 2.4 mN with a specific impulse of 76 s. This is approximately double the performance of a cold gas thruster with similar geometry and similar performance to other microwave and radio-frequency electrothermal thrusters discussed in Chapter 1. However, the current Pocket Rocket design is completely unoptimised, and it is expected that performance can be increased significantly by optimising the design to be used for a flight ready prototype.

In preparation of a flight ready prototype, the neutral gas temperatures attained for alternate propellants should be analysed, to ensure the most suitable propellant is utilised in the final design for optimal performance. Construction of the thruster housing and choice of discharge tube material should be thermally optimised, as mentioned above. In addition, further improvements to the performance of the Pocket Rocket device can be achieved by optimising the electrode configuration and discharge tube geometry. It is suggested CFD simulations are used for preliminary investigations into geometric optimisation, to reduce the time and expense required to create numerous additional experimental devices. Finally, although a nozzle was not included here where the investigation focussed on the underlying physics of the thruster and not its direct performance, any flight ready prototype development
should include investigations into an optimal nozzle design.

Outcomes of this work have demonstrated proof of concept of the Pocket Rocket electrothermal plasma micro-thruster under development at the Australian National University, and have identified the underlying physical mechanisms behind the associated plasma discharge and neutral gas heating. Expansion of this work through the suggestions included above will lead to the development of an optimised flight ready Pocket Rocket prototype. Additionally, the outcomes of this work in regards to the plasma discharge and neutral gas heating findings can be applied to other electrothermal plasma devices, to improve performance and advance the current state of technology.
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