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Abstract Topography influences the circulation in the Southern Ocean, generating stationary meanders
in the lee of topographic features, triggering hot spots of mesoscale eddy kinetic energy, and modifying jets
and fronts. However, the relationship between topography and submesoscale flows (with length scales of
order 1–10 km) has not yet been explored. The first submesoscale-resolving (1/80◦ resolution) ocean model,
with realistic topography of the Indian sector of the Southern Ocean, is used to investigate this interaction.
The results show spatial inhomogeneity in submesoscale activity that is correlated with topography.
Topographic influence is primarily indirect: topography controls mesoscale flows, which in turn generate
submesoscale activity. Mesoscale eddy kinetic energy and strain rate can be used, to first order, to infer
submesoscale vertical velocity, implying a possible route to parameterise submesoscale activity in coarser
resolution models.

1. Introduction

The circulation in the Southern Ocean is characterized by the jets and eddies of the predominantly
eastward Antarctic Circumpolar Current (ACC). The ACC, which encircles the Antarctic continent, is steered
by topography, such that the position and structure of its jets and fronts deviate from the zonal direction,
both spatially [e.g., Sokolov and Rintoul, 2009] and temporally [Chapman and Morrow, 2014]. Topography
can produce quasi-stationary meanders [Naveira-Garabato et al., 2009] or Rossby waves in the lee of
topographic features [e.g., Colton and Chase, 1983]. It can excite hot spots of eddy kinetic energy [Thompson
and Sallée, 2012] and is also involved in the generation of energetic internal tides [e.g., Park et al., 2008a] and
enhancement of vertical mixing [e.g., Nikurashin et al., 2013]. Thus, the Southern Ocean is a region where
bottom topography directly affects the surface flow. However, topographic effects on the submesoscale
structures in the Southern Ocean circulation are yet to be explored.

Submesoscales are characterized by length scales of order (1–10) km, a vertical extension of few hundred
meters and a lifetime of the order of several days, covering spatiotemporal scales which are difficult to
observe and resolve in numerical models [Boccaletti et al., 2007; Fox-Kemper et al., 2008]. Submesoscale
features can emerge from a range of mechanisms such as frontogenesis or frontal instabilities
[e.g., Mahadevan and Tandon, 2006; Capet et al., 2008; Thomas and Ferrari, 2008; Thomas et al., 2008] and
can provide a route to dissipation, via loss of balance of geostrophic flows which yields a forward cascade of
energy toward smaller scales [e.g.,McWilliams et al., 2001;Molemaker et al., 2005]. Furthermore, numerical
studies have revealed that submesoscales control vertical velocities and vertical transport [e.g., Capet et al.,
2008; Lévy et al., 2001, 2012; Rosso et al., 2014]. Studies have also shown that submesoscales influence the
mixed layer stratification [Lapeyre et al., 2006; Boccaletti et al., 2007; Fox-Kemper et al., 2008; Thomas and
Ferrari, 2008;Mahadevan et al., 2010] and large-scale flows [Lévy et al., 2010]. Typical submesocale vertical
velocities are O(100 m d−1) in the weakly stratified, eddy-rich near-surface waters of the Southern Ocean
[Phillips and Bindoff, 2014; Rosso et al., 2014]. The enhancement of vertical velocity, and hence transport,
influences the carbon cycle by intensifying nutrient supply to the surface euphotic layers and, consequently,
stimulating phytoplankton production [e.g., Klein and Lapeyre, 2009; Lévy et al., 2009]. The Southern Ocean
is a region of high anthropogenic carbon uptake [e.g., Khatiwala et al., 2009], where iron is a limiting
nutrient [e.g., Boyd et al., 2000] and submesoscale processes can enhance the supply of iron to the surface
[Rosso et al., 2014]. Regions of enhanced primary productivity are correlated with both strong submesoscale
activity and the occurrence of large subsurface topography [Rosso et al., 2014]. However, the extent to which
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Figure 1. (a) The colors show a snapshot of surface density gradients |∇H𝜌| over the entire 1/80◦ domain, nested within
the 1/20◦ domain (the larger white area). Black contours are 200 day averages of sea surface height from the 1/20◦

model (indicative values are, from the southernmost contour: −0.8m, −0.4m, and 0.5m), grey contours are isobaths for
the first 3000 m, with 600 m steps, and land contours are in cyan. The red box in Figure 1a defines the boundaries of
(b) the subregion.

topography might influence submesosocales and their associated vertical velocities in this region has never
been investigated before.

This study represents the first regional submesoscale-resolving numerical model with realistic topography,
which simulates the ocean circulation of the south Indian Ocean (Figure 1) and examines the impact of
topography on upper ocean submesoscale processes. The south Indian Ocean is characterized by complex
bathymetric structure, having deep ridges, notably the southeast Indian Ridge (SEIR), and a shallow plateau,
the Kerguelen Plateau (KP, Figure 1a); this complexity is responsible for deflecting and dividing the ACC and,
consequently, producing an intense mesoscale eddy field. The model will be described in greater detail in
section 2. The results will be presented in section 3 and conclusions in section 4.

2. Methods

Simulations are performed using the MITgcm [Marshall et al., 1997] (in hydrostatic mode) with a horizontal
resolution of 1/80◦. These simulations are built on the submesoscale-resolving experiments described and
validated in the previous study by Rosso et al. [2014] but now have a larger nested region at 1/80◦ resolution.
Furthermore, the present model is zonally reentrant, located in the region 57◦E−129◦E, 54◦S− 40.5◦S,
which gives a size of 5760 points in longitude, 1080 in latitude, and 150 vertical levels, making this the
largest submesoscale-resolving model we know of. The model uses partial cells for the topography and has
a vertical resolution which increases from 10 m (close to the surface) to 50 m at depth. The maximum depth
is 5000 m. The model is nested within a coarser-resolution configuration (the 1/20◦ resolution experiment
of Rosso et al. [2014]) and open boundary conditions are used on the northern and southern boundaries,
where daily zonal and meridional velocities, temperature, salinity, and sea surface height are prescribed by
the 1/20◦ run. The 1/80◦ model’s initial condition is interpolated from the equilibrated 1/20◦ run. The model
is forced and relaxed to temporally constant fields. All other parameters are as specified in section 2 of Rosso
et al. [2014]. Statistical equilibrium is reached after 800 days, a further 400 days are run and analyses are
performed over the last 200 days of simulation.

3. Results

In the following subsections the modeled ocean dynamics are analyzed, with a particular emphasis on the
local vertical motion as a proxy for submesoscale activity and its relation to realistic topography (considering
its variation, depth, and roughness). Our analysis is mostly focused on the upper ocean vertical velocity w,
as this is most relevant to nutrient transport into the euphotic zone and is better constrained than w near
the bottom.

Temporal means are 200 day averages and are denoted by an overbar (⋅). Fluctuations (⋅′) are defined as the
departure from the time mean, while < ⋅ > indicates spatial averages. The domain used for the analysis
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Figure 2. Two hundred day temporal averages of (a) magnitude of submesoscale vertical velocity at 400 m (color scale
is saturated), (b) surface submesoscale eddy kinetic energy, (c) surface mesoscale strain rate, (d) surface mesoscale eddy
kinetic energy, and (e) bottom submesoscale eddy kinetic energy. Boxes indicate subregions for the analysis shown in
Figure 3. Grey (black) contours in Figure 2a (Figures 2b–2e) are topographic contours for the first 3000 m, with a step of
600 m (maximum depth is 5000 m). The black contour in Figure 2a is the 400 m isobath.

includes the entire longitudinal extension of the model, but a smaller latitude range (53◦S–41.5◦S) to avoid
unrealistic boundary effects. Spatial filters are used to decompose the fluctuating component of the flow
into mesoscale and submesoscale components. The mesoscale component, indicated by the subscript “M,”
has been obtained by applying a low-pass filter (a running mean over 1/5◦, comparable to the first baroclinic
Rossby radius at these latitudes [Chelton et al., 1998]) to the fluctuations, at each instant and includes all
scales from mesoscale upward. We define the submesoscales (“S”) as the residual between the fluctuations
and “M.” This definition of submesoscales will capture the frontal structures of interest, albeit with contami-
nation from other dynamics occurring at the same length scale (such as internal waves and variability within
a mesoscale eddy).

3.1. Frontal Structures

Topography constrains the circulation in this region and the model captures its main features (see Park et al.
[2008b] and Rosso et al. [2014] for a comparison). In particular, the simulation shows that the ACC interacts
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with the Kerguelen Plateau and is divided into two main streams, one flowing north of the plateau and one
through the Fawn Trough (shown by sea surface height contours from the 1/20◦ resolution simulation in
Figure 1a). The northern stream generates a meander on the northeast side of KP, a well observed feature
of this region [Naveira-Garabato et al., 2009; Phillips and Bindoff, 2014]. Furthermore, the circulation through
the Fawn Trough (just partially included in the 1/80◦ model) interacts with the southward stream that comes
from north of the plateau.

The horizontal density gradient |∇H𝜌| (Figures 1a and 1b) is a good indicator of submesoscale structures.
These structures are nonuniformly distributed over the domain, suggesting that their location might be
constrained by the topography. Strong frontal activity is found downstream of KP (Figure 1b shows a
detailed closeup of |∇H𝜌| in this location) and east of SEIR, with decay farther toward the east. It is well
known that submesoscale frontal structures are associated with large vertical velocities [e.g., Capet et al.,
2008; Lévy et al., 2001; Rosso et al., 2014], which might enhance vertical transport of nutrients from depth,
through the mixed layer [e.g., Lévy et al., 2001]. Some of the processes that can contribute to vertical motion
are discussed byMahadevan and Tandon [2006]. Although an exhaustive study of these and other processes
in this model is beyond the scope of this paper, we highlight the importance of more detailed analyses for
future developments.

The vertical motion at a depth of 400 m is chosen as a proxy for near-surface submesoscale activity. The
400 m fixed depth has been selected in order to focus on the vertical velocities near the base of the deepest
mixed layers, where they can have a significant implication over nutrient supply. Figure 2a shows the
temporal average of the magnitude of the submesoscale vertical velocity, |wS|, at this depth. The striking
feature in this figure is the inhomogeneity, or patchiness, of |wS|. The patchiness is persistent in time:
100 day averages of |wS|, computed over different time periods, show consistent patterns of intensity
(not shown). Figure 2a indicates that large |wS| are predominantly concentrated east of KP and east of SEIR,
corresponding to locations of filamentary structures (Figure 1a). Investigating the origin of such patchiness
is the aim of the present work. An analysis of the possible causes follows.

3.2. Causes of Patchiness

In the following subsections, different mechanisms that aim to describe the patchiness highlighted
in Figure 2a will be investigated by using horizontal sections of the 200 day mean of mesoscale
(EKEM = (u2M + v2M)∕2) and submesoscale (EKES = (u2S + v2S )∕2) eddy kinetic energy (Figures 2b, 2d,

and 2e) and mesoscale strain rate (SM =
√

((uM)x − (vM)y)2 + ((vM)x + (uM)y)2), in Figure 2c. Note that EKEM,

purely obtained from the mesoscale field, does not consider cross-scale components. The vertical
structure of key parameters is investigated via spatial and temporal averages over specific regions (indicated
by the boxes in Figure 2) as shown in Figure 3, selected in order to consider different flow features and
topographic depths. In each region we show vertical profiles of root mean square vertical velocity,

decomposed into mesoscale (RMS(wM)=
√

< w2
M >, magenta lines) and submesoscale

(RMS(wS) =
√

< w2
S >, in black) components. The depth distribution of the topography in each box is

illustrated by a histogram (red bars). Furthermore, indicative snapshots of vertical sections of wM and wS

(Figure 4) will be used as examples to depict properties of the vertical motion.
3.2.1. Direct Generation

One plausible mechanism for the observed patchiness in the vertical motion is the direct interaction
of the mean flow u with topography H, i.e., vertical velocity due to bottom-generated vertical motion
wbottom=−ubottom ⋅ ∇H. We found that the near-surface patchiness of |wS| does not correlate to the
gradient of the topography (not shown); however, ∇H presents nonnegligible values in localized regions,
where it can contribute to the magnitude of the near-surface vertical velocity. For example, regions such as
KP2 and KP3, whose vertical profiles are shown in Figures 3b and 3c, represent areas where the influence of
the topography extends throughout the water column, as indicated by depth histograms. This connection
between the near-surface submesoscale vertical velocity and topography in KP3 is evident in the snapshot
of wS in Figure 4b. However, Figure 2a shows that hot spots of |wS| at 400 m depth are distant from the
400 m depth contour (black line in figure), indicating that this mechanism is unlikely to be the main
driver for the patchiness in the submesoscale vertical velocities. In addition, Figure 2e, which shows
the near-bottom EKES (computed considering velocities three grid points above the bottom), illustrates
that topography directly influences submesoscales most strongly at depths far below 400 m. Thus, we
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Figure 3. Vertical profiles of 200 day average of spatial root mean square mesoscale (magenta) and submesoscale
(black) vertical velocity for the boxes in Figure 2 (x axis indicates values in [m d−1]); histograms show the probability
density function of topographic depth. (a and d–f ) Indicative of an indirect topographic influence on the patchiness of
submesoscale vertical velocity. (b and c) A direct generation of w by the topography.

conclude that the main patches of strong submesoscale activity at 400 m are not due to direct topographic
interaction.
3.2.2. Internal Waves

The model resolves the internal wave frequency range, having a time step of 60 s but does not fully resolve
the spatial scales of internal waves (and hence their associated energy). Nevertheless, some of the signal in
|wS|may be due to internal waves rather than submesoscale flow; only the latter is of interest in this study,
as advection by internal waves will not produce significant net vertical nutrient transport. In particular,
internal lee waves, generated by the interaction of the flow with rough topography, could be a component
of the |wS| signal at 400 m, perhaps contributing to its patchiness. We observe that the bottom EKES
(Figure 2e) is largest in deep regions of rough topography, creating the maximum values of RMS(wS) at
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Figure 4. Snapshot vertical sections (a, b) at approximately 51◦S (in KP3 region) and (c, d) at 88◦E (in KP4). Figures 4a and
4c show mesoscale components of vertical velocity, while Figures 4b and 4d show the submesoscale components. The
black lines represent the mixed layer depth, computed with a temperature criterion of ΔT =0.05◦C.

depth (Figure 3) consistent with the generation of internal lee waves. However, strong EKES at the surface
is broadly distributed, rather than being concentrated over regions of rough topography. Thus, further
examination of the vertical extent of lee wave propagation is required.

The profiles of RMS(wS) in KP1, KP4, SEIR1, and SEIR2 (Figure 3) show that the deep enhancement of vertical
velocity decays with height, away from topography. However, the near-surface maxima in RMS(wS) stand
out above this decay rate. Furthermore, the near-surface wS signal in Figure 4d, which has a vertical phase
line, is decoupled from the signal near the bottom which has phase lines whose tilt is consistent with the
dispersion relation for linear lee waves.

A movie of hourly sampled vertical velocity over 30 days is available in the supporting information. The
movie is composed of horizontal and vertical sections of unfiltered w at 400 m and 47◦S, respectively, and
partly includes the KP1 and KP2 boxes. It shows the occurrence of surface-generated upper ocean structures
(e.g., at 47◦S, 82.5◦E–84.5◦E, from day 13 to 16, or 47◦S, 87◦E–89◦E, from day 14 to 18), lee waves (e.g.,
around 47◦S, 77◦E, from day 6 to 10) and bottom-generated internal waves propagating to the upper ocean
(e.g., around 47◦S, 87◦E in much of the movie). These waves propagating from the bottom to the surface
contribute to the upper ocean signal. However, it is clear from the vertical slice in the movie that the internal
wave signal is mostly confined near the bottom and only occasionally reaches 400 m, except in a few
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isolated locations. We have investigated the temporal spectrum of w in a location around 47◦S, 77◦E at
400 m and found that its dominant frequencies are 1 order of magnitude lower than the Coriolis frequency.
This indicates that the signal variability at 400 m is not dominated by propagating internal wave activity.

Despite this result, we cannot exclude a contamination from bottom-generated internal waves in the
inhomogeneity of near-surface vertical velocities in Figure 2, as stationary lee waves cannot be
distinguished in such analysis. However, the large upper ocean RMS(wS) peak found in these regions
(Figure 3) is a strong indication that internal wave activity cannot be the only component causing those
large vertical velocities; submesoscale processes must also contribute. In addition, EKES (Figure 2b) is larger
and more extensive than the near-bottom EKES (Figure 2e), as expected from a near-surface source. We
conclude that internal waves can affect the upper ocean |wS| but cannot explain its patchiness.
3.2.3. Submesoscale Flow

It has been shown above that the patchiness of vertical velocities is not directly generated by topography
but cannot exclude an internal wave signal. Our results suggest that the remaining part of the
inhomogeneity is likely to be due to an indirect influence of the topography, by controlling the mesoscale
eddy field and triggering a turbulent cascade of energy toward the smaller scales. Damerell et al. [2013] and
Rosso et al. [2014] showed that the mesoscale meandering observed in the KP region and its associated
eddy kinetic energy resulted from the interaction of the mean flow with the topography of KP and the
consequent steering of the large-scale flow. The comparison of the surface EKES in Figure 2b with the
mesoscale strain rate in Figure 2c and the surface EKEM in Figure 2d shows a strong correlation between
EKES ,surface and the strain rate, suggesting that the underlying route transferring energy from mesoscales
to submesoscales occurs via straining of the mesoscale field [e.g., Hoskins and Bretherton, 1972]. The
submesoscale eddy kinetic energy is aligned with patterns of |wS|. The correlation is sufficiently strong to
propose that the patchiness in |wS| is likely to be indirectly generated (at least in part) by the topographic
influence on the mesoscale (and larger) flow. In Movie S1 (supporting information) we see clear examples
(in both the horizontal and vertical slices) of submesoscale filaments being stretched and sharpened by
mesoscale strain, leading to strong vertical motion just below the mixed layer and extending to around
1000 m depth (e.g., at 47◦S, 84◦E, from day 11 to 18). In most locations the w signal at 400 m largely
originates in the surface region and is uncorrelated with the deeper variability.

Regions such as KP1, KP4, SEIR1, and SEIR2 are representative of the above proposed mechanism.
Downstream of KP, the submesoscale activity is stronger than in the area east of SEIR: this feature is also
well reflected in the profiles of RMS(wS) (Figure 3). The vertical extent of near-surface submesoscale vertical
velocities stretches well beyond the mixed layer depth (as the example in Figure 4d illustrates), consistent
with previous studies [e.g., Lapeyre et al., 2006; Klein et al., 2008; Rosso et al., 2014]. This vertical extent might
reflect an ageostrophic secondary circulation developing consequently to the strengthening of density
fronts, due to mesoscale straining [Lapeyre et al., 2006]. In SEIR1 and SEIR2, there is a strong correlation
between spatial patterns of EKES and SM and the magnitude of |wS| (Figure 2). However, the correlation is
imperfect, reflecting the complexity of this flow. For example, KP1 has a smaller strain rate than KP4, but
nevertheless a comparable or larger |wS| at 400 m. Strong lee waves (visible in the movie) may contribute to
the anomalously large |wS| at KP1.
We have analyzed other regions in the model, whose data are not shown in the present paper for brevity,
and which confirm the tendency described above. We conclude that, despite the imperfect correlation
between mesoscale strain rate and sub-mesoscale vertical velocities, it is likely that the indirect generation
via mesoscale strain is a major mechanism for the generation of the observed sub-mesoscale hot spots.

3.3. A Proxy for Submesoscales

The significance of submesoscale processes has been widely asserted [e.g., Lévy et al., 2001; Lapeyre et al.,
2006; Mahadevan and Tandon, 2006; Klein et al., 2008; Capet et al., 2008; Rosso et al., 2014], motivating
the need to understand their dynamics and parameterize their effect in global ocean models [Boccaletti
et al., 2007; Fox-Kemper et al., 2008]. Eddy kinetic energy and strain rate provide evidence that the
patchiness observed in the submesoscale vertical motion is likely to be indirectly induced by topography
via its influence on the mesoscale flow.

Further support for this interpretation is provided by Figure 5, which shows the correlation of submesoscale
vertical velocities with mesoscale eddy kinetic energy (Figure 5a) and strain rate (Figure 5b). For this
analysis we have divided the domain into 216 boxes, each 2◦ × 2◦. Temporal (200 day) and horizontal spatial
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Figure 5. Vertical velocity dependence on mesoscale (a) surface eddy kinetic energy and (b) surface strain rate. Fields
are 200 day and 2◦ × 2◦ averages (vertical velocity is also averaged over the top 400 m), and the standard deviation
computed for each box (216 boxes in total) is illustrated by the vertical bars.

averages are computed over each box. Mesoscale quantities, < EKEM > and < SM >, are estimated at the
surface, while submesoscale vertical velocities are also vertically averaged over the top 400 m. The standard
deviation, indicated by error bars, shows the fluctuation in space and time of |wS| within each box. The
scatter in the points may indicate the occurrence of a range of submesoscale generation mechanisms, such
as direct or wave-mediated topographic interaction. However, both the mesoscale eddy kinetic energy and
the strain rate have a significant correlation with the vertical motion: we found a correlation coefficient r of
0.79 for < EKEM > and r=0.82 for < SM >. These strong correlations with the near-surface submesoscale
vertical velocities suggest a possible parameterization of these fields in models with coarser resolution.

As a comparison with the existing parameterization of Fox-Kemper et al. [2008], we have investigated the
correlation of vertical velocities with the horizontal gradient of mesoscale buoyancy and with the mixed
layer depth (not shown). We have found a strong correlation (r=0.77) of < |wS| > with the horizontal
gradient of mesoscale buoyancy but not with the mixed layer depth. A more detailed analysis would be
required in order to investigate the implications of this result; however, this is beyond the focus of the
present work.

4. Conclusions

The model shows that in the south Indian Ocean the inhomogeneity in submesoscale activity primarily
occurs through indirect effects of the topography. From the interaction of the large-scale flow with the
topography, meanders and eddies develop and subsequently destabilize, transferring energy to smaller
scales. Internal wave activity and direct generation of submesoscale flows by the topography can be
significant in specific regions, but these mechanisms are less widespread. Finally, we conclude that the
correlation between submesoscale activity and mesoscale strain, which is likely driven by frontogenesis
[Hoskins and Bretherton, 1972], suggests a possible route to parameterize submesoscale vertical velocities.
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