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Estimating health expectancies from two cross-sectional surveys: The intercensal method
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Abstract

Health expectancies are key indicators for monitoring the health of populations, as well as for informing debates about compression or expansion of morbidity. However, current methodologies for estimating them are not entirely satisfactory. They are either of limited applicability due to high data requirements (the multistate method) or based upon questionable assumptions (the Sullivan method).

This paper proposes a new method, called the “intercensal” method, which relies on the multistate framework using widely available data. The method uses age-specific proportions “healthy” at two successive, independent cross-sectional health surveys, and, together with information on general mortality, solves for the set of transition probabilities that produces the observed sequence of proportions healthy. The system is solved by making realistic parametric assumptions about the age patterns of transition probabilities. Using data from the Health and Retirement Survey and from the National Health Interview Survey, the method is tested against both the multistate method and the Sullivan method. We conclude that the intercensal approach is a promising framework for the indirect estimation of health expectancies.
1. Introduction

Health expectancies are population health indicators which combine information on both quantity of life (through mortality) and quality of life (usually through disability). Health expectancies measure the number of years that an individual can expect to live in defined health statuses. For example, the life expectancy with disability corresponds to the number of years that one can expect to live with some disability. The disability-free life expectancy corresponds to the number of years that one can expect to live in the absence of disability. Disability and disability-free life expectancies add up to the total, conventional life expectancy.

Health expectancies are important indicators for several reasons. First, they allow the monitoring of the health of populations with a greater level of detail than traditional life expectancies (Mathers et al. 2003). International comparisons of life expectancies may hide important differences in levels of morbidity and disability. This becomes particularly critical as countries advance through the epidemiological transition and experience increasing proportions of deaths due to degenerative diseases often preceded by a period of disability. The World Health Organization has recognized the importance of health expectancies as population health indicators and has estimated them for 191 member states (World Health Organization 2004).

Second, trends in health expectancies are useful indicators for addressing the question of whether current increases in life expectancy are being matched by similar increases in healthy life. In recent decades, several hypotheses have emerged: the expansion-of-morbidity hypothesis, which states that seriously chronically-ill individuals are being kept alive by medical interventions, creating increasing demands on health and social care systems while generating limited improvements in the well-being of the population (Gruenberg 1977; Olshansky et al. 1991); the compression-of-morbidity hypothesis, which states that the average age at onset of disability increases faster than life expectancy, creating a decrease in the number of years spent with disability (Fries 1980, 1983, 1993); and the dynamic-equilibrium hypothesis, an intermediate hypothesis which states that when disability is defined as severe morbidity, the number of years spent with disability remains relatively constant as life expectancy increases (Manton 1982). These are important debates with implications for the future costs of health and social care systems in low-mortality countries. An international research network, the Network on Health Expectancy (Réseau Espérance de Vie En Santé, or REVES), is committed to promoting the use of health expectancies and to improving and harmonizing calculation methods (http://reves.site.ined.fr/en/home/).

In spite of the importance of health expectancies as population health indicators, current methodologies for estimating them are not entirely satisfactory. They are either
of limited applicability because of high data requirements (the multistate method), or based on questionable assumptions (the Sullivan method). The multistate (or increment-decrement) life table method uses a framework that is consistent with the standard life expectancy calculations (Rogers et al. 1990). In a standard period life table, age-specific mortality rates are estimated for one period, and the life expectancy is calculated by simulating a fictitious (or synthetic) cohort of individuals exposed throughout their life time to the mortality rates of that particular period. Thus the period life expectancy summarizes mortality conditions of a particular period. The multistate life table also uses period conditions when calculating the number of years that one can expect to live in a particular health status. Period conditions are summarized with a set of age-specific “transition” rates observed during the period of interest. In the case of health expectancies involving only two health statuses (such as disability-free vs. disabled or, more generally, any “healthy” vs. “unhealthy” dichotomy), there are four possible transitions: from healthy to unhealthy; from healthy to death; from unhealthy to healthy; and from unhealthy to death. Health expectancies are calculated by simulating a synthetic cohort exposed throughout their life time to the transition rates of the period of interest. These health expectancies refer to individuals in a given health state at a given age, and are thus called “conditional” health expectancies. From this simulation are derived “period” or “equilibrium” proportions of healthy individuals, i.e., the proportions of individuals of a given age who are healthy in the synthetic cohort. By weighting conditional health expectancies with these equilibrium proportions, one can obtain “unconditional” health expectancies, i.e., the number of years that one can expect to live above age $x$ in a particular health state, regardless of state at age $x$.

In spite of its methodological soundness and the richness of its output, the multistate method has one major drawback: it requires data from longitudinal surveys (Mathers 2002). These surveys, which are expensive and complex to carry out, are not widely available. As a result, the multistate method has produced only sporadic health expectancy estimates. These data requirements dramatically reduce the attractiveness of the multistate method, which at present does not appear as a realistic tool for producing long time series of health expectancies or making broad international comparisons of population health (Cambois et al. 1999).

Because of the high data requirements of the multistate method, research on health expectancies has more often relied on the Sullivan method (also called observed-prevalence method) (Sullivan 1971; Cambois et al. 1999). The Sullivan method is based on the assumption that the observed cross-sectional age-specific proportions of healthy individuals are equal to the “equilibrium” proportions defined above. Under this assumption, one can apply these observed age-specific proportions healthy to the total survival curve for the synthetic cohort, which produces a curve for the proportion of births that are healthy at age $x$. The area under this “healthy” survival curve gives
unconditional health expectancies. If the assumption holds, these unconditional health expectancies are equal to the unconditional health expectancies produced by the multistate method. Because of this assumption, the Sullivan method requires only data from one cross-sectional census or survey, together with knowledge of overall mortality (usually an official life table).

However, there is no guarantee that the assumption of the Sullivan method holds in real situations. The currently-observed proportions healthy are the product of a history of mortality and disability that spans about a century, whereas equilibrium proportions are the product of mortality and disability for the current period only. The Sullivan method thus produces an indicator which is affected by the past history of the population (Brouard and Robine 1992). It is not a “pure” period index indicating the number of healthy years that one should expect to live under current conditions. In fact, the Sullivan method can be viewed as a composite method which combines synthetic cohort information (period survival) with actual cohort information (proportions healthy). Another drawback of the Sullivan method is that it produces only estimates of unconditional health expectancies. Age-specific transition rates and conditional health expectancies cannot be estimated with the Sullivan method.

There is some debate in the literature about the magnitude of the bias in the Sullivan method. Some authors have concluded on the basis of actual data that the differences between observed and equilibrium proportions healthy are significant, and that health expectancy estimates based on the Sullivan method should not be used for conclusions on compression or expansion of morbidity (Rogers et al. 1990; Barendregt et al. 1994, 1997; Lievre et al. 2003). On the other hand, Mathers and Robine (1997) have concluded on the basis of simulated scenarios that the differences are not very large and that the Sullivan method is acceptable for monitoring long-term changes in population health. These simulations have been later criticized by Barendregt and colleagues who believe that the chosen scenarios provided too favorable results in support of the Sullivan method (Barendregt et al. 1997). In spite of disagreement about the size of the biases, there is consensus that the multistate method is theoretically sounder than the Sullivan method (Laditka and Hayward 2003) and that one should be careful in interpreting Sullivan-based measures in terms of compression or expansion of morbidity (Nusselder 2003). In sum, it appears that the Sullivan method is the most-commonly used method more because of its reliance on widely available data than because of its reliability. Uncertainties about scenarios of compression or expansion of morbidity may be due in part to these methodological issues.

This paper explores a new approach for estimating health expectancies which relies on the multistate framework, but uses widely available data. The method uses observed proportions of healthy individuals at two successive, independent cross-sectional surveys, and, together with information on general mortality, solves for the set
of period transition probabilities that produces the observed sequence of proportions healthy. The system is solved by making realistic parametric assumptions about the age pattern of transition probabilities. The proposed approach aims at resolving a major drawback of the multistate method by relying on widely available data. Indeed, cross-sectional proportions healthy are widely available from health surveys routinely conducted in various parts of the world and for various time periods, as well as from certain censuses (Myers and Lamb 1992). General mortality information is also widely available. This new approach, which applies when two health statuses (in addition to death) are considered, produces both conditional and unconditional health expectancies.

This is not the first time that two successive cross-sections are used for estimating period conditions. There is a family of indirect demographic methods, called “intercensal” methods, which uses demographic identities to estimate a single-decrement or multiple-decrement period life table from two cross-sections (Preston et al. 2001; Schmertmann 2002). The proposed method can be considered as an extension of the intercensal framework to the estimation of a multistate (increment-decrement) life table. We thus refer to this method as an “intercensal” method, although it can use survey data as well.

A number of authors have examined how successive cross-sectional data can be used to estimate a multistate system in the absence of direct information on actual transitions (Willekens 1982, 1999; Schoen and Jonsson 2003). However, the existing approaches (i.e., the Iterative Proportional Fitting (IPF) approach and the Relative State Attraction (RSA) approach) require absolute counts of individuals by state at two cross-sections. They thus have limited applicability when the data come from two independent sample surveys, where the absolute counts of individuals at two cross-sections cannot be related to one-another in a meaningful way. Unlike the IPF and the RSA approaches, the intercensal method does not use absolute counts of individuals as inputs and can thus be applied to data from independent sample surveys. In addition, it makes less constraining assumptions than the RSA approach, especially with regards to mortality (Schoen and Jonsson 2003).

In a different line of research, Davis et al. (2001) and Imai and Soneji (2007) have used successive cross-sections to estimate health expectancies. Their goal, however, was not to reconstruct the full increment-decrement system, which they recognize cannot be recovered with their methodology, but to estimate unconditional health expectancies, as in the Sullivan method. Moreover, they use successive cross-sections not to estimate inter-survey period conditions, but to track actual cohorts as they appear in these cross-sections and estimate corresponding cohort health expectancies. The approach they developed can thus be viewed as a version of the Sullivan method for the estimation of cohort health expectancies. In this paper, we go beyond previous research by proposing a methodology that uses data from two independent cross-sectional
sample surveys with the aim of recovering the multi-state system prevalent during the inter-survey period.

2. Basic principles

2.1 Exact relationship linking proportions of “healthy” individuals at two dates

In this section, the terms “healthy” and “unhealthy” refer to any dichotomous definition of health states. The basic equation of the intercensal approach expresses the observed population proportion of healthy individuals at age \( x+n \) and time \( t+n \), \( \Pi(x+n, t+n) \) (=healthy individuals at age \( x+n \) and time \( t+n \)/all individuals at age \( x+n \) and time \( t+n \)), in terms of the observed proportion of healthy individuals in the same cohort at time \( t \), \( \Pi(x, t) \), and the transition probabilities prevailing between \( t \) and \( t+n \). The derivation of the equation involves following cohorts of healthy and unhealthy individuals between \( t \) and \( t+n \), and comparing their respective evolution to that of the entire cohort, regardless of health status.

Suppose the following transition probabilities, which all refer to conditions of period \([t, t+n]\):

- \( q_{x}^{HU} \) = probability that a healthy individual aged \( x \) at time \( t \) will be unhealthy at time \( t+n \);
- \( q_{x}^{HD} \) = probability that a healthy individual aged \( x \) at time \( t \) will die between time \( t \) and \( t+n \);
- \( q_{x}^{UH} \) = probability that an unhealthy individual aged \( x \) at time \( t \) will be healthy at time \( t+n \);
- \( q_{x}^{UD} \) = probability that an unhealthy individual aged \( x \) at time \( t \) will die between time \( t \) and \( t+n \);
- \( q_{x} \) = probability that an individual aged \( x \) at time \( t \) will die between time \( t \) and \( t+n \), regardless of health status at age \( x \).

The observed population proportion of healthy individuals at age \( x+n \) and time \( t+n \), \( \Pi(x+n, t+n) \), is equal to:

\[
\Pi(x+n, t+n) = \frac{\Pi(x, t) \cdot (1 - q_{x}^{UD} - q_{x}^{HU}) + [1 - \Pi(x, t)] \cdot q_{x}^{UH}}{1 - q_{x}}
\]  \hspace{1cm} (1)

Equation (1) can be modified as follows:
By defining $n_{rx} = n_{qx}/n_{qx}$ (unhealthy/healthy mortality ratio) and using the fact that death probabilities for the entire population are weighted averages of the death probabilities for healthy and unhealthy populations

$\Pi(x, t) = \Pi(x, t)_{nq} + [1 - \Pi(x, t)]_{nq}$, Equation (2) can be rewritten as:

$$\Pi(x + n, t + n) - \Pi(x, t) = \frac{\Pi(x, t)}{1 - q_s} - \frac{\Pi(x, t)_{nq} q_s^{UH}}{\Pi(x, t) + [1 - \Pi(x, t)]_{nq} r_s} - \frac{\Pi(x, t)_{nq} q_s^{UH}}{1 - q_s}$$

If the only available information consists of two independent cross-sections of the population (with age and health status as variables), as well as a conventional life table prevailing between $t$ and $t+n$, the known quantities of Equation (3) are $\Pi(x, t)$, $\Pi(x + n, t + n)$ and $n_{q_k}$. The other quantities, $n_{q_k}^{UH}$, $n_{q_k}^{HD}$, and $n_{rx}$ are unknown. When data are available for $k$ age groups, Equation (3) expands to a system of $k$ equations.

This system of $k$ equations is obviously not solvable, because it has $3k$ unknowns. However, the quantities $n_{q_k}^{UH}$, $n_{q_k}^{HD}$, and $n_{rx}$ do not vary randomly with age. On the contrary, they correspond to health processes that are clearly related to age (incidence of disability, recovery from disability, and active/disabled mortality ratio in the case of the active vs. disabled dichotomy). As discussed in the next section, these quantities follow some rather simple functions of age. Knowledge of the age patterns of these three functions will reduce the number of unknowns in the system of equations, and allow us to search for optimal solutions.

### 2.2 Age-patterns of transition rates in the disability multistate framework

There is a body of literature showing that the four sets of transition rates in the active/disabled/dead multistate framework follow some well-defined age-patterns. For example, Rogers et al. (1990) and Crimmins et al. (1994) have shown that such transition rates are well described by exponential functions at ages 60 and above.

More recently, Laditka and Wolf (1998) and Lièvre et al. (2003) have developed a model in which the partial odds of monthly transition probabilities follow a log-linear function of age:

$$\Pi(x + n, t + n) - \Pi(x, t) = \frac{\Pi(x, t)}{1 - q_s} - \frac{\Pi(x, t)_{nq} q_s^{UH}}{\Pi(x, t) + [1 - \Pi(x, t)]_{nq} r_s} - \frac{\Pi(x, t)_{nq} q_s^{UH}}{1 - q_s}$$
\[ \ln \frac{\phi_{jk}^x}{p_{jk}^x} = \alpha_{jk} + \beta_{jk} x, \quad j \neq k \]  

where \( \phi_{jk}^x \) is the monthly probability of remaining in state \( j \) between \( x \) and \( x+h \), and where \( p_{jk}^x \) is the monthly probability of moving from state \( j \) to state \( k \) between \( x \) and \( x+h \) (\( j = U, H \) and \( k = U, H, D \)). This age pattern is used as a basis for estimating transition probabilities with the IMaCh procedure, which uses longitudinal data. Lièvre et al. have applied this model to data from the Longitudinal Study on Aging (LSOA) and produced estimates of monthly transition probabilities for the sampled population. We converted these monthly transition probabilities into annual and 2-year probabilities (allowing multiple transitions during the two-year period) and found that these probabilities (i.e., \( q_{HU}^x \), \( q_{UH}^x \), \( q_{HD}^x \), \( q_{UD}^x \) for \( n=1 \) or \( n=2 \)) are very well fitted with simple exponential functions at ages 60 and above. This means that exponential assumptions for one or two-year transition probabilities are consistent with Lièvre et al.’s assumptions for monthly transition probabilities.

Our analysis of data from the 1998 and 2000 Health and Retirement Study (HRS) confirms the validity of exponential assumptions for two-year transition probabilities. The 1998 HRS is a nationally representative sample of elderly adults aged 50 and above living in households in the United States in 1998. After deleting 460 cases that were known to be alive but lost; and 63 cases whose survival status was unknown at the 2000 follow-up, the 1998 sample has 10,809 cases (i.e., 4635 men and 6174 women) between the exact age of 64 and 94. Among them, 521 men and 542 women died by the 2000 interview. The analysis does not use sample weights because our preliminary investigation indicates no substantial difference between the un-weighted and weighted data in the age patterns of health state transition probabilities.

We follow the convention of defining the two living states (active and disabled) in terms of functional limitations in the following six activities of daily living (ADLs): dressing, walking across the room, bathing or showering, eating, getting in or out of bed, or using the toilet (Katz et al. 1973). A respondent is defined to be disabled if s/he reported to have any difficulties that last more than three months with at least one of the ADLs, or to "cannot", or "do not do" at least one of them, and to be active if otherwise. In the remainder of this paper, "H" refers to the active state, and "U" refers to the disabled state. Information for month and year of death is available from reports by proxy respondents, or from linkage with the 2000 National Death Index.

Figure 1 shows two-year transition probabilities for males and females in two-year age groups (centered at exact ages 65, 67, ..., 93). As expected, the incidence of disability (\( q_{HU}^x \)) increases with age, while recovery from disability (\( q_{UH}^x \)) decreases with age. Death probabilities for active (\( q_{HD}^x \)) and disabled (\( q_{UD}^x \)) individuals both increase with age, but probabilities are higher and increase with age at a lower rate for
the disabled. The four sets of transition probabilities are well fitted by exponential functions of age, as shown by the exponential curves in Figure 1. The observed and fitted age patterns of mortality for active and disabled individuals imply that the ratio of disabled to active mortality \((n_{rx})\) is greater than one and follows a declining exponential function of age. These results are consistent with Lièvre et al.’s results with the LSOA data.

Figure 1: Observed and fitted age-specific transition probabilities, HRS, 1998-2000 (both sexes combined)

Note: H=active (no ADL limitation); U=disabled (at least one ADL limitation); D=Dead.

2.3 Non-linear model

Knowledge of the age-pattern of \(a_{q_{0}^{UH}}\), \(a_{q_{0}^{HD}}\) and \(a_{r_x}\) allows us to develop a system of equations (one equation for each age group) in which there is a relatively small number of unknown parameters. If all three functions follow an exponential function of age, i.e., 
\[
a_{q_{0}^{UH}} = \alpha_1 \exp(\beta_1 x), \quad a_{r_x} = \alpha_2 \exp(\beta_2 x) \quad \text{and} \quad a_{q_{0}^{HU}} = \alpha_3 \exp(\beta_3 x),
\] we obtain the following equation for each age group:
\[ Y_x = A_x \alpha_1 \exp(\beta_1 x) - \frac{B_x}{C_x + (1 - C_x)} \alpha_2 \exp(\beta_2 x) - D_x \alpha_3 \exp(\beta_3 x) \]  

where

\[ Y_x = \Pi(x+n, t+n) - \Pi(x, t)/(1 - nq_x); \]
\[ A_x = [1-\Pi(x, t)]/(1 - nq_x); \]
\[ B_x = \Pi(x, t) nq_x /(1 - nq_x); \]
\[ C_x = \Pi(x, t); \]
\[ D_x = \Pi(x, t)/(1 - nq_x). \]

Equation (5) can be viewed as a model in which a dependent variable, \( Y_x \), is related to five independent variables (\( x \), \( A_x \), \( B_x \), \( C_x \), \( D_x \)) in a nonlinear fashion.

The core idea of the proposed approach is to use nonlinear optimization techniques to estimate the unknown parameters of Equation (5). Optimization techniques solve systems of equations using iterative procedures. The first step of the optimization consists of defining an “objective” for the optimization, i.e., the quantity that needs to be minimized. The most common objective is the minimization of the sum of squared residuals, but other objectives can be specified. The system is usually solved through a procedure in which initial values of the parameters are iteratively improved until the objective is met (Bates and Watts 1988). In this paper, we use the CONOPT non-linear optimization solver interfaced with the programming language GAMS. This solver is useful for our purpose, because it allows us to specify bounds in the parameters, as discussed below in section 3.3 (Rosenthal 2008).

Once the parameters are solved for, it is possible to produce age-specific estimates of \( q_{xUH}, q_{xHU} \) and \( q_{xR} \), which, together with knowledge of \( q_{xU} \), are sufficient to recover the full set of period transition probabilities \((q_{xUH}, q_{xHU}, q_{xHD}, q_{xUD})\) consistent with the observed changes in proportions active and the observed overall death probabilities. Knowledge of these transition probabilities allows the estimation of a full multistate life table and corresponding period health expectancies (both conditional and unconditional), using classic multistate life table construction techniques (Preston et al. 2001).

It is important to note here that this approach involves probabilities, rather than rates, in the multistate system. Proportions of healthy individuals at two cross-sections are linked to one another via probabilities in Equation (3), and the parameters that are estimated in Equation (5) allow us to recover probabilities rather than rates. There are two reasons for relying on probabilities rather than rates. First, using probabilities produces a simpler relationship linking proportions of healthy individuals at two different dates, embodied in Equation (1). If we wanted to rely on rates, Equation (1)
would have to involve a rate-to-probability conversion and its associated assumptions. This would substantially increase the complexity of the non-linear estimation process. Given that this method relies on very little input data, with only as many observations as age groups, we decided to rely on the most parsimonious relationship between the known and unknown quantities. The second reason is that the main goal of this method is to estimate health expectancies, which requires knowledge of probabilities. If the method was producing rates, we would still have to perform a rate-to-probability conversion in order to estimate health expectancies. In brief, using rates rather than probabilities would be at once more complex and unnecessary. One disadvantage of working with probabilities, though, is that the metric of probabilities (and, thus, the corresponding parametric assumptions) depend on the length of the age interval. By contrast, the metric of rates computed over discrete age intervals will not differ from that of the underlying continuous process (as long as they are expressed with the same exposure metric such as person-years). Age patterns of rates thus better reflect the underlying continuous process of interest, and can be more easily tailored to the various age interval configurations via the rate-to-probability conversion. We believe, however, that for this particular method, the advantages of working with probabilities outweigh the disadvantages.

In this paper, we test our method using two different strategies. We first rely on simulations, with the goal of testing the method’s ability to recover the parameters that generated the simulated data. We then apply the method to two actual cross-sections from the National Health Interview Survey (NHIS), and compare how the method performs in comparison with the multistate approach based on longitudinal data from the HRS.

3. Testing the intercensal method using simulations

3.1 Generating fictitious population data

In a first series of tests, we generated a fictitious population of active and disabled individuals exposed to known transition probabilities, and tested the method’s performance in the ideal situation where the parametric assumptions are exactly met and where there is no sampling variability.

For this purpose, we used the HRS 1998-2000 transition probabilities for males and females combined, which we fitted with exponential functions, as shown in Figure 1. This produced the “true” parameters for the three unknown functions of Equation (5). These parameters are shown in Table 1. Values of the fitted functions are shown in Table 2.
Table 1: True values of the parameters for the exponential functions $nqx^{UH}$, $nqx^{UR}$, and $nqx^{RU}$, used in the simulations

<table>
<thead>
<tr>
<th>Function</th>
<th>Index i</th>
<th>$a_i$</th>
<th>$\beta_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$nqx^{UH}$</td>
<td>1</td>
<td>0.35269</td>
<td>-0.04303</td>
</tr>
<tr>
<td>$nqx^{UR}$</td>
<td>2</td>
<td>5.50699</td>
<td>-0.04878</td>
</tr>
<tr>
<td>$nqx^{RU}$</td>
<td>3</td>
<td>0.06957</td>
<td>0.05598</td>
</tr>
</tbody>
</table>

Note: These values are based on data from the HRS, 1998 & 2000, for both sexes combined. The functions were fitted using least-squares and a transformed age $a=x-65$. This age transformation allows to obtain intercepts that correspond to the values of the functions at age 65.

We then generated population proportions of active individuals at time $t$, $\Pi(x,t)$, by smoothing the HRS 1998 proportions in two-year age intervals centered at exact age $x$, between ages 65 and 93, for both sexes combined. (This series is arbitrary; the test could be conducted with any series of proportions active at time $t$.)

These proportions of active individuals at time $t$ were then projected to time $t+2$, using equation (1) and the fitted transition probabilities. This step required knowledge of $2q_h$ (total mortality), which we calculated using the fitted mortality curves for the active and the disabled, along with the population proportions active at time $t$ ($2q_h = \Pi(x, t)q_h^{ID} + [1-\Pi(x, t)]q_h^{UD}$).

Population proportions of active individuals at time $t$ and $t+2$ are shown in Table 2, together with the age-specific transition probabilities (including total mortality) that agree with these two cross-sections. The health expectancies that correspond to these age-specific transition probabilities are shown in Table 3. (In order to avoid the use of age extrapolation in these tests, we calculated partial health expectancies at age 65, truncated at age 95.) These are the “true” health expectancies that the new method seeks to estimate.

The population proportions active at time $t$ and $t+2$ shown in Table 2, together with overall mortality values ($2q_h$), give us all the information to calculate the “known” elements of Equation (5), i.e., $A_x$, $B_x$, $C_x$, $D_x$, and $Y_x$. We can then use these data as inputs in the optimization solver, with the goal of recovering the original parameters that generated the data and estimating corresponding health expectancies.

Using these inputs, the optimization solver converged to the true parameters. This occurred regardless of the choice of starting values in the solver. This means that in a situation where there is no sampling variability and where the parametric assumptions for the transition probabilities are perfectly met in the population, the unknown parameters can be exactly recovered with this approach. The unknown parameters were also exactly recovered with less sophisticated procedures, such as STATA’s non-linear regression procedure.
### Table 2: Population proportions active at time t, transition probabilities between t and t+2, and corresponding proportions active at time t+2

<table>
<thead>
<tr>
<th>exact age x</th>
<th>( \Pi(x,t) )</th>
<th>( q_{x}^{HU} )</th>
<th>( q_{x}^{UD} )</th>
<th>( q_{x}^{HU} )</th>
<th>( q_{x}^{HD} )</th>
<th>( r_{x} )</th>
<th>( \Pi(x+2,t+2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>0.86269</td>
<td>0.35269</td>
<td>0.11036</td>
<td>0.06957</td>
<td>0.02004</td>
<td>5.50699</td>
<td>0.03244</td>
</tr>
<tr>
<td>67</td>
<td>0.85747</td>
<td>0.32361</td>
<td>0.12191</td>
<td>0.07781</td>
<td>0.02441</td>
<td>4.99510</td>
<td>0.03830</td>
</tr>
<tr>
<td>69</td>
<td>0.85151</td>
<td>0.29692</td>
<td>0.13467</td>
<td>0.08703</td>
<td>0.02972</td>
<td>4.53080</td>
<td>0.04530</td>
</tr>
<tr>
<td>71</td>
<td>0.84341</td>
<td>0.27244</td>
<td>0.14876</td>
<td>0.09734</td>
<td>0.03620</td>
<td>4.10965</td>
<td>0.05382</td>
</tr>
<tr>
<td>73</td>
<td>0.83187</td>
<td>0.24997</td>
<td>0.16434</td>
<td>0.10887</td>
<td>0.04409</td>
<td>3.72765</td>
<td>0.06429</td>
</tr>
<tr>
<td>75</td>
<td>0.81158</td>
<td>0.22936</td>
<td>0.18153</td>
<td>0.12177</td>
<td>0.05369</td>
<td>3.38116</td>
<td>0.07777</td>
</tr>
<tr>
<td>77</td>
<td>0.78091</td>
<td>0.21045</td>
<td>0.20053</td>
<td>0.13620</td>
<td>0.06539</td>
<td>3.06687</td>
<td>0.09498</td>
</tr>
<tr>
<td>79</td>
<td>0.74265</td>
<td>0.19009</td>
<td>0.22152</td>
<td>0.15233</td>
<td>0.07963</td>
<td>2.78180</td>
<td>0.11613</td>
</tr>
<tr>
<td>81</td>
<td>0.69547</td>
<td>0.17717</td>
<td>0.24471</td>
<td>0.17038</td>
<td>0.09698</td>
<td>2.52322</td>
<td>0.14195</td>
</tr>
<tr>
<td>83</td>
<td>0.64174</td>
<td>0.16256</td>
<td>0.27032</td>
<td>0.19056</td>
<td>0.11811</td>
<td>2.28869</td>
<td>0.17262</td>
</tr>
<tr>
<td>85</td>
<td>0.58876</td>
<td>0.14916</td>
<td>0.29861</td>
<td>0.21314</td>
<td>0.14384</td>
<td>2.07595</td>
<td>0.20747</td>
</tr>
<tr>
<td>87</td>
<td>0.54383</td>
<td>0.13686</td>
<td>0.32987</td>
<td>0.23839</td>
<td>0.17518</td>
<td>1.88298</td>
<td>0.24572</td>
</tr>
<tr>
<td>89</td>
<td>0.50863</td>
<td>0.12557</td>
<td>0.36439</td>
<td>0.26663</td>
<td>0.21335</td>
<td>1.70796</td>
<td>0.28754</td>
</tr>
<tr>
<td>91</td>
<td>0.48197</td>
<td>0.11522</td>
<td>0.40253</td>
<td>0.29821</td>
<td>0.25983</td>
<td>1.54920</td>
<td>0.33372</td>
</tr>
<tr>
<td>93</td>
<td>0.46421</td>
<td>0.10572</td>
<td>0.44466</td>
<td>0.33354</td>
<td>0.31644</td>
<td>1.40520</td>
<td>0.38511</td>
</tr>
</tbody>
</table>

Note: \( q_{x}^{HU}, q_{x}^{UD}, q_{x}^{HU}, \) and \( q_{x}^{HD} \) are based on fitted data from the HRS, 1998 & 2000, for both sexes combined (See table 1). \( \Pi(x,t) \) are smoothed age-specific proportions active in the 1998 HRS for both sexes combined.

### Table 3: Values of health expectancies (partial health expectancies at age 65, truncated at age 95) for the period t to t+2, by health status at age 65, derived from the fitted transition probabilities shown in Table 2 (H = active; U=disabled; . =active or disabled)

<table>
<thead>
<tr>
<th>Health status of destination</th>
<th>( H )</th>
<th>( U )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health status at age 65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( H )</td>
<td>13.77</td>
<td>3.93</td>
</tr>
<tr>
<td>( U )</td>
<td>8.73</td>
<td>6.06</td>
</tr>
<tr>
<td>.</td>
<td>13.08</td>
<td>4.23</td>
</tr>
</tbody>
</table>

Note: These health expectancies are calculated with the assumption that only one transition can occur during the two-year period, and that transitions occur on average in the middle of the two-year age interval. Unconditional health expectancies (\( H \) and \( U \)) are calculated using population proportion active at age 65, \( \Pi(65,t)=0.86269 \).
3.2 Simulating sample data

In reality, even if the parametric assumptions are met in the population, the observed proportions active at two dates may not come from population data but from sample data. It is thus important to introduce sampling variability in the data for a more realistic test of the method’s performance. We thus drew random samples of various sizes from the two population cross-sections generated in the above section. These simulated samples were then used as inputs in the intercensal method, thus testing the method’s performance in a situation where the parametric assumptions are met and where the only source of uncertainty comes from sampling variability.

Specifically, we took the population proportions of active individuals shown in Table 2 as the “true” proportions. At each age group at time t and t+2, each individual was a random draw with the probability of being active equal to the population proportions active. The sample sizes are 20,000, 10,000 and 5,000 individuals in 1998 and 2000, with an age distribution following that of the US population in 1998 and 2000. For each pair of samples, the proportions active at time t and t+2, together with overall mortality values (nqx), were used as inputs in the optimization solver. (No sampling variability was introduced in the overall mortality values, since we expect mortality data to come from official, population-based estimates.) As above, the goal is to recover the original parameters that generated the data and estimate corresponding health expectancies. These estimated health expectancies can be compared to the “true” health expectancies shown in Table 3.

3.3 Constraints, objectives, and starting values in optimization solver

CONOPT, the optimization solver which we used, allows us to specify constraints for the unknown parameters. It is useful to take advantage of these constraints now that we introduced sampling variability in our simulated data (no constraints were necessary when we used population data as inputs). Drawing from our review of the empirical evidence on age patterns of disability, we used the following constraints in our age range 65-93: (1) probabilities nqx\text{HU} and nqx\text{UH} need to be between 0 and 1 (by definition); (2) the slope of sQ\text{HU} needs to be positive (the probability of developing disability increases with age); (3) the slope of sQ\text{UH} needs to be negative (the probability of recovering from disability decreases with age); (4) r can only be above 1 (the mortality for the disabled must be greater than that for the active); (5) r must decrease with age (the mortality differential between the disabled and active decreases with age). In addition to these constraints, we used a set of bounds for the parameters. We chose bounds that were large enough to encompass plausible variability in the
functions \( nq_x^{UH} \), \( nq_x^{HU} \) and \( nrx \), while ensuring that the above constraints are met. We tested two sets of bounds, a narrower one and a wider one. These bounds are provided in Table 4 and shown in Figure 2. Relative to the observed data, the wide bounds include very high and very low levels of the three functions \( nq_x^{UH} \), \( nq_x^{HU} \) and \( nrx \). While we would need to have empirical estimates of transition probabilities in a wide range of contexts to be able to fine tune these bounds, the wide bounds appear large enough to encompass a wide variety of situations.

### Table 4: Values of bounds used in optimization procedure

<table>
<thead>
<tr>
<th></th>
<th>Function</th>
<th>Age</th>
<th>Narrow bounds</th>
<th></th>
<th>Wide bounds</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>low</td>
<td>high</td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td>( nq_x^{UH} )</td>
<td>65</td>
<td>0.25</td>
<td>0.5</td>
<td></td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>( nq_x^{HU} )</td>
<td>93</td>
<td>0.05</td>
<td>0.15</td>
<td></td>
<td>0.02</td>
<td>0.5</td>
</tr>
<tr>
<td>( nrx )</td>
<td>65</td>
<td>3.5</td>
<td>6.5</td>
<td></td>
<td>2</td>
<td>12.0</td>
</tr>
<tr>
<td>( nq_x^{HU} )</td>
<td>93</td>
<td>1</td>
<td>3</td>
<td></td>
<td>1</td>
<td>4.0</td>
</tr>
<tr>
<td>( nq_x^{UH} )</td>
<td>65</td>
<td>0.02</td>
<td>0.15</td>
<td></td>
<td>0.01</td>
<td>0.5</td>
</tr>
</tbody>
</table>

### Figure 2: Bounds used in non-linear optimization
We used the minimum of the sum of squared residuals \( \min \sum (\tilde{Y}_t - \hat{Y}_t)^2 \) as the objective for the optimization solver. With both narrow and wide bounds, all 1000 samples had locally optimal solutions, which is all that can be guaranteed for a nonlinear model. The convergence took 20 to 30 iterations on average. We used various combinations of starting values for the 6 unknown parameters of Equation (5). Regardless of the choice of starting values, the optimizer always converged to the same solution.

### 3.4 Results

We evaluate the intercensal method by comparing health expectancies estimated with this method to the “true” health expectancies shown in Table 3. Results for each conditional or unconditional health expectancy are presented in Figure 3-5 according to the following configurations: (1) Sample size (20K, 10K or 5K per cross-section); (2) Bounds in nonlinear optimization (narrow, wide). For each combination of these configurations, we present how health expectancies estimates are distributed among 1,000 pairs of samples randomly drawn from the simulated population at time \( t \) and \( t+2 \). Each sampling distribution is presented in two ways: (1) box plots showing medians and quartiles (boxes represent inter-quartile ranges or IQR, whiskers extend to 1.5 times the IQR below the first quartile or above the third quartile, and estimates beyond that range are considered outliers and are represented by dots); (2) means and 90\% uncertainty intervals (means are represented with dots, and whiskers around these dots represent the range between the 5\% and 95\% percentile).

These sampling distributions are compared to the true health expectancies, represented with a dashed line. Results are shown in Figure 3 for health expectancies conditional on being active at age 65, Figure 4 for health expectancies conditional on being disabled at age 65, and Figure 5 for unconditional health expectancies.
Figure 3: Simulated sampling distribution of health expectancies at age 65 (in years), conditional on being active at age 65, by sample size and bound width

a. Life expectancy in the active state, conditional on being active at age 65

b. Life expectancy in the disabled state, conditional on being active at age 65
Figure 3: (Continued)

(c) Life expectancy (any disability state), conditional on being active at age 65

Figure 4: Simulated sampling distribution of health expectancies at age 65 (in years), conditional on being disabled at age 65, by sample size and bound width

(a) Life expectancy in the active state, conditional on being disabled at age 65
Figure 4: (Continued)

b. Life expectancy in the disabled state, conditional on being disabled at age 65

![Box plot for life expectancy in the disabled state](image)

Note: These health expectancies are partial health expectancies at age 65, truncated at age 95 ($\mu_{65t}$). The horizontal dashed lines represent the true population health expectancies shown in Table 3.

c. Life expectancy (any disability state), conditional on being disabled at age 65

![Box plot for life expectancy (any disability state)](image)
Figure 5: Simulated sampling distribution of unconditional health expectancies at age 65 (in years), by sample size and bound width

a. Unconditional life expectancy in the active state

b. Unconditional life expectancy in the disabled state

Note: These health expectancies are partial health expectancies at age 65, truncated at age 95 (30e65). The horizontal dashed lines represent the true population health expectancies shown in Table 3. For each sample, unconditional health expectancies are calculated using the simulated sample proportion active at age 65.
We observe the following patterns in these results. Overall, the intercensal method appears to work remarkably well for health expectancies conditional on being active at age 65 (Figure 3), and for unconditional health expectancies (Figure 5). For these health expectancies, the method offers little bias and sampling error; the means and medians of the sampling distributions are typically within a few decimal points from the true value, and the size of the 90% uncertainty interval rarely extends beyond one year.

There is more bias and more sampling error for health expectancies conditional on being disabled at age 65 (Figure 4), especially when wide bounds are used. For these values, means and medians of sampling distributions are typically within one year of the true values, and uncertainty can be quite substantial. This may be due to the fact that these conditional health expectancies for the disabled are greatly affected by the estimated value of \(2\hat{q}_{65}^{UH}\) at age 65. Indeed, \(2\hat{q}_{65}^{UH}\) is high in comparison with the other transition probabilities at that age, which means that small relative errors in the value of that probability (estimated with \(\alpha_j\)) will have a large impact on the health expectancies conditional on being disabled. On the positive side, errors in these conditional health expectancies have little impact on the unconditional health expectancies shown in Figure 5, because they pertain to a small proportion of the population at age 65.

Comparing different combinations of sample size and bounds, we find the following patterns in terms of bias and sampling error. First, as expected, larger samples produce better results, but the gain is not always substantial. Second, the choice of narrower bounds in the nonlinear optimization provides better results. The gain, however, is not very substantial, except in the case of health expectancies conditional on being disabled at age 65 (Figure 4). For these health expectancies, the use of narrow bounds produces much less bias and sampling error.

For the unconditional expectancies, we are also able to compare the performance of the intercensal method to results from the Sullivan method. (As discussed in the introduction, the Sullivan method does not provide conditional health expectancies.) These Sullivan estimates, shown in Figure 5, were calculated by combining simulated sampled proportions at time \(t\) with overall mortality between \(t\) and \(t+2\). We find that the intercensal method produces slightly less bias than the Sullivan estimates. The Sullivan estimates, however, have less sampling variability. This is due in part to the fact that, in the Sullivan method, sampling variability comes from only one sample, while in the intercensal method, sampling variability comes from two independent samples. This additional uncertainty, however, does not jeopardize bias, which is slightly smaller for the intercensal method. This smaller bias may be due in part to the fact that the intercensal method, like the direct multistate method, produces estimates that refer to a synthetic cohort subject to transitions probabilities prevalent during \(t\) and \(t+2\) (like the true values), while the Sullivan method produces results that are affected by transitions occurring before time \(t\).
In order to test the limits of this approach, we also run the optimization solver with no bounds, keeping only the five constraints specified above. The no bounds results were less satisfactory. First, about 5% of the samples encountered infeasibility and unboundedness. Second, while the IQR and the 90% uncertainty intervals for the feasible solutions were comparable in range to the wide-bounds results, a few solutions, up to 15 out of 1000 samples, had values far outside the range observed. While the non-bounded results are useful to test the limits of the estimation procedure, they put us in an unnecessary difficult situation by ignoring a priori information about the order of magnitude of the functions. For example, it might not be useful to allow the procedure to yield results where the death probability of the active is more than 12 times that of the disabled at age 65. While the proposed narrow and wide bounds could be fine tuned by examining transition probabilities in a wide range of contexts, we believe there is more a priori information to be used than just the five constraints specified above.

3.5 Errors in transition probabilities vs. errors in health expectancies

Since the purpose of this method is to estimate health expectancies, we focused our discussion of the results on errors in this outcome measure. However, transition probabilities are also an outcome of interest for a number of purposes. We observe that probabilities are less accurately estimated than the health expectancies produced by them. Values of \( a_{Q_k^{HU}} \) and \( a_{Q_k^{UH}} \), in particular, tend to be seriously underestimated. These errors largely offset each other when calculating health expectancies.

In order to illustrate this point, we treated the two waves of HRS as cross-sectional and calculated proportions active in 1998 and 2000. We combined these values with official NCHS mortality probabilities for the year 1999 in the intercensal procedure. We then compared the estimated transition probabilities with those directly observed when the HRS is used longitudinally. This comparison, presented in Figure 6, shows that \( a_{Q_k} \) and consequently \( 2a_{Q_k^{HD}} \) and \( 2a_{Q_k^{UD}} \), are rather well estimated with the procedure. Values of \( a_{Q_k^{HU}} \) and \( a_{Q_k^{UH}} \), however, are systematically underestimated. These patterns of errors are rather common in our simulations. They affect health expectancies conditional on being disabled, as we saw in Figure 4. However, they largely offset each other in the estimation of the other health expectancies.
4. Applying the intercensal method to the NHIS

The above simulations provide a test of the intercensal method in situations where the parametric assumptions are exactly met and where the only source of error comes from sampling variability. They do not fully replicate real-life situations where the underlying assumptions might not be exactly met, and where the three sources of information (two cross-sections and overall mortality) come from three independent sources, each with their own potential errors.

To perform a more realistic test, we applied the intercensal method to data from the NHIS. The NHIS is a continuing annual household survey of the civilian, non-institutionalized population of all ages in the United States. Each week a probability sample of households is interviewed. In this test, we used the 1999 and 2001 annual samples. The 1999 annual sample consists of 37,573 households, yielding 97,059 persons. The 2001 annual sample consists of 38,932 households, yielding 100,761 persons. As the NHIS top codes all respondents aged 85 and over as 85, we restricted the 1999 sample to those aged 64-81 and the 2001 sample to those aged 66-83, resulting in 9854 and 8994 cases, respectively. As in the case of our earlier HRS analysis, we did not use sample weights in the NHIS samples.
Our definition of health states in the NHIS is not identical to the one we used in the HRS. This is due to the fact that, instead of asking about having any difficulty as in the HRS, the NHIS health questions ask about needing help. As the subject may have difficulty in functioning without needing help, the prevalence of functional limitations in the NHIS is generally lower than that in the HRS for the same type of activities. To make the level of prevalence comparable between the two surveys, we expanded the list of activities in the NHIS to include: (1) personal care needs such as eating, bathing, dressing, or getting around inside the home; (2) routine needs such as everyday household chores, doing necessary business, shopping, or getting around for other purposes; and (3) being limited in the kind or amount of work one can do. Cases with a positive response to any of these items were coded as disabled.

For overall mortality pertaining to the inter-survey period, we used U.S. mortality data from the Human Mortality Database for the year 2000. These data are based on official life tables from NCHS. Because of the age restriction in the NHIS, we used 9 age groups only (65-81) as inputs. The input data are shown on Table 5.

In this more realistic test, it is not possible to compare the method’s estimates to some unambiguous “truth”, because no exhaustive population information exists on transitions among health statuses that would allow us to estimate health expectancies in a non-parametric fashion. Information on transitions in and out of health statuses typically comes from samples, and sample sizes are usually too small to allow non-parametric calculations. However, in recent years, the IMaCh approach mentioned earlier has emerged as the most reliable method for estimating health expectancies in a synthetic cohort using longitudinal data. We thus used health expectancies produced using IMaCh as our reference against which results of the intercensal method were compared. These IMaCh estimates can be viewed as “direct” multistate estimates, because they use direct observations of individual transitions between states, contrasting with the intercensal estimates which can be viewed as “indirect” multistate estimates. (As explained earlier, IMaCh makes assumptions about the age pattern of transitions that are comparable to those made in the intercensal method.) The data source used for the IMaCh-based reference estimates is the HRS for a period comparable to the period used for NHIS. We obviously cannot use data from the NHIS with IMaCh, because the NHIS data are not longitudinal. We purposely did not use the HRS data as input in the intercensal method for this comparison, because these cross-sections would not be truly independent and would thus provide a test that might favor the new method. Results of this test are shown in Figure 7. (Here also, in order to avoid extrapolation beyond the age for which we have data, we calculated partial health expectancies at age 65, with a truncation age of 83.)
Table 5: Proportions active (1999 & 2001) and overall mortality (2000) used as inputs in the intercensal method, US, both sexes combined

<table>
<thead>
<tr>
<th>exact age x</th>
<th>f(x, 1999)</th>
<th>f(x+2, 2001)</th>
<th>nqx (2000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>0.87609</td>
<td>0.86708</td>
<td>0.03037</td>
</tr>
<tr>
<td>67</td>
<td>0.86819</td>
<td>0.86906</td>
<td>0.03590</td>
</tr>
<tr>
<td>69</td>
<td>0.85219</td>
<td>0.84669</td>
<td>0.04216</td>
</tr>
<tr>
<td>71</td>
<td>0.83519</td>
<td>0.82160</td>
<td>0.04980</td>
</tr>
<tr>
<td>73</td>
<td>0.82684</td>
<td>0.79093</td>
<td>0.05958</td>
</tr>
<tr>
<td>75</td>
<td>0.81417</td>
<td>0.82322</td>
<td>0.07025</td>
</tr>
<tr>
<td>77</td>
<td>0.77641</td>
<td>0.75590</td>
<td>0.08283</td>
</tr>
<tr>
<td>79</td>
<td>0.76045</td>
<td>0.71198</td>
<td>0.09915</td>
</tr>
<tr>
<td>81</td>
<td>0.70216</td>
<td>0.66378</td>
<td>0.11846</td>
</tr>
</tbody>
</table>

Source: 1999 & 2001 National Health Interview Survey (proportions active); Human Mortality Database (overall mortality).

Figure 7: Comparison of health expectancies estimated using IMaCh, the intercensal method, and the Sullivan method, US, 1998-2001 (both sexes combined)

Note: H=Active; U=Disabled; .=Active or Disabled. These health expectancies are partial health expectancies at age 65, truncated at age 83 (65e83). IMaCh estimates are based on data from HRS, 1998 & 2000 waves. Intercensal estimates are based on data from NHIS, 1999 & 2001 waves, together with 2000 mortality data from the Human Mortality Database. Sullivan estimates are based on data from NHIS, 1999 wave, together with 2000 mortality data from the Human Mortality Database. The unconditional health expectancies are calculated using the observed proportions active at age 65 in the HRS and NHIS, respectively.
Results indicate that, compared to the IMaCh approach using HRS, the intercensal method provides remarkably comparable estimates for unconditional health expectancies (H and U), and for health expectancies conditional on being active at age 65 (HH, HU and H). For these health expectancies, errors range from .3 to .8 years with narrow bounds; and from .4 to 1.2 with wide bounds. As in our earlier test, the errors are larger for health expectancies conditional on being disabled at age 65, especially when wide bounds are used. Active life expectancy (UH) tends to be underestimated, while life expectancy in the disabled state (UU) tends to be overestimated. These two errors balance out for the total life expectancy conditional on being disabled (U), producing an error of .4 years when narrow bounds are used, and .9 years when wide bounds are used. These results are consistent with the results of the earlier simulations.

For unconditional health expectancies, we are also able to compare the results of the intercensal method to those of the Sullivan method. The intercensal method and the Sullivan method perform similarly well, with little difference between wide bounds and narrow bounds. Here also, this is consistent with the results of the simulations.

5. Discussion

In light of the simulations and examples developed in this paper, the intercensal approach appears as a promising framework for indirectly estimating health expectancies. In this section, we discuss the advantages and disadvantages of this approach, compared to the two most common approaches that have been used so far: the multistate approach using IMaCh, and the Sullivan method.

The most important advantage of the intercensal approach, compared to IMaCh, is that it allows the calculation of conditional and unconditional health expectancies without resorting to longitudinal data. Transitions among health statuses, and deaths by health status, are not needed. Only two independent cross-sections, producing proportions active, and a life table pertaining to the inter-survey period are needed. These data are widely available. The two methods rely on comparable parametric assumptions. The disadvantage is that the intercensal method produces health expectancy estimates that do not always agree with the underlying population health expectancies. However, except in the case of conditional expectancies for the disabled, the errors are not substantial. The population of disabled individuals at age 65 is a small population group, and therefore unconditional health expectancies are not substantially affected. We thus believe that the intercensal approach is a promising alternative to the data-costly IMaCh approach.
The advantages relative to the Sullivan method are many. First of all, unlike the Sullivan approach, the intercensal method allows the estimation of conditional health expectancies. Health expectancies vary substantially depending on one’s health status at a given age, and therefore conditional health expectancies are important health indicators. A second advantage is that the intercensal method, like IMaCh, does not rely on the assumption that the observed prevalence of disability of the population is equal to the that of the synthetic cohort. It is therefore more theoretically correct. Another advantage is that the intercensal method produces unconditional health expectancy estimates that are slightly less biased than those resulting from the Sullivan method. The disadvantage relative to the Sullivan method is that it requires two cross-sections, instead of one in the case of the Sullivan method. This is a minor disadvantage given that successive cross-sections are widely available. A related disadvantage is that the unconditional health expectancies produced by the intercensal method have more sampling variability than the Sullivan method. This additional sampling variability is modest, however, and seems to be an acceptable price to pay in view of the advantages that the intercensal method offers compared to the Sullivan method.

6. Conclusion

The intercensal method developed in this paper allows the estimation of health expectancies (conditional and unconditional) without the use of longitudinal data. It only requires two successive cross-sections of the population and overall mortality pertaining to the inter-survey period. Assumptions regarding the age pattern of transitions are similar to those made by IMaCh.

The intercensal method works perfectly when there is no sampling variability and when parametric assumptions are exactly met in the population. When we introduce sampling variability, the method appears to work remarkably well for estimating health expectancies conditional on being active at age 65, and for unconditional expectancies.

The amount of error is somewhat larger for health expectancies conditional on being disabled at age 65. Fortunately, this is a small population group at age 65, and therefore these errors do not compromise the multistate system and the other health expectancy estimates. Nonetheless, further research is needed for improving the performance of the method for these conditional health expectancies.

One direction for future research is to examine the age patterns of transitions in and out of disability using other available longitudinal data sets besides the HRS. This would help determining if the parametric assumptions made in this paper hold in a variety of settings. Additional information on transition probabilities would also allow us to examine in greater detail the amount of variation in transition probabilities, and
would help choosing perhaps more sensible bounds for the values of the parameters. The age pattern of transition probabilities also needs to be studied for various widths of age intervals (e.g. 3 years, 5 years, etc.), and for other healthy vs. unhealthy dichotomies.

We believe, however, that the method introduced in this paper provides a useful framework for estimating health expectancies in the absence of longitudinal data.
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